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Abstract

While Knowledge Editing (KE) has been
widely explored in English, its behavior in
morphologically rich languages like Arabic
remains underexamined. In this work, we
present the first study of Arabic KE. We eval-
uate four methods (ROME, MEMIT, ICE, and
LTE) on Arabic translations of the ZsRE and
Counterfact benchmarks, analyzing both mul-
tilingual and cross-lingual settings. Our ex-
periments on Llama-2-7B-chat show show that
parameter-based methods struggle with cross-
lingual generalization, while instruction-tuned
methods perform more robustly. We extend
Learning-To-Edit (LTE) to a multilingual set-
ting and show that joint Arabic-English training
improves both editability and transfer. We re-
lease Arabic KE benchmarks and multilingual
training for LTE data to support future research.

1 Introduction

Despite their impressive capabilities, LLMs suf-
fer from a fundamental limitation: their knowl-
edge is static and cannot be easily updated with-
out costly retraining or model re-deployment.
This becomes particularly problematic when mod-
els must adapt to new facts or correct outdated or
incorrect information. To address this, the field
of Knowledge Editing (KE) has emerged, offering
techniques to surgically modify specific factual con-
tent within an LLM without retraining from scratch
(Wang et al., 2024b; Yao et al., 2023).

Recently, multilingual knowledge editing has
garnered some attention (Tamayo et al., 2024; Si
et al., 2024; Zhang et al., 2025; Wu et al., 2025;
Xu et al., 2023; Durrani et al., 2025). However, the
progress on Arabic remains notably limited. Ara-
bic NLP poses unique challenges due to diglossia,
rich morphology, and the lack of curated resources
(Habash et al., 2024; Guellil et al., 2021; Sawaf
etal., 2023). The absence of Arabic-specific knowl-
edge editing benchmarks and evaluations creates

a significant barrier to understanding how existing
KE methods perform in this context.

Furthermore, in today’s multilingual world, up-
dating knowledge in one language should ideally
generalize to others. This raises critical questions
around multilingual and cross-lingual knowledge
editing: 1) Can an edit made in Arabic propagate
cross-lingually? ii) Do the same methods perform
equally across languages? iii) How can models be
trained to edit themselves effectively in multiple
languages?

In this work, we present the first study of knowl-
edge editing in Arabic. We benchmark four meth-
ods (ROME, MEMIT, ICE, and LTE) on Arabic
translations of the ZsRE and Counterfact datasets,
evaluating their performance in both multilingual
and crosslingual settings.

A central contribution of our work is extending
the Learning to Edit (LTE) framework to sup-
port Arabic and joint Arabic and English training.
This multilingual extension improves both editabil-
ity and crosslingual generalization, demonstrating
that instruction-tuned models can adapt edits across
languages. We find that parameter-based methods
perform inconsistently across languages and ex-
hibit poor transfer. In contrast, LTE delivers strong
performance in both Arabic and crosslingual sce-
narios. To support future research, we release our
datasets and multilingual LTE training resources.

Our contributions:

* We analyze four KE methods (ROME,
MEMIT, ICE, and LTE) on Arabic edits.

* We compare editing effectiveness across Ara-
bic, English, and German.

* We extend LTE to multilingual settings and
evaluate its crosslingual impact.

* We release Arabic versions of ZsRE and Coun-
terfact for KE evaluation.

* We provide multilingual training data for in-
struction tuned editing.
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Figure 1: Comparison of ROME, MEMIT, and ICE
on LLaMAZ2-7B-Chat across four metrics: reliability,
generality, locality, and Portability

2 Preliminaries

Knowledge Editing (KE) updates a language
model fy with a new fact (x.,y.), producing an
edited model fp, that satisfies fy,(z.) = y. while
preserving unrelated outputs.

We evaluate KE using four standard metrics: re-
liability (accuracy on the edit), generality (con-
sistency on paraphrases), locality (preservation of
unrelated knowledge), and portability (reasoning
with the edited fact in new contexts).

In the multilingual setting, edits and evaluations
occur within the same language ¢. In the cross-
lingual setting, edits are applied in one language
¢; and evaluated in another /.

3 Experimental Setup

3.1 Data Curation

To enable knowledge editing research in under-
represented languages, we construct Arabic and
German versions of two widely used KE bench-
marks: ZsRE and Counterfact.

ZsRE (Levy et al., 2017) was originally intro-
duced for zero-shot relation extraction and later
adapted for KE by (De Cao et al., 2021; Mitchell
et al., 2022). It consists of well-defined factual
triples and serves as a strong basis for evaluating
reliability and generality in KE.

Counterfact (Meng et al., 2022a) was designed
to test model robustness under counterfactual
knowledge-false facts that plausibly contradict
known information. This benchmark is especially

useful for evaluating locality, i.e., ensuring that
edits do not bleed into unrelated knowledge.

Translation and Release. We use the NLLB-200
model! (Team et al., 2022) to automatically trans-
late ZsRE and Counterfact into Arabic and German.
While synthetic, these translations are high-quality
and provide the first large-scale KE benchmark for
Arabic. 2

Our Contribution. Several datasets were devel-
oped for multingual knowledge editing (Wei et al.,
2025; Wang et al., 2024c,a; Wu et al., 2023; Nie
et al., 2025; Ali et al., 2025). To the best of
our knowledge, this is the first release of Arabic
knowledge editing benchmarks based on ZsRE
and Counterfact. Each sample is aligned with eval-
uation protocols for reliability, generality, locality,
and portability, making the data immediately us-
able for reproducible multilingual KE research.

We use the standardized splits from the
KnowEdit benchmark (Zhang et al., 2024) and pre-
serve their structure to ensure compatibility with
prior work.

3.2 Knowledge Editing Methods

To evaluate knowledge editing in Arabic and
cross-lingual contexts, we compare four repre-
sentative methods spanning distinct paradigms:
ROME (Meng et al., 2022a) and MEMIT (Meng
et al., 2022b) (parameter-based), ICE (Zheng et al.,
2023) (in-context), and LTE (Jiang et al., 2024)
(instruction-tuning). While the first three offer com-
plementary approaches to editing and generaliza-
tion, our primary focus is on extending LTE, given
its flexibility and potential for multilingual adapta-
tion.

Originally designed for English, LTE fine-tunes
models to follow edit instructions through super-
vised examples, enabling edits to be applied on-
the-fly via prompting. We build on this framework
by developing both monolingual (Arabic-only) and
bilingual (Arabic+English) variants, aiming to as-
sess how instruction diversity impacts editability in
Arabic and the model’s ability to generalize across
languages. This extension allows us to investigate
whether LLMs can learn to edit themselves across
linguistic boundaries, highlighting the promise of
LTE as a foundation for scalable, instruction-driven
multilingual editing.

Yhttps://hf.co/facebook/nllb-200-3.3B

2https://github.com/baselmousi/
arabic-knowledge-editing
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Figure 2: Impact of the editing language on the reliability, generality, portability and locality metrics on the ZsRE

and Counterfact datasets for Llama2-7B-Chat

4 Results and Analysis

4.1 Arabic Editing Performance

How effective are existing knowledge editing
methods when applied to Arabic? Figure 1
compares four editing methods: ROME, MEMIT,
ICE, and LTE-EN on Arabic edits using ZsRE
dataset (Counterfact results are shown in figure 5
in Appendix A). LTE-EN consistently achieves the
highest scores across reliability, generality, locality,
and portability, indicating that instruction-tuned
models, even when trained only on English, can
generalize effectively to Arabic. ICE ranks sec-
ond in reliability and generality, though its porta-
bility drops sharply on Counterfact, likely due to
the challenge of counterfactual reasoning under
zero-shot prompts. MEMIT excels in locality, pre-
serving unrelated knowledge via its surgical update
mechanism, but trails in generality and portability.
ROME performs worst overall, highlighting the
difficulty of transferring localized parameter edits
to morphologically rich, non-English languages.

4.2 Multilingual Comparison

LLMs encode different languages in partially over-
lapping latent spaces (Mousi et al., 2024). This
raises an important research question: How does
editing in Arabic compare to editing in other
languages?

To assess cross-lingual robustness, we compare
editing performance in Arabic, English, and Ger-
man across four methods: ROME, MEMIT, ICE,
and LTE-EN as shown in Figure 2 (Counterfact
results are shown in figure 6). Parameter-based
methods (ROME and MEMIT) perform best in
English but degrade noticeably in German and fur-

ther in Arabic, reflecting their limited adaptability
beyond English-tuned settings. In contrast, ICE
exhibits stable performance across all three lan-
guages (Figure 2c), suggesting that prompt-based
approaches are more resilient to linguistic variation.
Similarly, LTE shows minimal degradation across
languages, highlighting the benefits of instruction
tuning for multilingual generalization.

4.3 Cross-Lingual Transfer and Anisotropy

Does editing a fact in Arabic propagate effec-
tively to other languages, and vice versa? A
core objective of multilingual knowledge editing is
enabling factual edits to transfer seamlessly across
languages (Wang et al., 2024a; Khandelwal et al.,
2024; Beniwal et al., 2024). To test this, we evalu-
ate bidirectional transfer performance between Ara-
bic, English, and German using the ZsRE bench-
mark. We consider two setups: (a) editing in Arabic
and evaluating in other languages and (b) editing
in English or German and evaluating in Arabic.
Figure 4 reports the reliability metric on the ZsRE
dataset (Appendix A contains additional results
on the counterfact dataset). We observe a clear
asymmetry in cross-lingual transfer: edits made
in Arabic fail to propagate reliably to English or
German, and vice versa. Parameter-based methods
such as ROME and MEMIT show especially weak
transfer, confirming that their internal representa-
tions are language-sensitive and fail to support con-
sistent multilingual alignment. Even when editing
semantically equivalent facts across languages, the
models do not generalize edits effectively without
explicit multilingual support.
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Figure 3: (a) Shows a comparison of the considered methods across the reliability, generality, locality, and portability
metrics on the ZsRE dataset. (b) Shows a comparison of the averaged cross-lingual reliability scores on the ZsRE
dataset and (c) Shows a comparison of the averaged cross-lingual generality scores on the ZsRE dataset. The x-axis
in (b) and (c) refer to the language the edit is being applied in.
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Figure 4: Cross Lingual Reliability Metrics Comparison (ZsRE)

4.4 Multilingual Learning to Edit mance across all metrics, with LTE-AR-EN again

. . . . achieving the strongest results.
Do instruction-tuned models generalize Arabic & &

edits cross-lingually The Learning to Edit (LTE) § (Conclusion

framework (Jiang et al., 2024) was originally pro-

posed to teach English models to incorporate edits ~ YWe presented the first study of knowledge edit-
through instruction tuning. We extend this frame-  1ng for Arabic, evaluating four editing paradigms:
work to support Arabic and multilingual training, ROME, MEMIT, ICE, and LTE, on the ZsRE and
evaluating three variants: LTE-EN: Trained only Counterfact benchmarks. Our experiments reveal
on English edits, LTE-AR: Trained only on Ara- that parameter-based editing methods, though ef-
bic edits, LTE-AR-EN: Jointly trained on Arabic ~ fective in English, struggle in Arabic and show
and English edits. We assess both multilingual =~ POOT crosslingual transfer. In contrast, instruction-
performance (editing and evaluating in the same tuned methods, especially our extended multilin-

language) and cross-lingual performance (editing ~ gual LTE framework, exhibit robust performance
in one language, evaluating in another). both in Arabic and across languages. Our findings

highlight key challenges and opportunities in multi-
lingual knowledge editing. First, language-specific
morphological and syntactic factors significantly
affect the reliability and locality of edits. Second,

Figure 3a compares all methods across reliability,
generality, locality, and portability. LTE-AR-EN
outperforms all others, showing that joint multilin-
gual training yields the most consistent and robust ] At A e
edit behavior. While LTE-EN performs well in crosslingual propagation is limited in most existing
Arabic despite never seeing Arabic edits, adding appr(')aches', emphz'lsizing t‘he nee‘? for multilingual
Arabic fine-tuning further improves generality and tralm?% F1pa113{, 1nstruct1'on. tuning emerges as a
reliability. Notably, there is a slight drop in locality ~ PTOMISINg dlr'ec't'lon for bu11d1ng'language—agnostlc
for the jointly trained model, reflecting a common editing (_:apablhtles. We hope 'FhlS work serves as a
trade-off between generalization and specificity. foundation for future efforts aimed at scalable and

Figures 3b and 3¢ further show that LTE fine- reliable knowledge editing for low-resource and
tuning substantially improves cross-lingual perfor- morphologically rich languages like Arabic.
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Figure 5: Comparison of ROME, MEMIT, and ICE
on LLaMA2-7B-Chat across four metrics: reliability,
generality, locality, and Portability on the counterfact
dataset

A Additional Results

Arabic Editing The results of Arabic editing per-
formance on the counterfact dataset are shown in
figure 5.

Multilingual Comparison The results of the
multilingual comparison on the counterfact dataset
are shown in figure 6

Additional Cross-Lingual Results The crosslin-
gual generality metric on the ZsRE are shown in
figure 7 and the cross-lingual reliability and gener-
ality metric on counterfact are shown in figures 8
&9
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Figure 6: Impact of the editing language on the reliability, generality, portability and locality metrics on counterfact
datasets for Llama2-7B-Chat
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Figure 7: Cross Lingual Generality Metrics Comparison (ZsRE)
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Figure 8: Cross Lingual Reliability Metrics Comparison (Counterfact)
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Figure 9: Cross Lingual Generality Metrics Comparison (Counterfact)
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