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Figure 1: ALARB includes a dataset of structured legal cases. Each case lists the facts presented by the plaintiff and defendant,
and an explicit step-by-step chain of the argument reasoning of the court leading to a verdict. Cases are linked to individual
articles of applicable statutes and regulations. A set of legal reasoning tasks leverages the data. ALARB is available here.

Abstract

We introduce ALARB, a dataset and suite of

tasks designed to evaluate the reasoning ca-

pabilities of large language models (LLMs)

within the Arabic legal domain. While exist-

ing Arabic benchmarks cover some knowledge-

intensive tasks such as retrieval and understand-

ing, substantial datasets focusing specifically

on multistep reasoning for Arabic LLMs, espe-

cially in open-ended contexts, are lacking. The

dataset comprises over 13K commercial court

cases from Saudi Arabia, with each case includ-

ing the facts presented, the reasoning of the

court, the verdict, as well as the cited clauses

extracted from the regulatory documents. We

define a set of challenging tasks leveraging

this dataset and reflecting the complexity of

real-world legal reasoning, including verdict

prediction, completion of reasoning chains in

multistep legal arguments, and identification

of relevant regulations based on case facts. We

benchmark a representative selection of current

open and closed Arabic LLMs on these tasks

and demonstrate the dataset’s utility for instruc-

tion tuning. Notably, we show that instruction-

tuning a modest 12B parameter model using

ALARB significantly enhances its performance

in verdict prediction and Arabic verdict gener-

ation, reaching a level comparable to that of

GPT-4o.

1 Introduction

The Arabic capabilities of LLMs have been rapidly

improving, and many recent models, both closed

and open, now demonstrate remarkable fluency and

linguistic quality in their generated outputs. This

enhanced performance facilitates the development

of practical support systems in various knowledge-

intensive domains. It also underscores the impor-

tance of developing targeted, native Arabic bench-

marks to thoroughly evaluate these models in sce-

narios requiring complex, multistep reasoning.

In English, a variety of benchmarks exist for eval-

uating the capabilities of emerging LLMs. Several

influential benchmarks, such as (Wang et al., 2018;

Hendrycks et al., 2021a), have significantly shaped

the development of earlier models. As these bench-

marks quickly become saturated by rapidly improv-

ing models—GPT-4.1, for instance, achieves more

than 90% accuracy on MMLU—new benchmarks

continue to emerge, offering fresh evaluation chal-

lenges (Zhong et al., 2024; Phan et al., 2025; Guha

et al., 2023). Notably, tasks requiring multistep

reasoning have become an essential focus in recent

benchmarks, reflecting the capabilities of current-

generation LLMs to plan and execute sequences of

reasoning steps prior to generating their outputs.

In contract, there is comparatively a dearth of
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benchmarks to evaluate the emerging generative

abilities of Arabic LLMs, and many existing evalu-

ation and benchmarking resources are in fact trans-

lated from English. While in some domains, trans-

lations from English or other languages may be

quite reasonable, there are others in which LLMs

are expected to reason in contexts where social and

cultural norms are relevant factors and where trans-

lated datasets may suffer from unintended omis-

sions or systematic bias. In order to address this

gap, benchmarks that include reasoning tasks in

native Arabic contexts are needed.

The Arabic legal domain provides an ideal set-

ting for benchmarking Arabic LLMs, particularly

in open-ended scenarios representative of real-

world complexity. Legal reasoning involves struc-

tured argumentation and contextual sensitivity, and

requires flexible inference to handle uncertain-

ties and plausible interpretations that do not exist

in mathematical reasoning and inference tasks in

closed systems. Additionally, legal tasks often in-

volve linguistic complexity, nuanced text interpre-

tation, and adherence to formal conventions, further

testing Arabic comprehension and generation skills.

Finally, Arabic remains notably absent from influ-

ential multilingual legal datasets (Niklaus et al.,

2024), underscoring the importance of developing

specialized Arabic legal datasets.

Towards this end, we introduce ALARB, a

dataset specifically designed to support the mul-

tistep reasoning tasks needed for following legal

arguments and predicting verdicts. The dataset is

derived from original Arabic judicial sources of

cases that appeared in front of commercial courts

in Saudi Arabia in recent years.

Our contributions can be summarized as follows:

• We present a 13K+ structured legal cases

dataset to support legal argument reasoning,

along with their governing statutes.

• We introduce a set of tasks involving this

dataset, including identifying applicable ar-

ticles from case facts and variants of verdict

generation.

• We evaluate the performance of the leading

open Arabic models on these tasks, and show

that the dataset can be used to finetune a 12B

model to result in performance that rivals that

of GPT-4o.

2 Related Work

2.1 Arabic LLM benchmarks

Early benchmarks of Arabic language models

largely focused on linguistic-level text classifica-

tion tasks (Antoun et al., 2020; Abdul-Mageed

et al., 2021) consistent with the limited capabilities

of models at the time. Despite interest in evaluating

deeper linguistic proficiency (Kwon et al., 2023;

Sibaee et al., 2025), recent benchmarks have shifted

towards more knowledge intensive and reasoning

tasks to accompany the rising capabilities of current

generation Arabic LLMs. In this category of Ara-

bic LLMs, we include both Arabic-centric models

(Sengupta et al., 2023; Huang et al., 2024)—models

whose training data is mostly focussed on Arabic

and English, as well as the multilingual models

such as (Team, 2025; OpenAI, 2024b; Yang et al.,

2025) that include Arabic among dozens of sup-

ported languages.

Among popular benchmarks for Arabic LLMs,

we mention AlGhafa (Almazrouei et al., 2023) and

ArabicMMLU (Koto et al., 2024) that have curated

multiple choice questions (MCQs) spanning a va-

riety of general knowledge questions. The perfor-

mance of Arabic models on these and other bench-

marks are tracked in public leaderboards includ-

ing the Open Arabic LLM Leaderboard (El Filali

et al., 2024) and BALSAM (King Salman Global

Academy for Arabic Language, 2024). There has

also been interest in benchmarking Arabic LLM

models for cultural alignment (Qian et al., 2024;

Mousi et al., 2025).

There is however a need for the evaluation of

emerging Arabic LLMs on more challenging tasks

that require the generation of conclusions and ex-

planations in open-ended and specialized domains.

A task in the domain of poetry understanding and

explanation is described in (Alghallabi et al., 2025).

2.2 Legal reasoning benchmarks and tasks

The legal domain has seen tremendous interest

in the use of LLMs in tasks related to legal re-

search and writing tools targeting professionals

and the public, motivating the need for benchmark-

ing in this domain. Early benchmarks (Chalkidis

et al., 2022; Hendrycks et al., 2021b) focussed

on classification and recognition tasks in judge-

ment prediction, clause identification, and related

tasks. More recent efforts (Guha et al., 2023; Fei

et al., 2024; Nigam et al., 2024, 2025) have substan-

tially expanded the evaluation tasks to include a
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 ىعدملا مازلإب اًبلاطم ةدجب ةيراجتلا ةمكحملا مامأ ىوعد ةحئلاب يعدملا ليكو مدقت   .1

 يعدملا اهب ماق تلااوح 6 اهددعو ةيلام تلايوحت لثمي لاير 79,222 غلبم دادسب هيلع

 .لاوملأا ليغشتل قافتا لىع ءًانب هيلع ىعدملل

 اهعيبو تاجتنم ءاشر قيرط نع يعدملا لاومأ هيلع ىعدملا ريدي نأ لىع نافرطلا قفتا   .2

 .حبرلا نم %1 ةبسنب ظفتحيو

 

 لاير 79,222 غلبم هيلع ىعدملا ملس هنأ لىع اعًشر ةررقملا ينميلا يعدملا ليكو ىدأ    .8

 .ائًيش ملتسي ملو سبلام ءاشر يف ةبراضم ةكاشر لباقم

 .هيلإ لوحملا لاير 79,222 غلبم دادسب هيلع ىعدملا مازلإ يف هبلط يعدملا ليكو صرح   .1

 ةجح يئاضقلا رارقلإا نأب ضيقت تيلا تابثلإا ماظن نم 17 ةداملا لىإ ةمكحملا تدنتسا   .2

 .هيلع ةصراقو رقملا لىع ةعطاق

 يعدملاو ،ينيعادتملا ىوقأ بناج يف نوكت ينميلا ،تابثلإا ماظن نم 93 ةداملا لىع ءًانبو   .3

 ينيعادتملا ىوقأ دعيُ انه

 قفو هل هقاقحتسا ببسب يعدملل لاير 79,222 غلبم دادسب هيلع ىعدملا ةمكحملا تمزلأ
 ةمدقملا ةلدلأاو عئاقولا

 .هيلع ةصراقو ،رقملا لىع ةعطاق ةجح يئاضقلا رارقلإا : 17 – تابثلإا ماظن

 .ينيعادتملا ىوقأ بناج يف ينميلا نوكت :  93 – تابثلإا ماظن

Figure 2: Data Preparation Workflow.

broader range of legal reasoning tasks, specifically

designed to test logical reasoning, judgment predic-

tion, and question-answering abilities of models.

In Arabic, a benchmark inspired by LegalBench

appeared in (Hijazi et al., 2024).

However, these benchmarks have not addressed

tasks that require understanding or generating

chains of legal arguments in support of a decision,

making it questionable how much legal reason-

ing of models is being evaluated. In fact, legal

LLMs are still prone to hallucinations (Magesh

et al., 2025) that are partly attributed to the models’

inability to reason correctly through the text to ar-

rive at the proper conclusion. Reasoning-focused

datasets and tasks are needed to support reliable

RAG systems, explainability, and trustworthiness

of LLMs in legal domains. (Zheng et al., 2025;

Chlapanis et al., 2024) are efforts in this direction.

3 Dataset

The ALARB dataset contains legal cases from com-

mercial courts in Saudi Arabia with their applicable

statutes. In this section we describe the process of

curating this data and its results.

3.1 Data Curation

Figure 2 depicts the data preparation workflow.

Case and Statutes Scraping. Court case descrip-

tions are scraped from the KSA Ministry of Justice

(MoJ) website. Each case description includes the

facts of the case (arguments presented by the plain-

tiff and defendant to the court) and the reasoning

of the court. Each is usually a few paragraphs long.

The description also includes a verdict that is short

and authoritative in tone. Eight statues, along with

their implementing regulations, were identified as

the governing documents for these cases and were

also scraped. Each of these governing documents

is organized into articles representing specific pro-

visions ( ةدام ).

Data Cleaning and Mapping to Regulations.

This involved identifying the statutes and regula-

tion documents, as well as the specific articles from

them, that are referenced in each case. These arti-

cles are not listed separately in the case descriptions

but appear in-line in the text describing the reason-

ing of the court. In addition, these articles and their

statutes are referred to differently in different cases,

with inconsistencies in the naming conventions for

the same legal document and in the way article num-

bers appear in the descriptions. This is essentially a

named-entity recognition (NER) task and we used

an LLM for it. Our experiments showed that mod-

ern LLMs can generally understand the context

needed to identify the statute names and article

numbers referred to in the text. For additional ro-

bustness however, this process was repeated twice

using different prompts, and the union of the two

different outputs was used to minimize the risk of

missing any relevant articles and regulations.

Case Restructuring and Anonymization. This

involves arranging the facts of a case into a list of

individual items, each representing a single fact

and generally written in a sentence or two in the

text. Similarly, the reasoning was structured as

a list of individual steps, each representing a sin-
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Articles Referenced Document

30 2 قئاثولاوتامولعملاةحئال
129 4665 تابثإلاماظن

329 82 ةيذيفنتلاهحئاولوسالفإلاماظن

371 84 ةيذيفنتلاهحئاولوذيفنتلاماظن

281 714 ةيذيفنتلاهحئاولوتاكرشلاماظن

356 9652 ةيذيفنتلاهحئاولوةيراجتلامكاحملاماظن

55 264 ةيذيفنتلاهحئاولوةاماحملاماظن

876 3824 ةيذيفنتلاهحئاولوةيعرشلاتاعفارملاماظن

Table 1: Statistics of Referenced Legal Statutes.

Field
Words Steps

Min Max Avg Min Max Avg

Facts 31 398 181 3 11 8
Reasoning 18 296 129 1 11 6
Regulations 0 977 186 0 15 3
Verdict 5 26 13 N/A

Table 2: Dataset Summary Statistics.

gle thought in the reasoning process. The scraped

textual descriptions of the facts and the reasoning

also often contained identifiable information about

plaintiffs and defendants, which needed to be re-

moved. Prompts were designed to restructure both

the facts and reasoning sections into clear steps and

to remove irrelevant or sensitive information, and

this step was done with an LLM. The quality of the

outputs was verified manually on random samples.

Appendix A shows an example of the generated

representation structured as: a list of individual

facts, a sequence of reasoning steps, a court verdict,

and keys to full text descriptions of cited articles.

3.2 Dataset statistics

Table 1 summarizes the data of legal documents in-

cluded in the dataset. Each entry shows the number

of articles contained in the corresponding statute.

On average, each article in the statutes has about

47 words. Also shown in the table are the number

of times articles from the statute are referenced. In

many of the cases, multiple articles from the same

statute are referenced.

Figure 3 shows the composition of the 13,344

legal cases of the dataset. The top left histogram

shows their word count distribution, including all

For Plaintiff For Defendant Court Dismissal

62% 5% 33%

Table 3: Case Verdict Breakdown.
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Figure 3: Distributions of Words and Steps.

text from the list of facts, steps of the reasoning,

the verdict, and the referenced articles. There were

a few outliers but we had generally chosen cases

that are not too lengthy, resulting in the peak of

the distribution being around 500 words. The three

other histograms show the distribution of the sizes

of the case fact lists, reasoning step lists, and the

number of articles explicitly referenced from the

statutes. We note that most cases involve about

half a dozen discrete reasoning steps and use only

a few articles in arriving at the verdict. Table 2

shows additional details of these distributions, with

the min, max and average number of words and dis-

crete steps. Table 3 shows the verdict distribution

of the court rulings, which includes a substantial

portion of cases that were deemed not within the

court’s jurisdiction, with the motivating rationale

articulated in the reasoning.

4 Benchmark Tasks

ALRAB introduces two main categories of tasks

aimed at evaluating a model’s capacity for legal

reasoning.

4.1 Verdict Prediction Tasks

The first category focuses on verdict generation

in different task setups designed to evaluate the

models’ capacity for legal reasoning with varying

amounts of given contextual information. These

tasks specifically test how well the model can ana-

lyze case details and generate a verdict grounded

in the relevant laws and regulations. In each setup,

the model is provided with selected information

from the case and is expected to produce a legally

sound verdict.

Task 1: From Facts Only. In this task, the mod-

els are provided with only the factual details of
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each case. They are expected to analyze these facts

to generate a reasoning chain and a verdict solely

based on their understanding of the case.

Task 2: From Facts and Relevant Articles. In

this task, the models receive both the case facts and

the specific legal articles that were referenced in

the court’s reasoning. The objective is to assess the

model’s ability to interpret and apply the relevant

articles to the facts of a case and produce a reasoned

verdict accordingly.

Task 3: From Facts and Court’s Reasoning. In

the setup, the models are given the case facts along

with the court’s official reasoning. Based on this

combined input, they are tasked with predicting the

final verdict. The objective is to evaluate how well

they can understand legal arguments in the context

of the facts and reach a verdict.

Task 4: Argument Completion. Tasks 2 and

3 above are two extremes in the spectrum of le-

gal argument reasoning: one provides none of the

reasoning of the court and the other provides it all.

This task is an intermediate one that provides the

models with the first few steps of the reasoning and

asks them to complete it and reach a verdict. The

task is parameterized by the number of omitted rea-

soning steps and obviously becomes more difficult

as this number increases.

4.2 Article Identification Tasks

The second category of tasks is designed to eval-

uate the models’ ability to identify and recognize

the appropriate relevant articles in statutes based

solely on their understanding of the case facts. To

this end, we initially attempted to create a retrieval-

based approach where, given only the case facts,

the model would retrieve the relevant articles from

the entire set of statutes and regulations available.

We embedded all available regulations using text-

embedding-large-3 (OpenAI, 2024a) and employed

cosine similarity to retrieve the most relevant ar-

ticles based on embedded case facts. However,

the results were extremely poor , which led us to

simplify our approach and generate two multiple-

choice question tasks instead.

In these MCQ questions, the models are given

the complete list of facts from a legal case and

asked to choose the most applicable article from a

list of four choices: one being an article actually

cited in the court’s reasoning and three other dis-

tractors. The distractors are constructed in two dif-

ferent ways described below, allowing the MCQs

to have two levels of difficulty.

Task 1: Articles from the Same Statute In this

task, the model is presented with three distractors

randomly selected from the same statute as the cor-

rect answer. This configuration tests the model’s

ability to distinguish between somewhat related

articles within the same statute. Many articles in

the same regulatory document use the same exact

words and phrases and require that models under-

stand the full context of an article.

Task 2: Semantically Related Articles In this

more challenging task, we employ semantic sim-

ilarity via embeddings to retrieve articles closely

related to the correct article. We utilized the text-
embedding-large-3 model (OpenAI, 2024a) for

generating embeddings and calculated cosine sim-

ilarity scores across the entire regulation corpus.

The three most semantically similar articles serve

as distractors. These may originate from different

legal regulations rather than being confined to a

single regulatory document. This creates a more so-

phisticated evaluation that tests the model’s deeper

understanding of regulatory nuances, semantic re-

lationships, and subtle differences across various

legal texts. A sample MCQ is shown in Figure 11.

5 Results

For all tasks, we conducted evaluations across a

diverse set of models, varying in size, language

capability (Arabic-centric and multilingual), and

accessibility (open-source and proprietary). The

list of models included in our evaluation is provided

in Table 4. The benchmarks were performed on a

subset of 1,329 legal cases.

5.1 Verdict Prediction Tasks Results

For the first category of tasks—verdict predic-

tion—the models were provided with detailed

prompts outlining both the expected output and

the format of the response. In the two setups where

the court’s reasoning was not included as part of

the input, the models were explicitly instructed to

perform reasoning before generating a verdict.

To evaluate the predicted verdicts, we used GPT-
4o as an LLM-as-a-judge (Zheng et al., 2023; Gu

et al., 2024). The model was provided with both

the predicted and actual verdicts and tasked with

assessing their alignment. Reliable automatic eval-

uation of generated verdicts is not a simple task.
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Model
Facts Only Facts & Reasoning Facts & Regulations

Correct Partial Incorrect Correct Partial Incorrect Correct Partial Incorrect

AceGPT-v2-32B-Chat 28.9 34.7 35.8 41 55.1 3.9 25.1 27.8 38.3

AceGPT-v2-8B-Chat 33.4 33.4 33.1 58.4 38.8 2.7 28.9 30.3 37.3

ALLaM-7B-Instruct-preview 14.1 42.7 43.1 39 56.4 4.5 17.2 44.3 38.4

aya-expanse-32B 32.9 33 33.9 70.6 26.7 2.7 36.3 32 31.5

aya-expanse-8B 25.6 38.8 35.6 61.9 34 4.1 24.6 40.7 34.6

Falcon3-7B-Instruct 8.7 20.2 70.9 28.7 40.1 31.1 8.7 18.1 73.1

Gemma-3-12B-it 15.8 51.8 32.4 51 46.2 2.8 29.6 40.8 29.6

Gemma-3-4B-it 13.3 46.2 40.3 46.9 39.2 13.9 24.5 38.5 36.9

GPT-4o 38.7 31.4 29.9 65.7 31.6 2.7 46 28.8 25

GPT-o4-mini 22.9 46 30.9 61.3 36.7 2 27.6 43.8 28.5

Qwen3-14B 31.5 36.5 31.9 64.5 31.5 4.1 44.6 28.7 26.7

Qwen3-8B 27.1 36.4 36.5 58.3 36.2 5.3 32.2 34.2 33.5

Table 4: Verdict Prediction results: LLMs Evaluation for Verdict Prediction Across Three Tasks.

Verdicts in commercial cases are not binary and

generally require the calculation of fines, which

must be done accurately. The judging prompt is

shown in in Appendix B. It generates one of three

evaluations:

• CORRECT: The predicted verdict fully

matches the actual court verdict.

• INCORRECT: The predicted verdict does

not align with the actual court verdict. It may

award incorrect amounts, not recognize juris-

diction, or add unnecessary details.

• PARTIALLY CORRECT: The prediction

demonstrates partial alignment but fails to

fully match the court’s decision, mostly in

minor style and expression.

In the facts-only task, GPT-4o achieved the high-
est percentage of correct verdicts, while Gemma 3-
12B achieved the highest rate of partially correct

predictions.

In the facts and court reasoning task, aya-
expanse-32B outperformed all models, followed

by GPT-4o in the percentage of correct verdicts.

Despite being provided with both the case facts and

the court’s reasoning, and only required to interpret

the reasoning to reach a verdict, fewer than half of

the models achieved more than 60%accuracy. This

outcome highlights the inherent complexity of cor-

rectly interpreting the dense Arabic legal language

of the courts.

In the facts and regulations task, GPT-4o again

led in performance, achieving a 46% correct ver-

dict rate, followed closely by Qwen3-14B at 44.6%.

Both models also recorded the lowest percentage

of incorrect verdicts, suggesting that they success-

fully reasoned and applied relevant regulations in

approximately 75% of cases.

Interestingly, several models, including both

versions of AceGPT-v2, aya-expanse-8B, and
Falcon-7B, performed worse when provided with
the relevant regulations compared to when they

received only the facts. This suggests that the pres-

ence of large amounts of legal text in the context

may have introduced confusion in models with less

robust reasoning capabilities.

Both versions of Qwen3 were evaluated with

thinking mode enabled, allowing us to evaluate

the effects of additional test-time reasoning. Un-

der this configuration, the models demonstrated

strong reasoning capabilities. Qwen3-14B achieves
results that closely approach those of GPT-4o,
and both Qwen3 models consistently outperform

o4-mini across most evaluation cases. Specifi-

cally, Qwen3-14B surpasses o4-mini in the per-

centage of correctly predicted verdicts across all

three tasks. In the Facts and Regulations task,

Qwen3-14B achieves a significantly higher rate

of fully correct verdicts—44.6% compared to o4-
mini’s 27.6%—indicating nearly double the accu-

racy. Even the smaller Qwen3-8B model outper-

forms o4-mini in this task in terms of fully correct

predictions.

Results for the argument completion task with

given partial reasoning are discussed in Section 6.2,

along with the performance of a fine-tuned model.

5.2 Article Identification Task Results

For the regulation identification task, we evaluated

a subset of models on 1,159 MCQs for each of the

two tasks. In the task where all answer choices

were drawn from the same regulatory document,

all models demonstrated strong performance, with

accuracy exceeding 80%. GPT-4o achieved the

highest accuracy in this setup at 90.42%, followed
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Model
Article Identification Accuracy

Same Regulation Semantically Retrieved

AceGPT-v2-8B-Chat 81.79 52.72

Gemma-3-12B-it 82.63 67.47

Qwen3-14B 82.20 71.30

Qwen3-8B 84.60 67.90

GPT-o4-mini 90.07 73.59

GPT-4.1 86.71 77.30

GPT-4o 90.42 76.79

Table 5: Article Identification Results.

by GPT-4.1 at 86.71%. However, the task be-

came significantly more challenging when semanti-

cally similar articles —retrieved using embedding-

based similarity— were used as distractors. In this

more difficult scenario, overall accuracy declined

substantially, with GPT-4.1 achieving the highest

score at 77.30%.

Overall, models with strong reasoning capabil-

ities consistently performed well across both task

categories, demonstrating their robustness in legal

understanding, verdict prediction, and regulatory

interpretation.

6 Additional Experiments

We explore the utilization of our dataset in three

focused scenarios: Supervised Fine-tuning (SFT),

completion of part of the court’s reasoning to pre-

dict the verdict, and comparing English versus Ara-

bic reasoning capabilities.

6.1 Supervised Fine-tuning

A primary application of our dataset is supervised

fine-tuning of language models for legal reasoning.

To investigate this, we constructed an instruction-

tuning dataset derived from the existing cases for

SFT and assessed whether fine-tuned models could

leverage this dataset to enhance performance on

predefined verdict prediction tasks. We initially

defined three instruction-based tasks: 1) Given le-

gal case facts and applicable regulations, the model

generates the reasoning and predicts the verdict.

2) Given legal case facts, applicable regulations,

and the court’s reasoning, the model predicts the

verdict. 3) Given case facts, applicable regulations,

and the final verdict, the model infers the court’s

reasoning. For task variability, we created multi-

ple instructions per task (details available in Ap-

pendix C). Subsequently, we converted the train-

ing portion of our dataset into training samples for

instruction-tuning, as illustrated in Figure 4. We

fine-tuned Google’s Gemma-3-12B-it using these

Instruction

Input

What is the court's decision for the following case?

Facts:  
 عم تادعم ةيعدملا يرجأت لىع نافرطلا قفتا )م05/10/2016( ـه04/01/1438 خيراتب -
 .لاير 195,264 ةيلامجإ ةميقب رهشأ 10 ةدمل اهيلع ىعدملل اهيلغشم
 ةقلاعلا ببسب )م31/10/2016( ـه30/01/1438 يف ةرجلأا ملاتساب ةيعدملا قح أشن -
 .ينفرطلا ينب ةيراجتلا
 .)م02/01/2016( ـه22/03/1437 خيراتب ةرجؤملا تادعملا اهيلع ىعدملا تملتسا -
 .ةيعدملل ةيقبتملا ةرجلأا اهيلع ىعدملا ددست ملو يرجأتلا دقع ىهتنا -
 غلبمب ـه30/01/1438 تىح ـه22/03/1437 نم ةترفلا نع ةيقبتملا ةرجلأاب ةيعدملا تبلاط

 .لاير 46,224
 .اهبلط معدل ةبلاطملا ةميقب يرتاوفو باسح فوشك ةيعدملا تمدق -
 .باوجلا ةركذم يف ةيعدملا ةحئلاو ىوعدلا عئاقو ةحصب اهيلع ىعدملا ليكو رقأ

 ىعدملا ليكو رقأو ينفرطلا ءلاكو روضحب ـه15/03/1444 يف ةيئرم ةسلج ةمكحملا تدقع
 .ىوعدلا ةحصب اهيلع
 .ةعفارملا باب تقلغأو مكحلل ةيضقلا ةيحلاص ةرئادلا تررق -

Reasoning: 
 .لاير 46,224 ةغلابلا ةيقبتملا ةرجلأاب ةبلاطملا يف هبلط ةيعدملا ليكو صرح -
 .ةبلاطملا لحم غلبملا يف ةيعدملا قحب ةلاكولاب لوخملا اهيلع ىعدملا ليكو رقأ -
 ايًعونو ايًئلاو ةيراجتلا ةمكحملا صتخت ،نيرجات ينب تادعم يرجأت دقع نع أشن عانزلا نلأ اًرظن -
 .ةيراجتلا مكاحملا ماظن نم 16 ةداملل اقًفو هرظنب
 ةصراقو رقملا لىع ةعطاق ةجح يئاضقلا رارقلإا دعي ،تابثلإا ماظن نم 17 ةداملا لىإ ادًانتسا -
 .هيلع
 .رقملا لىع هب ضىقيو ةجح رارقلإا نوكيف غلبملا قاقحتساب ترقأ اهيلع ىعدملا نأ امب -
 .دادسلاب اهيلع ىعدملا مازلإو ةيعدملا بلط لوبق لىإ ةرئادلا تهتنا -

Output
[VERDICT] 

  .ةيعدملل لاير 46,224 غلبم دادسب اهيلع ىعدملا مازلإ
[\VERDICT] 

Figure 4: SFT Training: Example from the verdict

prediction task.

instructions and evaluated its performance on our

benchmark tasks to measure improvements from

fine-tuning.

The model went through full parameter fine-

tuning on 12, 012 instruction-output pairs for 4

epochs, with an initial learning rate of 5e−6 with

cosine scheduling, a per device batch size of 2 on

3 A100 GPUs, and 2 gradient accumulation steps.

Table 6 summarizes the performance of the fine-

tuned model on our 1,329 case test set across the

three verdict prediction tasks, highlighting perfor-

mance gains and drops. The model demonstrates

significant improvements across all three tasks,

bringing it up on par with the best models in Ta-

ble 4. The biggest improvements are seen in the

”Facts” only task, where the model has to work the

hardest to reach the correct verdict. These results

highlight the effectiveness of these legal cases as a

dataset that can be used for instruction tuning for

legal reasoning.

6.2 Partial Reasoning

Table 4 shows a consistent pattern: models con-

sistently exhibit lower rates of incorrect verdict

predictions when explicitly provided with court

reasoning, compared to when they must infer rea-

soning independently. To further investigate this

behavior, we ran the reasoning completion task test-

ing how the models perform when provided with

only a subset of the reasoning steps. Starting with
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Model
Facts Facts & Reasoning Facts & Regulations

Correct Partial Incorrect Correct Partial Incorrect Correct Partial Incorrect

Gemma-3-12B-SFT 37.3 (+21.5) 38.6 (-13.2) 24.1 (-8.3) 65.9 (+14.9) 31 (-15.2) 3.1 (+0.3) 45.3 (+15.7) 35.7 (-5.1) 19 (-10.6)

Table 6: Fine-tuning Impact: Gemma-3-12B-SFT’s performance on verdict prediction compared to base model.
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Figure 5: Error rate with partial reasoning provided.

the verdict prediction task involving case facts, ap-

plicable regulations, and all n reasoning steps, we

progressively removed the final k ∈ {0, 1, . . . , 6}
reasoning steps and measured model performance

at each stage.

Figure 5 illustrates the increase in error rates

as fewer reasoning steps are provided. As antici-

pated, all models deteriorate in performance when

reasoning steps are removed. However, the SFT

model demonstrates superior capability at using

partial reasoning to reach correct verdicts, surpass-

ing GPT-4o when three or more steps are omitted.

6.3 Reasoning In English

State-of-the-art LLMs are typically trained on ex-

tensive multilingual corpora, enabling them to

converse and reason across various languages;

however, English remains dominant within these

datasets. Given that our dataset comprises legal

cases exclusively in Arabic, all previously reported

results were obtained by explicitly prompting the

models to reason and provide verdict predictions in

Arabic. We further investigate whether changing

the reasoning language from Arabic to English in-

fluences model performance. For this experiment,

we randomly sampled 100 cases from our test set

and used GPT-4o to translate only the verdicts into

English, avoiding translation of entire cases due to

observed quality degradation in translating legal

texts. Using these partially translated cases, we

explicitly prompted the models to reason and pro-

duce verdict predictions in English for the ”Facts

& Regulations” task.

Model
Facts & Regulations

Correct Partial Incorrect

Gemma-3-12B-it 39 (+9.4) 32 (-8.8) 29 (-0.6)

GPT-4o 45 (-1) 27 (-1.8) 28 (+3)

Table 7: Reasoning In English: English reasoning

improves Gemma3’s performance, but is not significant

for GPT-4o.

Table 7 presents the changes in performance for

GPT-4o and Gemma-3-12B when reasoning in En-

glish. GPT-4o shows minimal variation, with mi-

nor performance drops likely attributable to the

reduced size of the test sample. On the other hand,

Gemma-3-12B exhibits substantial improvement

when reasoning in English, significantly increasing

its rate of fully correct predictions. This suggests

that, despite its multilingual training, Gemma-3-
12B benefits greatly from reasoning in English,

likely due to stronger linguistic alignment or fa-

miliarity. These findings seem to imply that using

English reasoning, even for Arabic legal cases, may

offer performance advantages for certain multilin-

gual models, as they may be relying on an English-

centric representation space for their internal rea-

soning (Etxaniz et al., 2024; Schut et al., 2025).

Further research is needed to reach broader conclu-

sion, however.

7 Conclusions

We introduced ALARB, a novel Arabic dataset

specifically designed to benchmark legal reason-

ing capabilities in Arabic LLMs. The dataset fea-

tures multiple variants of verdict prediction tasks,

assessing models’ abilities to comprehend legal

linguistic nuances, accurately apply regulations

to given cases, and produce legally sound rea-

soning chains. Our experiments demonstrate that

reasoning-oriented models generally perform bet-

ter on these tasks; however, significant opportu-

nities for improvement remain. Additionally, we

validated ALARB’s effectiveness by fine-tuning

a 12B-parameter model, resulting in substantial

performance gains. For future work, we intend to

leverage ALARB in the Reinforcement Learning

(RL) post-training of Arabic reasoning models.
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Limitations

While this study contributes to evaluating and im-

proving Arabic LLMs, several limitations must be

acknowledged and addressed in future work.

First, the dataset is limited to a particular area

of the law, obtained from a single country, and

is relatively limited in size. Additional diversity

is needed to broaden its capabilities. Texts from

some areas besides commercial law are publicly

available and may be used. Ministries of Justice in

many countries of the Arab world have digitized

their documents and these represent valuable re-

sources for expanding and enriching the dataset

with different styles of reasoning.

Evaluation of the LLM-as-a-judge in verdict pre-

diction tasks merits deeper scrutiny. Instead of the

ternary classification we used, a finer scale evalua-

tion may be possible, perhaps separating the sub-

stance of the verdict from its expression and form.

When showcasing the effectiveness of the

dataset for model finetuning, we used a mid-sized

model (Gemma-3-12B-it), primarily for conve-

nience. Larger models need to be investigated to

further evaluate its utility.

The reasoning capabilities of the existing Ara-

bic LLMs warrant deeper examination. Our ob-

servations of reasoning traces from open models

performing test-time inference are that models of-

ten pursue incorrect reasoning paths before self-

correcting based on additional information, par-

ticularly evident when answering multiple-choice

questions or applying an article to a case. More

thorough analysis is needed to better understand

these reasoning dynamics.

Finally, an intriguing question remains regard-

ing the underlying reasons behind the models’ im-

proved performance when prompted to reason in

English, and how general this behavior is.

Ethics Statement

Legal matters are inherently sensitive and require

careful handling. We have anonymized the gener-

ated dataset to remove all identifying information

about plaintiffs, defendants, as well as the judges

that ruled on the cases included. All contributors

to this work are properly recognized, either as co-

authors or in the Acknowledgments section.
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A Sample Case from the Dataset

Figure 6 shows an example of the resulting structured representation of cases. To support reasoning

tasks, each legal case is structured into: (1) a list of individual facts and arguments presented to the court;

(2) a sequence of steps articulating the reasoning of the court; (3) the final verdict reflecting the court’s

opinion; and (4) the individual articles form the statutes explicitly cited in the case. The cases reference a

core set of eight statutes and regulatory documents. Shown in the figure are the (standardized) keys to

full text descriptions of statute articles. For convenience, these descriptions have been inserted in the

output so every case has the complete reasoning context.

Facts 

Reasoning 

Verdict 

Regulations 

عئاقولا  

بابسلأا  

مكحلا قوطنم

عجارملا

…
 

…
 

 ىعدملا مازلإب اًبلاطم ةدجب ةيراجتلا ةمكحملا مامأ ىوعد ةحئلاب يعدملا ليكو مدقت   .1

 يعدملا اهب ماق تلااوح 6 اهددعو ةيلام تلايوحت لثمي لاير 79,222 غلبم دادسب هيلع

 .لاوملأا ليغشتل قافتا لىع ءًانب هيلع ىعدملل

 اهعيبو تاجتنم ءاشر قيرط نع يعدملا لاومأ هيلع ىعدملا ريدي نأ لىع نافرطلا قفتا   .2

 .حبرلا نم %1 ةبسنب ظفتحيو

 

 لاير 79,222 غلبم هيلع ىعدملا ملس هنأ لىع اعًشر ةررقملا ينميلا يعدملا ليكو ىدأ    .8

 .ائًيش ملتسي ملو سبلام ءاشر يف ةبراضم ةكاشر لباقم

 .هيلإ لوحملا لاير 79,222 غلبم دادسب هيلع ىعدملا مازلإ يف هبلط يعدملا ليكو صرح   .1

 ةجح يئاضقلا رارقلإا نأب ضيقت تيلا تابثلإا ماظن نم 17 ةداملا لىإ ةمكحملا تدنتسا   .2

 .هيلع ةصراقو رقملا لىع ةعطاق

 يعدملاو ،ينيعادتملا ىوقأ بناج يف نوكت ينميلا ،تابثلإا ماظن نم 93 ةداملا لىع ءًانبو   .3

 ينيعادتملا ىوقأ دعيُ انه

 قفو هل هقاقحتسا ببسب يعدملل لاير 79,222 غلبم دادسب هيلع ىعدملا ةمكحملا تمزلأ
 ةمدقملا ةلدلأاو عئاقولا

 .هيلع ةصراقو ،رقملا لىع ةعطاق ةجح يئاضقلا رارقلإا : 17 – تابثلإا ماظن

 .ينيعادتملا ىوقأ بناج يف ينميلا نوكت :  93 – تابثلإا ماظن

Figure 6: Cases Example: Sample legal case after restructuring.
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B Prompts for Inference and Evaluation

B.1 LLM as a Judge

You are a legal assistant. You will be given a judge’s verdict from a legal case in Saudi Arabia, and a

prediction of the verdict from another legal assistant.

Your task is to evaluate how well the prediction matches the judge’s verdict.

The evaluation should be based on the content of the verdicts and how well they align with each other.

A prediction is correct if it is similar to the judge’s verdict and captures the essence of the decision. It

does not have to be identical, but it should reflect the same outcome and reasoning.

It’s acceptable for the prediction to be shorter or more concise than the judge’s verdict, or the other way

around, as long as the core message is the same. Ignore any noise or irrelevant tokens in the verdicts.

Before you output your evaluation, think about how well the prediction matches the judge’s verdict.

Output one of the following for the evaluation:

- "CORRECT" if the prediction matches the judge’s verdict.

- "INCORRECT" if the prediction does not match the judge’s verdict.

- "PARTIALLY CORRECT" if the prediction is partially correct but does not fully match the judge’s

verdict.

Follow this format:

[THINK]
"Your reasoning here"
[EVALUATION]
"Evaluation here (CORRECT, INCORRECT, or PARTIALLY CORRECT)"

Judge’s verdict:

{judge_verdict}

Predicted verdict:

{predicted_verdict}

Begin!

Figure 7: LLM as a Judge Prompt: The prompt we use for automatic evaluation of verdicts, provide the predicted

and court verdicts to the LLM and ask to think before giving an evaluation.
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B.2 Verdict Prediction

You are a legal assistant specialized in Saudi Arabian law. Your task is to predict the verdict of a legal

case from Saudi Arabia.

The cases involve trade and finance and commercial laws.

You will be given a set of facts from the case, and you MUST provide BOTH:

1. A reasoning section analyzing the facts

2. A verdict prediction section stating what you think the court will decide

The verdict should be based only on the facts provided without personal opinions or biases.

Think carefully about the facts and how they relate to the laws in Saudi Arabia.

Your verdict and reasoning should be strictly in {language}
The verdict should be short and direct.

Follow the format below:

[REASONING]
”Your reasoning and analysis here”

[\REASONING]

[VERDICT]
”Your verdict here”

[\VERDICT]

Do not output anything else outside these two sections.

Here are the facts of the case:

{case_facts}

Begin!

Figure 8: Prompt for Verdict Prediction from Case Facts.
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You are a legal assistant. Your task is to predict the verdict of a legal case from Saudi Arabia.

The cases involve trade and finance and commercial laws.

You will be given a set of facts from the case, and the reasoning of court on these facts.

You should provide a verdict based on the facts and the reasoning of the court.

The verdict is a sentence that summarizes the outcome of the case showing what do you think the court

will decide.

The verdict should be based on the facts and reasoning provided and should not include any personal

opinions or biases.

Your verdict should be strictly in {language}.

Your output should only be a direct and short verdict, do not output anything else.

Make sure to label the start and end of the verdict properly.

Follow the format below:

[VERDICT]
”Your verdict here”

[\VERDICT]

Do not output anything else.

Here are the facts of the case:

{case_facts}

Here is the reasoning of the court:

{case_reasoning}

Begin

Figure 9: Prompt for Verdict Prediction from Case Facts and Reasoning of the Court.
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You are a legal assistant. Your task is to predict the verdict of a legal case from Saudi Arabia.

The cases involve trade and finance and commercial laws.

You will be given a set of facts from the case, and the laws and regulations applicable to this case, and

you MUST provide BOTH:

1. A reasoning section analyzing the facts

2. A verdict prediction section stating what you think the court will decide

You should provide a verdict based on the facts and the given laws.

The verdict is a sentence that summarizes the outcome of the case showing what do you think the court

will decide.

The verdict should be based on the facts and laws provided and should not include any personal

opinions or biases.

Your verdict and reasoning should be strictly in language.

Think about the case facts and how they relate to the given laws.

Follow the format below:

[REASONING]
”Your reasoning and analysis here”

[\REASONING]

[VERDICT]
”Your verdict here”

[\VERDICT]

Do not output anything else.

Here are the facts of the case:

{case_facts}

Here are the laws related to this case:

{case_laws}

Begin!

Figure 10: Prompt for Verdict Prediction from Case Facts and Applicable Regulations.
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C SFT Instructions

Task Instruction

Verdict Prediction

What is the court’s decision for the following case?
Given the information, how should the court rule, and why?
Based on the facts and reasoning, what is the final verdict of the court?
Analyze the case details and provide the court’s verdict.
Given the facts and reasoning, what is the court’s decision?

Reasoning & Verdict Prediction

Given the following facts and laws, provide the verdict.
Read the facts and applicable laws below, then summarize the court’s decision.
Given the case details, generate a summary of the reasoning and the final verdict.
Analyze the following facts and laws, then provide your reasoning and the verdict.
What is the court’s decision for the following case? Include reasoning.
After reviewing the facts and applicable laws, explain the court’s reasoning process and
final decision.

Verdict Justification (Reasoning)

Given the facts, laws, and final verdict, explain the legal reasoning of the court step by
step.
Analyze the case details and provide a detailed explanation of the court’s reasoning
leading to the verdict.
Explain the court’s reasoning process based on the provided facts, laws, and final verdict.
Given the case facts and laws, summarize the court’s reasoning and how it led to the
final verdict.

Table 8: Categories of Instructions for SFT.
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D Sample MCQ from Article Identification Task

Case Facts

Semantic Distractors (Ranked by Similarity)

وكيلة المدعية تقدمت بدعوى للمحكمة التجارية بجدة بخصوص عقد مقاولة مبرم في 24/04/1443هـ •

المدعية نفذت المشروع بالكامل بتكلفة 179,835 ريال، والمدعى عليها سددت فقط 45,000 ريال •

المبلغ المتبقي المطالب به: 134,835 ريال •

المدعية أرفقت العقد رقم 2021016 و15 مستخلصاً مختوماً من المدعى عليها •

المدعى عليها طلبت مهلة للرد في الجلسة الأولى )27/01/1444هـ( •

في الجلسة الثانية )23/03/1444هـ( اتفق الطرفان على الصلح بمبلغ 134,835 ريال على 3 دفعات •

دفعات الصلح: 50,000 + 50,000 + 34,835 ريال تبدأ من 01/01/2023م •

الطرفان أبرأ كل منهما الآخر من أي مطالبات أخرى •

الإجابة الصحيحة

نظام المرافعات الشرعية: 70

للخصوم أن يطلبوا من المحكمة في أي حال تكون عليها الدعوى تدوين ما اتفقوا عليه من إقرار أو صلح أو غير

ذلك في محضر الدعوى، وعلى المحكمة إصدار صك بذلك.

Correct Answer

Option Dنظام المرافعات الشرعية: 144

حرر محضر في الضبط تبين فيه حالة يجب أن يوقع القاضي والكاتب على الورقة -محل النزاع- بما يفيد الاطلاع، ويُ

الورقة وأوصافها بياناً كافياً ويوقع عليه القاضي والكاتب والخصوم.

Similarity: 0.596

Option Bاللائحة التنفيذية لنظام المحاكم التجارية: 182

س، وتفصل المحكمة في بْ للخصوم أن يطلبوا من المحكمة تفسير ما وقع في منطوق الحكم من غموض أو لَ

الطلب في جلسة علنية، ويعد القرار الصادر بالتفسير متمماً للحكم الذي يفسره، ويخضع القرار لطرق الاعتراض.

Similarity: 0.584

Option Cاللائحة التنفيذية لنظام المحاكم التجارية: 61

إذا توصل الأطراف إلى المصالحة أو التسوية بعد قيد القضية، أثبت ما اتفقوا عليه في محضر صلح، يوقع من

الخصوم ومن الموظف المختص، ويذيل بالصيغة التنفيذية.

Similarity: 0.578

Figure 11: Sample MCQ showing semantically similar distractors
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