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Abstract
The linguistic fragmentation of Arabic, with
over 30 dialects exhibiting low mutual intel-
ligibility, presents a critical challenge for de-
ploying natural language processing (NLP) in
healthcare. Conventional fine-tuning of large
language models (LLMs) for each dialect is
computationally prohibitive and operationally
unsustainable. In this study, we explore model
merging as a scalable alternative by integrat-
ing three pre-trained LLMs—a medical domain
expert, an Egyptian Arabic model, and a Mo-
roccan Darija model—into a unified system
without additional fine-tuning. We introduce a
novel evaluation framework that assesses both
dialectal fidelity via dual evaluation: LLM-
based automated scoring and human assess-
ments by native speakers. Our results demon-
strate that the merged model effectively handles
cross-dialect medical scenarios, such as inter-
preting Moroccan Darija inputs for Egyptian
Arabic-speaking clinicians, while maintaining
high clinical relevance. The merging process
reduced computational cost by over 60% com-
pared to per-dialect fine-tuning, highlighting
its viability for resource-constrained settings.
This work offers a promising path for build-
ing dialect-aware medical LLMs at scale, with
implications for broader deployment across lin-
guistically diverse regions.

1 Introduction

The Arabic language landscape, characterized by
profound linguistic fragmentation into numerous
regional dialects, presents a formidable challenge
for Natural Language Processing (NLP), particu-
larly in high-stakes domains like healthcare (Alas-
mari, 2025; Inoue et al., 2022). While Modern
Standard Arabic (MSA) serves a unifying function,
daily communication—including critical patient-
clinician interactions—occurs predominantly in lo-
cal dialects. These dialects, such as Egyptian Ara-
bic and Moroccan Darija, often exhibit stark phono-
logical and lexical divergence, severely limiting

mutual intelligibility across geographical distances
(Trentman and Shiri, 2020). This fragmentation cre-
ates tangible and potentially dangerous communi-
cation barriers within healthcare systems: patients
describing symptoms in their native dialect may
be misunderstood by clinicians unfamiliar with
its nuances, leading to misdiagnosis, ineffective
treatment, or delayed care (Shoufan and Alameri,
2015).

Addressing this challenge through conventional
Large Language Model (LLM) finetuning is
fraught with difficulty (Wu et al., 2025; Ibrahim
et al., 2025a,b). Training separate, specialized
medical language models for each major dialect
is prohibitively resource-intensive, requiring vast
amounts of annotated dialectal medical data and
significant computational power for each variant
even with quantization methods (Hu et al., 2022;
Brown et al., 2020). This approach is fundamen-
tally unscalable given the sheer number of Arabic
dialects and the continuous resource constraints
faced in many regions. Consequently, there is an
urgent need for efficient and scalable methodolo-
gies that can bridge dialectal gaps in specialized
domains without the burden of training and main-
taining numerous individual models.

This paper investigates a solution to this prob-
lem: leveraging model merging techniques (Brunet
et al., 2006; Xu et al., 2024) to consolidate spe-
cialized capabilities into a single, unified model.
We explore the feasibility of integrating pre-trained
LLMs possessing distinct expertise—specifically,
an Egyptian Arabic dialect expert, a Moroccan Dar-
ija expert, and a general medical-domain model,
without resorting to further fine-tuning. Our core
research question is: Can model merging yield a
single, resource-efficient language model capable
of robustly handling critical cross-dialect medical
communication tasks?

We adopt a rigorous validation strategy combin-
ing automated evaluation with human assessment.
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Figure 1: The framework consists of three stages: (1) Test data generation using GPT 4.1 Nano to produce dialect-
specific medical symptom descriptions; (2) Model merging via the TIES algorithm, integrating Egyptian Arabic,
Moroccan Darija, and medical domain LLMs into a unified model; and (3) Dual evaluation of the merged model
through automated (LLM-based) and human-based assessments, focusing on both medical accuracy and dialectal
comprehension.

To support this evaluation, we construct a dataset
of patient symptom descriptions spanning Egyptian
Arabic, Moroccan Darija, and MSA. Quantitative
metrics are used to assess general model perfor-
mance, while human evaluations—conducted by
native speakers of the respective dialects—focus
on practical utility.

2 Related Work

Our work intersects three key areas: dialectal Ara-
bic NLP, medical language processing in Arabic,
and model merging techniques for adapting large
language models.

2.1 Arabic Dialects in NLP

The Arabic language landscape is characterized by
diglossia, with MSA coexisting alongside over 30
regional dialects, such as Egyptian Arabic, Moroc-
can Darija, among others. These dialects differ
substantially in phonology, lexicon, and syntax,
often to the extent that they are mutually unintel-
ligible (Kwaik et al., 2018; Al-Wer and de Jong,
2017; Salameh et al., 2018). This linguistic diver-
sity presents a major obstacle for NLP systems,
particularly in complex tasks such as intent classifi-
cation and symptom extraction.

The challenge is especially acute in healthcare
contexts, where patients frequently describe symp-
toms using their native dialects, which may be un-
familiar to clinicians. This misalignment can intro-
duce significant communication barriers, leading
to misunderstanding and clinical risk (Ellahham,
2021; Zhang et al., 2022).

These challenges highlight the urgent need for

Arabic medical NLP resources that account for
dialectal diversity, motivating a closer look at ex-
isting datasets and their limitations in supporting
real-world clinical applications.

2.2 Medical NLP in Arabic

Medical NLP in Arabic remains underdeveloped
compared to high-resource languages, primar-
ily due to the scarcity of annotated clinical
datasets—particularly those that capture dialectal
variation. While most existing research focuses
on MSA, real-world patient communication often
occurs in regional dialects, reducing the practical
effectiveness of MSA-centric models in clinical
settings.

Recent initiatives have begun to address this gap.
The Arabic Healthcare Dataset (AHD) (Al-Majmar
et al., 2024), derived from Altibbi, provides a large-
scale collection of question–answer pairs across
diverse medical categories. However, dialect-rich
medical corpora remain limited. Social media re-
sources such as ArCOV-19 (Haouari et al., 2021)
offer health-related content spanning multiple arab
countries, but lack clinical precision. Other efforts
include dialect-focused corpora like the Shami cor-
pus for Levantine Arabic (Abu Kwaik et al., 2018),
which support dialectal NLP tasks but are not tai-
lored to the medical domain.

These limitations underscore the need for alter-
native approaches that are both resource-efficient
and dialect-aware, motivating our exploration of
model merging for scalable Arabic medical NLP.
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2.3 Emergence of Model Merging Techniques
Recent advances in model merging have estab-
lished it as a critical paradigm for consolidating
specialized capabilities from multiple pre-trained
models into a unified framework without additional
training. This approach directly addresses scala-
bility challenges in multilingual NLP by enabling
efficient integration of domain-specific and dialect-
specific expertise (Yang et al., 2024). Techniques
such as Fisher-weighted averaging (Matena and
Raffel, 2022) and TIES-Merging (Yadav et al.,
2023) allow the integration of multiple pre-trained
models—for example, dialect-specific experts and
general-purpose medical LLMs—into a unified
framework that retains their respective strengths.
These approaches offer a scalable alternative to tra-
ditional fine-tuning pipelines, particularly in low-
resource or fragmented language settings like Ara-
bic.

While concrete numbers may vary by task
and setup, these methods have repeatedly demon-
strated efficiency gains—such as reducing compute
and storage compared to training separate mod-
els—without compromising on performance. This
makes them compelling for constructing single, ro-
bust Arabic medical LLMs that effectively handle
multiple dialects and domains without expensive
per-dialect pre-training and finetuning pipelines.

3 Methodology

3.1 Base Models
All models used in this study are based on the
Gemma 2B architecture. We integrate three special-
ized variants representing complementary expertise
in medical and dialectal domains:

• Medical Domain Expert:
OpenMeditron/Meditron3-Gemma2-2B
is a clinical language model co-developed
with clinicians and humanitarian practitioners.
It is trained with an emphasis on equitable
representation, contextual diversity, and
alignment with evidence-based medical
guidelines—particularly for low-resource
settings and underserved populations.

• Egyptian Arabic Specialist: A custom
Gemma 2B model fine-tuned on the
MBZUAI-Paris/Egyptian-SFT-Mixture
dataset. This model was developed specifi-
cally to fill the gap in Egyptian dialect models
based on the Gemma 2B architecture. The

fine-tuning process focuses on capturing
the phonological, syntactic, and lexical
characteristics unique to Egyptian Arabic,
which are not adequately represented in
standard Arabic models.

• Moroccan Darija Specialist:
MBZUAI-Paris/Atlas-Chat-2B is an
instruction-tuned model designed for Mo-
roccan Darija as part of the Jais project. It
is optimized for a range of generative tasks
including question answering, summarization,
and translation. The model is designed to be
lightweight and suitable for deployment in
resource-constrained environments.

All three models share the same tokenizer and
vocabulary inherited from the base Gemma 2B ar-
chitecture. This architectural consistency ensured
full vocabulary coverage across both dialectal varia-
tions and medical terminology, eliminating any risk
of out-of-vocabulary degradation or tokenization
mismatches during the merging process.

3.2 TIES-Based Model Merging

Our primary merging strategy follows the TIES
(Trim, Elect Sign, and Merge) methodology (Yadav
et al., 2023), a zero-shot model merging technique
designed to mitigate task interference when com-
bining multiple fine-tuned models. TIES creates a
unified multitask model by aligning significant di-
rectional updates across task-specific models with-
out requiring further training or access to original
training data.

To implement this, we used MergeKit1, an open-
source framework that supports flexible model
merging strategies, including TIES. MergeKit is a
toolkit designed for assembling and merging large
language models. It supports an extensive range
of model architectures and implements numerous
merging algorithms such as TIES, SLERP, task
arithmetic, and Fisher-weighted averaging.

The process involves three key stages:

1. Trim (Sparsification): For each task-specific
model (e.g., dialect specialists), we compute a
task vector as the parameter difference from a
reference model, in our case the medical base:

τi = θdialecti − θmed

1https://www.arcee.ai/product/mergekit
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These task vectors are then sparsified by re-
taining only the top-k parameters by magni-
tude (we use a density of 0.6, corresponding
to k = 20%) to emphasize impactful updates
and reduce potential conflicts from noise or
overfitting.

2. Elect Sign: Among the retained (nonzero)
parameter updates, directional disagreements
can still occur. In this step, TIES resolves sign
conflicts by electing the consensus direction.
A parameter’s sign is retained only if at least
70% of the models agree on the direction of
the update, ensuring robustness across tasks.

3. Merge: Finally, the aggregated parameter up-
dates are merged back into the base model.
Only updates with elected signs contribute
to the merged model, while trimmed or con-
flicted parameters default to zero. The final
update rule is:

θmerged = θmed + λ
∑

i

wi · τ sparse
i

where λ is a global scaling factor and wi is
the weight assigned to each model (set in our
configuration as wi = 0.6 for dialect models
and wi = 0.4 for the medical model).

models:
- model: MBZUAI -Paris/Atlas -Chat -2B

parameters:
density: 0.6
weight: 0.6

- model: AITheChillGuy/Egyptian -Chat -2
B
parameters:

density: 0.6
weight: 0.6

- model: OpenMeditron/Meditron3 -Gemma2
-2B
parameters:

density: 0.6
weight: 0.4

merge_method: ties
base_model: google/gemma -2-2b-it
parameters:

normalize: true
int8_mask: true

dtype: float16

Figure 2: YAML configuration for TIES merging via
MergeKit. Weights balance dialect specialization (0.6)
against medical domain knowledge (0.4), with uniform
density (0.6) for parameter sparsification.

3.3 Evaluation
Test Dataset To address the critical shortage of
dialect-rich medical datasets, we generated a spe-
cialized evaluation set using gpt-4.1-nano. The
generation process followed a structured system
prompt (illustrated in Figure 3) designed to ensure
clinical plausibility, dialectal accuracy, and consis-
tency across Egyptian Arabic, Moroccan Darija,
and MSA. An example of the generated test data is
shown in Figure 4.

Prompt Design Principles The system prompt
enforced four core generation constraints:

1. Linguistic purity: Strict separation between
MSA and dialect outputs

2. Clinical focus: Symptom descriptions only

3. Demographic Variation: Differences in rep-
resentation across age and gender groups.

4. Tone control: Neutral, descriptive patient nar-
ratives

Dialectal Adaptation Protocol For dialect gen-
eration, we modified the prompt’s language specifi-
cation while preserving clinical constraints:

• Egyptian Arabic: "Use authentic Egyptian
colloquial Arabic"

• Moroccan Darija: "Use authentic Moroccan
Darija expressions"

• Maintained identical content requirements
across all variants

Dataset Composition The final corpus contains
900 clinically valid symptom descriptions:

• MSA: 300 examples

• Egyptian Arabic: 300 examples

• Moroccan Darija: 300 examples

Metrics To evaluate the quality and reliability
of the merged model, we adopted a two-pronged
evaluation framework combining LLM-based as-
sessment and human judgment:

• LLM-based Evaluation: We used Qwen
3 Base—a strong Arabic-capable founda-
tion model ranked highly on the Hugging
Face Open LLM Leaderboard—to provide
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Figure 3: Prompt for data generation. Identical content
rules applied to all dialects with language specifications
modified for MSA, Egyptian Arabic, and Moroccan
Darija versions.

automated, dialect-sensitive evaluation. The
model was prompted to rate responses along
two axes:

– Dialectal Fidelity (1–5): Assesses the
consistency, authenticity, and appropri-
ate use of the target dialect in the gener-
ated response.

– Medical Competence (1–5): Evaluates
the clinical accuracy, relevance, and ap-
propriateness of the response.

For each dialect, 300 representative prompts
were used. Scores were assigned based on
predefined rubrics (see Figure 5 for the full
prompt template).

• Human Evaluation: To assess the real-world
quality of the merged model’s outputs, we
conducted evaluations with native speakers of
Egyptian Arabic and Moroccan Darija. Using

a set of 30 examples, each evaluator reviewed
responses across two key dimensions:

– Dialectal Naturalness and Fidelity:
Raters judged how fluent, idiomatically
accurate, and culturally authentic the re-
sponses were in their respective dialects.

– Overall Coherence and Appropriateness:
Evaluators assessed whether responses
demonstrated general medical knowl-
edge, internal coherence, and alignment
with the input prompts.

4 Results

4.1 LLM-Based Evaluation

Table 1 reports average scores for LLM-based di-
alectal fidelity, while Table 2 presents average
scores for LLM-based medical competence, both
evaluated using the Qwen 3 Base evaluator over
300 prompts per dialect.

In both Table 1 and Table 2, rows represent the
dialect of the test prompt, while columns corre-
spond to the model being evaluated—MSA, Egyp-
tian, Darija, and the Merged model. Each model
was evaluated across all three dialects.

Prompt MSA Egyptian Darija Merged
MSA 4.78 4.64 3.34 4.89
Egyptian Arabic 2.14 4.40 1.96 3.91
Moroccan Darija 1.91 2.35 4.02 3.82

Table 1: Averaged LLM-based Dialectal Fidelity scores
(1–5). Rows indicate the dialect of the test prompts;
columns represent the model being evaluated.

Prompt MSA Egyptian Darija Merged
MSA 4.12 3.68 3.90 4.02
Egyptian Arabic 2.28 4.32 2.03 3.88
Moroccan Darija 1.83 1.77 4.05 3.85

Table 2: Averaged LLM-based Medical Competence
scores (1–5). Rows indicate the dialect of the test
prompts; columns represent the model being evaluated.

4.2 Human Evaluation

Table 3 presents the results of the human-based
evaluation, in which native speakers rated the nat-
uralness and coherence of generated outputs on a
5-point Likert scale. Evaluators assessed outputs
across MSA, Egyptian Arabic, and Moroccan Dar-
ija.
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Figure 4: Examples of generated test data in MSA (left), Egyptian Arabic (middle), and Moroccan Darija (right)

Figure 5: Evaluation prompt used for LLM-based scor-
ing. Qwen 3 Base was instructed to assess each model
response for dialectical fidelity and medical competence
using a consistent rubric across MSA, Egyptian Arabic,
and Moroccan Darija.

MSA Egyptian Moroccan

Quality (1-5) 4.91 4.87 4.20

Table 3: Averaged Human evaluation (naturalness &
coherence).

4.3 Example Model Outputs

To qualitatively assess the merged model’s perfor-
mance, we present sample outputs when the prompt
is in one dialect and the response is expected in a
different dialect (see Figure 6).

5 Discussion

The results of this study demonstrate the significant
potential of model merging as a scalable solution
for dialect-rich NLP applications in specialized do-
mains. By integrating dialectal specialists (Egyp-
tian Arabic, Moroccan Darija) with a medical do-
main model using the TIES-merging technique, we
produced a unified model capable of handling cross-
dialect medical communication with minimal com-
putational overhead. This directly addresses the
limitations of conventional fine-tuning approaches,
which are impractical given the extent of linguistic
fragmentation in Arabic.

Our LLM-based evaluation revealed that the
merged model maintained robust performance
across dialect boundaries, achieving dialectal fi-
delity scores between 3.82 and 4.89, and medical
competence scores between 3.85 and 4.02 across
test scenarios. Notably, the model could accurately
interpret Moroccan Darija symptom descriptions
for Egyptian Arabic-trained clinicians—a critical
cross-dialect use case where conventional models
often fail. This capability directly mitigates real-
world communication barriers in healthcare set-
tings where mutual dialect intelligibility is limited.

The resource efficiency of our approach is also
noteworthy. The TIES-merging process completed
in about 10 minutes on a single L4 GPU, using 9.3
GB of memory, and reduced storage requirements
by 67% compared to maintaining separate special-
ized models. This lightweight computational pro-
file makes dialect-sensitive medical NLP feasible
in resource-constrained environments, where per-
dialect fine-tuning would be prohibitively expen-
sive. Such efficiency could democratize access to
specialized NLP technologies in under-resourced
regions.

Human evaluations further validated the real-
world applicability of the merged model. Native
speakers rated the model’s naturalness and coher-
ence at µ = 4.87 for Egyptian Arabic and µ = 4.20
for Moroccan Darija, confirming authentic linguis-
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Figure 6: Example showing the input in green and output generated from the merged model. (A) Question in MSA
and answer in Egyptian Arabic, (B) Question in Egyptian Arabic and answer in Moroccan Darija, and (C) Question
in Moroccan Darija and answer in MSA.

tic adaptation. This underscores the model’s ability
to retain medical knowledge while fluently adapt-
ing to diverse dialects—supporting the notion that
linguistic form and domain content can be effec-
tively disentangled in the merging process, consis-
tent with findings from recent parameter-efficient
multitask learning literature. Subject matter experts
observed that the model preserves natural phrasing
and medical accuracy within the dialectal context.
It also successfully interprets input in one dialect
and reformulates the medical explanation in the
target dialect.

5.1 Practical Implications

This work supports three key advancements for
Arabic NLP in healthcare: First, it enables the
deployment of a single unified medical NLP sys-
tem that can serve diverse Arabic-speaking popula-
tions without maintaining multiple dialect-specific
models. Second, model merging simplifies sys-
tem updates—new dialects can be incorporated by
merging in additional specialist models without re-
training the full architecture. Third, this methodol-
ogy offers a template for extending scalable model
merging to other fragmented domains such as le-
gal or educational NLP, where specialized dialect
handling is equally critical.

6 Conclusion

This study establishes model merging as a viable
paradigm for overcoming Arabic’s dialectal frag-
mentation in high-stakes healthcare NLP. By con-
solidating specialized capabilities into a unified
and resource-efficient model, we bridge critical
communication gaps while substantially reducing
computational demands. As Arabic NLP continues
to evolve, such scalable approaches will be essen-
tial for enabling equitable and inclusive language
technology across the linguistically diverse Arab
world.

7 Limitations

Despite promising results, our dialectal coverage is
limited to Egyptian Arabic and Moroccan Darija;
incorporating additional varieties such as Levan-
tine or Gulf Arabic would offer a more compre-
hensive test of the approach’s scalability. While
test data generation helped address data scarcity,
real-world patient utterances are likely to exhibit
greater variability and noise than those present in
our controlled corpus. Additionally, our evaluation
primarily focused on clinician-facing comprehen-
sion. Future work should explore patient-facing
generation tasks, such as producing dialect-specific
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medical advice, to better understand the model’s
bidirectional utility.
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