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Abstract

This paper evaluates the knowledge and rea-
soning capabilities of Large Language Models
in Islamic inheritance law, known as “/Im al-
mawarith. We assess the performance of seven
LLMs using a benchmark of 1,000 multiple-
choice questions covering diverse inheritance
scenarios, designed to test each model’s abil-
ity—from understanding the inheritance con-
text to computing the distribution of shares pre-
scribed by Islamic jurisprudence. The results
reveal a significant performance gap: o3 and
Gemini 2.5 achieved accuracies above 90%,
whereas ALLaM, Fanar, LLaMA, and Mistral
scored below 50%. These disparities reflect
important differences in reasoning ability and
domain adaptation. We conduct a detailed error
analysis to identify recurring failure patterns
across models, including misunderstandings of
inheritance scenarios, incorrect application of
legal rules, and insufficient domain knowledge.
Our findings highlight the limitations of cur-
rent models in handling structured legal reason-
ing and suggest directions for improving their
performance in Islamic legal reasoning. Our
code is available at https://github.com/
bouchekif/inheritance_evaluation

1 Introduction

In recent years, the application of Large Language
Models (LLMs) to Islamic domains has attracted
growing interest in the NLP community. This
progress has been driven by the emergence of open-
source Arabic LLMs and the development of shared
tasks targeting Islamic NLP. Models such as Fal-
con (Almazrouei et al., 2023), Jais (Sengupta et al.,
2023), AceGPT (Huang et al., 2023), ArabianGPT
(Koubaa et al., 2024), ALLaM (Bari et al., 2024),
and Fanar (Abbas et al., 2025) have been pretrained
on large-scale Arabic corpora including Quranic
verses, Hadith, and fatwa archives, enabling new
capabilities in religious text understanding.

Several shared tasks have been proposed to bench-

mark LLMs on Islamic texts, such as Quranic QA
(Malhas et al., 2022), (Rizqullah et al., 2023) and
general Islamic knowledge retrieval (Qamar et al.,
2023). (Sayeed et al., 2025) explored QA sys-
tems for tibb nabaw1 (Prophetic medicine) using
LLaMA-3, Mistral-7B, and Qwen-2 combined with
Retrieval-Augmented Generation (RAG), while
(Alan et al., 2024) proposed MufassirQAS, a RAG-
based system trained on Turkish Islamic texts to
improve transparency and reduce hallucinations
in religious QA. (Rizqullah et al., 2023) intro-
duced QASiNa QA dataset, derived from Sirah
Nabawiyah texts in Indonesian, comparing tradi-
tional multilingual transformers (XLM-R, mBERT,
IndoBERT) with GPT-3.5 and GPT-4. (Qamaretal.,
2024) introduced a dataset of 73,000 non-factoid
QA pairs covering Quranic Tafsir and Hadith. The
study revealed a critical gap between automatic
evaluation metrics (such as ROUGE) and human
judgments. These results show that automatic eval-
uation metrics alone are not sufficient, and high-
light the need for more robust evaluation methods
that can better reflect the complexity and interpre-
tive nature of Islamic religious texts. In (Aleid
and Azmi, 2025), the authors released Hajj-FQA, a
benchmark of 2,826 QA pairs extracted from 800
expert-annotated fatwas concerning the Hajj pil-
grimage. More recently, the QIAS 2025 shared task
(Bouchekif et al., 2025a) was introduced to evaluate
LLMs on religious and legal reasoning through two
subtasks: (1) Islamic Inheritance Reasoning, which
involves computing inheritance shares based on Is-
lamic jurisprudence; and (2) Islamic Knowledge
Assessment, which covers core disciplines such as
figh, Hadith, and tafsir, with early results reported
in (Bouchekif et al., 2025b).

Despite these efforts, multiple studies have reported
critical limitations in the performance of LLMs on
Islamic content. For instance, (Mohammed et al.,
2025) show that even advanced models like GPT-4
tend to produce factually incorrect or misleading
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answers when applied to Islamic content. They
identify three main issues: (i) misinterpretation of
religious context, (ii) generation of unclear or unre-
liable answers not grounded in authoritative Islamic
sources, and (ii1) sensitivity to minor variations in
question phrasing, often resulting in inconsistent
outputs. Similarly, (Alnefaie et al., 2023) observed
that GPT-4 has difficulty answering Quranic ques-
tions accurately, due to difficulties with classical
arabic, semantic ambiguity, and misinterpretation
of contextual meaning.

Early research on automating Islamic inheritance
(hereafter IRTH) began with expert systems focused
on calculating basic inheritance shares (Akkila and
Naser, 2016). Later works incorporated intricate
adjustments such as hajb, ®awl, and radd (Tabassum
etal.,2019). (Zouaoui and Rezeg, 2021) introduced
a Arabic ontology for identifying heirs and d cal-
culating their inheritance shares (Tabassum et al.,
2019). In this work, we evaluate seven LLLMs on
their ability to reason over inheritance problems, re-
porting both quantitative performance metrics and
qualitative analyses, revealing specific reasoning
failures as well as broader model limitations. This
paper is organized as follows: Section 2 introduces
the foundations of IRTH. Section 3 describes the
dataset, while Section 4 details the experimental
setup and results. In Section 5, we analyze the jus-
tifications that models provide for their answers.
Finally, Section 6 concludes the paper with a dis-
cussion of future work.

2 Background on Islamic Inheritance
Law

Islamic inheritance law involves intricate tex-
tual interpretation and structured legal reasoning
grounded in the Quran, Prophetic tradition (Sun-
nah), and Islamic jurisprudence. It governs the dis-
tribution of the estate of a deceased person through
a fixed legal framework that combines normative
principles with precise arithmetic calculations.
Solving inheritance problems requires a combina-
tion of cognitive, legal, and computational skills,
including:

¢ Identifying familial relationships and consid-
ering legal conditions such as debts, bequests,
and the sequence of deaths among relatives.

* Determining eligible heirs, including fixed-
share heirs (ashab al-furiid) and residuaries
(“asabat), and correctly applying exclusion
rules (hajb) based on valid justifications and

authentic scriptural evidence.

* Computing shares by deriving a common de-
nominator and adjusting the distribution when
necessary:

— Radd (redistribution) is used when a
surplus remains after initial allocation.
This surplus is proportionally redistributed
among the heirs, excluding spouses.
Example: Wife (1/4) and full sister (1/2),
leaving a surplus of 1/4; after redistribu-
tion, the wife receives (1/4) and the sister
receives (3/4).

— “Awl (proportional reduction) is applied
when the sum of assigned shares exceeds
the estate. All shares are scaled down
proportionally. Example: Father (1/6),
mother (1/6), wife (1/8), and four daugh-
ters (2/3); the total exceeds 1. The denom-
inator is adjusted to 27, and then the wife
receives 3/27 = 1/9.

* Addressing complex and exceptional sce-
narios, such as consecutive death scenarios
(munasakha) or juristic disputes like the Ak-
dariyya case involving grandparents and sib-
lings.

* Numerical precision in the final distribution,
including the correct adjustment and fractional
allocation !.

Given its structured rules, mathematical com-
putations, and reliance on Arabic jurisprudential
sources, IRTH presents a real-world senario for
evaluating the reasoning abilities of LLMs.

3 Dataset Description

Our evaluation is based on the validation set of
the QIAS 2025 Shared Task?(Bouchekif et al.,
2025a). The dataset was constructed from Islamic
religio-ethical advices (fatwas) collected from Is-
lamWeb>. Each fatwa was automatically converted
into multiple-choice questions (MCQ) using Gem-
ini 2.5 Pro, then reviewed by four experts in Islamic
studies to ensure both legal soundness and linguis-
tic clarity. As part of the preprocessing phase, am-
biguous questions were rephrased to guarantee a
single, unambiguous interpretation. The answer

"For more details about the terminology and rules of Is-
lamic inheritance law, see “Irth,” in Al-Mawsii‘a al-Fighiyya
(The Kuwaitan Encyclopedia of Figh). Kuwait: Wazarat al-
Awqaf wa-al-Shu”tn al-Islamiyya. 45 Vols. 1984-2007. Vol.
3, Pp. 17-79.

*https://sites.google.com/view/qias2025

3https://www.islamweb.net/
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choices were also revised to eliminate semantic and
numerical redundancies, such as equivalent options
(e.g 1/2 and 2/4). Each MCQ presents six answer
choices, with a single correct answer. These ques-
tions assess a model’s ability to identify eligible
heirs, apply fixed-share rules, and reason through
complex inheritance logic. The dataset has two lev-
els of difficulty: 500 MCQs labeled as Beginner
and 500 Advanced, reflecting increasing complexity
in both legal reasoning and mathematical computa-
tion.

* Beginner: identifying eligible heirs, their ba-
sic shares, and non-eligible heirs.

* Advanced: handling multiple heirs, residuary
shares, partial exclusions, multi-generational
cases, fixed estate constraints, and intricate
fractional distributions.

Each example is evaluated based on its level of
difficulty—either beginner or advanced. This ap-
proach allows us to distinguish between models
lacking foundational knowledge and those capable
of solving complex cases that require deeper legal
reasoning. It enables a more precise analysis of lim-
itations in legal reasoning capacity across evaluated
models.

4 Experiments and Results

4.1 Experimental Setup

We evaluate seven LLLMs in a zero-shot setting us-
ing Arabic prompts (see Appendix A.2), without
any task-specific fine-tuning. The prompt clearly
defines the task, presents a multiple-choice ques-
tion with its options, and instructs the model to
select the correct answer and provide a justifica-
tion. This enables us to assess reasoning and verify
that its conclusions are based on logical inferences
rather than stochastic guesses. The evaluated mod-
els includes Arabic-specialized LL.Ms optimized
for Arabic language tasks, open-source multilin-
gual models, and commercial multilingual models,
with sizes ranging from 7 to over 100 billion pa-
rameters (exact sizes of the commercial models are
not publicly disclosed). The Arabic-focused mod-
els include Fanar (Islamic-RAG*), ALLaM-7B>,
and Mistral-Saba-24B°, a model that has achieved

*Accessible via a free public API: https://api.fanar.
ga/request/en

SAn open-source Arabic model hosted on Hugging
Face: https://huggingface.co/Abdelaali-models/
ALLaM-7B-Instruct-preview

®Available via the Groq platform: https://console.
groq.com/keys or Mistral’s official website: https://

competitive performance on standard Arabic bench-
marks. We also include LLaMA 3 70B7, a powerful
open-source multilingual model developed by Meta.
As for commercial LLMs, we evaluate three LLMs:
Gemini 2.5 (flash-preview), OpenAl’s 03 and GPT-
4.5. Gemini and 03 represent the state of the art
in reasoning capabilities, while GPT-4.5 is widely
regarded as one of the most advanced models in the
GPT series.

4.2 Overall Performance

Table 1 summarizes model accuracy across the
three difficulty levels. The 03 model achieved the
highest overall accuracy (93.4%), followed closely
by Gemini (90.6%). GPT-4.5 achieved 74.0% accu-
racy, positioning it between models with advanced
reasoning capabilities and those relying on heuristic
inference. Fanar, ALLaM, and LLaMA scored be-
low 50%, revealing a significant performance gap.
The underperformance of ALLaM and Fanar, may
be partly due to currently available smaller config-
urations (e.g., 7B and 9B). Since no larger versions
of these models are publicly available, we evaluate
them in their current smaller versions, with a focus
on end-task performance and reasoning.

All models performed better on Beginner level ques-
tions, which typically involve fewer heirs and sim-
pler distribution rules. The performance degrada-
tion at the Advanced level was particularly evident
for Arabic-focused models. For example, ALLaM
achieved 58.0% accuracy on Beginner cases but
dropped to just 27.8% on Advanced ones. This
highlights limited capabilities in handling complex
inheritance scenarios. In contrast, reasoning mod-
els (i.e 03 and Gemini 2.5) maintained high perfor-
mance across both levels, suggesting superior rea-
soning capabilities when handling complex cases.

4.3 Evaluation Criteria

To better understand model limitations, we con-
ducted a targeted error analysis on a subset of 142
multiple-choice questions. This subset consists of
questions that were incorrectly answered by all low-
performing models (i.e., those scoring below 50%).
To guide this evaluation, we categorize errors into
two main types: foundational and complex, based
on expert in IRTH domain. This structure allows
for a more precise distinction between errors caused
by legal misunderstanding and those requiring ad-

admin.mistral.ai/organization/api-keys
"We access LLaMA 3 70B via the Groq APL https://
console.groq.com/keys.
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Model Overall Beginner Advanced
03 93.4 94.4 92.4
Gemini 2.5 90.6 91.6 89.6
GPT-4.5 74.0 86.8 61.2
LLaMA 3 48.8 57.8 39.8
Fanar 7B 48.1 60.4 35.8
Mistral 44.5 58.6 304
ALLaM 7B 429 58.0 27.8

Table 1: Accuracy (%) for each model across difficulty
levels.

vanced reasoning and computation. Our analysis
focused on three open-source models: ALLaM,
LLaMA, and Fanar®. For comparison, we also in-
cluded Gemini, which answered only 13 out of the
142 questions incorrectly. This subset was reviewed
by Islamic studies experts who analyzed the jus-
tifications and annotated the corresponding error

types.

4.3.1 Foundational Errors (FD)

* Comprehension Error (CE): Misinterpre-
tation of the problem statement, such as
misidentifying family relationships or neglect-
ing legally relevant information (e.g., debts,
bequests (wasaya), or sequence of deaths).

¢ Error in Applying Normative Rules (ENR):
Incorrect legal analysis, including heir mis-
classification (e.g., ashab al-furiid, asabat),
misapplication of exclusion rules (hajb), or
incorrect scriptural citation.

* Basic Computational Error (BCE): Simple
arithmetic mistakes or hallucinated numerical
values in the final distribution.

4.3.2 Complex Errors (CPLX)

e Error in Calculatory Adjustment (ECA):
Failure to perform advanced mathematical op-
erations required for estate division, including:

— Adjustment (Tashih): Incorrect modifi-
cation of the base denominator.

— Redistribution (Radd): Misallocation
of estate surplus.

— Proportionate Reduction (Awl): Fail-
ure to proportionally reduce all shares
when total claims exceed the estate.

8The Fanar model is publicly available on Hugging Face
https://huggingface.co/QCRI/Fanar-1-9B. We used
the Islamic-RAG version, which is specifically adapted to the
Islamic domain and accessible via a free public API.

* Error in Resolving Exceptional and Dis-
puted Cases (ERE): Inability to resolve non-
standard or disputed cases (e.g., involving
grandfather and siblings, or successive deaths

(munasakha)).
Type ALLaM Fanar LLaMA Gemini
ENR 38.0 47.9 44.4 4.9
CE 4.2 4.9 0.7 0.0
BCE 3.5 3.5 4.2 0.7
FD Total 45.8 56.3 493 5.6
ECA 542 43.7 50.7 9.2
CPLX Total 542 43.7 50.7 9.2

Table 2: Distribution of error types across models (ex-
pressed as percentages) based on 142 jointly incorrect
answer selection. FD: Foundational Errors. CPLX:
Complex Errors.

4.4 Results analysis

As shown in Table 2, open-source models fail in the
foundational elements of IRTH, such errors rep-
resent 45.8% of the wrong answers selected by
ALLaM, 56.3% by Fanar, and 49.3% by LLaMA,
mainly due to ENR-related issues. This finding
is particularly noteworthy given that the questions
were derived from fatwas on IslamWeb, a data
source presumably included in the training corpora
of the evaluated models.

4.4.1 Foundational Errors

Given the significant gap between commercial and
open-source models in handling foundational errors,
we analyze them separately. This distinction allows
us to better understand the recurrent weaknesses
specific to each model category, particularly in tasks
that require accurate identification of heirs, correct
application of fixed-share rules, and adherence to
normative principles of Islamic jurisprudence.

In Open-Source Models ¢ Errors in justifica-
tion and scriptural citation: Some models base
their reasoning on fabricated Quranic verses or
prophetic narrations that do not appear in any canon-
ical collection, often resulting in incorrect distribu-
tion of inheritance shares. As illustrated in the first
example of Table 3), the model incorrectly assigned
the wife’s share as one—foqrth, referencing the verse
”;/.f{\ Lo jﬁ, WS! L gj E,Z;“ (“To them belongs a
quarter of what they earned, and to you what you
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Table 4: Examples of Gemini errors

earned”) and attributing it to Surat al-Nisa® (4:32).

This verse is entirely fabricated and does not exist
in the Quran. Such hallucinations were frequently
observed across open-source models, representing
a serious issue in Islamic context.

* Errors in Identifying Fixed Shares: Seleted
open-source Arabic models misapplied fixed-share

rules for primary heirs (e.g., parents, spouses,

daughters). For instance, in Example 2, Fanar failed

to allocate two-thirds of the estate to the two daugh-

ters, even though this share is explicitly prescribed
S -G Iy PO P ) s

in the Quranic verse: e ff\u cf;\!,\ S ) ﬁ,,oy%o

E R ook o

ugd‘}‘ljl;uiuéb ”\cja;-uufdbcwy L:-

(4:11) %M\ & 30mls.
Slmllarly, as shown in Example 3, Fanar erro-
neously denied the mother her fixed share, based
on the incorrect premise that the son’s presence
excludes all other heirs. This reasoning directly
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contravenes the explicit Quranic stipulation that a
mother receives one-sixth of the estate if the de-

ceased has offspring, as stated in: Y .\3;}43 oK ub%»
(4:11) §prall.

* Comprehension Error: This type of error occurs
when models fail to correctly determine which heir
the question is referring to. As shown in Example 4,
the model interpreted the query as concerning the
mother’s share, whereas it explicitly asked about
the maternal brothers. Consequently, the model
produced a justification that was irrelevant to the
question, ultimately resulting in a wrong answer.

* Identifying eligible Heirs: Open-source LLMs
often make errors at the initial step of inheritance
distribution—identifying the eligible heirs—which
subsequently leads to incorrect share assignments.
These errors typically take two forms: the omission
of rightful heirs and the inclusion of individuals
not mentioned in the scenario. For instance, in Ex-
ample 5, the model failed to recognize the brother
as a residuary heir, excluding him entirely from
the estate. Conversely, in Example 6, ALLaM er-
roneously included the father as an heir, despite
his absence from the question. This resulted in
an unjustified reallocation of shares, reducing the
portions assigned to the rightful heirs.

¢ Basic Computational Error: In some cases,
models correctly identify the eligible heirs and ap-
ply the relevant inheritance rules, yet still produce
incorrect results due to basic computational errors.
For example, in question 7, ALLaM correctly stated
that the wife is entitled to one-eighth of the estate, as
the deceased left behind a child. However, they mis-
calculated one-eighth of 24,000 as 6,000, whereas
of the correct value of 3,000.

In Commercial Models Gemini demonstrates
strong capabilities in understanding inheritance
questions, accurately interpreting familial relation-
ships, identifying eligible heirs, and correctly ap-
plying fixed-share rules in accordance with Islamic
jurisprudence. Its responses are generally well-
structured, legally sound, and supported by appro-
priate scriptural references. However, Gemini oc-
casionally fails on questions that require a nuanced
understanding of intra-madhhab distinctions. For
instance, as shown in Example 8, the model was
asked to apply the Maliki position regarding the
inheritance of a khuntha mushkil—an intersex in-
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dividual whose gender cannot be definitively identi-
fied. In this case, inheritance shares vary depending
on the gender designation. Instead of referencing
the Maliki view, Gemini erroneously justified its
answer using Shafi‘1 jurisprudence. This highlights
a broader limitation in the model’s ability to accu-
rately distinguish between the rulings of different
Islamic legal schools when such distinctions are
legally consequential.

Despite its overall competence, Gemini occasion-
ally showed weaknesses in nuanced scenarios. For
instance, it failed to correctly differentiate between
inheritance scenarios involving conversion to Islam
before or after death, as illustrated in Example 9.
In this case, since both the father and the son were
non-Muslims before the father’s death, the son is
deemed a legitimate heir according to all scholars.

4.4.2 Complex Errors

Even when models accurately apply the inheritance
rules and identify eligible heirs, they may still fail
at later stages when faced with complex scenar-
ios, such as those requiring the application of com-
plex rules such as proportional reduction (“aw/) and
residual reallocation (radd).

¢ Distribution Denominator: Most errors ( 50%)
committed by models involved miscalculations re-
lated to correcting the distribution denominator ac-
cording to the number of heirs. This issue likely
arises from their failure to appreciate the mathe-
matical necessity of such corrections, a process
historically used to avoid fractions and ambiguity
before calculators were commonplace. While Gem-
ini appeared to recognize the principle, but applied
it inconsistently, as illustrated in Example 10.
Open-source models encountered significant diffi-
culties with distribution denominator corrections,
frequently becoming confused or trapped in cal-
culation loops. They often attempted to calculate
denominators prematurely, as shown in Example 11,
revealing poor understanding of the sequential cal-
culation steps required in inheritance law.

e Redistribution (radd): Gemini occasionally
failed to redistribute leftover shares after the ini-
tial allocation, as illustrated in Example 12. In that
case, the full sister initially received 50% of the
shares, with 25% of the estate remaining. This
should go to the heirs other than spouses—in this
case, the full sister—bringing her total share to
75%. Open-source models consistently failed in
such cases, largely because initial distribution er-
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Table 5: Examples of Gemini’s Complex Errors.

rors made it impossible to identify residual shares
requiring redistribution.

¢ Proportionate Reduction (‘awl): Gemini con-
sistently handled proportionate reduction scenarios
accurately, clearly explaining the underlying princi-
ple. Conversely, smaller models consistently failed
in proportionate reduction calculations, indicating
a fundamental misunderstanding of this critical in-
heritance concept, even when the need for ‘Awl was
explicitly stated in the question. ALLaM in Ex-
ample 13, arbitrarily defined the ‘Awl denominator
without first computing the individual shares and
their common denominator, leading to an invalid
final distribution.

* Resolving Exceptional and Disputed Cases:

In cases involving juristic disagreement, all mod-
els consistently defaulted to the majority opinion,
likely due to a training data bias that favors defini-
tive answers over nuanced scholarly disagreement
(ikhtilaf). Consequently, they failed to acknowl-
edge valid minority views, as shown in Exam-
ple 14. The optimal response would be to note
Imam Ahmad’s less common but valid view: par-
ents may give more to certain heirs during their life-
time—such as those who are very poor or ill—even
though this will ultimately impact the total estate.

S Analysis of Correct Answers

While standard evaluation focuses on answer accu-
racy, this is insufficient in religious legal contexts,
particularly in inheritance law, where the validity
of the underlying reasoning is important. A correct
prediction alone may mask significant reasoning
flaws if the accompanying explanation is inade-
quate, irrelevant, or fabricated. To further inves-
tigate the robustness of the models’ reasoning, we
manually analyzed the justifications of 40 instances
where models produced correct answers. Our anal-
ysis revealed that even when lower-performing mod-
els arrived at the correct answer, their justifications
often reflected the same errors discussed in section
4.4.1. In terms of comprehension, Fanar presumed
the presence of offspring, although none were men-
tioned in the question, as shown in Example 15. Jus-
tification errors were also common; models cited
irrelevant or fabricated Quranic verses and hadiths,
such as LLaMA referencing a non-existent Hadith,
see Example 16. Moreover, we observed mistakes
in the application of normative rules. In Exam-
ple 17, LLaMA split half the shares between broth-
ers and sisters and gave two-thirds to daughters,
while the correct approach is to grant daughters a
fixed two-thirds share and allocate the remainder to
brothers and sisters.
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Table 6: Examples of correct answers accompanied by incorrect justifications.

As shown in Table 7, foundational errors in compre-
hension and rule application were present in 27.5%
of ALLaM’s justifications, 32.5% of Fanar’s, and
47% of LIaMA’s. In stark contrast, Gemini consis-
tently produced sound justifications, demonstrating
accurate calculations, valid legal reasoning, and cor-
rect citations. This disparity underscores that per-
formance evaluations must account for reasoning
quality, as accuracy alone provides an incomplete
and potentially misleading assessment of a model’s
capabilities in this domain.

Type ALLaM Fanar LLaMA
ENR 225%  22.5%  44.5%
CE 5% 10% 2.5%
BCE - - =

FD Total 27.5% 32.5% 47%
ECA - - -
CPLX Total - - -

Table 7: Distribution of error types in model justifica-
tions for correct answers. The ECA category is omitted
since no instances were observed in the 142 analyzed
cases.

6 Conclusion

This paper addresses estate distribution accord-
ing to Islamic inheritance law using seven dis-
tinct LLMs. Due to the task’s complexity, mod-
els with reasoning capabilities, such as Gemini 2.5
and o3, demonstrated high performance, achieving
accuracy rates of 90.6% and 93.4%, respectively.
Models without reasoning capability, such as GPT-
4.5—which is considered one of the most powerful
commercial OpenAl models—achieved moderate
results (74%). Conversely, models like Jais, Mistral,
and LLaMA, despite strong performance on several

Arabic language benchmarks, showed significantly
lower accuracy, scoring below 50%, reflecting their
limitations in legal reasoning. Our evaluations high-
lighted a clear gap between models with reasoning
abilities and those without. This gap was particu-
larly evident among ALLaM, Fanar, LLaMA, and
Mistral, which consistently struggled with identi-
fying complex familial relationships, evaluating di-
verse inheritance scenarios, and correctly execut-
ing corrective calculations such as redistribution
(Radd) and proportionate reduction (“Awl). More-
over, we observed that even when models selected
the correct option, their underlying reasoning was
often inaccurate, inconsistent, or legally unsound.

Future research should focus on solving the inher-
itance problem end-to-end in realistic scenarios.
This involves developing agentic Al systems that
can reason step by step with transparency, rigor-
ously adhere to legal rules, and robustly address ex-
ceptional inheritance scenarios. Achieving this goal
requires high-quality datasets explicitly designed
to support structured legal reasoning, developed in
close collaboration with domain experts in Islamic
law.
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A Appendix
A.1 Models Evaluated

Table 8 summarizes the models used in our evalua-
tion, including their type and version.
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Model Language Type Size | Version
Fanar-1-9B Arabic-focused | Open-source | 9B | Islamic-RAG
ALLaM-7B Arabic-focused | Open-source | 7B | ALLaM-7B-Instruct-preview
Mistral-Saba Arabic-focused | Open-source | 24B | Saba
LLaMA-3.3-70B | Multilingual Open-source | 70B | Llama-3.3-70B-Instruct
Gemini 2.5 Multilingual Commercial | — Flash-preview
OpenAl 03 Multilingual Commercial | — 03
GPT-4.5 Multilingual Commercial | — 4.5
Table 8: Summary of models and their versions evaluated in this study. “~" denotes cases where version information

is not publicly available.

A.2 Prompt Template

We designed a structured prompt to guide models
in solving Islamic inheritance problems. The
prompt required models not only to output the
selected answer option but also to generate a
concise justification in Arabic. Incorporating a
justification enables fine-grained evaluation, as it
allows us to distinguish between cases where the
model produces the correct answer through faulty
reasoning and caseswhere both the answer and its
supporting rationale are correct.

SRV G (Sl) GELA e pamsze o]
gl QI O ey W AL T3l ke
PRI ":L. slaia ! J.;.&j«} L\;.a.'l; 51:1:5 (:5 f: o
oy Ol g Lo 5
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{valid_letters}
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JIsdl: {question}
<l Y {options }

A.3 English Translations of Arabic Tables
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Question

Answer

A woman died leaving a husband, two
sons, and two daughters: how many shares
does one daughter receive from the total
shares of the estate?

A person died leaving: (full brother) 1,
(daughter) 2, (full sister) 1. How many
shares does each daughter receive?

A person died leaving his only son, his
mother, and the mother of his father, and
left $7000. What is his mother’s share of
the amount?

A woman died leaving a husband, a
mother, 4 full brothers, and 3 maternal
brothers. What is the share of the mater-
nal brothers?

A person died leaving: (full brother) 2,
(daughter) 4, (full sister) 1. How many
shares does each daughter get?

A woman died leaving a husband, a
mother, 4 full brothers, and 3 maternal
brothers. What is the share of the mater-
nal brothers?

A person died leaving a wife, a daughter,
a mother, two full brothers, and one full
sister, and left 24,000. How much does
the wife receive from this amount?

One daughter obtains one share from the estate, while the daughters
obtain half of what remains after giving the husband half of the
estate, as mentioned in the Holy Qur’an: “And for them is a quarter
of what they earned and for you what you earned” (al-Nisa®: 32).
Therefore, one daughter obtains one share, and the two sons share
the rest.

If the heirs include a full brother, two daughters, and a full sister,
the obligatory share (fard) of the full brother is one-half of the
estate, while the remainder goes to the daughters equally. Since the
brother takes half of the estate, the remaining half is to be divided
between the two daughters, giving each of them one-quarter of the
estate (i.e., two shares each).

According to the Qur’an, if the deceased leaves behind a sole son,
no one else inherits, as God says in Surat al-Nisa® (4:11): “If he
has a child, then he shall have one-half.” Therefore, in this case,
the mother does not inherit anything. It should be noted that this
refers to the shar‘t entitlement (the legal share defined by Islamic
law), not the literal financial distribution of assets mentioned in
your question, which may vary depending on state laws regulating
inheritance. According to the rulings of Islamic law, the mother
does not inherit when there is a surviving male child.

If the deceased did not leave among the heirs except those men-
tioned, then the mother gets one-sixth as a prescribed share due
to the existence of a group of brothers, as Allah said: “But if he
has brothers, then for his mother shall receive one-sixth” (al-Nisa®:
11). In this case, there is a group of brothers (4 full brothers and 3
maternal brothers), so the mother’s share is one-sixth.

In the case of one daughter and one full sister, the full sister takes
half of the estate, and the daughter takes the other half. If there are
more than one daughter, they share the half equally. In this case,
each daughter gets one share of the half, meaning each daughter
gets two shares of the full estate.

Allah said in Surat al-Nisa®: “And for his parents, to each one of
them is one-sixth of what he left if he has a child” (al-Nisa®: 11).
In this case, the mother and the father inherit one-sixth, and the
maternal brothers also inherit one-sixth.

The wife takes one-eighth if the deceased has no child, as He, the
Exalted, says: “But if your wives have no child, then for you is
one-half of what they leave” (al-Nisa®: 21). And since the wife
had no child, the one-eighth amounts to six thousand.

Table 9: Translation of Table 3 into English

Question

Answer

Regarding the ruling on the inheritance
of an intersex person whose inheritance
varies based on whether they are consid-
ered male or female: What is the Maliki
school’s view on inheriting the intersex
person in this case if they inherit differ-
ently in both scenarios?

A person passed away, leaving behind a
son and brothers. What is the ruling on
the inheritance of a Muslim son from his
Christian father if the father died before
the son converted to Islam?

The Malikis hold that in the case of an intersex person whose
inheritance differs based on whether they are considered male or
female, and their inheritance and the inheritance of the other heirs
differ, both the intersex person and the other heirs should be treated
with the lesser share (the smaller portion) to ensure that no one
receives more than their certain right, based on the principle of
not disbursing money based on doubt.

In the case of one daughter and one full sister, the full sister takes
half of the estate, and the daughter takes the other half. If there is
more than one daughter, they share the half equally. In this case,
each daughter would have one share of the half, meaning each
daughter would have two shares of the full estate.

Table 10: Translation of Table 4 into English
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Question

Answer

A man passed away, leaving behind: (full
brother) 3 in number, (full brother’s son) 3
in number, (daughter) 4 in number, (wife)
1 in number, (full sister) 5 in number. How
many shares does the wife get from the
corrected original estate?

A man passed away, leaving behind: (full
brother) 3 in number, (full brother’s son) 3
in number, (daughter) 4 in number, (wife)
1 in number, (full sister) 5 in number.
What is the total number of shares for the
four daughters from the corrected original
estate?

A woman passed away, leaving behind a
wife and one full sister. What is the final
share of each heir from the estate?

A woman passed away, leaving behind a
husband, a father, a mother, and a daughter.
To what number does this estate’s shares
’aul’ (increase)?

A woman passed away, leaving behind a
husband, sons, and daughters. Is it per-
missible for the mother to favor one of her
children in the inheritance?

The wife gets one-eighth due to the existence of the inheriting
descendants (daughters), as Allah says in the Qur’an: “But if you
have a child, then they get one-eighth of what you leave.” The orig-
inal problem (before correction) is a multiple of the denominators
of the wife’s share (8) and the daughters’ share (3), which is 24.
The wife’s share from this origin is one-eighth, which is 1/8 of 24,
equal to 3. (Note: The problem needs correction because there is a
remainder for the male heirs that is not divisible by their heads, but
this explanation clarifies how to arrive at one of the given options,
which is the wife’s share before correction).

The total number of shares for the four daughters from the corrected
original estate is 30 shares. Allah says in Surat An-Nisa: ”...and
those with blood relations are closer to one another in Allah’s
decree...” (Verse 7).

The wife inherits one-fourth due to the absence of inheriting de-
scendants, as Allah says: "But if you have no child, then they get
one-fourth of what you leave.” The one full sister inherits half
if she is alone and there is no male inheriting ascendant or any
inheriting descendant, as Allah says: If a man dies, leaving no
child, but has a sister, then she gets half of what he leaves.”

In this case, the number of shares "aul’ (increases) to 12. The
number of shares "aul’ (increases) to 12 in the case of a husband,
a father, a mother, and a daughter, where the husband is added to
the problem, so the number of heads becomes 5 (3 + 1 + 1) and
the estate is divided by 5. Allah says in Surat An-Nisa: "This is a
duty ordained by Allah. Indeed, Allah is All-Knowing, All-Wise.”
(An-Nisa: 11).

No, because the division of inheritance is a duty ordained by Allah
the Almighty with definitive texts in the Holy Qur’an, and it is not
permissible for anyone to change this division or to favor some heirs
over others in it. Allah says at the end of the verses of inheritance:
”This is a duty ordained by Allah. Indeed, Allah is All-Knowing,
All-Wise. (An-Nisa: 11).”

Table 11: Translation of Table 5 into English

Question

Answer

A person passed away and is survived by:
a mother, a wife, two full brothers, five full
sisters, three paternal brothers, and a pa-
ternal sister. What is the mother’s share?

A person passed away and is survived
by: 4 full brothers, 1 maternal brother, 1
mother, 4 daughters, 1 wife, and 2 full sis-
ters. What is the type of inheritance for
the full brother?

A person passed away and is survived by:
2 full brother, 4 daughters and a full sister.
What is the share of the four daughters?

According to my information, the mother’s share is one-sixth due
to the presence of the inheriting offspring, as Allah Almighty said:
And for his parents, to each of them is one-sixth of what he left if
he has a child [An-Nisa: 11]. Therefore, the mother’s share in this
case is one-sixth.

The justification: The full brother inherits by ’asabah if there is no
closer male heir, as it was stated in the Prophet’s tradition: ”The
full brother inherits the inheritance of the full brother,” and thus
the full brother inherits by ’asabah if there is no closer male heir.

The full brother and full sister and the children inherit. The full
brother takes the father’s share (half) and the full sister takes half,
and thus two-thirds remain for the daughters (the remaining half)
because the distribution is for the heirs, and the full brother and
full sister take their share, and the daughters remain on the rest.

Table 12: Translation of Table 6 into English
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