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Welcome Message

Distinguished scholars and colleagues,

It is my great pleasure and honour to be here today to open the 28" Pacific Asia Conference on
Language, Information and Computing which is held in Thailand for the first time.

This year’s PACLIC annual meeting maintains the long-standing mission of PACLIC conferences
to emphasize the synergy of theoretical analysis and processing of language, and to serve as a venue for
scholars working on issues pertaining to different languages in the Pacific-Asia region to share their
findings and experiences. It provides wonderful opportunities for participants to build a strong academic
network, be enlightened by new insights, get entertained intellectually, and return home ready to initiate
new significant contribution.

For the past years since its establishment, the PACLIC conferences have gained more and more
interests and participations from linguistic researchers, as evidenced by the increasing number of papers
and by the wider range of topics. Likewise, the current PACLC conference has received an overwhelming
response of 151 papers from 27 countries or regions namely China, Hong Kong, Japan, Republic of
Korea, Taiwan, Indonesia, Malaysia, Philippines, Thailand, Vietnam, India, Pakistan, Kazakhstan, Czech
Republic, Finland, France, Germany, Ireland, Norway, Romania, Russian Federation, United Kingdom,
United States, Egypt, Tunisia, New Zealand and Australia. (78.15% from 13 regions in Asia, 13.24% from
9 regions in Europe, 3.97% from the United States, 2.65% from Africa, 1.33% from New Zealand, and
0.66% from Australia). To ensure that all accepted papers meet the high quality standard of the PACLIC
conference, each submission was reviewed by three reviewers. As a result, only approximately 37 % of
top-notch academic papers were accepted for oral presentations and 13 % for poster sessions. From these
accepted papers, 69 papers were presented and published in this proceedings.

Ladies and gentlemen, the successful conference is the result of tremendous efforts and
contributions from several parties. We congratulate the Department of Linguistics, Chulalongkorn
University, the National Electronics and Computer Technology Center (NECTEC) and Sirindhorn
International Institute of Technology (SIIT) for their collaboration towards this significant achievement.
We would like to take this opportunity to thank our keynote and invited speakers, namely Professor Mark
Steedman and Professor Bonnie Webber from the University of Edinburgh, Professor Christian
Matthiessen from Hong Kong Polytechnic University, Dr.Virach Sornlertlamvanich from the Technology
Promotion Association (Thailand-Japan), Professor Jae-Woong Choe from Korea University, and
Professor Min Zhang from Soochow University. We are overwhelmed with a sense of gratitude for the
presenters and colleagues for donating your valuable time to attend and enrich this conference. We also

wish to extend our sincere appreciation to the steering committee for their guidance and to the organizing
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team for their essential supports and dedicated works. Last but not least, we remain profoundly grateful to
the sponsors: Chula Global Network, the Division of Research Development and Promotion, and the
Research Affairs Division, Faculty of Arts.

It is now time to declare the 28th Pacific Asia Conference on Language, Information and
Computing open. May this conference succeed in all its aims and may it stimulate broader insights into

theoretical and computational linguistics for all participants and related organizations.

Conference Chair and Co-Chair
Wirote Aroonmanakun (Chulalongkorn University)

Thepchai Supnithi (National Electronics and Computer Technology Center)
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Robust Semantics for Semantic Parsing

Mark Steedman
School of Informatics, University of Edinburgh

Abstract

The paper presents a robust semantics for NLP applications including QA, text entailment
and SMT that combines a (fairly) standard treatment of logical operators such as negation and
quantification (Steedman 2012) with a highly nonstandard paraphrase- and entailment--based
semantics of relational terms derived from text data by machine reading (Lewis and
Steedman 2013a; 2013b). I'll consider the extension of the latter component to temporal and
causal entailment using text-based methods, building on Lewis and Steedman 2014.
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Social Media Understanding by Word Cloud Timeline

Virach Sornlertlamvanich
Sirindhorn International Institute of Technology (SIIT), Thammasat University
Pathum Thani 12121, Thailand

virach@gmail.com

Abstract

Text from social media is significant key
information  to  understand social
movement. However, the length of the
social media text is typically short and
concise with a lot of absent words. Our task
is to identify the proper keyword
representing the message content that we
are accounting for. Instead of training the
model for keyword extraction directly from
the Twitter messages, we propose a new
method to fine-tune the model trained from
some known documents containing richer
context information. We conducted the
experiment on Twitter messages and
expressed in word cloud timeline. It shows
a promising result.

1 Credits

We adopted general Thai word segmentation
module to extract the words and generate the key
words for a specific domain based on the texts
from Wikipedia'. The list of key words is then
used to query the related tweets through the
Twitter search API” to collect the related tweets. In
this study we propose an effective method to fine-
tune the key words extracted from the document
texts of Wikipedia to suit the relatively short texts
from Twitter. The experiment and implementation
have been conducted by Kobkrit Viriyayudhakorn.

! http://th.wikipedia.org/
2 https://dev.twitter.com/docs/streaming-api

2 Introduction

Social media is a massive communication data for
understanding the social behavior as well as
sensing network is a massive monitoring data for
observing the global environment (Gundecha and
Liu, 2012). Both are the generated data that
reflecting the real-time current situation of society
and environment. In the rapid change of the current
world, it is necessary to understand the situation
and make a suitable response timely. The effect of
happening or disaster nowadays has a trend to
cause tremendous and pervasive damages. Since
Great Hanshin earthquake in 1995, Indian Ocean
earthquake and tsunami in 2004, Illinois hurricane
Katrina in 2005, Arab spring a series of anti-
government protests in 2011 uprising in Tunisia
spread out to Yemen, Egypt, Syria, Libya and most
of Arab countries, Tohoku earthquake and tsunami
in 2011, Occupy Wall Street in 2011, until the
recent Thailand coup d’etat in 2014, it is wondered
whether we can learn something about these
historical events. Focusing on social happenings, it
is efficient enough to collect the social media data
from the widely used social media applications
such as Facebook, Twitter, Whatsapp, Line, or
WeChat. Social media are actively used in most of
the recent cases (Kaplan and Haenlein, 2010). If
we ever view them in a proper dimension it is no
doubt that we can somehow forecast, prevent,
avoid the happenings by warning or influencing
the communities to relief the disaster or the
undesirable social situation development. In
reality, social media data are vast, noisy,
distributed, unstructured, and dynamic.

Copyright 2014 by Virach Sornlertlamvanich
28th Pacific Asia Conference on Language, Information and Computation pages 2—4
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To study the evolution of social behavior on a
happening, we analyze the time series of tweets
related to the topic of the recent Thailand coup
d’etat in 2014. In the 2013 survey’, there are 12
million twitter users in Thailand with 200,000
active users/day. This means that if we can screen
for the related tweets we can observe the
movement of the community tie-up.

In our experiment, we estimate the topic related
keywords from the target document that we can
simply collected from the Internet news. Tweet is a
short 140-character text, which is more likely to be
a conversational text comparing to the written
document, which is a kind of political news or
review. There is a difference in the extracted
keyword. We therefore apply a technique in GETA
(Generic Engine for Transposable Association)
called WAM (Word Article Matrix) to expand the
set of keyword reflecting the nature of the text
from Twitter (Murakami et al., 2004).

The transition of word cloud in a time series
can express the social interest at the moment. From
the set of related tweets, we extract keywords and
express them in a word cloud manner. We then put
the word cloud on the time series to create a word
cloud timeline. Word cloud (Trant and Wyman,
2006; Kipp and Campbell, 2006) at each moment
expresses the social interest, which significantly
changes at the time of happening.

3 Keyword expansion

WAM (Word Article Matrix) is a table of weighted
relation between document and keyword.
Keywords in a document are counted to fill in the
table.

WAM is created in Figure 1 (a) when the input
documents are word segmented (in case of non-
segmented language such as Thai) or lemmatized,
and the corresponding keywords are counted. The
matrix is used to operate dot matrix with the input
of training set of tweets shown in Figure 1 (b). As
a result, table of the most associated documents to
the training set is obtained. The ranked documents
can be cut off by setting up a threshold for the
associated value as shown in Figure 1 (c). With
another dot matrix in Figure 1 (d) the expanded
associated keyword can be obtained with the
weight. By training through the set of targeted

? http://www.techinasia.com/thailand- 18-million-social-media-
users-in-2013/

tweets, the associated keywords in the target
domain can be created. Now we can rank the
keyword by its associated weight to retrieve the
topic related tweets from Twitter.

All Wikipedia Articles
All Pages’.
Contents

l All Words List

| Pages\Words | “Twitter" | “Tennis" |_“Dollar" | “Google" ||
T 4

2 0 1
Sport 0 2 1 0
All Pages' Titles | EcOnOMics 0 0 2
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Aidea label
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800M dollars” i
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1 ) 1 ] Most Associated Documents Ranking
" 2 0 1 4 " 3
0 2 1 0o =P spon 1 =)
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Top-2 Most Associated Documents
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2 Economk cs 0 0 2 0
*Sport Pages = 0, since only Top-2
is selected from previous Table. Wikipedia WAM

6 0 7 12

(m=3) Top-m Most Associated Keywords

(d)
Figure 1: WAM and keyword expansion

4 Word Cloud Timeline

Figure 2 (a) shows the process in creating Twitter
word cloud. A set of topic related documents are
collected to create WAM. The WAM is used to
expand the keyword from the initial set of tweets.
The iterative operation in expanding the keyword
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allows us to query Twitter for better coverage of
the tweets. Under the constraint of 100
tweets/query and 7 days search back, we
repeatedly issue the query using Twitter search
API with the set of keywords (Kumar et al., 2011).
As aresult, 339,148 tweets centering on the date of
coup d’etat on May 22, 2014 are collected. On
each day the word cloud is generated to compare
on hourly basis.

Investigating the happening that the National
Peace Keeping Committee seized power on May
22, 2014 at 4.30 p.m., Figure 2 (b) shows the
transition of word cloud around the target time.
Significantly the word “coup d’etat” occur in every
hour as the most focusing topic. Shortly before the
moment of the announcement of seizing the power
by the military, it is obvious that the Twitter
community is already alert to the possibility of
coup d’etat. The density of the keyword increases
significantly along the climax moment. The word
cloud timeline explicitly shows the critical change
point of the happening. Strategic planning can be
considered to handle the happening by observing
the effectiveness of the timeline of the word cloud.

~

Word T

:

Sport £ gy T e 3

; B ol v [ 2 o]+ —e
S ) —
Bl i
:::::::: [} o 2 o r—

— 22 / =4

B g

H Word Article Matrix (WAM) H

Economics

=
— [

Domain specific tweets

Figure 2: Word cloud and its timeline

5 Conclusion

Word cloud timeline is an effective instrument to
monitor the social behavior since the community
tie-up of the social media users is reliable. In the
modern Internet use, the growth of social media as
well as the sensing network is not ignorable.
Understanding the movement of the interest in the
social media community can be beneficial in the
process of strategic planning or decision-making.
In coming future, spatial-temporal information can
be inclusively considered to create a wider
dimension in monitoring the movement and the
happening can be understood in a more precise
manner.
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Abstract

This paper is concerned with one of the three types of variation inherent in language — viz. register
variation, or variation in meaning according to context of use. It reports on a long-term research
programme designed to map the registers that collectively make up a language using one parameter
within the context of use as the starting point — the field of activity characteristic the context in which a
text of a given register unfolds. I present a typology/ topology of fields of activity, and go on to show how
different types of activity favour different logico-semantic relations in the global organization of texts
instantiating different registers. I then also illustrate registerial variation in the lexicogrammatical
realization of logico-semantic relations. The part of the long-term research I focus on here is thus
concerned with registerial variation relating to the chain of realizations from context (field of activity) to
semantics (logico-semantic  relations), and from semantics (logico-semantic relations) to
lexicogrammatical realizations (with particular attention to congruence, i.e. congruent vs. incongruent
realizations). At the end of the paper, I suggest that registerial cartography is an integral part of the
development of appliable linguistics, a synthesis approach to language transcending the thesis and
antithesis pair of theoretical linguistics and applied linguistics.

Inherent variability of language

Language is inherently variable, languages are inherently variable: variability is part of the power of
language — the power to adapt to socially very diverse and ever-changing contexts, at the same time
contributing to the constant change. As languages evolve, they tend to remain stable because they are
inherently variable, adapting to changing conditions of use; their stability is of a higher order: languages
are metastable.

The inherent variability of languages poses a fundamental problem for any theories based on the
assumption that languages are uniform and homogeneous; but it was recognized by Halliday and others in
Systemic Functional Linguistics from the start of the development of the theory in the early 1960s;
Halliday and others continued the Firthian tradition of conceiving of languages as polysystemic, as
systems of systems. Firth (1935/ 1957: 29) had warned against conceiving of language in terms of unity:

The multiplicity of social roles we have to play as members of a race, nation, class, school, club, as sons,
brothers, lovers, fathers, workers, churchgoers, golfers, newspaper readers, public speakers, involves also a
certain degree of linguistic specialization. Unity is the last concept that should be applied to language.
Unity of language is the most fugitive of all unities whether it be historical, geographical, national, or
personal. There is no such thing as une langue une and there has never been.

In early work, Halliday and his colleagues developed Firth’s insight into language as a system of
variation (e.g. Halliday, 1978: 156), in a sense providing a synthesis of the thesis of the unity of
language and Firth’s antithesis, his argument against this kind of unity (cf. Matthiessen, 1993: 222).
According to this synthesis, languages are inherently variable, shading into one another just as dialects
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do; and language is modelled as a probabilistic system (long before the advent of today’s “probabilistic
linguistics”, as formulated in Bod, Hay & Jannedy, 2003, and used within “statistical natural language
processing”, Manning & Schiitze, 1999). Thus variation can be — and has been — characterized in
probabilistic terms within the overall theory of language as a probabilistic system (e.g. Halliday, 1959,
1978, 1991a,b, 1993; Nesbitt & Plum, 1988; Matthiessen, 1999, 2006, in press b).

Halliday and his colleagues originally recognized two broad kinds of variation — a familiar kind,
dialectal variation (including sociolectal variation) and a less familiar but equally important one,
registerial variation, drawing on Firth’s notion of restricted languages (e.g. Halliday, McIntosh &
Strevens, 1964; Gregory, 1967; Hasan, 1973; Ure & Ellis, 1977, and an early corpus-based investigation
of Scientific English by Huddleston et al., 1968). These two varieties of language are glossed by Halliday
(e.g. 1978: 35) as “variety according to the user” (dialect, or dialectal variety) and “variety according to
use” (register, or diatypic variety); he writes (op cit.: 157):

A dialect is any variety of a language that is defined by reference to the speaker: the dialect you speak is a
function of who you are. In this respect, a dialect differs from the other dimension of variety in language,
that of register: a register is a variety defined by reference to the social context — it is a function of what
you are speaking. It seems to be typical of human cultures for a speaker to have more than one dialect, and
for his dialect shifts, where they occur, to symbolize shifts in register. A ‘standard’ dialect is one that has
achieved a distinctive status, in the form of a consensus which recognizes it as serving social functions
which in some sense transcend the boundaries of dialect-speaking groups. This is often associated with
writing — in many cultures the standard dialect is referred to as the ‘literary [i.e. written] language’ — and
with formal education. Because of its special status, speakers generally find it hard to recognize that the
standard dialect is at heart ‘just a dialect’ like any other.

To dialect variation and register variation, Halliday and his colleagues added a third kind of
variation, codal variation (“semantic style”), based on Bernstein’s notion of codes and linguistic corpus-
based investigations (e.g. Hasan, 1973, 1989; Halliday, 1994). These three types of variation can be
located according to two of the global dimensions of the organization of language, the cline of
instantiation and the hierarchy of stratification (cf. Halliday, 1994) — represented diagrammatically
here as Figure 1 (based on Matthiessen, 2007).

cline of instantiation
potential subpotential / instance type instance
T
i
= context constant contextual no constant !
e constant [contextual i
® variation] '
S i
-1
& . _ ) ) 1
® semantics semantic semantic semantic i
=} constant variation variation i
7]
et @ |
) o d
E g lexicogrammmar lexicogram. lexicogram. lexicogram. i
3 = variation* variation variation :
g |
s i
-] phonology phonological |
variation |
type of variation dialectal codal registerial
)
according to user [identity] according to use
* = morphological & lexical
in the first instance

Figure 1: Locations of dialectal, codal and registerial variation along the cline of instantiation and the hierarchy of
stratification — higher-level constant (if any) and primary nature of variation
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The three types of variation are, in principle, distinct; but they interact in various ways, and have (as
everything else in language) fuzzy boundaries — dialect variation obviously shading into language
variation just as dialects shade into languages. As Halliday (1978) notes in the passage quoted above,
different dialects may cover different registerial ranges, the standard dialect being an extreme example,
as in the case of Standard English, which now embodies the registerial ranges collectively covered by
English, Norman French and Latin before Standard English had evolved (cf. Halliday, 2003). Similarly,
different codes are likely to embody different registerial ranges, reflecting both social hierarchy and the
division of labour within a society.

Registerial variation

In this paper, among the three kinds of variation in Figure 1, I will be concerned with registerial
variation. As shown in Figure 1, it is located mid-region along the cline of instantiation, between the
potential pole of the overall (collective) meaning potential of a language and the instance pole of
instantial acts of meaning unfolding to make up texts in context. In other words, we observe registerial
variation (like any other kind of variation) as selections in texts as they unfold in their contexts of
situation, and when we try to generalize these selections as recurrent patterns of selection, we find that the
generalized patterns of selection are located mid-region along the cline of instantiation. In terms of
stratification, it is semantic variation in the first instance, but it is semantic variation that co-varies with
contextual variation: there is no higher-level constant, and this is precisely the notion of linguistic
variation according to use, i.c. according to context of use. (In this important respect, registerial variation
is unlike codal variation; codal variation is also semantic variation in the first instance [cf. Hasan, 1989,
2009], but it is variation with a contextual constant — codal varieties constitute different styles of
meaning in comparable contexts, different semantic strategies for pursuing comparable contextual goals.)
Registers are thus meanings at risk, describable as probabilistic resettings of the general systemic
probabilities of a language (Halliday, 1978) operating within particular settings of contextual variables.
They are distributed among the members of a speech community in terms of its division of labour;
members — individual speakers — have different registerial repertoires, giving them access to different
institutional roles.

Languages are aggregates of registers, and they evolve through registers. Registers emerge as
adaptations to new contextual pressures on languages (as documented for the evolution of scientific
English by Halliday, 1988, and as can be seen in the more recent evolution of e.g. news reporting and
advertising, and now of course in the evolution of technologically enabled “electronic™ registers), and
they may fade away as contextual conditions change: the registerial make-ups of languages keep evolving,
changing the character of languages in the course of evolution (cf. Halliday, 2013: Ch. 16).

Registers and register variation have been investigated, described and theorized since the 1960s —
including the original Hallidayan version (in addition to the studies cited above, see e.g. Ure, 1982;
Ghadessy, 1988, 1993; Teich, 1999; Steiner, 2004; and in computational modelling, e.g. Bateman & Paris,
1991) and US American register studies (e.g. Biber, 1988, 1995; Biber & Finnegan, 1994), with new
insights coming from extensive text analysis and corpus-based studies; recent overviews include Lukin et
al. (2008), Matthiessen (in press a) and also the introduction to the US American work on register by
Biber & Conrad (2009)'. Biber & Conrad provide a helpful review of terms and concepts, and
differentiate “genre”, “style” and “register”. Interpreted in terms of a Hallidayan systemic functional
model, these three are arguably simply different manifestations of register variation — different in terms
of the overall stratal and metafunctional organization of language in context, but not different in terms of
the fundamental notion of functional variation in language — variation according to context of use”.

CLITS

! Registers have also been studied under different names, e.g. “text type”, “genre”; and in machine translation, researchers have
used the term “sublanguage” (e.g. Kittredge, 1987).

2 Biber & Conrad (2009: Section 1.1) write of “the style perspective”: “The key difference from the register perspective is that
the use of these features is not functionally motivated by the situational context; rather, style features reflect aesthetic preferences,
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Registerial cartography

Here 1 will report on aspects of a long-term project I have called registerial cartography (e.g.
Matthiessen, in press a, forthc. b) — using the metaphor of cartography since those of us involved in the
project are engaged in developing comprehensive maps of registers in different languages. These maps
are based, in the first instance, on a “contextual projection”: we approached registers “from above” (or
“top down”), moving from context to semantics in terms of the hierarchy of stratification’, adopting a
view of them based on contextual parameters (variables), in particular on the three major parameters firs
proposed by Halliday, Mclntosh & Strevens (1964) and developed since then — field, tenor and mode
(using the terms adopted by Halliday, 1978):

* field (type of activity): what’s going on in context — the field of activity, and the field of
experience accompanying or created by the activity (also known as “subject matter”, “topic”,
“domain”);

* tenor (role relationships): who are taking part — the tenor of the relationship among the
interactants in terms of their roles and relations (including institutional roles, status roles, contact
roles, sociometric roles);

* mode (symbolic organization): the role played by language, other semiotic systems and social
systems in context — the complementary contributions made by them in context, including
channel (graphic / phonic) and medium (spoken / written).

The contextual approach to the development of maps of functional variation, of register variation, is
motivated by the very nature of this type of variation: variation according to context of use. However, at
the same time, a central objective of the project of registerial cartography is to examine, describe and
theorize registers according to Halliday’s trinocular vision (e.g. Halliday, 1978: 130-131, 1996; Halliday
& Matthiessen, 2013: 48-49), supplementing the view “from above” — from contexts, with the views
“from below” — from lexicogrammar and phonology (or graphology), and “from roundabout” — from
the level of semantics itself, the level at which the variation takes place in the first instance (in terms of
the “meanings at risk” in different contexts). In other words, the project of registerial cartography
includes centrally stratal coverage in the account of registers, from the contexts in which they operate to
the linguistic strata where their semantic patterns are realized; stratal coverage thus includes a chain of
inter-stratal realizations: context to semantics, semantics to lexicogrammar, and lexicogrammar to
phonology or graphology (cf. Figure 6 in the Conclusion).

Of the different aspects of the registerial cartography project, I will focus in particular on the
investigation of correlations between (i) fields of activity characterizing different types of context
(situation types) and (ii) the choice of semantic strategies for organizing text within the register associated
with a given type of context, with semantic strategy in the sense of logico-semantic relation (rhetorical
relation, conjunctive relation, discourse relation).

Context: field of activity

In terms of context, I will present part of our typology of fields of activity (e.g. Matthiessen, in press
a; Matthiessen & Kasyap, 2014; Matthiessen & Teruya, 2015), with types of activity differentiated in two
to three steps in delicacy. The primary types are eight in number (derived from an unpublished
manuscript by Jean Ure), each with subtypes as shown by means of a radial diagram in Figure 2:

associated with particular authors or historical periods.” But “aesthetic preferences” are actually also functional, only in a
different way, as was brought out by work by Mukatrovsky (1948) in the Prague School on the “esthetic function” of language. Cf.
also Hasan (1985). For different uses of the terms “genre” and “register” in SFL, see e.g. Matthiessen (1993, in press a, forthc. b).
®In a sense corpus-based investigations such Biber (1988, 1995) have tended to move in “from below”, using lexicogrammatical
patterns that can be the basis of automated analysis in large volumes of text — though taking note of “situational factors” (e.g.
Biber & Conrad, 2009). The two moves are complementary as strategies adopted to describe registers and registerial variation;
and they need to be linked up through a chain of inter-stratal realizations (cf. Figure 9 below).
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expounding (general classes of phenomena), reporting (particular instances of phenomena, typically
chronicling events), recreating (some aspect of experience, imaginatively), sharing (personal values and
experiences), doing (collaborating in, or directing, social behaviour), enabling (typically some course of
action — some form of doing), recommending (some course of action or some commodity), exploring
(assigning public value to commodities or arguing about ideas). These eight primary types of field of
activity are characterized in Table 1, together with their immediate subtypes. Like all contextual and
linguistics categories, fields of activity are indeterminate, and they shade into one another (see
Matthiessen & Teruya, 2015).

Table 1: Primary and secondary fields of activity

primary type nature of activity secondary type
expounding our experience of classes of phenomena according to a general | either by categorizing (or
theory (ranging from commonsense folk theories to “documenting”) these
uncommonsense scientific theories) — phenomena (typically entities)
or
by explaining them (typically
events or the outcomes of
events);
reporting on our experience of particular phenomena (instances of chronicling the flow of
classes of phenomena), documenting them according to the particular events (as in
principle of organization most salient to them (e.g. as a verbal historical recounts or news
time line, a verbal map or simply as a list) — reports),
surveying particular places (as
in guide books) or
inventorying particular
entities (as in catalogues);
recreating our experience of the world imaginatively, that is, creating narration and/ or
imaginary worlds having some direct or tenuous relation to d N
the world of our daily lives — recreating the world ramatization;
imaginatively through
sharing our personal lives, prototypically in private, thereby sharing our personal
establishing, maintaining and negotiation personal experiences, as in
relationships in face-to-face interaction but increasing also reminiscences, anecdotes and/
through social media channels (thus blurring the distinction or
between private and public) [sharing is a field of activity hari lval
oriented towards tenor (relationships) so tenor distinctions sharing o.ur personal vatues, as
play a significant role)] — 11 gOSSIp;
doing social activities, prototypically engaging in interactive social either by members of one
behaviour, thereby collectively achieving some task — group collaborating with one
another or
by one person directing the
other members of a group;
enabling people to undertake some activity, thus very likely either by instructing them in
foreshadowing a ‘doing’ context — how to undertake the activity,
as in ‘how-to’ manuals, or
by regulating their behaviour
(controlling, constraining and
restricting it), as in legislation,
contracts, licensing
agreements;
recommending | people to undertake some activity, thus very likely either by advising them
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primary type

nature of activity

secondary type

foreshadowing a ‘doing’ context —

(recommendation for the
benefit of the addressee, as in
professional consultations) or

inducing them (promotion:
recommendation for the benefit
of the speaker, as in
advertisements);

exploring

our communal values and positions, prototypically in public
(through media channels) [exploring is a field of activity
oriented towards tenor (relationships and values) so tenor
distinctions play a significant role)] —

either by reviewing a
commodity (goods-&-services),
as in book reviews, or

by arguing about positions and
ideas, as in expositions,
editorials, debates.

10
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reporting

ommending

‘ﬂirecting collaborating

Figure 2: Context — the contextual parameter of field (“what’s going on”): field of activity (the socio-semiotic process
people are taking part in in context), primary types (inner circle) and secondary types (outer circle)

The description of field of activity diagrammed in Figure 2 and summarized in Table 1 includes two steps
in delicacy — the eight primary types and their immediate subtypes; but it has of course been extended
further in delicacy, and when we reach tertiary or quaternary delicacy in the differentiation of fields of
activity, we can begin to relate the description to the categories of genre identified by systemic functional
linguists working with Martin’s (e.g. 1992) “genre model” — the genres of written language described by
Martin & Veel (2008) and of spoken language described by Eggins & Slade (2005). These descriptions
include the contextual structures of the genres, e.g. the structures of argumentative expositions and of
explanations: see Table 2. The table contrasts sequential explanations with expositions (in the sense
arguments supporting a thesis): we can specify the structure of both at the fourth step in delicacy in the

11
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description of field of activity*. The two types are illustrated by Text 1, a sequential explanation, and Text
2, a(n analytic) exposition; for the sake of brevity, I have selected short educational texts of around ten
clause complexes (orthographic sentences; for longer examples, see Matthiessen, forthc. a). The elements
of their contextual structures are indicated in bold within square brackets; their logico-semantic structures
will be presented below.

Table 2: Examples of differentiation of fields of activity in delicacy to the point where contextual structures can be posited

field of activity contextual structure

primary secondary | tertiary quaternary

expounding explaining | sequentially | temporal Phenomenon Identification * Explanation Sequence
exploring arguing one-sided exposition Thesis * Argumentin " Reinforcement of Thesis

Text 1: Sequential explanation from an educational resource website® (structural conjunctions in bold, cohesive ones in
bold italics)

[0] Woodchipping
[Phenomenon Identification:]

[1] Woodchipping is a process [[used to obtain pulp and paper product from the forest]]. [2] About 10
percent of Australia’s state owned forest land, and large areas of privately owned forest, are involved in
woodchip projects.

[Explanation Sequence:]

[3.1] The woodchipping process begins [3.2] when the trees are cut down in a selected area of the forest
[[called a coupell. [4.1] After that, the tops and branches are cut off [4.2] and the logs are dragged to a
log landing [4.3] where they are loaded onto a truck. [5.1] Next the bark of the logs is removed [5.2] and
the logs are taken to a chipper [5.3] which cuts them into small pieces [[called woodchips]]. [6.1] The
woodchips are then screened [6.2] to remove dirt and other impurities. [7.1] At this stage the woodchips
are either exported to Japan in this form [7.2] or converted into pulp by chemicals, heat and pressure.
[8.1] The pulp is then bleached [8.2] and the water content removed. [9.1] Finally it is rolled out [9.2] to
make paper.

Text 2: Exposition (“analytical exposition”) from an educational website®

[0] Cars should be banned in the city
[Thesis:]

[1] Cars should be banned in the city. [2.1] As we all know, [2.2] cars create pollution, [2.3] and cause a lot
of road deaths and other accidents.

[Arguments:]

[3.1] Firstly, cars, << [3.2] as we all know,>> contribute to most of the pollution in the world. [4] Cars emit
a deadly gas [[[that causes illnesses such as bronchitis, lung cancer, || and ‘triggers’ off asthmalll. [5]
Some of these illnesses are so bad [[that people can die from them]].

* The table only serves as a simple illustration. We may need to take further steps in delicacy, e.g. in order to distinguish
analytical expositions (the type in focus here) from hortatory expositions, which include a recommendation for action to be taken
based on the argument. In addition, we also need to take into consideration variations due to tenor, e.g. variation according to
intended readers or listeners, and to mode, e.g. variation according to medium — spoken or written.

5 http://www.schools.nsw.edu.au/media/downloads/schoolsweb/studentsupport/programs/Irngdificulties/writespellsec5.pdf

6 http://sman5yk.sch.id/2013-03-21-17-03-23/inggris/232-english-lesson-material-for-grade-xi-semester- 1

12
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[6] Secondly, the city is very busy. [7.1] Pedestrians wander everywhere [7.2] and cars commonly hit
pedestrians in the city, [7.3] which causes them to die. [8] Cars today are our roads’ biggest killers.

[9] Thirdly, cars are very noisy. [10.1] If you live in the city, [10.2] you may find it hard to sleep at night,
[10.3] or concentrate on your homework, [10.4] and especially talk to someone.

[Reinforcement of Thesis:]

[12] In conclusion, cars should be banned from the city for the reasons listed.

Semantics: logico-semantic (rhetorical) relations

In terms of the semantic strategy used to organize texts within their contexts, I will focus on logico-
semantic relations, or “rhetorical relations”’, modelling them by means of a version of Rhetorical
Structure Theory (RST) — an approach to the semantic organization of text in terms of rhetorical
relations that Bill Mann, Sandy Thompson and I started to develop a little over three decades ago, now
sometimes referred to as “classical RST” (see e.g. Mann & Thompson, 1987; Matthiessen & Thompson,
1989; Mann & Matthiessen, 1991; Mann, Matthiessen & Thompson, 1992; Taboada & Mann, 2006; and
for the use of RST in computational discourse processing, see e.g. Marcu, 1997, 2000; Carlson & Marcu,
2001 [RST annotation of documents from the Penn Treebank]; and cf. Stede, 2012,). The version I use
here is a “systemicized” one, i.e. a version that differs from classical RST in that it is integrated within the
overall SFL framework as a logical-semantic resource — with systemic organization as primary and
structural organization as secondary, derived from the systemic organization by means of realization
statements (see Matthiessen, forthc. a). The system is represented informally in Figure 3; this is a
description of the resources in English for organizing texts relationally.

ELIT3

7 Such relations have been investigated under many names including “conjunctive relations”, “discourse relations”, “rhetorical

9 < ELINT3

predicates”, “coherence relations”, “interpropositional relations”.

13



PACLIC 28

——— || ssouSunm

\\\\\ e
el _
\ o ~  mqe
/ o
/ ) \ "
/ T
/ \ /
/ / / /
/ [ / / o
[ | / / e
[ \ [ [ {
, , ,, |
|
,, ,, 7 7
{womsiond) 7 7 : -
= — -
[2S1M13130] ‘[ZUOIsSaIU0I] [uonIpuod] ‘[sodind] ‘[pooyuoninjos] [1uoIS$25U0D}]
‘[wdpqoid}] ‘[3[nsa1} [asnes] [aourIswNOID] [2ousnbas} [uoneanow} [udwdqeud} [Ansnl] Poudpmd} | I
[stsoyunue] T | [uozzounfssp) ‘(uonppr) 7 : 7 B
[puowayessas] ‘[Arewwns] [uoneroqe} 7 7 : 7 [punoidyoeq} | -

[T01355(01d] :STOTEPT [FUOnTIPPY
[Ansnf} : suonepa [ed1sse[D),

SSauIpear

uonednqo

e
___ uonndoj
Sunueyus
Surpuaxs qe———

1Ioz/ma WINIIND ©

uo 0f J

doas -

(s
2193 UONERI JO [Ensu03)

T [eUIaIXd

uonEMpow -

uoneziepow -

— YI_H“&: [e1I039Y

®pI-)

uonafoxd

931[a3ES-SNSINU

N I
N

N/

Aaponu- e

ions)

1 relat

ica

tem of LOGICO-SEMANTIC RELATION (rhetor

ic sys

The semanti

Figure 3

14



PACLIC 28

The system of LOGICO-SEMANTIC RELATION in Figure 3 is composed of three simultaneous systems
concerned with the nature of the logico-semantic relation used to relate one text segment to another in
order to form a rhetorical nexus (i.e. a relational combination of text segments):

* The system of NUCLEARITY is the choice between relations linking the text segments as equal in
status (‘multi-nuclear’) or as unequal, with one text segment supporting the other (‘nucleus-
satellite’). This distinction is part of “classical RST”.

* The system of LOGICO-SEMANTIC TYPE is the choice between relations of ‘projection’, where one
text segment sets up another as a quote or a report, and ‘expansion’, where one text segment
elaborates, extends or enhances the other — the account of projection and expansion goes back to
Halliday (1985).

* The system or orientation is the choice between linking two text segments as representations of
experience (‘external’) or as interactional moves (‘internal’) — a distinction that goes back to
Halliday & Hasan’s (1976) description of cohesive conjunctions (“discourse markers”) in English.

As can be seen from the table to the right of the system network in Figure 3, options (terms) from these
three systems intersection to define sets of logico-semantic relations, including the “rhetorical relations”
of classical RST. The relations can be fully differentiated if we increased the delicacy of the systems of
LOGICO-SEMANTIC TYPE and ORIENTATION. For example, the relations marked by finally in Text 1 and in
conclusion in Text 2 are similar in terms of LOGICO-SEMANTIC TYPE, both being enhancing relations, but
different in terms of orientation: finally marks an ‘external’ relation whereas in conclusion marks an
‘internal’ one: see the logico-semantic analyses of these two texts in Figure 4 and Figure 5.

In addition to these three systems that jointly determine the nature of the relation linking the two text
segments in a rhetorical nexus, there is a fourth system, the system of SYSTEMIC RECURSION. This is the
choice between stopping the development of the text at the point of the current rhetorical nexus and going
on to introduce a new logico-semantic relation thereby developing the text further.

15



PACLIC 28

soded a0 payjos
oyew 01 [z'6] st Apppuny (16}

asodand [x}
-parowa1 NUd
1o0m oy pue [T'g]

AN

-axnssoxd pue
189y ‘SEITWIYD

poyoealq uagz £q dnd o
stdnd oy [rg] PadAud 30 (2]

/

- wog sty ur vedef pousasds
2ouanbas [ 01 paiodxa soyare “sonundui uags ore
aresdipoom oy soqpopueanp  sdyIPoos.
STRSEIV (7] ssowdr o1 [z9]  YL[I9]
sanvuIE [<]
asodand [+]

{[pdno>
® pajpea}}

150105 92 JO

[{sdnppoos pasowax ¥o ®a1E p122[as
paea) savard soddig e sisfo]  ponn e oo
[Pws o woyy o1udywIowsBo] oy jodyq popeojore oy padBeporesio;  puesdor o
S TPIA [€5] o pue [z€]]  dQaxaN 1] dsaym (€] oy pue (2] ‘wwg1aayfy 1V}
| |

2ouanbas [x} aouanbas [x}

o voym 2]

2ouEBISWNIIT [}

ouanbas [}

uoneoqep [}

“s199f01d
diyopoon
ur paajosu oxe
52105 paumo
Apreand jo seare
ofrep pue pur] (359105 Y woxy
15210§ poumo 2onpoad saded

Suipur|Sojv o1 10> 2xe sayouriq vurumop  suBaqssoooxd  awasspiensny  pue dnd ureaqo 03
moare s Furddigopoom joausorad  pasnj} ssadoid e st

L[} ornoqy [z}  Surddiyopoop 1}

uoneIoqe [}

Surddryopoop [o]

Text 1

ion in

(in terms of RST) of the sequential explanati

ic analysis

Logico-semant

Figure 4

16



PACLIC 28

*s19[y 359331
Speox mo oxe epoy s1e7) [g]

“[[woys woiy
a1p ued ordoad e} peq os
I8 SISSIUYT IS3Y3 JO WO [§}

'SIUIPIOOE
1930 puE SYIBIP
PrOI JO J0[ B IsNED

*3U0WOS 03 el AJ[eroadsa ‘[[[ewyase go 51933, pue (2] ‘vonnyod i
> . . A 938910 18D [2°T} a3 ur pauueq 3q
pue [}or] “yromowoy 91p 03 WoY} pue || Taoued Juny ‘snryouoiq . .
104 o 23e1IUUOD SISNED Yorya [€£] K310 a3 SB yOns Sassaul[r sasned 1ey}]} mow e a8 SV {1} pnoys sxe) 1}
Jo [£'or] ‘3ydu e doafs 03 ur suernsapad 31y A[uowrwod sed Apeap © 3rwo sxe)) [t}
prey 31 puy Aew nof [z'0r1} SIED PUE [7°L] 919YmAI9A3
%315 o3 ur 9A1] nOA J1 [ror1} Idpuem SUBLIISIPI] T.& ‘Prrom
a3 ur uonnjjod oy jo Isowr
Astou Asnq 03 9INQLIIVOD <<MOUY [[B oM
K194 are sxed ‘Ajp.ezqJ, [6] K394 51 L300 93 “Appuodag [9} s© [2°€] >> ‘sxed ‘A7zs.42,] [1€]
DUIPIAID
Aﬁﬁ-hknwﬁﬂnmv uonppe
*PAISI] SUOSEAI
33 10§ £310 9Y3 WOy pauueq aq
—U—ﬂ—ﬁuﬁ—m sIed »gﬁ.n%zN.v:E,u uy ﬁuuu_
EXLETIVE
£ o3 ur
pauueq aq pnoys sxe)) [0} 20UIPIAD
SISaY3 JO JUIWDIOFUINY u-x JuewmIry SISaYJ,

ion in Text 2

it

(in terms of RST) of the analytical expos

ic analysis

Logico-semant

Figure 5

Fields of activity and favoured logico-semantic relations

Using the systemic description of logico-semantic relations in the organization of text set out in
Figure 3, I have analysed representative samples of texts (mostly in English) from registers operating in
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contexts characterized by different fields of activity. These analyses show, not surprisingly, that in the
global organization of texts, different logico-semantic (rhetorical) relations are favoured (i.e. are “at risk”
of being selected) according to the types of the field of activity characterizing the contexts in which the
texts operate (see Matthiessen, in press a, forthc. a). This correlation between field of activity and logico-
semantic relation becomes discernable when we increase the delicacy in the description of fields of
activity from the eight primary types to their subtypes. As we differentiate these forms of activity further,
identifying secondary and tertiary types (secondary types are shown above in the outer circle in Figure 2
and identified in the rightmost of column of Table 1), we can begin to discern recurrent semantic
strategies used to organize texts belonging to registers operating in contexts characterized by one type of
field of activity or other, as exemplified in Figure 6°.

For example, if the field of activity of the context is one of expounding general knowledge by
categorizing phenomena in terms of classes and subclasses or wholes and parts, the context will be
realized by a taxonomic report where the key semantic strategy for organizing the text is the logico-
semantic (rhetorical) relation of ‘elaboration’; but if the activity is one of promoting some “commodity”,
the context will be realized by a marketing text such as an advertisement where the key semantic strategy
for organizing the text is likely to be the logico-semantic relation of ‘motivation’, the point being to
motivate the addressee to accept whatever is being offered.

Similarly, explaining phenomena by reference to the unfolding of processes in time will favour the
logico-semantic relation of ‘temporal sequence’ as in Text 1, whereas arguing for a position or idea will
favour the logico-semantic relation of ‘evidence’ as in Text 2. Thus the body of Text 1, which is an
elaboration of the nuclear definition of ‘woodchipping’, is organized externally by means of multi-nuclear
relations of ‘sequence’, as shown in Figure 4 above. In contrast, Text 2 is organized internally by means
of nucleus-satellite relations of ‘evidence’, as shown in Figure 5 above. The satellite segments related by
‘evidence’ serve to bolster the writer’s nuclear claim that cars should be banned in the city. The nucleus
of the whole text comes at the end — as the culmination after the arguments in favour of the position it
represents. This organization of expositions and other persuasive texts is typical — the global nucleus is
presented as the “macro-New” of the whole text, the main point for readers or listeners to take away from
the text.

% As noted above and illustrated in Table 2, this is roughly where contextual or situational structures — “generic structures”,
“schematic structures” — such as narrative structures begin to be identified and described: see Matthiessen (forthc. b) on the link
to genre types identified and described by Martin & Rose (2008).
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Figure 6: Examples of fields of activity (secondary types in Figure 2) with typical realizations by logico-semantic
(rhetorical) relations playing role in organizing texts globally

The general principle is this: the meaning potential of

most likely to be used (to be “at risk” of being chosen) in

frequencies in the corpus.)
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a language, in this case of English, includes
strategies for organizing texts by means of logico-semantic relations; and a certain subset of these will be
the global organization of texts in a context
characterized by a particular type of field of activity. Different fields of activity will favour different
subsets of relations. This general principle of registerial variation in the area of logico-semantic
organization of text is represented diagrammatically in Figure 7. (Given a representative corpus texts
from different registers that has been annotated for logico-
2001, and Prasad et al., 2011, we would be able to state “favour” in probabilistic terms based on relative

semantic relations — cf. Carlson & Marcu,
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Figure 7: Registerial variation in the use of logico-semantic relations in the organization of texts belonging to different
registers in accordance with the nature of the field of activity in context — exemplified by the activity of explaining by
means of sequential explanations

Registerial variation in the lexicogrammatical realizations of logico-semantic relations

The logico-semantic relations favoured in the global organization of text thus vary according to the
nature of the field of activity in context. By another step along the realizational chain from context to
semantics and from semantics to lexicogrammar, we can also note that the lexicogrammatical
realizations of logico-semantic relations similarly vary according to the nature of the field of activity
(Matthiessen & Teruya, 2013). One interesting aspect of this variation in realization is the degree to
which logico-semantic relations are realized congruently or metaphorically (incongruently). In texts of a
pragmatic nature such as procedural texts operating in instructing enabling contexts (see the radial
diagram in Figure 7), logico-semantic relations are likely to be realized congruently by conjunctions
(“discourse markers”), either cohesive ones (e.g. meanwhile) or structural ones (e.g. then, until; if); but in
texts of mathetic nature such as factorial explanations operating in expounding contexts, logico-semantic
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relations are likely to be realized incongruently by prepositions (e.g. because of), verbs (e.g. cause, lead
to, result in) or (by yet another step) nouns (e.g. cause, consequence, effect), as illustrated in Figure 8.
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Figure 8: Congruent and incongruent realizations of logico-semantic relations in a passage from a causal explanation of

monsoons
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The text segment analysed in Figure 8 is an excerpt from a causal explanation of monsoons. It is
organized by logico-semantic relations of ‘reason’, ‘result’ and (temporal) ‘sequence’, all of which are
‘external’ in orientation. The complex formed by relations of ‘sequence’ is realized congruently by a
paratactic clause complex consisting of three ‘material’ clauses (“action” clauses). In contrast, the
semantic complexes formed by means of ‘reason’ and ‘result’ are realized incongruently, by two
‘circumstantial’ ‘relational’ clauses, both of which have the causal verb lead to as Process. These
incongruent clauses are as it were metaphoric re-codings of what would congruently be clause complexes,
as indicated in Figure 8.

The metaphorical mode of realization has been investigated and discussed extensively in SFL based
on Halliday (1985: Ch. 10), as in Halliday & Martin (1993), Halliday (1998), Vandenbergen, Taverniers
& Ravelli (2003), Halliday & Matthiessen (2006: Ch. 6; 2013: Ch. 10), and modelled computationally as
a feature of certain registers by Bateman & Paris (1991). Naturally, in addition to field of activity, other
contextual parameters also play a role in shifting the realization of logico-semantic relations and
rhetorical nexuses from the congruent mode to the metaphorical mode of realization; the metaphorical
mode is more likely in written medium than in spoken, and, in terms of ontogenesis, more likely the
further learners move into the subject-specific knowledge of secondary school (see e.g. Derewianka,
1995; Christie & Derewianka, 2008). Consequently, the realization of rhetorical nexuses is gradually
“pushed down” in the lexicogrammar from cohesive sequences of clauses and clause complexes to
clauses, phrases and groups. Incongruent, metaphorical realizations cover an important range of what
Prasad, Joshi & Webber (2010) have identified as “alternative lexicalizations” (“AltLex”) of “discourse

relations” — alternative to (in our terms) congruent realizations in the form of structural and cohesive
conjunctions.
Conclusion

In summary, I have reported on aspects of our research into registers — our long-term research

programme of registerial cartography. In particular, I have discussed the relation between fields of
activity within context, logico-semantic relations used to form rhetorical nexuses in the (global) semantic
organization of text, and the mode of the lexicogrammatical realizations of these relations. This
realizational chain is set out in Figure 9. The work discussed in this paper is exploratory, largely based on
my manual analysis of samples of text that | have deemed to be representative of different registers. To
scale up the research, one would need a registerial range of annotated corpora comparable to the discourse
annotated version of the Penn Treebank (Prasad et al., 2007, 2008) and the more recent addition of the
biomedical discourse relation bank (Prasad et al., 2011) — or one of the comparable corpora now
becoming available for other languages, including Czech, Turkish and Hindi. With the aid of such a
registerial range of corpora, or a single multi-registerial corpus, we would be able to check the patterns
emerging in the exploratory work, scaling up the database to the point where statistically interesting
statements can be made about the probabilistic settings of each register represented in the data — as a
model, cf. Webber (2009) characterization of register varieties (in her terms, “genre distinctions”) within
the Penn Treebank.

The work on registerial cartography is, of course, important for its own sake: it sheds light on the
essential nature of language as a system of variation — as an inherently variable, probabilistic system. In
addition, there are many important areas of application where information registerial variation can lead to
significant breakthroughs; these areas include education, translation, machine translation, computational
discourse processing in general, multimodal studies (cf. Bateman, 2008; Matthiessen, 2009). In this way,
registerial cartography is an integral part of appliable linguistics (cf. Halliday, 2008; Matthiessen, 2014a,
2014Db).

22



PACLIC 28

context: field of activity expounding: explaining: sequential

semantics: favoured rhetorical relations for expanding: enhancing: temporal: sequence
forming global nexuses

lexicogrammar: favoured mode of realization [congruent] cohesive & tactic 'then’

Figure 9: Stratification — the realizational chain discussed here
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Discourse for Machine Translation

Bonnie Webber
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Abstract

Statistical Machine Translation is a modern success: Given a source language sentence, SMT
finds the most probable target language sentence, based on (1) properties of the source; (2)
probabilistic source--target mappings at the level of words, phrases and/or sub-structures; and
(3) properties of the target language.

SMT translates individual sentences because the search space even for a single sentence can
be vast. But sentences are parts of texts, and texts have properties beyond those of their
individual sentences, including:

e document-wide properties, such as style, register, reading level and genre, that are
visible in the frequency and distribution of words, word senses, referential forms and
syntactic structures;

e patterns of topical or functional sub-structures that mean that frequencies and
distributions of words, word senses, referential forms and syntactic structures will
vary across a text;

e relations between clauses or between referring expressions that can be signaled
explicitly or implicitly, that reflect a text's coherence;

e frequent appeal to reduced expressions that rely on context to

o efficiently convey their message.

Recognizing and deploying these properties promises to improve both fluency and accuracy
in SMT -- i.e., whether the sequence of sentences in the target text conveys the same
information as those in its source, in as readable a manner. This presentation describes how
researchers are attempting to do this, without bringing translation to a halt.
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Abstract

This paper takes an in-depth look at the
relationship between mechanically
extracted keywords and ‘Top Ten News of
the Year’ compiled by the news editors. A
previous study that briefly touched on the
topic concludes there does not seem to
exist any meaningful connection between
the two. In this paper, we set up a more
elaborate way of comparing and connecting
the two, and argue that there is a certain
reasonably good converging point. The
corpus we make use of for our experiment
is a subset of the Trend 21 corpus which is
a collection of Korean major newspapers
(2000-2013). For keyword extraction, log-
likelihood ratio was made use of.
Extraction of collocation for each keyword
was needed, for which a version of Mutual
Information was utilized. Finally a detailed
comparison of the top ten news with the
top 100 keywords was conducted from
several points of view.

1 Introduction

There is a growing use of the keyword
methodology as an analytic tool to efficiently
analyze texts or corpora, and we can say it now has
established itself as a viable, and, importantly,
objective alternative to the traditional and rather
introspective method of discourse or cultural
interpretation (Scott & Tribble, 2006, Bondi &
Scott, 2010; Archer, 2009; Baker et al., 2013).
One issue that needs to be addressed is how the
new methodology relates to the introspective way

of selecting keywords from a given text or corpus.
Are the two supposed to be different from each
other? Then why so? Or do they have to be
comparable or even identical to each other? And
if they do, how can we test the comparability or
convergence? In this paper we raise these
questions on the basis of Korean newspaper
corpora and some lists of ‘Top Ten News (T10N
for short)’ compiled, presumably introspectively,
by the newspaper editors at the end of every year.
Specifically we compare the top 100 keywords
with T10N, and see how well they converge with
each other. Some previous studies seem to suggest
a tentatively negative conclusion on the issue of
any systematic relationship  between the
introspective and quantitative keywords in general
(Bondi & Scott, 2010), or between quantitative
keywords and T10N (Kim & Lee, 2011).

It should be noted at the outset that each item in
T10N is not a keyword per se. Though it can
trivially turned into a small set of keywords on the
basis of the surface description of the news item,
we take the item as an abstract concept to which a
set of keywords can be mapped, thus making it
possible to compare the quantitatively derived
keywords and the more abstract key concepts that
are selected introspectively. We argue that TION
provides an interesting testing ground for the
significance of the keywords extracted or the role
of the ‘human factor’ in the selection process of
T10N.

This paper briefly reviews some of the previous
studies on the issue at hand in Section 2, introduces
the corpora used in Section 3, provides in Section 4
two lists of TION to be analyzed, discusses
methodological issues in Section 5, and reports the
results in Section 6 with related discussion, which
is then followed by conclusion.

Copyright 2014 by Jae-Woong Choe
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28



PACLIC 28

2 Keywords: Introspection vs. Corpus

According to Stubbs (2010), there are three
kinds of ‘keywords’, two of which are of our
immediate concern in this paper: One is the
‘cultural keywords’, for example like the one
compiled by Williams (1976/85), that are intended
to capture the essence of a culture through
selection of the terms or keywords that would
represent some major aspects of the culture. It
certainly would involve processes of understanding,
interpretation, and abstraction on the part of the
person that does the compiling job. In other words,
they represent human interpretation and
understanding of the phenomena, i.e., the culture.
Let us call them ‘introspective keywords’, focusing
on the methodology, so that they may cover not
only the cultures but also other broad aspects of
society. The other concept of keywords refers to
the analytic tool mentioned in the previous section.
They are called ‘statistical keywords’, which are
extracted on the basis of the (relative) frequency
distribution of words in the given corpora.

How are the two related to each other? Previous
studies touched on the issue of the relationship
between the two kinds of keywords, and suggested
that they should be treated as separate kinds, little
significant relationship being observed.  For
example, Stubbs (2010: 32) contends that they are
“only loosely conceptually related, and perhaps
only marginally compatible.”  Scott (2010: 45)
also states “[i]t is perfectly true that automatic
analysis  works differently from  human
identification in the case of keyness ....”

It may be true that human selection of the key
words or phrases to capture the bigger picture of
the society or culture is different from purely
mechanical extraction of keywords from discourse.
However it would also be true that the bigger
picture is formed through discourse. It is mediated,
communicated, and created through discourse. In
other words, introspection based human keywords
are not created from nothing; ideally they should
reflect well the culture or society in question, and
the discourse that constitutes and represents the
society. Again ideally if we can get hold of the
whole set of discourses which presumably reflect
the culture and society as a whole, we can expect
there would be a certain converging point between
introspective keywords and quantitative keywords.
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We will assume one of such case can be
provided by news texts of a certain period of time.
In particular, the top ten news summarize a year’s
major events which had been reported in the news
articles of the year. Suppose we have fairly large
corpora that reflect the social events from which
we can extract keywords on the one hand, and also
human interpretation of the major events in the
form of TION on the other. How would they
match up with each other then?

There is one previous study that dealt with such
question. Kim & Lee (2011) compared T10N of
2009 and the keywords of the same year based on
the Korean major newspapers, and found out only
eleven out of 100 keywords match TION. They
concluded that “[the two] are more different from
each other than would be expected (2011: 178).
[Translation by the author]” While the presumably
introspective selection of the major news of the
year need not perfectly match the keywords, it is
surprising that the major news does not seem to
reflect the texts of the newspapers. This paper will
take a careful look at this question again, using
similar but more fine-tuned sets of data and
different sets of tools for keyword extraction and
interpretation. We find there is an interesting and
meaningful converging point between the two, and
even the items that do not match well seem to shed
some light on how the human interpretation
process works.

3 Target and Reference Corpora

T10N are selected annually, so it is reasonable
to assume that the most relevant discourse would
be the whole news of the year. For this
experimental study, we are going to use the same
set of TION as that in Kim & Lee (2011), but we
use different subsets as the target and reference
corpora. In order to explain the difference, we first
need to introduce the Trend 21 Corpus from which
we take a subcorpus.

The Trend 21 Corpus is a collection of
newspaper articles from 2000 to 2013 (Kim et al.,
2011, Choe & Lee, 2014). All the newspaper
articles in four major daily newspapers published
in Korea (Chosun, Dong-a, Joongang, and
Hankyoreh) constitute the corpus, and new data are
processed and added after the end of each year
when the data are provided by respective news
media. The corpus currently contains over 600
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million ‘ejels’, or chunks between spaces in
Korean which typically consist of a content word
and some agglutinating particles.

For the experiment in this paper we mainly use
a subset of the corpus, primarily the data that cover
the four year span (2006-2009) of a newspaper,
Chosun, referring to a larger set when necessary.
Specifically, we take the news texts of 2009 of
Chosun as the target corpus, and those of 2006-8 of
the same newspaper as the reference corpus. We
assumed the corpus of the previous three years as
the reference would be “moderate sized (Scott,
2010:52; See also Jeon & Choe (2009))”. This is
different from Kim & Lee (2011) where they took
all the news texts from the four major newspapers
as the target and reference corpus, and then
compared the results with TION of Chosun. As is
well known, newspapers may differ among
themselves in terms of their respective stance on
the social, cultural, and especially political issues
(Baker et al., 2013). Thus assuming possibly
different stances may influence the composition of
each news texts and also the selection of T10N, we
decided to compare the keywords from a particular
newspaper with their own selection of T10N, thus

limiting the effects of other factors to the minimum.

4 Lists of Top Ten News

There are typically two kinds of TION
compiled by each newspaper in Korea. One covers

the national events, and the other international ones.

Chosun had the following news items as their
selection of T10N for the national and international
major events of the year 2009, respectively.

Classifi-

Id News item cation

Cardinal
former
away

two
passed

Kim and
presidents Politics/

cnl Death

Korea will host the G20
Summit in 2010

Foreign

cn2 Affairs

Confrontation  surrounding
the Sejong City project and
the four major river project

National

cn3 Projects

The new North Korean
leader Kim Jong Un, the
second NK nuclear test

North

cnd Korea

The Naro space rocket

cn5 | launch failed Science

30

Many large labor unions
secede from Minnochong
[the upper organization]

cn6 Labor

Media law passes the

cn7 | parliament Media

and the
Yongsan

Murderer Kang
Nayoung case,
disaster not healed

cn8 Society

Golfer Yang wins over Tiger
Woods, Kim Yu-na’ golden
performance, Korean Soccer
qualifies for the World Cup

cn9 Sports

The [Korean rice wine]
makgeolli is all the craze
cnl0 | everywhere Life

Table 1: National Top Ten News (Chosun, 2009)

Classifi-
Id | News item cation
Expanding global economic | Economic
cil | crisis, weak dollars Crisis
Swine flu caused over 10,000
ci2 | deaths Epidemic
China's formidable economic
ci3 | growth China
More American troops in
ci4 | Afghanistan War
Lisbon Treaty, the EU's first
ci5 | president elected Europe
Hatoyama assumes power in
Japan, but the US-Japan
ci6 | relations seem murky Japan
Copenhagen summit failed | Environ-
ci7 | to meet the expectation ment
Pop emperor Michael | Entertain-
ci8 | Jackson dies ment
US women reporters detained | US-NK
ci9 | in North Korea relation
Tiger Woods’ infidelity
cil0 | scandal Sports

Table 2: International Top Ten News (Chosun,
2009)

Note that the English translations of the news
items provided in the above tables are not exactly
the same as they appear in the newspaper but
somewhat in an abbreviated and compact form,
again to save the space. We also took the liberty of
ignoring some metaphoric descriptions, and added



PACLIC 28

some extra information so that those that are not
familiar with the events may get a better grasp of
them. For example, ‘cnl’ would be literally
translated as “Kim Swu Hwan, Kim Dae Jung, Roh
Moo Hyun ... Major Figures in modern history are
now in history,” which simply refer to the deaths
of the three major players in Korean politics and
society for over 40 years. We also added the
“Classification” column, again as a way to help the
readers, especially those that are not familiar with
the events described, to comprehend the overall
picture as well as the characteristics of each event.

5 Methodology

5.1 Keyword extraction

The statistical procedures typically used for
keyword extraction are Dunning’s Log Likelihood
(LL) and chi-square (Scott & Tribble, 2006).
Some authors used T-score for the calculation
(Kim & Lee, 2011). The standard text tools such
as WordSmith (Scott, 2012) and AntConc (Anthony,
2011) provide keyword extraction procedures like
log-likelihood and chi-squared, and it is generally
known that there is not much difference between
the two (Rayson, 2003; Bondie & Scott, 2010). In
this paper, we used a version of LL described in
Rayson (2003: 50). Let us suppose we have the
following contingency table.

Target Reference
Frequency a b
Corpus Size c d

Table 3: Contingency table

Then the log-likelihood ratio is calculated as
follows, where N refers to the total value of the
four cells.

G”=2 (alna + blnb + cInc + dind + NInN -
(atb)In(a+b) - (atc)n(atc) - (btd)In(b+d) -
(ctd)In(c+d))

The formula was implemented in a Perl script,
rather than using any of the well-known tools,
because the size of the data for the current study
was rather huge and it was not easy, if not
impossible, to handle them in the readily available
tools. In order to confirm that the custom-made
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script works as expected, some test results were
compared with those from WordSmith and
AntConc on the basis of the same set of data, a
Shakespearean play Romeo and Juliet, and there
were minimal differences among the three results.

Since our concern in this paper is the topic
rather than the style of the data, we limited our
search to the words/morphemes that are nouns
(/NNG) and proper names (/NNP), ignoring all the
other categories.

5.2 Collocation extraction

For many of the extracted keywords, it was
obvious which T10N item each of them belong to.
But for many others, the connection was not that
clear. There were several reasons for this. For
one thing, a keyword may be ambiguous. For
example, K| & [jiwon] in Korean may either mean
‘support’ or ‘application’, and we need to figure
out in which sense the word was selected as a
keyword.  Another reason is that it was difficult
to decide in which context a certain keyword was
used. =2J|H[jungsogicop] means ‘small and
medium sized enterprises’, and it is difficult to
know whether it has anything to do with T1ON or
not. A third reason is that some keywords may be
linked to more than one item in the T10N list.
20K Obama), as President of the most
influential country in the world, can obviously be
related to many news items. Finally there were a
few keywords with baffling identities.
2 8 2[Kim Jung-un], apparently a personal name,
was listed as a keyword, and it was not clear at first
why the name cropped up as a keyword.

These problems can be solved if we take the
context into consideration, of course. A widely
used method is to browse the keywords in the
KWIC style. But when there are so many data to
be checked, a more efficient method is called for
which will succinctly summarize the contextual
information. One such method would be
collocation, which looked good enough for our
purpose so we made use of it in this study. Thus
for each keyword, a set of collocation words, or
more exactly a set of morphemes were gathered
that co-occur in the same news item.

There are well-known collocation extraction
methods like the t-test and Mutual Information.
While the t-test seems to have some issues with
low frequency words, Mutual Information has been
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considered too skewed to them, assigning a very
high value, for example, to a bigram whose
members occur only once in the given corpus. In
this paper, we used a version of Mutual
Information, called Log-Frequency based Mutual
Dependency (LFMD, Thanopoulos et al., 2002),
which is designed to add some frequency effect to
Mutual Information. The metric is given below,
which was again implemented in Perl:

Dyp(wyw;) = D(w.w,) + log,P(w,w))
where D is:
Dw,.w,)=Iw,.w,)-I(w,w,)=

P (w,w,)
"2 P(w,)-P(w,)

6 Results and Discussion

Once the keywords were extracted and sorted in
a descending order of their LL value, we checked
each of the top 100 keywords for possible matchup
with the twenty items of the national and
international T10N provided in Tables 1 and 2.
The collocation word list for each keyword was
constantly consulted in the process. A sample of
the table used for the process is provided in
Appendix at the end of this paper.

6.1 Keywords that relate to the national

T10N

30 out of the top 100 keywords were found to
be linked to the national top 10 news. Their
mutual relationship is provided in the following
table, where the TION news items and their related
keywords are shown side by side. Each keyword is
followed by its English gloss, and then its rank in
the 100 list shown in parenthesis.

Cat: Cla. | yevwords(rank)
cnl: M H/Death(22),
Politics/ | = 2 t/Condolence delegation(74),
Death 2 2/Condolence(76),
= & A /Memorial altar(81),
= 01 &/National_funeral(93)
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cn3: NIE Al/Sejong City(1),
Nati.onal & &/Chungcheong(16),
Projects | 21 ob/pirst_draft(40),
CHZ}/Major_rivers(49),
Ol 2 2 /Maritime(68),
A2 /Business(72),
= & /Country(99)
cn4: North 9 8t O0t/Obama(6),
Korea X 2| A/Bosworth(38),
?:' & &/Kim_Jong_Un(87),
& 2/Provocation(92),
t &/Barack(95)
cnS: Lt 2 S/Naroho(18),
Science | 2t H|/Control(23),
2 AL A /Projectile(55)
cnS/end | 230 /Rocket(15), 2 AH/Launch(32)
cn6: L & /Labor_union(26),
Labor | .- Z/Trade unions(34),
01 = F/Minnochong(44),
& €l/Withdrawal(82)
cn7:
Media | 01 Cl{/Media(65)
cn8:
Society | # 2 &/Kang Hosun(66)
cn9:
Sports | & ¥ OYKim_Yuna(80)
cnl0: Life | 0r242|/Rice_wine(19)

Table 4: National T10N and their matching
keywords

It seems like each item in T10N is reasonably
well represented in the top 100 keyword list. Each
item, except for ‘cn2’, has at least one keyword
that supports its selection. Half of the national
T10N (‘enl’, ‘cn3’, ‘cn4’, ‘cnS’, ‘cn6’), or five out
of top 6 news, are linked to at least three top 100
keywords. Top three major news given in Table 4,
namely ‘cnl’, ‘cn3’, and ‘cn4’, have at least five
matching keywords. Overall, we might be able to
say that the top five items in Table 4 support rather
strongly the convergence between the introspection
based major news and the statistically derived
keywords.

The bottom four items in Table 4 is not that
well supported by the list of top 100 keywords, but
still each finds a keyword in the list that can be
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linked. We will come back to the missing one
‘cn2’ in Section 6.3.

The first three names that appear as keywords
for ‘cn4: The new North Korean leader Kim Jong
Un, the second NK nuclear test” show why
collocation information is needed for proper
classification. 2UHF0H(Obama) would rather be
expected to be linked to some international news,
and no doubt Obama, as President of the most
influential country of the world, would be featured
in many international news. However, when the
collocation words of the name were checked, a
crucial one seems to be ‘Z[haek]/nuclear’.
Obviously, as much as ‘Obama’ appeared in many
other news, the name was significantly associated
with the word ‘nuclear’ and the most noteworthy
mention of the word ‘nuclear’ in Korea in 2009

was in the context of the North Korean nuclear test.

The same applies to another name “(Steven)
Bosworth” in ‘cn4’. The words that collocate with
it are such as ‘2 =[bangbuk]/visiting North
Korea’, ‘2| E[hoedam]/talks’, ‘CH=[daebuk]/to
North Korea’, and ‘S Al[teuksa]/special envoy’,
clearly revealing his role as a special US envoy
handling the NK nuclear issue. Finally,
‘248 2[Kim Jung-un]’, apparently a personal
name, was listed as a keyword, and even to a
person that is well versed in Korean national
affairs the name looked puzzling at first. Its
collocation revealed the name refers to the newly
emerging North Korean leader. His name was
initially wrongly identified as 2 & & in the media,
rather than the correct 21 & 2 as was later to be
known through the North Korean media, befitting
to the secrecy and mystery that surrounds the
country.

Even with some collocation information, there
were truly ambiguous cases, and thus we had to
add an extra classification category ‘cnS/cn4’ in
Table 4. The two keywords associated with the
category, namely ‘= 3!![rokes]/Rocket(15)" and
‘2h At[balsa]/Launch(32)’, when their collocated
words were considered, were clearly linked either
to the failed launching of the spacecraft Naroho in
the South, and to the launching of the missile
Daephodong in North Korea. We therefore
tentatively classified it as belonging to ‘cn5/cn4’.
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6.2 Keywords that relate to the international
T10N

The same number of keywords, namely, 30 out of
the top 100 keywords was found out to be linked to
the international T10N, as shown below.

Cat: Cla. | keywords(rank)

cil:
Economic
Crisis

2 J1/Crisis(9),

3| =/Recovery(10),

= &/Recession(20),

=2 £ H/Global(25),

= &/Finance(61),

£ 2k 2H/Stimulus_package(67),
3| = Ml/Recovery(75),

& Xl/Downturn(79),

&= =/Emerging_country(91),
2 & /Adjustment(96)

ci2:
Epidemic

&1 B ZF/Swine_flu(2),
ZF/Flu(4), &1 S/New_type(8),
84 Al/Vaccines(14),

& &/Vaccination(36),

&t &l/Confirmed(43),

EtOI = F/Tamiflu(45),

o1 Z 2 Al X/Influenza(62),

2 &/Infection(64), = & /Flu(73),
HtOl 21 A /Virus(86),

°| Z/Medical_care(94),

2t Xt/Patients(97)

¢i6: Japan | 5} & OOt/ Hatoyama(11)

ci7:
Environ-
ment

= M/Green(3), X Et A /Low-
carbon(46), J| =/Climate(50),
DEISH2A/Copenhagen(57),
2 &l /Greenhouse(78),

&l 2t 8 /Eco-friendly(85)

Table 5: International TION and their matching
keywords

Almost all of the 30 keywords were linked only to
the three international T10N items. The items ‘cil:
Expanding global economic crisis, weak dollars’
and ‘ci2: Swine flu caused over 10,000 deaths’
were the two prominent international news of the
year that were amply reflected in the keywords.
They were national news as well as international
ones as Korea was also affected by both the
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economic crisis and the epidemic, and thus people
in Korea were keenly following the news.

Economic crisis and the swine flu epidemic are
the two pieces of news that affect the lives of the
general public very much, and obviously the news
media were clearly aware of them, thus dealing
with them very widely and repeatedly as the
related keywords show. Likewise, global warming
and the subsequent climate change is one of the
grave issues that largely bother the minds of the
general public. Thus the 2009 United Nations
Climate Change Conference, or the Copenhagen
Summit was apparently covered well in the
newspaper as the keywords in ‘ci7: Copenhagen
summit failed to meet the expectation’ show in
Table 5.

The other news item in the table is about Japan.
Hatoyama became the first Prime Minister from
the modern Democratic Party of Japan in 2009,
defeating the long-governing Liberal Democratic
Party. The power change in Japan, a closely
related neighboring country to Korea, was an
obviously newsworthy item to Koreans, and so was
covered accordingly in the news media.

6.3 TI10N that do not have any matching top
100 keywords

Among the national TION news items ‘cn2’
was the only exception that did not have any
supportive words in the top 100 keywords. The
description of ‘cn2’ is ‘Korea will host the G20
Summit in 2010” as shown in Table 1. The key
phrase in the description is ‘G20°, but it turns out
that the tagger wrongly analyzed it as ‘G’ and ‘20°.

G20 0| G/SL+20/SN+0[/JKS

Since the source of the problem was located, it
was possible to get the log-likelihood value for the
expression “G20” separately. Had it been treated
as a single unit, its LL value would be 2287.92,
which means “G20” would rank as the ninth item
in the top 100 keyword list (See Appendix). Every
national T10N in Table 1 is supported by at least
one associated keyword.

Item | Ol 1% | 02 2% | LL

Word | 1277 | 0.01 | 267 | 0.00 + | 2287.92

On the other hand, as for the international T10N
news items, only four of them could find their
linked keywords in the top 100 keyword list, as
Table 5 shows. Note that three of them, the most
heavily covered ones (‘cil’, ‘ci2’, ‘ci7’) in the
media, concern global issues which would also
affect the lives of the local general public. It is
highly likely they would have made national T10N
even if they were not covered by the other list.

Among the rest of the news items in Table 2,
five of them deal with regional issues like China,
US-led war in Afganistan, Europe, Japan, and a
US-North Korean issue. The other two concern
well-known popular figures like Michael Jackson
the pop star and Tiger Woods the sports star. Only
one of these seven items has a single related word
in the top 100 keyword list. It is obvious that not
particularly many news articles were written on the
global scale topics in the newspaper and yet the
editors felt they should be included in TION. We
will come back to this point later.

6.4 Top 100 keywords that do not belong to
any of the T10N items

There were 40 keywords in the top 100 list that
were left out of the national and international
T10ON. Four of them were included due to some
other factors than the news stories themselves. For

L Xtpyeonjipjal/
Editor’ seems to have spiked up in 2009, but it was
exclusively used as part of the editorial comments
to some of the articles, rather than as part of the
news stories. Many of the other keywords were
used individually, having little to do with other
words in the top 100 keyword list. However, there
were several clusters of keywords each of which
seemed to point to a particular event or topic.

M

example, the use of the word

cat keywords(rank)
0_edu AHE 2t/Admissions_Officer(12),
D 3 /MOE(28),

& & /Exams(35),

At 1) F/Private_tutoring(37),

2l 8t/Admission(41),

= S/SAT(58), & &/Grades(71),

sy © T

Xl & /Application(77),

2 & /Recruitment(90)

Table 6: Log-likelihood value for 'G20'
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0_job &2 S/Job_World(5),

% &/Job_finding(39),

2 Xtel/Jobs(47),

HI & 71 2/Non-
regular_workers(60),

=2 J| Y /Small_business(70)

o_housing | £ 2 Xt 2|/Bogeumjari_
housing(27),

== & 3 /Metropolitan(30)

o_IT A O} & &#/Smartphone(63),

E 2| E/Twitter(84)

Table 7: Keyword clusters each of which points to
a particular topic

The keywords in the ‘0_edu’ category concerns
college entrance system, particularly the newly
introduced one by universities in Korea that
seemed to be gaining huge momentum, urged by
the Ministry of Education. Education, especially
the college entrance system is everybody’s concern
in Korea, and even a slight change in the system
has huge repercussions on the society in general.
Obviously, the new “Admissions Officer” system
was one of the top national issues in 2009 and thus
was much talked about in the media. The
following chart shows that the use of the keywords
‘AbS Zt[sajeonggwan]/ Admissions Officer’ and
‘@ Si[iphak]/ Admissions’ greatly increased
simultaneously in 2009 in the four major
newspapers in Korea.

—— A& 2t Admissions_|
-- & &t Admission 3

2006
2007
2008
2009
2010
2011
2012
2013

Another hot topic which is everybody’s concern
is unemployment or difficulty of getting a job.
Growing number of the unemployed has become a
social issue. It was a much talked about issue of
the year again, as the keywords in the ‘o_job’ in
Table 7 show. Incidentally, the first keyword of
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the category, ‘& & E[jabwoldeu)/ Job World(5)’
turned out to be the name of the website created by
the particular newspaper, Chosun, together with
other institutions, as part of a social campaign to
help the unemployed to find a job. Out of 1,161
occurrences of the word in the four major
newspapers in 2009, the vast majority (1,151) have
appeared in Chosun. The other two categories in
Table 7, along with their keywords, again have a
lot to do with everyday life of the ordinary people:
a new housing project in the metropolitan area, and
newly introduced popular IT items like
smartphones and the twitter.

The rest of the keywords, 14 of them, seemed to
deal with individual issues separately, and did not
aggregate well among themselves. One thing to
note before we close this section is the personal or
pen names that showed unusual degree of keyness
though not related to any of the T1ON.

cat keywords(rank)

p_invst 8t A X}t/Bakyeoncha(13),
2 S /Geonho(98)

p_ent & XA /Chang Jayon(48)

p_soc 014l 2 B/Minerva(100)

Table 8: Keywords of proper names

The category ‘p_invst’ is related to the political
scandal that implicated a former president, which
many believe eventually led to his suicide. The
two keywords in the category refer to the principal
figures in the scandal, close associates of the late
president. The other two categories in Table 8 are
again related some social and political scandal.

Many of the keyword clusters or keyword
discussed in this section could have made the
national T10N list but the editors chose otherwise.

7 Conclusion

So how well do the statistically derived
keywords and the introspection based T10N
converge? Based on the results of our analyses,
over 60 percent of the top 100 keywords make
positive contribution to the convergence. Seen
from the opposite point of view, national TION is
well supported by the keywords while international
T10N is markedly less so. So we can conclude
that though the two do not match with each other
perfectly, they converge reasonably well.
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Then what is the source of the difference
between them? Here we provide some speculative
remarks. One thing that influences the
introspection based selection or decision of T10N
is a higher abstraction process involved. For
example, ‘cn3: National construction projects’ is
an abstraction over more than one separate event or
project, and so are ‘cnl: Politics/Death’ and ‘cn4:
North Korea’. Secondly, the introspection based
selection is likely to be influenced by the historical
context. The choice of ‘death’ as the top national
news of the year in ‘cnl’, rather than the second or
the third or even below, would make more sense if
we take it into consideration that the three people
involved have left a huge impact in recent history
of Korea. So it is not just their death, but in a
sense the end of era in Korean political and social
history that mattered in the selection.

The third factor that apparently plays a role in
the selection of the T10ON is the geographical
balance, especially in the case of the international
T10N, namely from ‘ci3’ to ‘ci6’ in Table 2, for
which there were not to be found any related
keywords in the top 100 list. The fourth factor is
the sectional or topical balance of the newspaper
(Tables 1, 2). Otherwise it is rather difficult to
explain the inclusion of the last four items (‘cn7’ to
‘cnl0’) in Table 4 at the expense of other events
that are more prominently reflected in the linked
keywords. The final factor that seems to matter is
what we might call topic subsumption. Although
the name ‘94 Xt/Bakyeoncha® and
‘1S /Geonho’ appeared particularly frequently in
2009 (See Section 6.4), the event was eclipsed by a
much bigger related news which was the death of
the former president allegedly involved.
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Appendix: A sample of the table used for the linking process

No | Morph/Eng | cat cl freq LL mi terms
MZ A 20k6.351 _453:5.622 £2]:3.741 %?ﬂ:s.ms
1 Sejong_City NNP | n3 2718 | 6289.892 | HS:3.521 & A:3.436 H:3.283 H2&H:3.17 £ Al:3.044
— 2 M:2.965 =& 0+:2.776
ANE=ZZ/ 2 :4.611 2 X}:4.036 & &1:3.994 ELO| %—?—:%.732
2 gwileei NNG | i2 2298 | 5958.051 | BHAI:3.471 EE:3.07 0l 2:2.739 =2:2.437 &4H:2.242
HHOled A:2.023 QI E R N XH:1.938
AE:6.96 HEHA:6.219 Ol L4 XI:5.153 4HH:3.913
3 | =4/Green | NNG | i7 3360 | 3475.75 | 2&:3.681 &E&:3.259 AtRd:3.239 HE:3.15
J|£:3.049 8 5:2.999 =2&1:2.819
&1E:9.552 26 :4.83 2t X}:3.805 QI E R M Xt:2.745
4 | E2F/Flu NNG | i2 1185 | 3072.164 | B0l 24 £:2.706 2 & Xt:2.608 B4 A1:2.374 2 X1:2.073
EtOIE2:1.424 2 Y:1.199 JH=H:0.984
=y FH6.114 iH§:5.953 JlE2d:5.949 SAJ184:5.947
5 Jj')b \;orld NNP | o _job 1151 | 2984.009 | 7 & k}:4.945 & 'H:3.659 21 7H:3.225 AFO| E:2.88
- 2AXt2]:2.662 =& L E:2.381 012 A:2.083
Sy HS4:8.779 01=:8.015 H A F:7.894 0]:7.856
6 Obama NNP | n4 6809 | 2764.495 tﬁ 2}:7.26 Obama:6.738 “#_‘%’%:6.165 £ Al:5.716
3l E:5.163 221 E:5.017 e4:4.839
TR 94/ T 2:5.841 O|§:2.606 T2+:1.664 -_2—%:1.64 A X1:1.627
7 Bicycles NNG | o_trans 5081 | 2548.662 | AlR!1:1.553 HI&l:1.387 £ &:1.376 &+2:1.248 M E:1.12
1 S:1.034
A= Z5:9.552 2€:5.071 QI Z2F AUIX}:5.043 2+ AH:3.894
8 I:evov type NNG | i2 1552 | 2536.461 | H}Ol21A:3.47 BAI2.806 2F & X+:2.531 & &1:2.155
- =25:2.038 2H:1.899 =7 3:1.68
A H:9.897 2&:9.757 22 ¥:8.092 01=:7.913
9 | ®ID1/Crisis | NNG | il 11859 | 2173.943 | MIAHI:7.78 Z:7.735 Al &:7.583 & S£:7.377 01%:7.192
AL2H7.119 J12:6.979
- 371:7.848 ZHI:7.081 2 8:6.56 £171:6.445 &5:6.118
10 2l =/ NNG | il 5174 | 2040.508 | Al &:6.095 Z:6 & 2:5.992 01 F:5.834 £ Xt:5.7
Recovery 2 H1:5.663
stE 0Ol =91 2:5.55 521:5.512 ¥ 2:3.652 X21S:3.501
11 Hatoyama NNP | i6 859 | 2002.735 | 2:3.383 é*i”:g.57 013=5:2.305 2 At 2:1.95
2ItCH1.942 FEIDE:1.661 29| LE2F:1.661
AL 2t/ 215}:8.134 M &:6.388 2t HI:5.97 & 2:4.816 AtA:4.811
12 | Admissions | NNG | o_edu 1163 | 1856.23 | & :4.604 &/ 44:4.215 A F:3.985 2 Al:3.969
Officer [§8:3.727 & &:3.423
804 7}/ . ?:*’_é*:_6.197 EH 2 &I &:6.008 ==A+:5.891 2| &:5.15
13 Bakyeoncha NNP | p_invst 1164 | 1800.486 | =2 &:5.119 (H&:4.722 t%*:4;707 +:4.608
HOIE:4.467 S+F:4.13 2 8H4.036
B Al &E3E:6.082 =2:4.666 0l 24 A:4.212 01| 2:3.842
14 ;a:cines NNG | i2 1460 | 1766.166 | AEEF:3.471 2&H:3.367 21 ZF A XH:3.062
AE:2.806 EIDI ER:2.737 E2:2.374 =& XH:2.337
2 ALT.967 2F:4.796 T I12l:4.348 L At :4.244
15 | 23l/Rocket | NNG | n5/n4 1431 | 1662.941 | ?14:4.191 01 At :4.188 LIZ25:4.001 =8F:3.625
24 Al 0}:2.686 ©+:2.59 OISR &:2.587
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Invited Talk: Word Sense Induction for Machine Translation

Min Zhang
Provincial Key Laboratory for Computer Information Processing Technology
Soochow University, Suzhou, China 215006
minzhang@suda.edu.cn

Abstract

We have witnessed the research progress of machine translation from phrase/syntax-based to semantics-
based and from single sentence-based to discourse and document-based. This talk presents our work of
word sense-based translation model for statistical machine translation, which is one of semantics-based
SMT research at word sense level. The sense in which a word is used determines the translation of the
word. The talk begins with how to build a broad-coverage sense tagger based on a nonparametric
Bayesian topic model that automatically learns sense clusters for words in the source language, and then
focuses on the proposed word sense-based translation model that enables the decoder to select appropriate
translations for source words according to the inferred senses for these words using maximum entropy
classifiers. The talk ends with experiential results and some conclusions. To the best of our knowledge,
this is the first attempt to empirically verify the positive impact of lexical semantics (word sense) on
translation quality.

This is a joint work with Deyi Xiong, Soochow University.
Biography
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Academy and Industry from 1997-2013 at Singapore and Korea. His current research interests include
machine translation, natural language processing and Internet intelligence. He has co-authored more than
150 papers in leading journals and conferences, and co-authored/co-edited 12 books published by
Springer, IEEE CPS and COLIPS. He is the vice president of COLIPS (2011-2013), a steering committee
member of PACLIC (2011~now), an executive member of AFNLP (2013~2014), the vice-chair-elected
of SIGHAN/ACL (2014), a council member of CAAI and TCCI/CCF (2014~2016), and a member of
ACL, ACM and IEEE. He was the recipient of several awards in China and oversea. He has been
supervising Ph.D students at National University of Singapore, Harbin Institute of Technology and
Soochow University since 2005.
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Setting Syntactic Parameters with Implicit Negative Evidence:
The Case of Zero-derived Causatives in English

Isaac Gould
Department of Linguistics and Philosophy
Massachusetts Institute of Technology

igould@mit.edu

Abstract

In this paper, I introduce a learning challenge
for various models of parameter setting in
generative syntax, namely a scenario where all
input to the learner underdetermines the target
parameter setting. This scenario is exempli-
fied by the case of zero-derived causatives in
English, as discussed in Pylkkdnen (2008). I
then propose a model for parameter setting
that uses a simple Bayesian learning proce-
dure to learn from implicit negative evidence
and arrive at the target parameter setting.

1 Introduction

An important question in language learnability is
how to converge on a target grammar when all rel-
evant grammars are compatible with the input. In-
deed, this is a general challenge for various
prominent models of parameter setting in genera-
tive syntax (e.g. Gibson and Wexler, 1994; Sakas
and Fodor, 2001; and Yang, 2002). Consider a bi-
nary Parameter P concerning the complement of a
head X" the complement could simply be YP (la)
or the more complex ZP containing YP (1b).

(1) a. [xe X[ YP]]
b. [xe X[z2Z[yrY ]]]

Further, suppose that the target setting for a learner
is the simpler structure in (1a), but that all the input
the learner receives is ambiguous as to the para-
metric choice in (1). In such a case, we can ask
how the learner can be sure to arrive at the adult
grammar of (la). In this paper, I present a simple

case study that illustrates the learning challenge in
(1) with zero-derived causatives (ZDCs) in English
under Pylkkénen’s (2008) theory of causatives. I
propose a Bayesian model for parameter setting
that learns the target setting from implicit negative
evidence: given repeated instances of ambiguous
input, the structure in (1a) has a greater likelihood
of being the correct analysis. This result is a con-
sequence of the learning process itself, and there is
thus no need to invoke some principle such as the
Subset Principle (Berwick, 1986), or to resort to
default values for parameter setting.

2 The Learning Challenge with Zero-
derived Causatives

Pylkkdnen observes that examples like (2a) are not
ambiguous: only the causer John can be character-
ized by gumpiness, not the causee Bill. This con-
trasts with (2b), in which Bill’s action can be
characterized by grumpiness.

(2) a. John awoke Bill in a state of grumpiness.
v'John is grumpy (high reading)
XBill is grumpy (low reading)
b. Bill awoke in a state of grumpiness.

The question Pylkkénen asks is: if we follow Par-
sons (1990) in assuming that causatives involve a
causing and caused eventuality, why do the PPs in
(2a) unambiguously modify the causing event (and
thus the state of the causer) and not the caused
eventuality?' I call the possible adverbial interpre-
tation in (2a) the high reading, and the impossible

" Thus I assume that such adverbials can modify eventualities
but not nominal arguments such as the subject or object.

Copyright 2014 by Isaac Gould
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interpretation the low reading. Pylkkdnen con-
cludes that the lack of a low reading in (2a) is due
to a structural property of the causatives. If we fol-
low Pylkkdnen, then with respect to learning we
can ask how the learner learns this structural prop-
erty such that there is no ambiguity in (2a).
Pylkkdnen assumes there is a Cause-head in the
syntax that introduces a causing event, which is
phonologically null in ZDCs, and claims that there
is parametric variation as to what the complement
of the Cause-head is. This is the Cause-selection
Parameter, which can account for cross-linguistic
variation in causative structures.” For the sake of
discussion, I will limit the range of complements to
a binary choice, though the model could be ex-
panded to accommodate the full range of parame-
ter values Pylkkdnen proposes. The choices the
learner considers here are Root-selecting or Verb-
selecting, schematic structures of which are in (3).

(3) a. Root-selecting Cause

Cause, VROOT

b. Verb-selecting Cause

v VROOT

In both structures there is a category neutral lexical
root that is embedded by the Cause-head. For
ZDCs in English, this root could be VBREAK or
VMELT and will be verbalized by a category-
defining head. (See Borer, 2005 for discussion of
category-neutral roots and category-defining mor-
phology.) And in both structures, it is the head
immediately above the root that verbalizes it. Be-
fore verbalization, though, the root combines with
the internal argument and projects a \VP. The dif-
ference in the Cause-selection Parameter in (3) can
be thought of as a difference in which functional
head verbalizes the VP. Is it simply a category-
defining little v° with no apparent semantic contri-
bution (which can also be phonologically null), or
is it the Cause-head, which is a flavor of little v

2 Note that this parameter is relative to a particular morpheme
in a language. Thus, if a language has multiple causative mor-
phemes, each one’s setting for this parameter could be differ-
ent. I will discuss parameter setting only for ZDCs in English.
Further, I will assume that setting this parameter for ZDCs is

independent of setting any other syntactic parameters.
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itself? The difference might appear to be slight, but
a Verb-selecting parameter setting crucially results
in a more permissive grammar, allowing for more
modification possibilities. Cross-linguistic varia-
tion with respect to modification possibilities is
then the result of a language’s choice in Cause-
selection for a particular causative morpheme. Un-
der both hypotheses, though, the external argument
for English ZDCs would be in the specifier posi-
tion of CauseP.

In light of the structures in (3), I return to the
lack of ambiguity in (2a). According to Py-
lkkdnen’s argumentation, modifiers such as the PP
in (2a) are verbal modifiers. That is, they can syn-
tactically attach to verbal projections, but because
they are not root modifiers, they cannot attach to
the VP. With a Root-selecting causative, there is
only one verbal attachment site, namely adjoining
to CauseP in (3a). In contrast, a Verb-selecting
causative provides two verbal attachment sites in
(3b): adjunction to the vP of the verbalizing little
v" and adjunction to the CauseP. The fact that
Verb-selecting Cause provides more options for
adjunction corresponds to a difference in interpre-
tive possibilities for the two structures. When the
Cause-head is merged in the derivation, the caused
eventuality is existentially closed. Pylkkdnen’s
argument is based on the following assumption
about how event semantics are computed: when
the lower caused eventuality is existentially closed,
eventuality modifiers adjoined to CauseP can mod-
ify only the higher causing event introduced by the
Cause-head. Thus lower modification of the caused
eventuality by verbal modifiers is simply impossi-
ble in (3a), and this is an immediate consequence
of the structure, given that there are no verbal pro-
jections below the Cause-head. In the structure for
Verb-selecting Cause in (3b), though, modification
of the lower caused eventuality is possible just in
case the verbal modifier adjoins to the lower vP
projection. The only way for the low reading in
(2a) to be possible, then, involves adjunction to vP
in (3b). But given that the low reading is not avail-
able in the causative in (2a), Pylkkénen concludes
that there must be no vP projection in the structure
of the ZDCs, a criterion that can be satisfied only
with Root-selecting cause. Thus the simpler syn-
tactic structure of Root-selecting cause in ZDCs
derives the lack of ambiguity with verbal modifiers
in (2a).
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Turning to a learning perspective of Py-
lkkdnen’s argument, the adult grammar, which al-
lows the high reading in (2a), can be taken to be
the target state for the learner’s grammar; this tar-
get state will be taken as evidence that the learner
has the correct parameter setting. Pylkkénen’s
claim is that examples such as (2a) show that
ZDCs in English are Root-selecting and thus in-
stantiate the simpler structure in (3a). Assuming
Pylkkinen is correct, the central empirical concern
of this paper concerns learning a parameter setting
of Root-selecting (3a) over that of Verb-selecting
(3b) for these causatives in English.

The core data Pylkkénen presents for a Root-
selecting setting in English ZDCs is of the sort in
(2a), but the challenge for the learner is that this
input underdetermines which analysis (Root or
Verb-selecting) is the correct parameter setting.
Consider again the example in (2a), repeated here:

(4) John awoke Bill in a state of grumpiness.

In order for a grammar to account for such an ex-
ample, it must be able to generate a string-meaning
pair that (among other things) (a) has a Cause-head
that embeds a root and (b) has the modifier adjoin
to CauseP, thereby modifying the causing event. A
grammar with a parameter setting of either Root-
selecting or Verb-selecting Cause is able to gener-
ate such output as is clear from the preceding dis-
cussion. Note that the same parametric ambiguity
is true for the non-modified examples in (5).

(5) John awoke Bill.

To generate the example in (5), the grammar does
not even need to consider which projection an ad-
verb is adjoining to and which eventuality it is
modifying — the two parameter settings are seem-
ingly equally good at providing Cause-heads that
embed lexical roots.

Recall that Pylkkdnen’s argument crucially in-
volves considering the impossibility of the low
reading (i.e. negative data),’ a reading that a child

? Pylkkinen also claims that the absence of ZDCs that have
unergative counterparts with the same root is also evidence for
a Root-selecting setting. This claim is based on the assumption
that such ZDCs are structurally impossible given a Root-
selecting setting. This is a difficult claim to evaluate. First, it
is not entirely clear in Pylkkédnen’s analysis why such ZDCs
would be ruled out structurally. Second, the absence of such
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will presumably never be exposed to in the primary
linguistic data. Given that there is no clear positive
evidence in favor of the Root-selecting hypothesis,
we are left with the following acquisition chal-
lenge: how do children correctly choose between
Root-selection and Verb-selection for the Cause-
selection Parameter? Pylkkénen’s argument relies
on negative evidence, but how can children learn
from this evidence? I note that the learner is now
faced with an instantiation of the learning chal-
lenge sketched in (1).

Before proposing a learning model that ad-
dresses this challenge, and which crucially capital-
izes on the fact that a learner never hears low
adverbial modification, I frame the learning chal-
lenge in the context of the ‘Subset Principle’ (Ber-
wick, 1986). If we consider the structural and
interpretive properties of the two causative struc-
tures in (3), we see that those of Root-selecting
Cause are a proper subset of those of Verb-
selecting Cause. Thus (a) the core set of syntactic
heads is {Cause,, V} for Root-selecting and {Cau-
sey, v, \} for Verb-selecting; (b) the set of verbal
adjunction positions is {CauseP} for Root-
selecting and {CauseP, vP} for Verb-selecting; and
(c) the set of interpretive possibilities for verbal
modifiers is {high-reading} for Root-selecting and
{high-reading, low-reading} for Verb-selecting.
One way to state the Subset Principle would be the
following: given two hypotheses X and Y such that
X can be considered a proper subset of Y, do not
consider Y unless forced to do so by the input. If
we consider the simpler structure of Root-selecting
Cause to be a subset of the more complex structure
of Verb-selecting Cause, and given that both struc-
tures adequately account for the modified and non-
modified data in (4) and (5), one could invoke the
Subset Principle as follows. Children learning
ZDCs in English only ever consider the simpler
Root-selecting structure, and are never forced to
consider the more complex Verb-selecting struc-

verbs is questionable. The interested reader is invited to apply
the tests for unaccusativity/unergativity in Levin and Rap-
paport Hovav (1995) to verbs such as graze and choke. These
verbs pattern as unergatives and not unaccusatives, but have
ZDC forms. Nevertheless, to the extent that Pylkkénen’s claim
is correct, the absence of these ZDCs would constitute another
form of implicit negative evidence that could be incorporated
into the model. Having two kinds of implicit negative evi-
dence (i.e. absence of low adverbial modification and of ZDCs
with unergative counterparts) would presumably assist the
model in the learning task.
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ture (because, for example, they never hear such a
causative with a low reading, which cannot be
generated with the Root-selecting structure).

A similar point also holds for a default parame-
ter setting. One could suppose that children have a
default parameter setting of Root-selecting that is
only switched to Verb-selecting given appropriate
triggering input (such as adverbial modification of
the caused eventuality).

A contribution of the learning procedure I pro-
pose is that the simpler or ‘subset structure’ can be
learned without needing to invoke either a princi-
ple that achieves this result or a default parameter
setting.

3 A Model for the Learning Challenge

The core insight of the Bayesian model proposed
here is that the learner is sensitive to the absence of
verbal modification. In the more complex Verb-
selecting grammar there is a greater expectation or
probability that such evidence will occur. Given
that such evidence does not occur more frequently
than expected under the Root-selecting grammar,
the more complex grammar will leak probability,
and the learning process will ultimately settle on
the simpler structure, for which there is no such
expectation.

I will take a learner’s grammar to be a probabil-
istic generative model. This means the learner will
take input from the primary linguistic data and try
to output a string-meaning pair that matches that
input as closely as possible. The way the output is
generated is determined by a number of probabilis-
tic choices. The Cause-selection Parameter can be
represented as one of these choices. If these choic-
es generate the target output, the probability distri-
butions of these choices will be updated so as to
maximize their being chosen again given similar
input.

Let us consider how the model might generate
input such as (5). We can base the model’s learn-
ing on the rather commonplace example in (5),
thereby generalizing the source of implicit negative
evidence from the presumably infrequent example
of the sort in (2a) that Pylkkédnen discusses. I will
represent the choice-points in the model as hierar-
chical phrase structure rules (PSRs) as in a PCFG
(cf. Perfors et al., 2006). Assuming the only neces-
sary difference between a Root and Verb-selecting
grammar is the choice for the Cause-selection Pa-
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rameter, this parameter can be placed on a higher
tier than the other PSRs. These choice-points are
all associated with priors. A schematic representa-
tion is given in (6), assuming a simplified syntax
with a minimal number of PSRs. Crucially, there
are PSRs for adverbial modification of CauseP and
vP, which I assume are equally likely to be modi-
fied; these reflect the learner’s expectation that any
syntactic projection can be modified.

(6) a. Input: John awoke Bill.
b.| Root-selecting: Prior,

v
S — DP CauseP
Cause,P — Cause VP
VP -+ DP
Cause,P — Cause,P AdvP p=y
DP — ...
AdvP — ...

p=1

Verb-selecting: (1 — Prior,)
v

S — DP CauseP
Cause,P — Cause vP
vP — v P

VP -+ DP

p=1

Lo

Cause,P — Cause,P AdvP
vP — vP AdvP

DP — ...

AdvP — ...

A few comments on (6) are in order. The PSRs
are admittedly a simplification of English syntax —
I abstract away from additional functional projec-
tions such as CP and TP (i.e. S — DP CauseP), and
do not fully expand some phrasal nodes (e.g. DP),
or include terminal nodes (e.g. Bill) — but they al-
low the model to distill what is essential in the
learning challenge. I thus abstract away from all
PSRs between the two grammars other than choice
of Cause-head and adverbial modification. By hy-
pothesis, these other choices are identical across
the two grammars, and abstracting away from them
allows us to focus on learning the Cause-selection
Parameter. In a sense then, these PSRs have been
reverse-engineered to streamline the learning pro-
cess here. Further, in the spirit of this simplicity,
the corpus that the model learns from will contain
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only utterances of the form in (6a). I confine my-
self to such a pared-down model so as to focus on
the learning challenge introduced in (1), though a
scaled-up model with an enriched corpus and set of
PSRs should not crucially change any fundamental
issues under discussion.

We can now consider the priors for the proba-
bilistic differences between the two grammars,
namely the choice of Cause-head and adverbial
modification. I assume that the priors for Root- and
Verb-selecting grammars are sampled from a di-
richlet distribution with initial pseudo-counts of (1,
1). For the likelihood that any verbal projection is
adverbially modified, y, we could approximate it
via a frequency rate of sampled verbal projections
from a corpus. So long as 0 <y < 1, the actual val-
ue of y is immaterial; it suffices to illustrate the
workings of the model to simply plug in various
probabilities for this value.

Before discussing the update procedure for pos-
terior probabilities, we can now see how the more
permissive Verb-selecting grammar will leak prob-
ability given the input. The probability of generat-
ing non-modified output given the Root-selecting
grammar (Groot) 1S the joint probability of choosing
the Root-selecting grammar and choosing no ad-
verbial modification at the CauseP phrase marker,
as shown in (7a).

(7) a. p(GRoot)

p(—CausePAdvP|CauseP) *
p([Cause \P]|CauseP) =

(I =) * (Prior,)
b' p(GVerb)
p(—CauseP AdvP |CauseP) *

p([Cause vP]|CauseP) *
p(—VvP AdvP|vP) =

(I =y)* (1 = Priory) * (1-y) =
(1 —y)z * (1 — Prior,)

In contrast, the probability of generating non-
modified output under the Verb-selecting grammar
(Gverw) 1s the joint probability of choosing the
Verb-selecting grammar and choosing no adverbial
modification at both the CauseP and vP levels (7b).
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Given initial pseudo-counts of (1, 1), with repeated
sampling the average probability of choosing either
Cause-head will be approximately equivalent; thus
the probability of not having a vP modifier causes
the Verb-selecting grammar to leak probability,
resulting in the probability of the data being greater
under the Root-selecting grammar. This push to-
ward Root-selecting is amplified under the update
procedure with multiple tokens of input.*

As an update procedure, I assume that the totals
for the number of times each Cause-head is sam-
pled while successfully generating target output are
used as new pseudo-count values in the dirichlet
distribution. Suppose the model runs until success-
fully generating target output 500 times. Next,
suppose that of those 500 times, Root-selecting
cause was sampled 300 times, and Verb-selecting
cause 200. The new pseudo-counts will then be
(300, 200). These new pseudo-counts represent
revised expectations about the likelihood of each
grammar generating the target output.

Finally, consider how the model learns upon re-
ceiving additional input. In the case of a second
input sentence, the model will now use the updated
pseudo-counts from generating output conditioned
by the first input token. The model will next gener-
ate 500 times the entire corpus it has been exposed
to. This means that each time that the model now
chooses a grammar (based on repeated sampling of
the updated dirichlet distribution), it will try to use
that grammar and all subsequent choices dependent
on that grammar to generate both the original first
token of input and the second token as output.

Thus when the model encounters n > 1 tokens
of input, the model will (a) take the sums of suc-
cesses per grammar with (n — 1) tokens of input
and use these sums to update the pseudo-counts of
the dirichlet distribution; then (b) generate the en-
tire corpus of n tokens of input 500 times using
posterior probabilities from the updated dirichlet
distribution. This process repeats until only a sin-
gle parameter setting is used to generate the entire
corpus, at which point the model can be said to
have learned that parameter setting. In this way,
the model benefits from rapid and efficient learn-
ing from a small amount of input data. This rapid
learning has been illustrated in numerous cognitive

* Note that although (7) has the effect of making the subset
grammar more likely to generate target output, it is not another
version of the Subset Principle. Rather (7) reflects the more
general mechanisms of how a PCFG can generate output.
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Figure 1. Average success-rate per grammar for target output

experiments outside the domain of language and
has been modeled in a Bayesian framework (Kemp
et al., 2007).

Indeed, sample results from running the model
indicate its success at learning the target Root-
selecting setting given a small input corpus. Simu-
lations of the model were run with a simple pro-
gram written in the Church language (Goodman et
al., 2008). The results reported here are the average
probability for each grammar being chosen given
the output matching the attested input after running
the model 10 times. The results are given in Figure
1 in a time-course graph showing averages for dif-
ferent amounts of input data, which reflect the ef-
fect of updating the priors. As the probability of a
verbal projection being modified has been left as a
variable, Figure 1 shows various representative
values. Each graph-line shows the average success-
rate of a certain grammar given a particular prob-
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ability for adverbial modification of a verbal pro-
jection under that grammar. For example, p(Adv) =
.5 Verb corresponds to a line representing the aver-
age percentage of the time the Verb-selecting set-
ting was chosen from among the target output,
given that the probability of verbal modification
was .5.

What Figure 1 shows is that after only a few to-
kens of input, the Root-selecting grammar is over-
whelmingly the more likely option. If the
probability of verbal modification is .5, then the
success-rate of the Root-selecting grammar is 1
after 3 tokens of input, while that of the Verb-
selecting grammar is 0. This is surely an unrealistic
probability to have for verbal modification, but
even if we decrease it to .05 or .01 the model still
settles on the Root-selecting grammar. With a
smaller probability for verbal modification, it now
takes the model 4 tokens of input before the suc-



PACLIC 28

cess-rate of the Verb-selecting grammar reaches or
approaches 0. In fact, the best that the Verb-
selecting grammar does is an average success-rate
of .0008 (.9992 success-rate for Root-selecting)
when the probability of verbal modification is .01.

These results clearly show that the model is
learning the Root-selecting grammar as the correct
parameter to generate target output. Further, the
model is able to learn on the basis of as few as 4
tokens of input. Going beyond the baseline model
presented here, to the extent that the priors are on
the right track and that the probability of verbal
modification is reflective of expanded corpus re-
sults, the prediction is that expanded versions of
the model will also be successful.

4 Comparison with Other Models

In this section I briefly compare the Bayesian
model proposed here with three prominent models
that attempt to learn correct syntactic parameter
settings: Yang (2002), Gibson and Wexler (1994),
and Sakas and Fodor (2001). None of these three
models can guarantee convergence on the target
Root-selecting setting for ZDCs. For the sake of
comparison, keeping to a corpus like (6a), let us
assume that in all models we have a binary param-
eter such as Root- or Verb-selecting cause, and that
the choice of this parameter has no effect on any
other parameter setting.

The core of Yang’s (2002) probabilistic learn-
ing model involves increasing or decreasing a pa-
rameter’s probability based on whether adopting
that parameter leads to a grammar that is compati-
ble with the input data. Thus whenever the model
encounters any data containing ZDCs, it will sam-
ple a Cause-head parameter setting based on the
probability distribution and test out this setting to
see whether it is compatible with the input. Yang
explicitly discusses how his model is not reliant on
what have been called unambiguous triggers in
Fodor (1998). An unambiguous trigger would be a
token of input data that is compatible with only a
single (relevant) parameter setting, thereby exclud-
ing all other relevant parameter settings. In the dis-
cussion on causatives above, an unambiguous
trigger would be input that showed the availability
of the low adverbial reading: this input is compati-
ble only with the Verb-selecting hypothesis and
not with the Root-selecting hypothesis. However,
implicit in Yang’s discussion is that for each non-
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target parameter setting there must be some input
that is not compatible with it. As long as such input
exists, it will result in the non-target parameters
being punished, and so long as these non-target
parameters are punished sufficiently, in the long
run the target parameter setting will eventually
prevail.

The scenario of ZDCs in English, then, is prob-
lematic for Yang’s model. All the relevant parame-
ter settings are compatible with the input, and there
is thus no input data that can rule out any of the
parameter settings. As Root and Verb-selecting
parameter settings will have similar reward-
punishment rates in this situation, all things being
equal (e.g. non-biased priors), the model could
converge on either setting or get stuck in a state of
stasis, with neither setting’s probability exhibiting
asymptotic behavior (cf. discussion in Pearl, 2009).
Compared to the model proposed in this paper,
Yang’s model is unable to learn from implicit neg-
ative evidence: unlike the Bayesian model, Yang’s
model does not go beyond grammar compatibility
to consider the probability of the data given a par-
ticular grammar.

Similarly, in the error-driven model of Gibson
and Wexler (1994), there is no guarantee that the
learner will converge on the target parameter set-
ting for ZDCs. In this model, parameter settings
have weights of 1 or 0, and a parameter’s value is
changed only if the current vector of parameters is
incompatible with the most recent token of input.
In such a case, only one parameter can be changed
(the Single Value Constraint). Which parameter is
chosen to have its value changed is left as an open
question, but there is a constraint such that what-
ever the new parameter vector is, the grammar rep-
resented by that new vector must now be
compatible with the most recent input (the Greedi-
ness Constraint).

Consider, then, how the Gibson and Wexler
model fares if the initial state, which is some ran-
dom grammar or parameter vector, has a non-target
parameter setting for English ZDCs. No input con-
taining a ZDC could force the Cause-selection Pa-
rameter to change its value because both settings
are compatible with that data. Further, even if this
input forced the model to change its current gram-
mar (because of non-target setting of some other
parameter), the model would not change the setting
of the Cause-selection Parameter because no new
value for this parameter would help in the face of
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the latest input (the Greediness Constraint). The
model would have to change the value of some
other parameter and leave the Cause-selection Pa-
rameter alone (the Single Value Constraint). Thus
the model will be in a local maximum: no input
could push the model toward a target setting for
ZDCs, and the model would remain stuck in a non-
target setting. Of course, if the initial state was a
Root-selecting grammar, then no input in English
would push the learner from that setting, and the
learner would have the target parameter setting.
Finally, the model in Sakas and Fodor (2001)
crucially relies on input that contains the unambig-
uous triggers discussed above. In their model, as
the parser builds a parse tree of the input, the par-
ser is able to recognize at any point in the structure
whether a parametric choice is underdetermined
given the input data. For the case of the ZDCs dis-
cussed in this paper, the parser, upon facing the
Cause-head in the parse tree, presumably would be
able to determine that either a vP or VP comple-
ment is compatible with the input data. In the terms
of Sakas and Fodor, the parser is faced with an
ambiguity with respect to parameter selection.
What the parser then does is report this ambiguity
to the learning mechanism. The learning mecha-
nism will then not use this ‘ambiguous input’ to
learn a parameter setting. In other words, the learn-
ing mechanism will wait until an unambiguous
trigger occurs in the input before setting any pa-
rameter value. Now as we have discussed, all the
relevant data for zero-derived causatives in English
underdetermine the correct structural analysis — it
is all ambiguous input, and there is no unambigu-
ous input. As it stands then, Sakas and Fodor’s
model is unable to learn the correct parameter set-
ting when faced with the challenge of ZDCs.
Before closing this section, I note that an
amendment to both Gibson and Wexler’s and Sa-
kas and Fodor’s models would be able to account
for the Cause-selection Parameter: a default pa-
rameter setting. The learning mechanism would
only need to consider other parameter settings if
pushed toward them by the input. If Root-selecting
Cause was the default value, then the English zero-
derived causatives would be accounted for. Only if
the input data presented some evidence that is in-
compatible with a Root-selecting parameter setting
(e.g. an utterance with the low adverbial reading)
would the learning mechanism change from the
default to a Verb-selecting setting. As mentioned
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in the introduction, though, an advantage of the
model here is that no default needs to be specified.

5 Concluding remarks.

I have introduced a Bayesian model that is up to
the learning challenge that Pylkkdnen’s theory of
parameters presents us with for the case of English
ZDCs in English. Given input that underdeter-
mines that correct structural analysis, the model is
able to learn from implicit negative evidence with
respect to the likelihood of verbal modification and
select the correct, simpler, and more restrictive
parameter setting. No default value for the parame-
ter setting was necessary, nor any principle such as
the Subset Principle. The model is a simple illus-
tration of the how the learning procedure itself in a
Bayesian framework results in the correct parame-
ter setting. Further, other prominent models of pa-
rameter setting are not capable of learning the
correct parameter setting given the underdetermin-
ing nature of the data. To be sure, the model is on-
ly the simplest illustration of how this learning
procedure works, and a clear direction of future
research can focus on expanding its empirical
scope. Now that the model has success at the most
basic level we can consider scaling it up. One way
to expand is to enlarge the corpus that is used as
input data so that it better approximates input that a
child encounters.” Another consideration concerns
learning a Verb-selecting grammar in languages
where the low reading is possible. In the absence
of input with adverbials in the corpus, the model
here predicts that only the Root-selecting grammar
will be learned. This suggests there must another
property in the input to allow for learning a Verb-
selecting grammar in languages that have it; this
could be a morphologically overt v’ between
CauseP and P. Indeed, all the Verb-selecting lan-
guages discussed in Pylkkénen have such overt
morphology. Such intervening morphology is im-
possible in Root-selecting languages, and true to
their name, ZDCs in English display no such head.

* This could include input tokens with verbal modification, a
very high proportion of which could push the learner toward
the more complex Verb-selecting grammar. This is because
the probability of modifying CauseP or vP given Verb-
selecting is greater than that of just modifying CauseP given
Root-selecting. Given a high enough proportion of the input
containing verbal modifiers, this could swing the balance of
data in favor of a Verb-selecting setting. It is doubtful, though,
whether learner input actually contains such a high proportion.
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The non-deterministic nature of the model also
means there is a developmental implication for
language acquisition in children: at earlier stages in
the learning procedure, non-target parameter set-
tings with likelihoods that are not too low are via-
ble choices. Before parameter setting is finalized,
then, we might expect non-target behavior from
children with respect to, say, the Verb-selecting
parameter setting (see Yang 2002 for discussion of
this point). Is there evidence that children some-
times treat zero-derived causatives in English as
being Verb-selecting before having learned that
they are in fact Root-selecting? The model would
lead us to expect that in initial stages of learning,
the likelihood of a Verb-selecting analysis is high
enough that children would incorrectly treat them
as being Verb-selecting at least some of the time.
Careful experimental work would be needed to test
these predictions, but to the extent that they are
borne out, in addition to showing how target pa-
rameter settings can be learned, an advantage of
the non-deterministic framework here is its poten-
tial to model non-target behavior.

Finally, a contribution of this paper is to add to
the emerging body of literature incorporating
Bayesian modeling into generative linguistics. As
illustrated in Pearl and Goldwater (in press),
though, much of this has not looked at setting syn-
tactic parameters. A notable exception is the line of
research initiated by Regier and Gahl (2004),
which attempts to learn the syntactic structure and
semantics of anaphoric one in English. The learn-
ing issues related to anaphoric one differ from
those of ZDCs here in at least two important ways.
As Payne et al. (2013) note, (a) not all input the
learner receives concerning anaphoric one is am-
biguous, and (b) the properties that the model at-
tempts to learn reflect only preferences in the adult
grammar. The case of ZDCs, then, presents a
learning model with an ideal test of the learning
challenge presented in (1): categorical parameter
setting in the face of entirely ambiguous evidence.
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Abstract

The pseudo-passive is peculiar in that (i)
the DP that appears to be the complement
of a preposition undergoes passivization,
and (ii) it is semantically characterized by
the fact that it describes a resultant state or
a characteristic of the Theme. The first
peculiarity can be explained if the DP is
not the complement of P but the
complement of the V-P complex. However,
the problem with this approach is that V
and P cannot form a constituent in the
corresponding active. In this paper,
however, | propose that we can maintain
the V-P complex approach if it is an
adjectival passive. The adjectival passive
describes a characteristic of the Theme,
and it does not necessarily correspond to
its active counterpart with regard to the
internal argument structure. This suggests
that the peculiarities of the pseudo-passive
follow if it is an adjectival passive. This
paper claims that it is indeed the case. In
short, I claim that the passive morpheme
in the pseudo-passive is the adjectival
passive —en, which is empirically
supported by the fact that they display the
properties of adjectival passives.

1 Introduction

It is well-known that once an argument is assigned

Case, it cannot undergo further A-movement.

However, pseudo-passives are quite peculiar in

that the DP that appears to be the complement of a

preposition moves to a Case position.

(1)  a. The hat was sat upon.

b. These carpets have never been walked
on.

A plausible approach to this peculiarity is to argue

that in (1a) sit upon is a constituent, and the hat is

the complement of sit upon, not upon (Radford

1988, Drummond & Kush 2011).

(2)  the hat was [[sat upon] the-hat]]
| |

If this approach is correct, it is predicted that sit
upon must be a constituent in the active as well as
in the passive. However, there are insurmountable
pieces of evidence that it cannot be a constituent
in the active (Postal 1986, Koster 1987, and Baltin
and Postal 1996). For instance, the objects can be
conjoined, as illustrated in (3a-b), but in the active
counterpart of (1a) the hat cannot be conjoined, as
shown in (4a-b).

(3) a.John bought a chair.
b. John bought not a chair but a hat.
(4)  a. John sat upon the chair

b. *John sat upon not the chair but the hat.'

This suggests that the hat is not the complement
of sat upon in (4a).

Copyright 2014 by Kwang-sup Kim
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)

a. *John [[sat upon] not a chair but a hat].
b. John sat [pp upon a hat].

If we assume that (la) is analyzed as (2), we can
explain why the hat can undergo passivization,
but sat upon cannot be a constituent in (4a). This
puts us in a dilemma, since it is usually known
that there is parallelism between the verbal
passive and its active counterpart. This paper
explores the possibility of resolving this dilemma
by proposing that the pseudo-passive is an
adjectival passive.

2 Problems with the Reanalysis Approach

There are many idiomatic expressions that contain
a preposition and permit passivization. The idiom
take advantage of is a case in point. If we assume
that the idiom is simply a word, we can explain
why passivization is permitted although the object
appears to be the complement of the preposition of.
This section examines whether we can extend this
approach to the pseudo-passive, and then points
out some potential problems.

2.1 Two Possible Ways of Generating Idioms

Sentence (6) has two corresponding passive
constructions, as shown in (7a-b).

(6)
(N

John took advantage of Mary’s honesty.
a. Mary’s honesty was taken advantage of.
b. Advantage was taken of Mary’s honesty.

This puzzle can be resolved if we assume that
there are two ways of deriving the idiom fake
advantage of. Let us first assume that take
advantage of is a word, not a phrase.

(8)  [v[v [vtake] advantage] of]*

If so, it is quite straightforward why Mary’s
honesty can be preposed in (7a). If take advantage
of is a constituent, the preposition of cannot assign
Case to Marys honesty, and furthermore, nor can
the passive morpheme —en assign Case to it. That
is, in (9a) Marys honesty occurs in a Caseless
position, and it needs to move to a position where
it can be assigned Case. As shown in (9b-c), the
SPEC-T position is available, and so it moves to
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the SPEC-T.

(9) a.[en [yp [v take advantage of] Mary’s
honesty]]: Merger with be and T

b. [T [be [en [vp [vtake advantage of]
Mary’s honesty]]]]: Raising to the

SPEC-T

c. [Mary’s honesty T [be [en [vp [v take

advantage of] Mary’s-henesty|]]]

Let us now assume that take advantage is a

constituent, and the preposition of is not part of

the idiom. In this case advantage is in a non-Case

position when the VP is merged with the passive

morpheme —en. On the other hand, Mary s honesty

is in a Case position since it is the complement of

the preposition of. Hence advantage moves to the

SPEC-T position.

(10) a. [ypen [vp [vp take advantage] of Mary’s
honesty]]: Merger with be and T

b. [T [be [vp en [vp [vptake advantage] of
Mary’s honesty]]]]: Raising to the

SPEC-T
c. [Advantage T [be [vp en [yp [vp take

advantage] of Mary’s honesty]]]]

We have seen that the idiom take advantage of
permits either the direct object or the prepositional
object to passivize, depending on whether or not
the preposition of is part of the idiom. There are
two other types of idioms. For instance, cast doubt
on allows only the object DP to passivize, and lose
sight of allows only the prepositional object to
passivize.

(11) a. Doubt was cast on his motives.
b. *His motives were cast doubt on.
(12) a. *Sight was lost of our goal.

b. Our goal was lost sight of.

This suggests that cast doubt on is a phrasal idiom,
whereas lose sight of is a lexical idiom. In other
words, cast doubt is a constituent, but cast doubt
on is not, and lose sight of is a constituent, but
lose sight is not.

(13) a. [yp cast doubt] on his motives
a’. *[y cast doubt on] his motives
b. [v lose sight of] our goal

b’. *[vp lose sight] of our goal
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To recapitulate, the prepositional passive is
permitted when the preposition is a part of a word-
level idiom.

2.2 Extension to the Pseudo-Passive

With the above discussion in mind, let us attempt

to account for the passives in (l4a-b) while

assuming that sleep in and walk on are

constituents .’

(14) a. This bed was slept in by Napoleon.

b. These carpets have never been walked
on.

The most serious problem with this approach is
that sleep in and walk on do not form constituents
in actives (Postal 1986, Koster1987, and Baltin
and Postal 1996). We have seen from (1-5) that sit
upon is not a constituent in the active, but it is a
constituent in the passive. There are many other
examples in support of the claim that in the
pseudo-passive V and P form a constituent, but in
the corresponding active they do not. For instance,
an adverb can intervene between V and P in the
active, whereas it cannot in the pseudo-passive.
(15) a. The lawyer will go thoroughly over the
contract.
b. *The contract will be gone thoroughly
over by the lawyer.
b’. The contract will be thoroughly gone
over by the lawyer.
a. They spoke angrily to John.
b. *John was spoken angrily to.
c. John was spoken to.
(Chomsky 1981: 123)

(16)

There are many other data that show the same
point. Gapping requires a verb to be elided, as
shown in (17a-b).

a. Frank called Sandra and Arthur
Louise.

b. Sandra was called by Frank and Louise
by Arthur.

(17)

Interestingly, talk to cannot be a gap in the active,
but it must be a gap in the pseudo-passive.
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a. Frank talked to Sandra and Arthur
*(to) Louise.
b. Sandra was talked to by Frank and
Louise (*to) Arthur.

(18)

While discussing passivization of idioms, we
have assumed that if an idiom is phrasal in the
active, it is also phrasal in the passive, and if it is
lexical in the active, it is also lexical in the passive.
In the case of pseudo-passives, however, there is
no parallelism between the active and the pseudo-
passive with regard to constituency. This is quite
puzzling under the proposal that V and P form a
constituent in the pseudo-passive. The next
section is devoted to resolving this puzzle.*

3 Pseudo-Passive as Adjectival Passive

It is well-known that there are two-types of
passives: the verbal passive and the adjectival
passive. I propose that the peculiarities of the
pseudo-passive can be explained if the pseudo-
passive is an adjectival passive.

3.1 Contrast in Argument Structure between
Verbal Passive and Adjectival Passive

There are two types of passive en: the verbal
passive en and the adjectival passive en.’

(19) a. Mary was given the book.
b. The rules are ungiven.

What is peculiar about the adjectival passive
ungiven is that the verb give can have two theta-
roles—Theme and Goal, but the adjective ungiven
can assign just one theta-role.
(20) *Mary was ungiven the rules.
This follows if we assume that the adjectival
passive morpheme en assigns a Character role,
which means ‘has the property x’, where x is the
property expressed by the adjective. Theta-roles
percolate when they cannot be assigned.® For
instance, the theta-role of happy can percolate
when happy is merged with un.
(21)  a. [happy theme)]: merger with un
b. [un [happy rheme)]]: Theta-Role
Percolation
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C. [un [happy(—'f—hem%)]](Theme)

However, they cannot percolate across another
theta-role due to the intervention effect. For
instance, in (22¢) the Theme role is not allowed to
cross the Character role.” Instead, it is identified
as the Character role: it undergoes theta-
identification with Character in the sense of
Higginbotham (1985). This is how a new
predicate is formed in the syntax.
(22)  a. [v give(theme)]: Theta-Role Percolation
b. [v g1Ve(Theme)] (Theme): Merger with
en(Characler)
C. [A [V give(Theme)] en(Character)]: Theta-
Identification
d. [A [V give@hem%)] ené@ha;ae%eré] (Character = Theme)-
Merger with un & Theta-Role
Percolation
€. [un [a [v ZiVerrheme)] ENicharseten iChameter—
Iheme)](character = Theme)

Notice that just one theta-role can be identified as
Character. Therefore, the newly-formed adjective
given can assign just one theta role.*’ The main
point is that the adjectival -en can be involved in
forming a new predicate via theta-identification,
and in this case only one theta-role can be
realized."

Before turning into the verbal passive, let us
consider the nature of theta-role assignment and
theta-role percolation. I propose that theta-role
assignment must obey the Earliness Condition in
(23).

(23) Earliness Condition: A theta-role must not be
assigned late.

Let us assume that the Theme role of X percolates
and is assigned to Z in (24).

(24) a.[... X(theme)): Theta-Percolation
b. [... X(Theme)l(Theme): Merger with Z
and Theta-Role Assignment

C. [[-. X(rheme)lrremey Z(Theme)]

Then, this is a violation of the Earliness Principle.
It appears that given (23), there is no room for
theta-role percolation. However, it is not the case.
It is noteworthy that what is wrong with the
derivation in (24) is not the theta-percolation in
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(24a-b) but with the late theta-role assignment
(24b-c). If X were merged with Z, the Theme role
could be assigned earlier. Hence the theta-role
assignment in (24c¢) is in violation of the Earliness
Condition. This means that once a theta-role
percolates, it must not be assigned: it must be
theta-identified with another theta-role; if the
percolated theta-role is not assigned to an
argument but identified with another theta-role,
the Earliness Condition is not violated.

With the Earliness Condition in mind, let us
consider the verbal passive. The verbal passive
participle given can assign two theta-roles.

(25) Mary was given these books.

The verbal passive morpheme -en assigns a theta-
role, but it is a theta-role for an adjunct. So it
cannot be involved in theta-identification. As
illustrated in (26a), let us assume that the verb
give is merged with the verbal passive morpheme,
not with DPs. Then, the theta-roles must be
percolated.

(26) a. [en [v gIVeGoal, Theme)]]: Theta-Role

Percolation,
b. [en [v giveGoat Theme)]] (Goal, Theme)

In accordance with the Earliness Principle in (23),
the percolated theta-roles in (26b) must undergo
theta-identification. However, there is no theta-
role that can identify the percolated theta-roles. As
a result, there is no way for the theta-roles of give
to be discharged: that is, (26b) cannot produce a
well-formed sentence. If, on the other hand, the
verbal passive morpheme is merged with a VP
with its theta-roles discharged, a well-formed
phrase can be generated.

(27) [en [vp Mary give Goa, Theme) these books]]

In (27) the two arguments of give can be
syntactically realized. Now it is not surprising that
the verbal passive is analogous to the active in
terms of internal argument structure.

The gist of the claim is that there is parallelism
in internal argument structure between the active
and the verbal passive, while there is no
parallelism between the active and the adjectival
passive. In what follows 1 argue that the
asymmetry between the pseudo-passive and its
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active counterpart arises from the fact that the
pseudo-passive is an adjectival passive.

3.2 Derivation of the Pseudo-Passive

The pseudo-passive obeys some semantic

constraints that the verbal passive does not. It is

subject to the affectedness condition: it describes a

‘resultant’ state of the subject.

(28) a. The hat was sat upon.

b. *The tree was sat under.

c. John sat upon the hat.

a. This bed has been slept in.

b. ??7This bed has been slept beside.

c. John slept in the bed.

a. The street [covered with snow] has not
been walked on.

b. *The street has not been walked on.

c. We have not walked on the street.

(29)

(30)

As will be discussed in 3.3, the affected Theme is
closely related with characterization. Let us first
consider the contrast between (28a) and (28b). If
Theme was affected by an event, it can be
characterized by the event. In (28a), for instance,
the sitting event can affect the shape of the hat,
and consequently it can be a characteristic of the
hat. On the other hand, in (28b) the sitting event
cannot affect the tree, and so cannot be a property
of the tree. The same point is shown by (29a-b). If
someone sleeps in a bed, the event assigns a new
property to the bed in the sense that it is now a
used one. By contrast, when someone sleeps
beside a bed, the bed is not affected and so it is
not assigned a new property. This point is
corroborated by (30a-b). Walking event usually
does not affect a street in general, and so cannot
assign a new property to the street. However, the
street covered with snow will be affected if
someone walks on it, and hence it is assigned a
new property as a result of walking. On these
grounds we can generalize that the pseudo-passive
denotes a characteristic of the Theme. These
considerations lead us to the conclusion that the
morpheme en in the pseudo-passive assigns a
Character role: that is, it is an adjectival passive
morpheme.

With this in mind, let us attempt to derive (28a).
If sit is merged with upon, the Theme role of upon
cannot be assigned in situ, and so it undergoes
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percolation. If sit upon is merged with the
Character role-assigning en, theta-identification
takes place: the Theme role is identified as the
Character role. As a result, the complex predicate
[eniar) [v Sit upongneme)] ] char = themey 18 generated.
(31) a. [vsit upongneme)]: Theta-Role
Percolation
b. [v Sit UPON¢pemey](theme): Merger with en
C. [en(char) [v S1t UPON(hemey](theme)]: Theta-
Role Identification
d. [eNehar) [v Sit UPONemmey shemey ] (char = theme):
Merger with this hat and Theta-
Role Assignment
€. [[eNehar [v Sit UPONherney Jshomey ichar—sheme)
this hat char = memey]: Merger with be and
T
£. [T [be [[eNyenar) [y Sit UPONiemes] chemerlihar-
—theme) this hat(char: thcmc)]]]: RaiSing
g [thlS hat(char:theme)T [be [[en(-eh&f—) [V sit
UPONghermey Jahermey char —themey HHiS et chor =
themey] ]

In this analysis this hat cannot be assigned Case
from upon, since it is an argument of [en ) [ Sit
upon(theme)]](char, theme)> not an argument of upon.
Therefore, it can undergo passivization.

The immediate question begged for in this
analysis is why the verb sit must be merged with
PP, not with P in the active. Let us suppose that it
can be merged with the preposition upon. If so,
the Theme role of upon percolates, and it must be
identified as Agent when sit upon is merged with
the Agent-assigning v.

(32) a. [v sit uponeme)]: Theta-Role Percolation
b. [v sit UPONgpemey](theme): Merger with v
C. [Viageny [v Sit UPONgemey ] theme)]

However, the Theme and the Agent cannot refer
to the same object: one cannot sit upon oneself.
Therefore, sit must be merged with a PP like upon
the hat. Generally speaking, the non-reflexive
light verb does not permit theta-identification,
since it requires its own theta-role to be different
from the percolated theta-role. Almost every
transitive light verb is a non-reflexive light verb."'
In short, the Character role can be theta-identified
with the Theme role, whereas the Agent role
cannot, which resolves the long-standing puzzle:
why can V-P be a constituent in the pseudo-
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passive, although it cannot be a constituent in its
active counterpart?

Another issue we need to address is what
happens when the verbal passive morpheme -en is
merged with sit upon.

(33) a. [y sit upongpeme)]: Theta-Role Percolation
b. [v sit UPONgnemeytneme): Merger with the
verbal passive en

c. [en [v Sit UPONgpeme](theme)]

It is quite straightforward why (33c) is ill-formed.
Let us recall that the verbal passive -en assigns a
defective theta-role—an adjunct theta role, which
cannot permit theta-identification. Accordingly,
there is no way for the theta-role of upon to be
realized. The percolated Theme role in (33¢) must
not be assigned to an argument in accordance with
the Earliness Condition. However, it cannot be
theta-identified with another theta-role. Therefore,
(33c) is ill-formed. To conclude, only the
adjectival passive morpheme en can be merged
with sit upon.

3.3 Affected Theme vs. Non-Affected Theme

According to the Earliness Principle, V can be
merged with P, forming a pseudo-passive only if
the percolated Theme can be identified with
another theta-role. It can wundergo theta-
identification when the passive —en is adjectival
and assigned a Character role. This implies that
the pseudo-passive is permitted even by a verbal
passive as long as the percolated thematic role can
be theta-identified. This prediction is borne out.
Thus far, I have claimed that the subject of the
pseudo-passive is assigned a Character role by the
adjectival passive morpheme —en. We have seen
from (28-30) that the Character role is easily
available when the Theme is affected, but it is not
available when the Theme is not affected. '
However, (34b) and (35b) show that the pseudo-
passive is permitted if the passive describes the
characteristic of the raised Theme although it is
not affected,

(34) a. *Jeju City was walked around by his
father.
b. Jeju City can be walked around in a day.
(35) a. *The hotel was stayed in by my sister.

b. The hotel can be stayed in by
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. 13
foreigners.

Generally speaking, it is hard to get the reading
that the sentence is about the characteristic of the
subject when the Theme is not affected. In (34a)
and (35a) Jeju City and the hotel cannot be
affected, and hence it is not surprising that they
are not grammatical. However, (34b) and (35b)
are well-formed although the Theme is not
affected. It seems that the Character role can be
assigned by a modal such as can. Sentence (36b)
is about the characteristic of the book, although
(36a) is not.

(36) a. This book was read by John.

b. This book can be read in a day.

This clearly shows that modals such as can can
assign a Character role. In fact, Diesing (1992)
proposes that even T can assign a property role
when it takes an individual-level VP as its
complement. The main claim made here is that a
percolated theta-role must undergo theta-
identification, and if can assigns a Character role,
a well-formed sentence can be generated when a
theta-role percolates. If so, even the verbal passive
can be a source for the pseudo-passive with the
help of a modal. I propose that in (34b) and (35b)
the passive morpheme is not adjectival but verbal.
(37) a. [vwalk aroundgeme)]: Theta-Role
Percolation
b. [v walk aroundgneme)](theme): Merger with
verbal passive-en
c. [en [v walk aroundgsemey]tneme)]: Theta-
Role Identification
d. [en[v walk aroundgpemey]](theme)
Merger with in a day and be
Theta-Role Assignment
d. [be [[en[v walk aroundgpemey]]theme) 11 @
day]] (heme): Merger with can
€. [canehar) [be [[en[v walk
arouNdgnemey] Jtheme) 11 @ daY]] (theme):
Theta-Identification
f. [cannar [be [[en[v walk
around(-&heme}]](theme) ina da}’]] (lheme)] (Char =
ieme): Merger with Jeju City & Theta-
Role Assignment
g. [Jeju City(Char:theme) [Can(char) [be [[en[v
walk aroundgpemey] l(theme) 1 @ day]] (heme)]
(-Gha-r;t-heme-)]
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In fact, walk around is not compatible with the
adjectival passive morpheme, since its Theme is
not affected. So it is merged with the verbal
passive and so the Theme role is percolated until it
is theta-identified with the Character role of can.

This analysis is based on the Earliness Principle
in (23), according to which a theta-role can be
percolated only if it can be identified by another
theta-role. In (28a), (29a), and (30a), the affected
Theme undergoes Theta-Identification since the
adjectival passive morpheme —en assigns a
Character role, and in (34b) and (35b) the
unaffected Theme undergoes Theta-Identification
with the Character role of can. This claim
amounts to saying that even the verbal passive can
be a source for the pseuso-passive if the Character
role can be assigned to the subject.

3.4 Account for the Puzzles

Now we are in a position to account for the two
major puzzles revolving around the pseudo-
passive: (i) why is it subject to the
Characterization Condition, and (ii) why is it
possible to move out of a Case position?
According to the proposal advocated here, the two
issues are related. The Case-related issue can be
resolved if the verb sit can be merged with the
preposition upon, and merger of sit with upon is
permitted only when the resulting structure is
merged with the adjectival passive morpheme en
or the modal can, which assigns the Character role,
thereby giving rise to the Characterization
Condition.

Thus far, I have claimed that most pseudo-
passives are adjectival passives. This is
empirically supported by the fact that they display
the properties of adjectival passives: (i) they can
be used as a prenominal modifier, (ii) they can
function as the complement of the raising verbs
like look, (iii) they are compatible with the
negative affix un-, and (iv) they can be modified
by an adverb like very.

(38) a. John is the most talked about player in
the game.

b. The bed looks slept in.

c. Just ten years ago this would have been
unheard of.

d. Their living room is very lived in.
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(Wasow 1977, (90))

a. After the tornado, the fields had a
marched through look.

b. Each unpaid for item will be returned.

¢. You can ignore any recently gone over
accounts.

d. His was not a well-looked on profession.

e. They shared an unspoken (of) passion for
chocolates.

f. Filled with candy wrappers and crumpled
bills, her bag always had a rummaged
around in appearance.

(Bresnan 1995, (16))
a. a slept-in bed
b. a much relied-upon technique
(Bruening 2011: 2)

(39)

(40)

These all support the claim that most pseudo-
passives are adjectival,'* which is confirmed by
the fact that the pseudo-passive does not permit
the progressive aspect.

(41) a. *This bed is being slept in.
b. *The hat is being sat upon.

Considering that the progressive aspect is
compatible only with the verbal passive, we are
led to the conclusion that the pseudo-passive is an
adjectival passive.

However, it is worthwhile to reiterate that even
the verbal passive can produce the pseudo-passive
with the help of modals such as can, when the
Theme is not affected. Precisely speaking, the
pseudo-passive is an adjectival passive when its
Theme is affected, and it is a verbal passive when
its Theme is not affected.

4 Conclusion

Let us summarize this paper. The passive

sentences in (42a-b) are peculiar, since their

subject appears to originate from the complement

position of a preposition.

(42) a.Mary’s innocence was taken advantage
of.

b. Mary beds were slept in.

This puzzle can be resolved if the preposition is a
part of a bigger predicate.
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(43) a. Mary’s innocence was [,p en [vp [v take
advantage of] Mary’s innocence]]
b. Mary beds were [,p en [vp [v sleep in]

many beds]].

The analysis in (43a) is plausible, since take
advantage of can be taken to be a constituent in
the corresponding active, but the one (43b) is not,
since sleep in cannot be a constituent in the active
sentence.

(44) a. John [took advantage of] Mary’s

innocence.
b. *John [slept in] this bed.

However, I have claimed that the analysis in (43b)
is still tenable, because the passive morpheme en
in (43b) is an adjectival en. The asymmetry
between (43b) and (44b) does not undermine the
claim that slept in is a constituent in the pseudo-
passive, since there is no parallelism between the
adjectival passive and its corresponding active in
terms of the internal argument structure.
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1 The corresponding pseudo-passive sentence is well-formed.

(i)  Not the chair but the hat was sat upon.
2 Chomsky (1995) proposes that the transitive verbs like Ait

consist of the light verb v and its corresponding intransitive
hit. In this analysis the active counterpart of (8) looks like (i).

(1) [w V[vp [v[v [v take] advantage] of] Mary’s honesty]
3 Radford (1988) assumes that V and P undergo reanalysis in

the course of the derivation. In this paper, by contrast, I argue
that V is merged with P from the start.

4 Drummond & Kush (2011) try to support the reanalysis
approach by making use of raising-to-object.
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5 On the other hand, Freidin (1975) and Emonds (2006)
claim that all the passive participles are adjectives.

6 See Williams (1994) for thematic role percolation.

7 Williams (1994) proposes that theta-percolation is blocked

by a predicate that assigns an external theta-role.

8 It is usually known that only Theme percolates (Williams
1980). However, the Goal can percolate as well.

(i) a. Untaught children

b. If the children are untaught, their ignorance and vices
will in future life cost us much dearer in their
consequences than it would have done in their
correction by a good education. (Thomas Jefferson)

9 Bruening (2014) observes that verbs of the deny-class are

exceptional in that the internal argument structure is
preserved in the adjectival passive: both Theme and Goal are
licensed, as illustrated in (i).

(1) Victim remains denied her American nationality.

Let us recall that proposition-taking adjectives are usually
raising predicates.

(i1) a. Itis likely that John will come to the party.
b. John is likely to come to the party.

Verbs of the deny-class take a proposition as their internal
argument. What is denied in (iii) is the proposition that the
victim bears a relation with her American nationality.

(iii) They denied the victim her American nationality.

I propose that when the adjectival morpheme en is merged
with a proposition-taking verb, it patterns like the
proposition-taking adjectives: it is a raising morpheme in that
it does not assign the Character role. The raising morpheme
can maintain the argument structure of its complement.
Therefore, (i) is grammatical.

10 The possibility that the adjectival -en is merged with VP
seems to be ruled out in (22). The un- is required to be
merged with an X-level constituent, which means that given
must be X°. This claim amounts to saying that the adjectival —
en can co-occur with VP if there is no negative morpheme —
un. To put differently, it is predicted that both Theme and
Goal can be realized if given is not attached by un. This
prediction is borne out.

(i)  She seemed given too much power.
(Bruening 2014: 33)

So I propose that when the adjectival -en is merged with VP,
both Theme and Goal can be realized.
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11 There are few reflexive light verbs like shave and wash.
@) John {shaved, washed}

12 This is reminiscent of the Affectedness Condition on
preposing in passive nominals (Anderson 2005, 1979, 1977).

13 Notice that a by-phrase can be licensed in the pseudo-
passive, as shown in (35b). This seems to support the claim
that the pseudo-passive can be verbal. However, see
Bruening (2014) for a claim that even the adjectival passive
permits a by-phrase.

14 Many linguists, including Bruening (2011), assume that
the pseudo-passive is a verbal passive and sentences (32-34)
are adjectival passives derived from verbal passives.
However, I argue that they are well-formed, since pseudo-
passives are adjectival.
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Abstract

This paper follows the lead of Chung
(2013), examining the phonological
suppression of the wh-expression in
English and Korean. We argue that the
wh-expression itself cannot undergo
ellipsis/deletion/dropping, as it carries
information focus. However, it can do so,
when in anaphoricity with the preceding
token of wh-expression, it changes into
an E-type or sloppy-identity pronoun.
This vehicle change from the wh-
expression to a pronoun accompanies
the loss of the wh-feature inherent in the
wh-expression. In a certain structural
context such as a quiz question, the
interrogative  [+wh] complementizer
does not require the presence of a wh-
expression, thus the expression being
optionally dropped.

1. Introduction

As Chung (2013) notes, the interrogative
expression in Korean corresponding to the wh-
expression in English cannot be phonologically
suppressed', as follows:

(1) A: na-nun chelswu-ka ecey mwues-ul
[-Top Chelswu-Nom yesterday what-Acc
sass-nunci molu-keyss-ta.

" We occasionally use the theory-neutral notion
‘phonological(ly) suppress(ion)' to refer to such terms
as (phonological) dropping, copy trace deletion,
ellipsis/deletion, etc.

bought-Interr don't know
'l don't know what Chelswu bought
yesterday.'

B: na-to yenghuy-ka ecey  *(mwues-ul)
I-also Yenghuy-Nom yesterday what-Acc
sass-nunci molukeyssta.

bought-Interr don't know
T don't know what Yenghuy bought
yesterday.'

In the conversation between speakers A and B,
speaker B's sentence is required to bear the
interrogative expression mwues 'what', despite
the fact that another token of the same
expression is mentioned in the previous
sentence spoken by speaker A.

Apparently, the same distribution of the wh-
expression is found in English, as follows:

(2)A: I don't know what John bought yesterday.
B: *I don't know Bill did (buy—what
yesterday), either.
B": I don't know *(what) Bill did (buy—t
yesterday), either.

As in (2B), the wh-expression what cannot be
included in the portion deleted by VP ellipsis.
Nor is it phonologically suppressed after it is
moved to the embedded [Spec,CP] position, as
in (2B").

Chung (2013) attempts to account for the
impossibility of phonologically suppressing the
interrogative expression in Korean by adopting
the pro hypothesis for the null argument. More
specifically, Chung follows the line of analysis
advanced by Ahn and Cho (2012), who propose
that the null argument as pro always substitutes
for NP, but not for the next higher QP projected
by the functional element Q such as a quantity
word or a wh-feature, as schematized below:

Copyright 2014 by Myung-Kwan Park
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3)ler [xw pro1Q]
Chung's analysis works fine for Korean, but his
analysis squarely faces a problem when it is
extended to examples like (2B) and (2B') in
English, where the empty pro is known not to be
available in grammar.

We examine this issue of why the
interrogative or wh- expression is not
phonologically suppressed. We argue that the
interrogative or wh- expression in its own form
cannot be deleted, because it carries
informational focus or new information.
However, it can undergo deletion when it is
anaphoric with the preceding interrogative or
wh- expression and potentially changes into a
pronoun. This vehicle change from the
interrogative or wh- expression to the
corresponding pronoun results in loss of the wh-
feature inherent in the former expression, so that
the resulting pronoun necessarily fails to enter
into successful Agree relation with the
interrogative  complementizer, inducing a
derivational crash.

2. The syntax of wh-expression: Wisdom
from English

In this section we examine the phonological
suppression of the wh-expression in English.
First of all, the wh-expression or relative wh-
operator can be phonologically suppressed in
relative clauses, as follows:

(4)a. We read the article [ (which) Smith
recommended].
b. The safe [ (which) Henry keeps his
money in | has been stolen. Baker (1995:
293)

In (4), the head of the chain formed by the
relative pronoun or wh-operator which can be
dropped. We understand this dropping of the
relative pronoun along the line of analysis for
the copy trace(s), as in (5):

(5) What did Stacy say [(what); Becky bought
(what),]?

In the course of the wh-movement, the moving
wh-expression leaves behind its copy trace(s)
along the way to its target position. The
difference between the movement of the relative
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wh-operator and the regular wh-movement is
that in the case of the former, the chain created
by the relative wh-operator forms an 'extended'
chain with the relative antecedent. This results
in allowing the head of the chain created by the
relative wh-operator to be dropped, in identity
with the relative antecedent, which is now the
head of the extended chain.

A question that arises is why the following
sentence is ungrammatical:

(6) *Who, do you wonder [cp t'1 [rp t; Won the
trace]]?

It is argued in Lasnik and Saito (1984) that the
intermediate trace t'; cannot qualify as an
operator since it does not contain the relevant
feature. Their argument, however, does not
seem to hold water, in light of the copy trace
analysis of wh-movement, which dictates that
the literal copy of the moving wh-expression
occurs instead of the trace, as follows:

(6)" *Who; do you wonder [cp Whoy [tp Whoy
won the trace]]?

The ill-formedness of (6)' is, in the more recent
analysis (cf. Chomsky (2000), (2001a, b)),
attributed to the illegitimate step of movement
from the embedded to the matrix [Spec,CP]
position, as the moving wh-expression has its
featural requirement met in the embedded
[Spec,CP] position, being unable to undergo
further movement.

One thing to note regarding the copy trace
deletion of the chain formed by the wh-
expression or the relative wh-operator is that the
copy trace left behind by the wh-expression or
the relative wh-operator changes into a
resumptive pronoun (though as well-known, the
resumptive pronoun in English allegedly occurs
within an island structure), as follows:

(7)a. This is the chef; that Ted inquired how
*e1/she; prepared the potatoes
b. The detective interrogated a man; who the
prosecutor knows why the officer arrested
*eq/himy.

The availability of a resumptive pronoun instead
of a copy trace linked to the moved wh-
expression clearly points to the fact that the
copy trace is a kind of pronoun realized in
anaphoricity with the head of the chain (i.e., the
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wh-expression or the relative wh-operator).

Not only do the wh-expression and the
relative wh-operator undergo phonological
suppression as part of copy trace deletion, but
the wh-expression is also part of Sluicing or TP
deletion, as follows:

(8)a. The report details what; IBM did and why
[tp ]
b. Who, did the suspect call and when
[tp €]?
Merchant (2001: 201)

Drawing attention to examples like (8a-b),
Merchant (2001: 201-4) argue that the second
conjunct clause in (8a-b) involve deletion of TP
where the expression corresponding to the wh-
expression is an E-type pronoun. In other words,
the elided TP in (8a-b) is understood as the
reconstructed or actually attested TP in (9a-b):

(9)a. The report details what; IBM did and why
[rp IBM did itq].
b. Who, did the suspect call and when [rpthe
suspect called him,]?
Merchant (2001: 203)

This shows that the questioning wh-expression
can be substituted for by the (E-type) pronoun.
Note that the E-type pronoun as part of the full
or elided clause covaries in reference with the
questioning wh-expression. The availability of
(9a-b) corresponding to (8a-b) involving ellipsis
renders compelling evidence showing that the
wh-expression is represented as a pronoun
inside a portion to be deleted. The form change
(or vehicle change, following Fiengo and May's
(1994) and Merchant's (2001) terminology) of
the wh-expression into a pronoun inside the
portion to be deleted seems to be a reasonable
option, as the whole portion to be deleted or the
expressions within it are construed as discourse-
given or anaphoric to the previous verbal
discourse.

It seems, however, that the anaphoric
substitution of the E-type pronoun for the wh-

expression is restricted to Sluicing or TP ellipsis.

The following sentences accommodate the
interpretation where the wh-expression in the
first conjunct clause and the substituting
pronoun that putatively occurs in the elided VP
of the second conjunct clause can be
referentially distinct:
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(10)a. I know when John read what, but I don't
know where Bill did.
b. John asked me why Mary bought what,
but John didn't ask me how Susan did.

In other words, in (10a) what John read may be
referentially different from what Bill did. Note
that the pronoun in the elided VP of the second
conjunct clause, which is vehicle-changed from
the wh-expression in the first conjunct clause,
may be understood as a sloppy-identity pronoun.

The difference between (8a-b) and (10a-b)
in regard to the interpretation of the ellipsis-
internal pronoun anaphoric to the preceding wh-
expression reminds us of the contrast between
TP and VP ellipsis in regard to the ability to
introduce new discourse referents by using
indefinite expressions, which Chung et al. (2011)
discuss. In fact, Chung et al. suggest that the
contrast in question is correlated with the size of
ellipsis site and the domain of existential closure
that unselectively binds all indefinite
expressions. Chung et al. argue that TP ellipsis
involves LF reconstruction or re-use of the
antecedent TP into the ellipsis site, wherecas VP
ellipsis involves PF deletion/unpronunciation of
a vP. Departing from Chung et al., let's instead
assume that both cases of ellipsis involve PF
deletion. Furthermore, we take the domain of
existential closure to be the smallest constituent
in which all the predicate's arguments have had
a chance to be introduced, presumably the
position adjoined to VP. Given these
assumptions, the two cases of deletion are taken
to proceed in the following fashion:

(11) TP ellipsis:
[cp [xrT—tr-subject DP{yp-objeet PP H]

(12) VP ellipsis:
[cp [rp 3 be-subjeet DP-{yvp-objeet DP-H]

TP and VP deletion differ in regard to whether
the ellipsis site includes the existential closure
operator (). The ellipsis site of the former case
DOES include the existential operator as in (11).
As the identity/parallelism condition on deletion
demands that the indefinite expressions
(including wh-expressions) in the ellipsis TP be
identical/parallel in reference to their correlate
expressions in the antecedent TP, TP ellipsis
requires strict identity/parallelism. However, VP
ellipsis allows looser or sloppy
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identity/parallelism, because the existential
operator is outside of the vP to be deleted as in
(12)%

Returning to the examples in (2), repeated
below as (13), we are now in a position to
account for the impossibility of phonologically
suppressing the wh-expression in (13B) and
(13B").

(13)A: I don't know what John bought yesterday.

B: *I don't know Bill did (buwy—what
yesterday), either.

B": I don't know *(what) Bill did (buy—t
yesterday), either.

Recall that the portion to be deleted or the
expressions within it are discourse given, so that
the wh-expression changes into a corresponding
pronoun. Otherwise, the wh-expression carries
information focus and so cannot be subject to
deletion, as stated below:

(14) The wh-expression carries information
focus and so cannot be subject to deletion.

In Merchant's (2001) notion of e-givenness, the
wh-expression cannot count as e-given
information.

To repeat, the wh-expression has to change
into an (E-type or sloppy-identity) pronoun to be
included in the portion to be deleted. However,
the resulting pronoun vehicle-changed from the
wh-expression does not carry the wh-feature
inherent in the wh-expression. This anaphoric
process is a culprit for the ungrammaticality of
(13B) and (13B"). For the sake of the exposition,
we represented the wh-expression in (13B) and
(13B") as undergoing deletion or dropping, but
the wh-expression in (13B) and (13B') that
undergoes deletion or dropping has to be
represented as a pronoun corresponding to it.
Under this circumstance, the pronoun fails to
enter into successful Agree relation with the
interrogative complementizer, resulting in a
derivational crash (cf. Chung (2013)).

®The contrast between TP and VP ellipsis in terms of
existential closure reminds us of the parallel difference
between them in terms of voice match. Merchant (2013)
argues that TP ellipsis requires voice match, whereas
VP ellipsis does not. This difference follows from the
fact that TP ellipsis always includes a Voice head, but
VP ellipsis does not.
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Leaving this section, we note that there is an
additional set of examples where the wh-
expression is phonologically suppressed. The
relevant examples are as follows:

(15)a. The first emperor of the Roman empire
was?
b. In ancient Rome, Nero tried to destroy
the city by?
¢. The Christian movement to reclaim the
Iberian Peninsula was called?
d. The three most well-known teas are
Darjeeling, Assam, and?
(taken from
http://shrines.rpgclassics.com/psx/mml2/poktevillagequi
z.shtml)

In these sentences that are used as quiz
questions, the expected Subject-Aux Inversion
does not apply, which indicates that the
examples in (15) are assimilated to the echo wh-
questions in (16) which are also used as quiz
questions.

(16)a. Christianity became the official religion
of the Roman empire with what?
b. 300 years ago, the first roller coaster was

built in what country?

In this regard, it seems right to say that what is
phonologically suppressed in (15a-d) is the
echoic wh-expression as found in (16). It is also
to be noted that the phonological suppression
takes place only at the right edge of the sentence.

Why is it possible to drop the echoic wh-
expression in quiz questions as in (15)? The
answer to this question may be that the echoic
wh-expression can be dropped in register-
dependent contexts such as quizzes. Still the
more important aspect of quiz questions using
echoic wh-expressions is that they do not bear
the interrogative complementizer (cf. Sobin
(2010)). Therefore, the optional dropping of an
echoic wh-expression in quiz questions does not
result in a derivational crash.

3. Extension to Korean

In the previous section, we saw that the wh-
expression undergoes phonological suppression
as part of copy trace deletion or TP- or VP-
deletion. Especially in the latter case, the wh-
expression can be part of TP- or VP-deletion
when it vehicle-changes into an (E-type or
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sloppy-identity) pronoun, (though in the former
case, the copy trace changes into a resumptive
pronoun in restricted structural contexts).
However, it itself cannot be part of TP- or VP-
deletion because it is inherently construed as
new information.

We turn to Korean, where the wh-expression
can be scrambled out of the embedded
interrogative clause, unlike in (6) of English:

(17)a. chelswu-ka [yenghuy-ka mwues-ul
Chelswu-Nom Yenghuy-Nom what-Acc
sassnun-ci] alko siphehanta.
bought-Interr know want
'Chelswu wants to know what Yenghuy

bought.'

b. mwues-ul; [chelswu-ka [yenghuy-
kamwues-ul,/t; sassnunci| alko
siphehanta].

Unlike in (6) of English, in (17b) the scrambling
of the wh-expression proceeds to the matrix
clause without entering into Agree relation with
the embedded interrogative complementizer,
anticipating the undoing of it to its original
position in the covert syntax (cf. Saito (1989)).
The copy trace left behind by the overt-syntax
scrambling of the wh-expression undergoes
copy trace deletion, in identity with the head of
the chain formed by this scrambling.

The wh-expression can also be part of
ellipsis, as follows:

(18)a. chelswu-ka  mwues-ul sass-nunci
Chelswu-Nom what-Acc bought-Interr
alko iss-ciman,
know-Concessive -
way-i-nci-nun molukeyssta.
way-Copu-Interr-Contrast don't know.

'l know what Chelswu bought, but I don't

know why.'
b. chelswu-eykey etten mwuncey-lul
Chelswu-to which question-Acc

phwuless-nunci mwuless-ciman,
solved-Interr  asked-Concessive
ettehkey-i-nci-nun mwutci anhassta.
how-Copu-Interr-Contras ask didn't

'l asked Chelswu which question he
solved, but I didn't ask how.'

In (18), either nwues 'what' or ettenmwuncey
'what question' can be part of clausal ellipsis (or
Pseudosluicing, following Merchant's (1998)
terminology)). Given the analysis for English,
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we can say that the wh-expressions in (19a-b)
each changes into an E-type pronoun in the
context of clausal ellipsis.

However, returning to the example in (1),
repeated below as (19), (19B) turns out to be
unacceptable, if the wh-expression is
phonologically suppressed.

(19)A: na-nun chelswu-ka ecey mwues-ul
I-Top Chelswu-Nom yesterday what-Acc
sass-nunci  molu-keyss-ta.
bought-Interr don't know
'l don't know what Chelswu bought
yesterday.'

B: na-to yenghuy-ka ecey *(mwues-ul)
I-also Yenghuy-Nom yesterday what-Acc
sass-nunci  molukeyssta.
bought-Interr don't know
'l don't know what Yenghuy bought
yesterday.'

Continuing on extending the analysis proposed
for English to Korean, we account for (19B)
without the overtly-realized wh-expression by
saying that the wh-expression itself cannot be
phonologically suppressed haphazardly, since it
carries new information. However, it can be
dropped only when it changes into a discourse-
old pronoun. As correctly argued by Chung
(2013), mwues-ul 'what' can change into the
empty pronoun pro that Korean utilizes but
English does not. When this applies, however,
there is no expression that the embedded
interrogative complementizer can partake in
legitimate Agree relation with, thus ultimately
resulting in a derivational crash. By contrast,
though the wh-expression within clausal ellipsis
in the second conjunct clause of (18a-b) changes
(in fact, has to change) into a pronoun, the
additional wh-expression such as way 'why' and
ettehkey 'how' steps in to successfully establish
Agree relation with the interrogative
complementizer.

The following example (with some slight
modification) reported by Chung (2013) can be
accounted for along the same line of analysis as

(18):

(20) chelswu-nun nwu-ka encey ttenass-nunci
Chelswu-Top who-Nom when left-Interr
Cosaha-ko,
examine-Conj
yenghuy-nun (awuka) eti-lo.

Yenghuy-Top who-Nom where-for
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Ttenass-nunci cosahay-la

left-Interr  examine-Imper

'Chelswu, you examine who left when, and
Yenghuy, you examine who left for where.'

The difference between (18) and this example is
that, on the one hand, the former contains one
single wh-expression, but the latter contains
multiple wh-expressions in the first conjunct
clause. Unlike (19B), on the other hand, both
(18) and (20) contain an additional wh-
expression in the second conjunct clause, which
participates in Agree relation with the
interrogative complementizer, despite the other
anaphoric argument wh-expression changing
into a pronoun.

One thing worth noting is the referentiality
of the wh-expression that is phonologically
suppressed in the second conjunct clause of (18)
and (20). It seems that there is no disagreement
about the wh-expression that is part of clausal
ellipsis in (18). It is construed as an E-type
pronoun, as found in the similar structural
context of (8a-b) in English. Several linguists
that I consulted about (20) also claimed that the
phonologically suppressed wh-expression in the
second conjunct clause of (20) is only
interpreted as an E-type pronoun. However, I
concur with Chung's (2013) report that the
phonologically suppressed wh-expression nwu-
ka 'who' in the second conjunct clause of (20)
allows for sloppy-identity interpretation. In our
analysis, the wh-expression nwu-ka 'who' in the
second conjunct clause of (20) changes into an
empty pronoun that is construed as a sloppy-
identity one in the interpretive component. Note
at this point that the size of phonological
suppression is critical for the interpretation of
the pronoun which is vehicle changed from the
wh-expression. In (18), the pronoun is part of
clausal  ellipsis, allowing for  E-type
interpretation. In (20), by contrast, the pronoun
is a null argument, allowing for sloppy-identity

interpretation in addition to E-type interpretation.

As suggested above for English, the domain of
existential closure and parallelism in ellipsis
come into play, distinguishing the pronoun in
(18) and that in (20) in terms of interpretational
aspects.

Now turning to quiz questions in Korean,
we note the usual instances of such questions, as
follows:

(21)a. seykyey-eyse kacang kin kang-un?
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world-in most long river-Top
'The longest river in the word is?'

b. seykyey-eyse kacang manhi phallin cha
world-in most many sold car
TOP 3-nun
TOP 3-Top
thoyothakhololla, photu F silicu, kuliko
Toyota Corolla, Ford F Series, and
(ikes-un)?

(this-Top)

'The 3 best-selling cars in the world are
Toyota Corolla, Ford F Series, and
(this)?'

To construct a quiz question, Korean utilizes the
Topic marker with somewhat peculiar intonation
on it, with the immediately following string of
words phonologically suppressed at the right
edge of the sentence. This formulaic device is
extended to the non-quiz type of sentences in
(22), reported by Chung (2013):

(22)A: chelswu-ka sakwa-lul swunhuy-eykey
Chelswu-Nom apple-Acc Swunhuy-to
encey cwuess-ni?
when gave-Interr
'When did Chelswu give an apple to

Swunhuy?'
B: ecey
yesterday
'"Yesterday.'
A: kulem, yengswu-ka sakwa-lul
then, Yengswu-Nom apple-Acc
yenghuy-eykey-nun
Yenghuy-to-Top
(eneeyewunessni)?
when gave-Interr
'Then, Yengswu gave an apple to
Yenghuy when?'

As in (22), the second sentence by speaker A
has its right edge dropped immediately after the
Topic marker.

It seems that the dropping of the right of the
sentence does not obey such a syntactic
condition as constituent-hood, allowing the
embedded predicate and the matrix predicate to
be phonologically suppressed, excluding the
other embedded constituents.

(23)A: chelswu-ka [swunhuy-ka
Chelswu-Nom Swunhuy-Nom
nonmwun-ul manswu-eykey
article-Acc  Manswu-to
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encey ponayntako] malhayss-ni?
when sent said-Interr
'When did Chelswu say Swunhuy sent an
article to Manswu?'
B: nayil
tomorrow
"Tomorrow.'
A: kulem, yengswu-ka [minhuy-ka
Then Yengswu-Nom Minhuy-Nom
nonmwun-ul
article-Acc
kyengswu-eykey-nun
Kyengswu-to-Top
(eneey-ponayntake) mathayssni?
when sent said-Interr
'Then, Yengswu said Minhuy sent an
article to Kyengswu when?'

We take the insensitivity to constituent-hood in
the course of producing a quiz question to
indicate that the dropping of the string of words
is non-syntactic and the quiz question like (21a-
b), just as in English, does not involve the
interrogative complementizer, so that it does not
require the presence of the wh-expression within
1t.

4. Conclusion

This paper has investigated why the wh-
expression cannot be deleted/elided nor part of
the portion to be deleted/elided. We have argued
that the wh-expression 1is construed as
information focus, not being able to undergo
deletion, otherwise impinging on the
recoverability condition on deletion/ellipsis.
However, it can be substituted for by a pronoun
in an anaphoric relation with the preceding
token of  wh-expression. Under this
circumstance, it can be deleted/elided or part of
the portion to be deleted/elided, but at the cost
of losing the wh-feature inherent in it. Thus, if
the wh-feature is in demand for the Agree
relation with the interrogative complementizer,
the pronoun that is vehicle-changed from the
wh-expression cannot provide such a feature. In
fact, this is the paradoxical situation for the wh-
expression to be deleted/elided or part of the
portion to be deleted/elided. If it remains in its
form, it cannot be subject to deletion/ellipsis. If
it changes into an anaphoric pronoun, the
resulting pronoun ends up with losing the wh-
feature the corresponding wh-expression used to
have.
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In passing, we have first discussed the two
different types of pronouns that are vehicle-
changed from wh-expressions: E-type pronoun
and sloppy-identity pronoun. This distinction
follows from the domain of existential closure
and the parallelism/identity condition on
deletion/ellipsis. Second, as Merchant (2001)
and Chung (2013) note, when one wh-
expression changes into an anaphoric pronoun,
failing to enter into Agree relation with the
interrogative complementizer, the multiple wh-
question makes available an additional wh-
expression, which steps in to do so instead.
Third, the quiz question construction employs
the echo wh-question strategy, thereby the
interrogative complementizer in the construction
not requiring for the expected Agree relation
with an expression with the wh-feature. Thus,
the dropping of the wh-expression in this
construction does not lead to a derivational
crash.
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Abstract

The field of distributional-compositional se-
mantics has yielded a range of computational
models for composing the vector of a phrase
from those of constituent word vectors. Ex-
isting models have various ranges of their
expressiveness, recursivity, and trainability.
However, these models have not been exam-
ined closely for their compositionality. We
implement and compare these models under
the same conditions. The experimentally ob-
tained results demonstrate that the model us-
ing different composition matrices for differ-
ent dependency relations achieved state-of-
the-art performance on a dataset for two-word
compositions (Mitchell and Lapata, 2010).

1 Introduction

Computing the meaning of a text has posed a chal-
lenge in NLP for many years. Based on the distri-
butional hypothesis (Firth, 1957), the meaning of a
word is typically represented as a real-valued vector,
with elements representing the frequencies of words
that co-occur in the context of the word in a cor-
pus. Numerous studies have demonstrated learned
word vectors from a large text corpus (Bullinaria
and Levy, 2007; Collobert and Weston, 2008; Tur-
ney and Pantel, 2010; Mnih and Kavukcuoglu, 2013;
Mikolov et al., 2013).

In contrast, the same approach is not scalable to
a complex linguistic unit (e.g., phrase or sentence)
because of the data sparseness problem: the longer
the length of a phrase, the fewer times the phrase oc-
curs in a corpus. For this reason, we cannot acquire

semantic information reliably from co-occurrence
statistics of a phrase. Recently, numerous studies
have explored compositional semantics, in which
the meaning of a phrase, clause, or sentence is com-
puted from those of its constituents (Mitchell and
Lapata, 2008; Mitchell and Lapata, 2010; Guevara,
2010; Zanzotto et al., 2010; Socher et al., 2011; Ba-
roni et al., 2012; Socher et al., 2012; Socher et al.,
2013a; Socher et al., 2014). These studies mostly
address theories and methods for computing a vec-
tor of a phrase from the vectors of its constituents;
the simplest but effective approach is to take the av-
erage of the two input vectors.

A simple approach such as additive and multi-
plicative compositions has been a strong baseline
over more complex models (Blacoe and Lapata,
2012; Socher et al., 2013b). However, Erk and Padé
(2008) argued the importance of syntax relations:
the simple additive/multiplicative approach yields
the same vector for phrases a horse draws and draw
a horse, ignoring the syntactic structure by which
horse in the former phrase is a subject whereas horse
in the latter is the object. They formulated a gener-
alized composition function including such a com-
position. However, this generalized composition is
too complex to learn. These models usually do not
work well for now.

As described in this paper, through a human-
correlation experiment, we explore the most useful
model among the representative models that have
been proposed to date in terms of the semantic com-
position. We cast the task of learning composi-
tion matrices, which are model parameters, to min-
imize the errors between phrase vectors composed

Copyright 2014 by Masayasu Muraoka, Sonse Shimaoka, Kazeto Yamamoto,
Yotaro Watanabe, Naoaki Okazaki, and Kentaro Inui
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by matrices and computed in a corpus. The ex-
perimentally obtained results demonstrate that the
model using different composition matrices for dif-
ferent dependency relations achieved state-of-the-art
performance for a dataset for two-word composi-
tions (Mitchell and Lapata, 2010). Moreover, the
results confirm the effectiveness of syntax-sensitive
compositions.

The remainder of the paper is organized as fol-
lows. Section 2 presents a survey of the previous
studies and their issues. Section 3 describes details
of the methods and the training procedure. Section
4 reports and discusses the experimentally obtained
results. We conclude this paper in Section 5.

2 Previous Work

In this section, we briefly overview representa-
tive methods for obtaining vector representations of
word meanings. We then describe the previous work
that composes the meaning of a phrase from its con-
stituents, followed by the issues and limitations that
arise in this work.

2.1 Obtaining word vectors

In distributional semantics, the meaning of a word
is represented by a vector, i.e., a point in d-
dimensional space. We can classify the previous
studies for obtaining word vectors into two groups:
approaches based on co-occurrence statistics and
language modeling.

The former approach (Bullinaria and Levy, 2007;
Mitchell and Lapata, 2010) counts the frequency
of words co-occurring with a target word in a cor-
pus, and refines the statistics using, for example,
Pointwise Mutual Information (PMI). Vectors ob-
tained using this method are high-dimensioned and
sparse. Therefore, some methods compress vectors
using a dimension reduction method such as Prin-
cipal Component Analysis (PCA) and Non-negative
Matrix Factorization (NMF).

The latter approach (Collobert and Weston, 2008;
Mnih and Kavukcuoglu, 2013; Mikolov et al., 2013)
formalizes the task of learning word vectors as a
byproduct of a language model (Bengio et al., 2003),
i.e., finding word vectors such that each word vector
can be predicted from surrounding words. In these
studies, word vectors are initialized by random val-
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Table 1: Summary of the previous models. Vectors wu,
v € R? present input (word) vectors, o is an activation
function (e.g., sigmoid function and tanh). In general,
the more parameters a model has, the greater the expres-
sive power the model has during vector compositions.

Model Function Parameters
Add w1 + WV wy,we € R
Fulladd W m W € RIx2d
RNN U(W m ) W € RIx2d
Lexfunc A,v A, € RIxd
Relfunc O’(Wr [ﬂ ) W, € Rix2d
A, u W e Rx2d,

Fulllex U(W |:AU’U:| ) AU7AU c Rdxd

ues and are learned through back propagation on a
neural network.

2.2 Composing word vectors for phrases

The idea of computing a vector of a phrase from its
constituents is based on the Principle of Composi-
tionality (Frege, 1892), where the meaning of a com-
plex unit (e.g., phrase or sentence) comprises the
meanings of the constituents and the rule for com-
bining the constituents. Equation 1 formulates this
principle mathematically:

)]

Here, given two input (e.g. word) vectors u € R%
and v € R%, the model f yields a phrase vector
p € R% as a composition of the input vectors. In
other words, the model f is a function that computes
a phrase vector p for the inputs v and v. Setting
d = di = dy allows recursive compositions, i.e.,
generating phrase or sentence vectors consisting of
three or more words.

Table 1 shows representative models from ear-
lier works. The Add model (Mitchell and Lapata,
2008; Mitchell and Lapata, 2010) computes a linear
combination of two input vectors u, v € R? with
weights wi, wa € R. This model works surpris-
ingly well in practice despite its simplicity. The Ful-
ladd model (Guevara, 2010; Zanzotto et al., 2010)

pP= f(u,'u).
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extends the Add model, applying a linear transfor-
mation to inputs with a weight matrix W € R*2¢,
This model can not only scale but also rotate input
vectors, unlike the Add model.

Regarding linear transformation with a matrix W,
Recursive Neural Network (RNN) model (Socher
et al., 2011) achieves a nonlinear transformation
through the use of an activation function (e.g., sig-
moid function and tanh). Lexfunc model (Baroni et
al., 2012) represents a dependent word u (e.g., ad-
jective) as a matrix A, and composes a phrase vector
with a matrix-vector product A,v. The underlying
idea of representing a dependent as a matrix is that
a modifier (dependent) changes some properties of a
governer and that it is achieved using a matrix trans-

forming a vector of the governer!.

Extending RNN, the Relfunc model (Socher et al.,
2013a; Socher et al., 2014) incorporates syntactical
relations in compositions, which composes phrase
vectors with a different weight matrix for a syntactic
relation between inputs. Generalizing Lexfunc and
RNN, the Fulllex model Socher et al. (2012) defines
the meaning of each word as a tuple of a vector and
matrix, where a vector represents the meaning of the
word itself and a matrix provides a function to other
words for compositions. In addition to these mod-
els, the Mult model and the Dil model (Mitchell and
Lapata, 2008; Mitchell and Lapata, 2010) have been
proposed.

Table 2 presents the benefits and shortcomings of
each model. Itis easy to train the Add model because
it has only two parameters. Apparently, the Add
model has the least expressive power using very few
parameters. However, this simple model has been a
strong baseline in the literature (Blacoe and Lapata,
2012). Similarly to the Add model, Fulladd uses a
linear composition function; we can find a global op-
timum for the convex training objective. In contrast,
RNN, Relfunc and Fulllex are neural network mod-
els using nonlinear activation functions. The non-
linearity enriches the expressive power, but it makes
training difficult because the training objectives are
not convex.

Regarding the performance of these models aside
from Relfunc in the same condition, Dinu et al.

'For instance, we can regard red in the phrase red car as
changing the property of color of the word car.
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Table 2: Problems of representative models.

Model Expre- Recur-  Train- Non-
ssive sivity ing linearity
Add NA v v NA
Fulladd NA v v NA
RNN NA v v v
Lexfunc v NA  Depends NA
Relfunc v v v v
Fulllex v v NA v

(2013) concluded that Lexfunc performed the best
among these models. According to their explana-
tion, Lexfunc performs well because it considers lin-
guistic relations between input words (e.g. modifi-
cation, verb—object relation). However, Lexfunc can-
not compose vectors recursively because of the dif-
ferent types of input—output representations (vector
or matrix).

In contrast, RNN, Relfunc, and Fulllex can com-
pose vectors recursively. The recursivity is an im-
portant property because it enables comparison of a
phrase vector (e.g., football player) with a word vec-
tor (e.g., footballer). However, Fulllex has an enor-
mous number of parameters, representing each word
as a distinct tuple of a vector and a matrix. In RNN,
on the other hand, all compositions are computed
only by a single weight matrix. Consequently, it can-
not distinguish different syntax relations in compo-
sitions. Located between RNN and Fulllex, Relfunc
can compose various types of syntax relations more
precisely than RNN with fewer parameters than Ful-
llex.

These models have produced excellent results on
many tasks such as syntax parsing or grounding
between texts and images. However, no report in
the literature describes an experiment examining se-
mantic compositions directly under the same con-
ditions. As described in this paper, we explore the
best model that can perform semantic compositions
well. Our experimentally obtained results show that
the Relfunc model achieves state-of-the-art perfor-
mance.



PACLIC 28

3 Details of Methods
3.1 Mathematical Expression of Models

The Add model in Table 1 composes two input vec-
tors w and v simply with two parameters w; and w2
(and a bias term b):

2

Here, u, v, and 1 are d-dimensional column vectors
and all elements of 1 consist of 1.

Add can only scale whereas Fulladd can also ro-
tate because of a weight matrix T € R4*(2d+1).

p = f(u,v) = wiu + wov + b1.

u
p:f(u7v>:W v
b

3

Neural network models such as RNN in Table 1
compose a phrase vector p from two input vectors u
and v using a function f : REHD*1 __, Rdx1

u
pzf(u,'v):a(W v ) )

b

o(.) is an element-wise sigmoid function that yields
a value for each element in the vector. In our work,
we use tanh as a sigmoid function.

Socher et al. (2014) extends this model so that
Relfunc can compose a vector depending on the rela-
tion r between two inputs. Equation 5 uses a compo-
sition matrix W, and a bias term b,. for each relation
r,

U
pzf(uw,r)za(W,« v ) (5)
br
Here, W, € R%(4+1) and b, € R are parame-
ters trained for each relation r. Introducing relation-
specific matrices, Equation 5 can compose a phrase
vector more precisely than RNN given by Equation
4. In this work, we use syntactic dependencies as
relations used for compositions. We also introduce
two restricted variants of Relfunc here.

1. Relation-specific additive model (Relfunc-add)
has two weight parameters wy, w2 € R for each
relation 7:

1 u
p—0< wie ] war [ : v)
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2. Relation-specific component-wise additive
model (Relfunc-cadd) is modeled by diagonal
elements for u and v:

w11 0

w2 1

0 7 [u
.v>

by
)

These variants are used to verify the effect of non-
diagonal elements of matrices W, in the experi-
ments.

The Fulllex model, the most complicated model
among those in Table 1, first multiplies each input
vector by the other matrix, i.e., w is multiplied by
A, € R4 and v multiplied by A, € R¥9. Sub-
sequently, Fulllex composes the phrase vector in the
same way for RNN and Relfunc,

p=o0 y -
0 w. O

w3 d 1

Au

Auv >
b

We train model-specific parameters 6 (e.g., for Add,
0 = (w1, ws,b), and for Relfunc, 0 = (W, b,|r))
in a supervised setting where a gold phrase vector g
is given for two input vectors of constituents u and
v. A training set consists of 7' training instances
{((ug,v1),q)}1—,. The goal of training is to find
optimal parameters 6 such that the parameters can
compose phrase vectors of good quality. We for-
malize this goal as a minimization problem of the
objective function defined by the square errors be-
tween composed vectors and gold vectors,

P=f(u7”):U<W ®)

3.2 Training

T
J0) = 23 Sllpe— a3+ X0l ©
t=1
Here, the vector p; presents a phrase vector com-
posed by Equations 2 - 8 from word vectors (u¢, vy).
Vector q; denotes a gold phrase vector. There-
fore, the first term of Equation 9 represents a least-
squares problem (York, 1966) defined for vectors p;
and q;. The second term of Equation 9 presents
an Lj-regularization term with a hyper-parameter
A. We employ Lj-regularization instead of Lo-
regularization to make the composition model com-
pact.
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We use stochastic gradient descent and backprop-
agation (Rumelhart et al., 1988) to minimize the ob-
jective.

In general, a weight matrix W is updated by the
following equation,

0J(0)

W =W — a2’

Bl (10)

where « is a learning rate.
Using stochastic gradient descent, we update a

weight matrix W every time one training instance

is processed. The gradient of the objective is

Ut r

aJ(6)

ow

_ IO op _ |,
~ op, oW ! bt

0
+Aw||9“1-
11

Here, e; represents a d-dimensional column vector
with k-th element of

err = Pk — k) (1 = piy)- (12)
We used % tanh(x) = 1 — tanh(z)? to derive this
equation.

The second term of Equation 11 is not differ-
entiable. Following the work of Langford et al.
(2008) and Tsuruoka et al. (2009), we first update
the weight matrix I/ without consideration of the
L1 penalty. Then, we use Equation 13 to apply the
L regularization,

max(0,w;; —aX) ifw; >0
0 otherwise

where w;; denotes the (4, j) element of WW.

A neural network model such as RNN, Relfunc,
and Fulllex is nonlinear, which means that the naive
training procedure might be trapped with a local
minimum. To prevent local minima, we employ
some technical methods. We update the learning rate
« for every iteration epoch [ using the temperature
of the simulated annealing algorithm (Kirkpatrick et
al., 1983).

In addition, to date, the learning rate « is constant
to all matrices W, in Relfunc. However, the distribu-
tion of relations in the training data is highly skewed.
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Because the number of updates for a relation is di-
rectly proportional to the number of instances of the
relation in the dataset, some matrixes are updated
frequently, and some are rarely updated. Therefore,
we use the diagonal variant of AdaGrad (Duchi et
al., 2011; Socher et al., 2013a). This enables the
learning rate to vary each matrix W,.

4 Experiment

In this section, we explain the method for construct-
ing vectors for words and phrases for the supervision
data, followed by an explanation of some details of
the training procedure. We then report experimen-
tally obtained results.

4.1 Obtaining vectors for words and phrases as
supervision data

Following the work of Dinu et al. (2013), we
constructed word and phrase vectors as follows.
We used a concatenation of three large corpora:
PukWaC?2 (Baroni et al., 2009) (2 billion tokens),
WaCkypedia_EN(Wikipedia 2009 dump) (Baroni
et al., 2009) (about 800 million tokens), and
ClueWeb09? (5 billion pages in English). The
distribution of PukWaC and WaCkypedia_EN in-
cludes parse results from TreeTagger and Malt-
Parser. We used Stanford CoreNLP* to parse
ClueWeb09. Counting frequencies of occurrences of
lemmas of content words (nouns, adjectives, verbs,
and adverbs), we identified the top 10,000 most fre-
quent words; we represent the set of these lemmas
(except adverbs) as vocabulary V.

We then find the frequencies of phrases consist-
ing only of two words in V' (adjective—noun, noun—
noun, verb—noun). For words in V' and phrases ap-
pearing more than 1,000 times in the corpora, we
build a co-occurrence matrix: each row is a vector
of a target word or phrase; an element in a row rep-
resents the frequency of co-occurrences of the target
word/phrase with a context word (content lemma).
We regard content lemmas appearing in the same
sentence within a distance of 50 words from a target
word as contexts. Then we transform each element
of the co-occurrence matrix into Pointwise Mutual

http://wacky.sslmit.unibo.it/

*http://lemurproject.org/clueweb09/

*http://nlp.stanford.edu/software/
corenlp.shtml
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Information (PMI) (Evert, 2005). Finally, we com-
press the matrix into d dimension using Principal
Component Analysis (PCA) (Roweis, 1998) with
EM algorithm5 . In this way, we obtained 10,000
word vectors and 17,433 phrase vectors.

4.2 Gold-standard data

We conducted a human-correlation experiment us-
ing the dataset® created in Mitchell and Lapata
(2010). Each instance in the dataset is a triplet
(phrasel, phrase2, similarity): a similarity is a se-
mantic similarity between the phrases annotated by
humans, with a value ranging from 1 (least similar)
to 7 (most similar). We designate this as human-
similarity. For example, the similarity between
vast amount and large quantity is 7 (most similar)
whereas the similarity between hear word and re-
member name is 1 (least similar).

For each POS pair (adjective—noun, noun—noun,
verb—noun), the dataset includes 108 instances anno-
tated by 18 human subjects (1,944 in total). We mea-
sure Spearman’s p between the human similarity and
the cosine similarity between each input pair of two
phrase vectors composed using a model. Because
one POS pair can include dependency relations of
several types , Relfunc composes phrase vectors in
a POS pair with several matrices. A high correla-
tion indicates that the model can compose a phrase
vector that reflects its semantic meaning.

4.3 Training

Excluding the phrases in the evaluation dataset, our
training set includes 16,845 phrase types for build-
ing a training set. For each phrase p type, we include
0.001 x freq(p) duplicates in the training data, where
freq(p) is the frequency of occurrences of the phrase
p in the corpora. In this way, we obtained a training
set consisting of T' = 175, 899 instances of phrases.

We set other hyper-parameters as described be-
low:

e Dimension d € {50,100, 200}.
e Learning rate o = 1/1.1°71,
[ is an epoch count.

3To handle a large amount of data, we implemented an on-
line variant of PCA.

Shttp://homepages.inf.ed.ac.uk/s0453356/
share

70

e [;-regularization coefficient A €
{1073,107%,107°,1076}.

e Convergence condition: |J'~1 — J!| < 1076
e Maximum number of epochs: 100

Because models are sensitive to d and A\, we find d
and A\ with the highest performance with respect to
each model. We observed that all models converged
in 50 to 100 epochs. We prepared 31 weight ma-
trices W, corresponding to all types of dependency
relations. A weight matrix and a weight of a bias
term are initialized as (N1, 0%) denotes a normal
distribution with mean ;. and variance o),

W = 0.01[Ixd, Lixd, Oqx1]
+ N(02441)x1,0.001L (54 1)xq),
b = N(0.0,0.001).

(14)

We use a server running on four processors (12-
core, 2.2 GHz, AMD Opteron 6174) with 256 GB
main memory. Using 10 threads, approximately 7
hours were needed to train a model’. We use the
idea of Iterative Parameter Mixture (McDonald et
al., 2010) to parallelize the training process. Each
thread receives a subset of the training data, and es-
timates parameters individually on the subset. After
all threads finish an epoch for the subsets, we take
the average of the parameters from all threads, and
distribute it to the threads for the next epoch.

We trained models in Table 1 with the same exper-
imental setting (the same objective, the same train-
ing set, and the same hyper-parameters) except for
Lexfunc. This enables performance comparisons be-
tween different models. The reason for the absence
of Lexfunc is that it requires a vector and a matrix
for composition of a phrase. Two constituents for
a phrase are given as vectors in our experiments.
Therefore, we cannot conduct an experiment with
Lexfunc on the same setting.

4.4 Results

Table 3 reports the correlation of similarity values
with the gold-standard data. Upper-bound presents
the mean of inter-subject correlations (between a
subject and the others). Corpus obtains a phrase

"We used Python modules numpy and multiprocessing for
implementation of the training algorithm.
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Table 3: Spearman’s p of each POS pair, where * de-
notes statistical significance (p < 0.01) between Relfunc
and the most competitive model among the other models:
Add-smp.

JJ-NN NN-NN VB-NN
Corpus 0.380 0.449 0.215
Add-smp 0.457 0.460 0.406
Add 0.335 0.304 0.338
Fulladd 0.359 0.359 0.366
RNN 0.364 0.360 0.367
Relfunc-add 0.440 0.455 0.388
Relfunc-cadd  0.419 0.445 0.413
Relfunc 0.469* 0.481*  0.430*
Fulllex 0.322 0.160 0.222
Upper-bound  0.539 0.490 0.505

vector simply from the co-occurrence statistics in
the corpora (similarly to the supervision instances).
This setting corresponds to the distributional hy-
pothesis applied to phrases without considering se-
mantic composition. The reason for the low perfor-
mance of this approach is that some phrase vectors
are unavailable® or unreliable in the corpora because
of the data sparseness problem.

Add-smp is the model in Table 1 with the weight
parameter fixed: w; = wy = 1.0. This approach
is equivalent to the simple additive baseline that
adds two word vectors without training. As Table
3 shows, Add-smp model is a strong competitive
model, beating RNN and Fulladd models. However,
the Relfunc model outperformed all the tested mod-
els including Add-smp in all relations. The differ-
ences between Relfunc and Add-smp are significant
(p < 0.01) in all relations.

Furthermore, Relfunc outperforms Relfunc-add
and Relfunc-cadd, which are the variants of Rel-
func. This result underscores the importance of non-
diagonal elements of weight matrices.

Although we cannot compare these results di-
rectly with those reported from other studies (Dinu
et al., 2013; Blacoe and Lapata, 2012) because of
the different computations of Spearman’s p°, our re-

8When a phrase vector is not available from the corpus, we
define the similarity as zero.

“Reports of those studies did not describe explicitly how
they computed the correlation coefficient.
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BN

Figure 1: Weight matrix of RNN.

sults are comparable. These results demonstrate the
effectiveness of using a different weight matrix for
each relation of compositions.

4.5 What the Learned Weight Matrices Look
Like

To explore why Relfunc outperforms RNN, we visu-
alize the weight matrices learned by the two models
in Figures 1 and 2. In the figures, the left side (split
by the center) presents the weights for the left word.
The right side presents weights for the right word.
The smaller a weight value in the matrix is, the dim-
mer the element is visualized; the larger a weight
value is, and the brighter the element is visualized.

Figure 1 visualizes the weight matrix trained by
RNN. The diagonal elements in the left and right
sides tend to be larger than the non-diagonal ele-
ments. This fact indicates that the i-th elements of
input word vectors most strongly influence the ¢-th
element of a phrase vector. The diagonal elements
of the right side are brighter than those of the left
side, which implies that RNN treats a right word as
more important than a left word in semantic compo-
sitions. That implication is reasonable because the
right word is usually the head of the phrase and is
therefore more important. However, such is not al-
ways the case. For example, in subject—predicate
constructions, the subject should be regarded as be-
ing as important as the predicate. The RNN model
cannot manage such cases.

In contrast, Relfunc learns the relative importance
of phrase components depending on the types of
syntactic constructions. Figure 2 demonstrates how
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(a) adjective modification (amod)

(c) subject-predicate (nsubj)

(b) compound noun (nn)

|

(d) determiner-noun (det)

Figure 2: Weight matrices of Relfunc.

the weight matrices are learned differently depend-
ing on syntactic dependency relations. In the matrix
for adjective modification, for example, the elements
of the right diagonal tend to be larger than those of
the left, which reflects a tendency by which a modi-
fied word (right word) is more important than a mod-
ifier (left word); yet, the left diagonal is assigned
reasonably large weight compared with that of the
RNN weight matrix. Different types of constructions
require different weight biases. Subject—predicate
constructions, for example, assign more weight on
the left diagonal.

Next we examine the effects of this difference us-
ing examples. Table 4 presents examples of simi-
larity scores assigned by human judgment (averaged
human-similarity scores) and those given by three
models: Relfunc, Add-smp, and RNN. For the first
two examples, the three models estimate the simi-
larity almost equally well. For the third example,
important part and significant role, RNN fails to
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express that they are quite similar. This might be
true because RNN assigns too much weight to head
words, part and role, and loses the information given
by their modifiers.

The fourth examples, previous day and long pe-
riod, show the importance of learning the proper bal-
ance of weights between the left and right words.
Add-smp overestimates the similarity between the
two phrases whereas Relfunc and RNN appropriately
and specifically examines the difference between the
head words, day and period.

We have specifically addressed only the weights
of the diagonal elements. However, it should also
be noted that the non-diagonal elements play non-
negligible roles as demonstrated by the performance
gain between Relfunc and Relfunc-cadd (see Table
3). For further exploration of the model’s behavior,
more sophisticated methods of analyzing the weight
matrices and word vectors must be used. That goal
is left as a subject of future work.
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Table 4: Examples of human-similarity and co-similarity of three models.

instance GOLD Relfunc Add-smp RNN
certain .01rcumstance 6.1 076 074 064
particular case
national government 10 -0.06 0.07  -0.02
cold air
important part 63 062 0.64 031
significant role
previous day 1.8 0.36 052 032

long period

5 Conclusion and Future Work

As presented in this paper, we described the prop-
erties of the previous methods: the expressive
power, the recursivity, and the difficulty of train-
ing. To investigate the impact on these properties,
we reimplemented these models and conducted a
human-correlation experiment, which demonstrated
the state-of-the-art performance of Relfunc and the
usefulness of the syntactic information in composi-
tion. Moreover, learned weight matrices suggest that
compositions require different calculations based on
their linguistic properties. In future studies, we will
extend this work to examine the goodness of models
when they compose phrases consisting of three or
more words. We will address this problem for tasks
of paraphrase detection or entailment recognition.
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Abstract

We propose a statistical frame-based approach
(FBA) for natural language processing, and
demonstrate its advantage over traditional ma-
chine learning methods by using topic detec-
tion as a case study. FBA perceives and iden-
tifies semantic knowledge in a more general
manner by collecting important linguistic pat-
terns within documents through a unique flex-
ible matching scheme that allows word inser-
tion, deletion and substitution (IDS) to cap-
ture linguistic structures within the text. In ad-
dition, FBA can also overcome major issues
of the rule-based approach by reducing hu-
man effort through its highly automated pat-
tern generation and summarization. Using Ya-
hoo! Chinese news corpus containing about
140,000 news articles, we provide a compre-
hensive performance evaluation that demon-
strates the effectiveness of FBA in detecting
the topic of a document by exploiting the
semantic association and the context within
the text. Moreover, it outperforms common
topic models like Naive Bayes, Vector Space
Model, and LDA-SVM.

1 Introduction

Due to recent technological advances, we are over-
whelmed by the sheer number of documents. While
keyword search systems nowadays can efficiently
retrieve documents, users still have difficulty assimi-
lating knowledge of interest from them. To promote
research on this subject, the Defense Advanced Re-
search Projects Agency (DARPA) initiated the Topic
Detection and Tracking (TDT) project, with a goal

‘enricoghlu@iii.org.tw

of automatically detecting topics and tracking re-
lated documents from document streams such as on-
line news feeds. In essence, a topic is associated
with specific times, places, and persons (Nallapati
et al., 2004). Thus, detecting the topic of a doc-
ument can help readers construct the background
of the topic and facilitate document comprehension,
which is an active research area in information re-
trieval (IR).

Linguistic information provides useful features to
many natural language processing (NLP) tasks, in-
cluding topic detection (Nallapati, 2003). Such in-
formation is usually represented as rules or tem-
plates. The main advantages of the rule-based ap-
proach are its high precision as well as the capabil-
ity of knowledge accumulation. When confronting
a new domain, they can be adapted by adding rules
that exploit the missing knowledge. However, only a
limited number of cases can be captured by a single
rule, and increasing the number of rules could create
undesired conflicts. Thus, the inflexibility of rule-
based systems has put their competence for NLP
tasks in doubt.

On the other hand, there are several machine
learning-based approaches. For instance, Nallap-
ati et al. (2004) attempted to find characteristics of
topics by clustering keywords using statistical sim-
ilarity. The clusters are then connected chronologi-
cally to form a time-line of the topic. Furthermore,
many previous methods treated topic detection as a
supervised classification problem (Blei et al., 2003;
Zhang and Wang, 2010). These approaches can
achieve substantial performance without much hu-
man involvement. However, to manifest topic as-

Copyright 2014 by Yung-Chun Chang, Yu-Lun Hsieh, Cen-Chieh Chen,
Chad Liu, Chun-Hung Lu, and Wen-Lian Hsu
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sociated features, one often needs to annotate the
features in documents, which is rarely done in most
machine learning models (Scott and Matwin, 1999).
Those models have encountered bottlenecks due to
knowledge shortage, data sparseness problem, and
inability to make generalizations. Once the domain
is changed, the models need to be re-trained to ob-
tain satisfactory results. Besides, fine-grained lin-
guistic knowledge that is crucial in human under-
standing cannot be easily modeled, resulting in less
desirable performance. One can easily find two sen-
tences that are literally different but convey similar
semantic knowledge, which could confuse most ma-
chine learning models. On the other hand, the main
shortcoming of template-based or knowledge-based
methods is the need of human effort to craft precise
templates or rules.

In light of this, we propose a flexible frame-based
approach (FBA), and use topic detection as a case
study to demonstrate its advantages. FBA is a highly
automated process that integrates similar knowledge
and reduces the total number of patterns through
pattern summarization. Furthermore, a matching
mechanism allowing insertion, deletion, and substi-
tution (IDS) of words and phrases is employed to-
gether with a statistical scoring mechanism. To cre-
ate linguistic patterns with higher level of general-
ity, we adopt the dominating set algorithm to re-
duce 350,000 patterns to a total of 500. Dominat-
ing set has been used extensively in network routing
researches, e.g., Das and Bharghavan (1997), Du et
al. (2013), and adopted in NLP related tasks such as
text summarization (Shen and Li, 2010).

In the training phase, we consider keywords, con-
text, and semantic associations to automatically gen-
erate frames. Thus, the obtained frames can be
acknowledged as the essential knowledge for each
topic that is comprehensible for humans. Results
demonstrated that our method is more effective than
the following approaches: the word vector model-
based method (Li et al., 2010) and the latent Dirich-
let allocation (LDA) method (Blei et al., 2003), a
Bayesian networks-based topic model widely used
to identify topics.

The structure of this paper is as follows. We dis-
cuss some of the previous work that apply statistical
NLP methods to the topic detection problem in Sec-
tion 2. Section 3 describes in detail the architecture
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and components of our system. Section 4 presents
the performance comparison of various systems, and
. Finally, we conclude our work in Section 5.

2 Related Work

Much work have been done on topic detection, or, a
more general task like automatic text categorization.
Most of them are concerned with the assignment
of texts into a set of given categories, and rely on
some measures of the importance of keywords. The
weights of the features in these models are usually
computed with the traditional methods such as #f*idf
weighing, conditional probability, and generation
probability. For instance, Bun and Ishizuka (2002)
present the TF*PDF algorithm which extends the
well-known VSM to avoid the collapse of important
terms when they appear in many text documents. In-
deed, the IDF component decreases the frequency
value for a keyword when it is frequently used. Con-
sidering different newswire sources or channels, the
weight of a term from a single channel is linearly
proportional to the term’s frequency within it, while
also being exponentially proportional to the ratio of
documents that contain the term in the channel itself.

Several researches have adopted machine
learning-based approaches. Some formulate this
task as a supervised classification problem (Blei
et al.,, 2003; Zhang and Wang, 2010), in which a
topic detection model is used to assign (i.e. classify)
a topic to a document using a manually tagged
training corpus. Nallapati et al. (2004) attempted
to uncover characteristics of topics by clustering
keywords using a statistical similarity measure into
groups, each of which represents a topic. Wu et
al. (2010) uses the tolerance rough set model to
enrich the set of feature words into an approximated
latent semantic space from which they extract hot
topics by a complete-link clustering. The advantage
of these methods is that they require little human
involvement to acquire sizable outcome. However,
they are faced with problems like data sparseness,
knowledge accumulation, and the incapability
to make generalizations. As we observed in the
experiments, less than 1% of the keywords and
semantic tags dominate the majority of the content.
Thus, generalization of the surface words into a
more abstract level, like the one in our approach,



PACLIC 28

can substantially decrease the sparseness. More-
over, the models of such approaches need to be
re-trained or re-tuned to obtain satisfactory results
when applying to a different domain. Such problem
can be easily tackled in our approach by including
more knowledge in the knowledge base. Besides, a
more comprehensive linguistic knowledge can also
be encoded and utilized in the proposed system.
The hierarchical nature of our semantic features is
necessary for a deeper understanding of the natural
language.

One of the resources that is related to the orga-
nization of human knowledge is ontology. It is the
conceptualization of a domain into a human under-
standable and machine-readable format consisting
of entities, attributes, relationships, and axioms (Tho
et al., 2006). It can also be used repeatedly, making
it a very powerful method for representing domain
knowledge. Ontology related applications have been
involved in many research fields. For instance, Alani
et al. (2003) proposed the Artequakt that attempts
to identify entity relationships using ontology re-
lation declarations and lexical information to auto-
matically extract knowledge about artists from the
Web. Garcia-Sanchez et al. (2006) proposed an
ontology-based recruitment system to provide intel-
ligent matching between employer advertisements
and the curriculum vitae of the candidates. More-
over, Lee et al. (2009) used ontology to construct
the knowledge of Tainan City travel and further in-
tegrated fuzzy inference with ant colony optimiza-
tion to recommend a personalized travel route that
effectively meets the tourist’s requirements to en-
joy Tainan City. Some document detection meth-
ods made use of ontology and utilized the structured
information in Wikipedia to enhance their perfor-
mance (Grineva et al., 2009). Other ontologies like
the WordNet may be included in the proposed sys-
tem to further extend the scope of its knowledge.

Our method differs from existing approaches in a
number of aspects. First, the FBA mimics the per-
ceptual behavior of humans in understanding. Sec-
ond, the generated semantic frames can be repre-
sented as the domain knowledge required for detect-
ing topics. In addition, we further consider the sur-
rounding context and semantic associations to effi-
ciently recognize topics. Finally, our research dif-
fers from other Chinese researches that rely on word

Tl

segmentation for preprocessing by utilizing ontol-
ogy for semantic class labeling.

3 System Architecture

We define the topic detection task as the following.
Let W = {wi,wg, -+ ,wpy} be a set of words,
D = {di,ds,--- ,dj} be a set of documents, and
T = {t1,ta, -+ ,t,} be a set of topics . Each
document d is a set of words such that d C W.
Our goal is to decide the most appropriate topic t;
for a document d;, although one or multiple top-
ics can be associated with each document. Our sys-
tem mainly consists of three components, Semantic
Class Labeling (SCL), Semantic Frame Generation
(SFG), and Semantic Frame Matching (SFM), as
shown in Figure 1. The SCL first uses prior knowl-
edge of each topic to mark the semantic classes
of words in the corpus. Then the SFG generates
frames for each topic. These frames are stored in the
topic-dependent knowledge base to provide domain-
specific knowledge for our topic detection. During
detection, an article is first labeled by the SCL as
well. Then, the SFM applies an alignment-based al-
gorithm which utilizes our knowledge base to calcu-
late the similarity between each topic and the article
to determine the main topic of this article. Details of
these components will be explained in the following
sections.

3.1 Semantic Class Labeling, SCL

First of all, the documents undergo the semantic
class labeling process. Most Chinese topic detec-
tion researches rely on the error-prone word seg-
mentation process. By contrast, our system labels
words with their semantic classes, enabling us to ex-
tract representative semantic features. We adopt a
novel labeling approach that utilizes various knowl-
edge sources like dictionaries and Wikipedia. Since
keywords within a topic are often considered as im-
portant information, we used the log likelihood ra-
tio (LLR) (Manning and Schiitze, 1999), an effec-
tive feature selection method, to learn a set of topic-
specific keywords. Given a training dataset, LLR
employs Equation (1) to calculate the likelihood of
the assumption that the occurrence of a word w in
topic 1" is not random. In (1), T denotes the set
of documents of the topic in the training dataset;
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Figure 1: Architecture of our semantic frame-based topic detection system
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N(T') and N(—T) are the numbers of on-topic and
off-topic documents, respectively; and N (w A T') is
the number of document on-topic having w. The
probabilities p(w), p(w|T'), and p(w| A T') are es-
timated using maximum likelihood estimation. A
word with a large LLR value is closely associated
with the topic. We rank the words in the training
dataset based on their LLR values and select the top
1,000 to compile a topic keyword list.

Recognizing named entities from text can fa-
cilitate document comprehension and improve the
performance of identifying topics (Bashaddadh
and Mohd, 2011). Therefore, we construct
the Named Entity Ontology semi-automatically
by using Wikipedia for semantic class labeling.
Wikipedia category tags are used to label NEs rec-
ognized by the Stanford NER tools. We select the
category tag to which the most fopic paths are as-
sociated, and use them to represent the main se-
mantic label of NEs in documents. Topic paths
can be considered as the traversal from general
categories to more specific ones. Thus, more
topic paths may indicate that this category is more
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general. For example, Wikipedia has a page ti-
tled “EhApBA-Z R (LeBron James)”, and within
this page, there are a number of category tags
such as ‘B2 80k 5Bk & (Miami Heat players)”
and “ZE[E & Bi #EE) 5 (American basketball play-
ers)’. For these two category tags, there are
five and nine topic paths, respectively. Suppose
“Z2 B #; BRiE B £ (American basketball players)” is
the category with the most topic paths, our sys-
tem will label “Bh77EH-ZE R HT(LeBron James)”
with the tag “[3E [ & Bk E &) & (American basket-
ball players)]”. In this way, we can transform plain
NEs to a more general class, and increase the cov-
erage of each label. In addition, we further in-
tegrated E-HowNet (Chen et al., 2005) to capture
even richer semantic context. It is an extension of
the HowNet (Dong et al., 2010) with the purpose
of creating a structured representation of knowledge
and semantics. It connects approximately 90 thou-
sand words of the CKIP Chinese Lexical Knowl-
edge Base and HowNet, and included extra frequent
words that are specific to Traditional Chinese. It also
contains a different formulation of each word to bet-
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Figure 2: Semantic class labeling process

ter fit its semantic representation, as well as distinct
definition of function and content words. A total
of four basic semantic classes are applied, namely,
object, act, attribute, and value. Furthermore, com-
pared to the HowNet, EHowNet possesses a layered
definition scheme and complex relationship formu-
lation, and uses simpler concepts to replace sememes
as the basic element when defining a more complex
concept or relationship. To illustrate the content of
the E-HowNet, let’s take “ZF{fij (Operation)” for ex-
ample. It is defined as the following:

Simple Definition:
{affairs|Z%5: CoEvent = {§fJ]|HaveOperation}}
Expanded Definition:

{affairs|Z%5: CoEvent = {split|fffff: purpose =
{doctor| 275} }}

We can see that the definitions in E-HowNet enable
us to combine or dissect the meaning of words by
using its semantic components. Therefore, we use
it to label the remaining texts with their sense labels
after all the NEs have been tagged.

To illustrate the process of SCL consider the sen-
tence Cp, = “fEHHHT 4K S B BB/
IS Z 4778 B (LeBron James leads the Miami
Heat to defeat the Indiana Pacers again today)”,
as shown in Figure 2. First, “Zi#H (LeBron
James)” is found in the keyword dictionary and
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tagged. Then, NEs like “Zf’k (Heat)”, “JEE
(Pacers)” are found in NE ontology and tagged as
“INBAZKEX (NBA teams)]”. Finally, other terms
like “JEFA 2% (Miami)”, “4K (today)”, and “¥ZH{
(defeat)” are labeled with their corresponding E-
HowNet senses. Evidently, the SCL can not only
prevent errors caused by Chinese word segmenta-
tion, but also group the synonyms together. This
enables us to generate distinctive and prominent se-
mantic classes for a topic in the next stage.

3.2 Semantic Frame Generation, SFG

Semantic frame generation aims to automatically
generate representative frames from sequences of
semantic class labels and keywords. We observed
that the rank-frequency distribution of semantic
classes followed Zipf’s law (Manning and Schiitze,
1999), which was also the case for normalized fre-
quency of semantic frames. Thus, we only used
the most frequent 1,000 semantic frames (~ 0.5%)
to dominate the tail of distribution. These frames
can be regarded as the fundamental knowledge for
a certain topic, and can be understood by comput-
ers as well as humans. Knowledge of such qual-
ity cannot be easily achieved in ordinary machine-
learning models. To illustrate, consider the topic
“Technology” and one of the automatically-acquired
frames “[F]H (use)]-[iPhone (Tech-keyword)]-[&
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(look)]-[48 %l =E (Internet terminology)]”. We can
think of various semantically similar sentences that
were covered by this frame, e.g., “fffH iPhone
BB E V%S (use iPhone to browse weblog)”
or “ZH iPhone %Z& & FH {4 (utilize iPhone to
check email)”.

The dominating set algorithm is adopted for SFG,
and it has been proven that finding the dominat-
ing set on a graph is NP-hard (Garey and Johnson,
1979). Thus, several approximations have been pro-
posed (Guha and Khuller, 1998; Kuhn and Watten-
hofer, 2005; Shen and Li, 2010, i.a.). We also im-
plemented an approximation based on the greedy al-
gorithm. First of all, we construct a directed graph
G = {V, E}, in which vertices V' contains all se-
mantic frames {SFy,---,SF,,} in each topic, and
edges E represent the dominating relations between
frames. If a frame SF, dominates SFy, there is
an edge SF, — SF,. There are three criteria for
constructing the dominating relations. First, only
high frequency frames were selected for the dom-
inators. Secondly, in general, longer frames dom-
inate shorter frames, except for those mentioned in
the following rule. Lastly, shorter frames would only
be dominated if their head and tail semantic classes
are identical to those of longer frames. The inter-
mediate semantic classes could be skipped, as they
can be identified as insertions and given scores based
on their statistical distribution in this topic during
the matching process. An illustration of a dominat-
ing frame and some dominated frames are shown
in Table 1. Using dominating set to find frequent
patterns on semantic graphs can help us capture the
most prominent and representative frames within a
topic. Afterwards, the dominating frames undergo
a selection process that is similar to our keyword
extraction method mentioned above. We use the
LLR to discriminate semantic classes between top-
ics. Given training data comprised of different top-
ics, the LLR calculates the likelihood that the oc-
currence of a semantic class in the topic is not ran-
dom. Those with a larger LLR value are considered
as closely associated with the topic. Lastly, we rank
the frames based on a sum of semantic classes LLR
values and retain the top 100 from approx. 350,000
frames. By doing so, we can reduce the number of
frames to 0.2% while keeping the most prominent
and distinctive ones. Moreover, such reduction of
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the frames allows the execution of more sophisti-
cated text classification algorithms, which leads to
improved results. Existing algorithms cannot be ex-
ecuted on the original semantic class graph because
the excessive execution times required makes them
impractical (Baeza-Yates and Ribeiro-Neto, 2011).
Therefore, selecting semantic frames closely associ-
ated with the topic would improve the performance
of topic detection.

Dominating Frame:

[player] [team] [person] [player] [news] [speed]

Dominated Frames:

- [player]
[player] [player]
[player] [equip] [speed] [player]
[player] [team]
[player] [team]

[team]

[average] [speed]
[attack] [speed]

[attack] [speed]
[attack] [speed]

[team] [person] [pla.yer] [news]
[player] [team]

[average] [speed]

Table 1: Illustration of a dominating frame and some
dominated frames in the topic “Sports” generated by
SFG.

3.3 Semantic Frame Matching, SFM

During matching, an unknown article is first labeled
by SCL and a alignment-like algorithm (Needleman
and Wunsch, 1970) is applied to determine the sim-
ilarity between the article and the frames derived by
SFG. It enables a single frame to match multiple se-
mantically similar expressions. The SFM compares
all sequences of semantic classes in an article to all
the frames in each topic, and calculates the sum of
scores for each topic. Unlike normal templates that
involve mostly rigid left-right relation, we consider
them as scoring criteria during frame alignment. The
topic t; with the highest sum of scores defined in (2)
is considered as the winner.

2

Topic = arg max Score(Document, t;),
teTopic
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where

Score(Document, t;)

>

SfiGSFtopiczslj eSdeocum,e'mt

+ LLR(k,t;),

A(Sfi, Slj)

3)
in which

A(sf,sl) :ZZA(sf'sci,sl'scj), 4)
i g

where sc; and sc; represent the ith semantic class of
sf and j'" semantic class of sl, respectively. We use
a keyword score computed from the LLR mentioned
in Section 3.1, denoted as LLR(k,t;) in (3). As for
scoring of the matched and unmatched components
in frames, the details are as follows. If s f-sc; and si-
sc; are identical, we add a matched score obtained
from the frequency of the semantic class in a topic
times a normalizing factor A = 100, as in (5).

Jsc
2oz fse
Otherwise, the score of insertions and deletions are
added. An insertion, defined as (6), can be ac-
counted for by the inversed entropy of this class, rep-
resenting the uniqueness or generality of this class
among topics. And a deletion, defined as (7), is
computed from the log frequency of this class in this
topic. It denotes the importance of a class in a topic.
The detailed algorithm is described in Algorithm 1.

Matched(sc) = A (5)

. - 1
Insertion(sc) = S P()logs (P(tl)) (6)
Deletion(sc) = —logzﬁ(}s% (7

4 Performance Evaluation

4.1 Dataset and Experimental Settings

To the best of our knowledge, there is no official
corpus for Chinese topic detection. Therefore, we
compiled a news corpus for the evaluations from Ya-
hoo! Chinese news website between the year 2010
and 2014. It contains a total of 140,000 docu-
ments with six different topics, and the number of
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Algorithm 1 Semantic Frame Matching
Input: A semantic frame F' = {S1, ..., S;,}, S: seman-
tic class; A sequence of semantic class from a clause
C={s1,..,5n}
Output: Matching score o between F and C
1: pos < O;
2: fori =1tomdo

3: pos < current matched position in C);
4: if found s; = S; in C after pos then
5: o < o+ MatchedScore(S;);

6: isMatched < true;

7: end if

8: end for

9: if isMatched = false then

o < o-(insertion or deletion) score of .S;;
11: end if

documents of each topic is included in the paren-
theses, i.e., “Sports” (28,920), “Politics” (29,024),
“Travel” (22,257), “Technology” (27,032), and “Ed-
ucation” (15,024). For each topic, 10,000 docu-
ments are selected as the training data, while the
rest are used for testing. The evaluation metrics
used are the precision, recall, and Fj-measure. A
random baseline and three widely-used methods are
also implemented and evaluated for comparison.
The first is the Naive Bayes classifier (Manning
and Schiitze, 1999), which is a simple probabilis-
tic classifier based on applying Bayes’ theorem with
strong independence assumptions between the fea-
tures (denoted as Naive Bayes). Another is a vec-
tor space model-based method (Salton et al., 1975)
that is an algebraic model for representing text doc-
uments as vectors of identifiers (denoted as VSM).
The last is a probabilistic graphical model which
uses the LDA model as document representation to
train an SVM to classify the documents as either
topic relevant or irrelevant (Blei et al., 2003) (de-
noted as LDA-SVM). Details of these implemen-
tations are as follows. The dictionary required by
Naive Bayes, VSM and LDA-SVM is constructed
by removing stop words according to a Chinese stop
word list provided by Zou et al. (2006), and retain-
ing tokens that make up 90% of the accumulated fre-
quency. In other words, the dictionary can cover up
to 90% of the tokens in the corpus. As for unseen
events, we use Laplace smoothing in Naive Bayes
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and VSM, which is a common add-one smoothing
method. And an LDA toolkit is used to perform the
detection of LDA-SVM.

4.2 Results

A comparison of the five topic detection methods is
displayed in Table 2. Our FBA system achieved the
best performance on the topic “Politics”, with the
precision, recall, and F'i-measure scores of 78.37%,
92.12%, and 84.69%, respectively. Nevertheless,
performances with high precision and low recall
were found in the topics “Travel” and “Technology”,
as the FBA system obtained precisions over 90%
with recalls only around 40%. On the contrary, the
FBA system showed lower precisions of 57% and
72% and higher recalls of 95% and 93% for the
topics “Sports” and “Health”, respectively. Over-
all, the FBA system achieved an average precision
of 78.17%, average recall of 69.39% and an average
Fi-measure of 69.14%.

To further investigate the competence of our sys-
tem, four other methods were also evaluated for
comparison. As expected, the random baseline has
the lowest performance among all methods with av-
erage P/R/F values around 17%. The Naive Bayes
classifier significantly outperforms the random base-
line. Nevertheless, in the topics “Travel”, “Technol-
ogy”, and “Education”, this method obtained a rel-
atively lower recall compared with others. On the
other hand, VSM surpasses the overall performance
of Naive Bayes by about 20%. It is worth noting
that VSM shares some of the low recall topics of
the Naive Bayes method, while acquiring the highest
precision scores in three out of the six topics. For the
topic “Technology”, it has the best P/R/F scores of
93%, 50%, and 65%, respectively. As for the LDA-

SVM, the difference is not as obvious. It achieved an
improvement over the VSM’s average F'-measure
by 4%. It also obtained the highest recalls among
all systems in two of the six topics: “Travel” and
“Education”. Finally, the FBA outperforms LDA-
SVM in the overall Fi-measure by 2%. In general,
FBA has a higher precision while LDA-SVM has a
higher recall, and FBA achieved the highest overall
F1-measure of all methods compared.

4.3 Discussion

To begin with, we provide an analysis of the dif-
ference in the average performance among different
methods. The improvement in performance from the
random baseline to the Naive Bayes classifier in-
dicates that keyword information is indispensable.
The VSM benefits from weighing keywords in dif-
ferent topics by vectors in order to discover unique
words and leave out less distinctive ones in each
topic, thereby outperforming the Naive Bayes clas-
sifier. However, since VSM considers similarity be-
tween two words as a cosine function with indepen-
dent dimensions, it is difficult to represent the rela-
tions among many words.

On the other hand, when compared with the LDA-
SVM method, our system has a higher precision and
lower recall, resulting in a subtle increase of over-
all Fi-measure over the LDA-SVM. It may be at-
tributed to the use of Chinese word segmentation
tool in LDA-SVM for constructing a word dictio-
nary as background knowledge, in addition to a
probabilistic graph with weighted edge representing
between-word relations. By contrast, our system re-
lies on a NE database for semantic class labeling
and frame generation, which is constrained by the
scope of the data. Moreover, some keyword infor-

Topic Random Naive Bayes VSM LDA-SVM FBA

Sport 24.45/16.62/19.79  57.09/55.81/56.45  94.76/67.92/79.13  94.40/85.85/89.92  57.15/95.06/71.38
Politics 24.85/16.94/20.15  47.67/78.50/59.31  91.86/48.69/63.65  80.34/82.94/81.62  78.37/92.12/84.69
Travel 15.95/17.00/16.46  30.86/15.88/20.97 76.92/59.18/66.89  80.58/62.11/70.16  91.06/43.87/59.21
Technology  21.96/16.82/19.05  73.32/27.52/40.02  92.87/50.39/65.33  70.56/47.38/56.69  92.68/40.47/56.34
Health 10.28/16.26/12.59  38.43/69.65/49.53  57.49/78.92/66.31  44.41/70.56/54.51  71.56/93.00/80.88
Education 10.15/16.07/12.44  46.88/46.50/46.69  29.04/70.08/41.07 37.18/82.06/51.17  78.19/51.82/62.33
p-Average 17.94/18.29/16.75  49.04/48.98/45.50  73.82/62.53/63.73  67.91/71.82/67.35 78.17/69.39/69.14

Table 2: Precision/Recall/ F; -measure(%) and micro-average of different topic detection systems. The highest numbers

among all systems are in bold.
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mation in the original document is discarded by the
labeling process, which is retained in other keyword-
based models. Potentially crucial information may
be abandoned in this manner and impair the cover-
age of our system. Despite the slightly lower recall,
our system is unique in the ability to generate and
accumulate knowledge during the process. This en-
ables us to capture essential information beyond the
word-level for a topic, and generate frames that can
capture the relations between them. The generated
frames can describe the semantic relations within a
document and assist in detecting the topic. We con-
sider them as the foundation for a more profound
understanding of topics that extends beyond the sur-
face words.

Of the six topics, our system performed best on
the topic “Politics” due to the abundant specific
nouns in the articles of this topic, such as “FE 35
(Democratic Party)” or “[{ 2 B (Obama)”. In addi-
tion, unique political terms like “223% B (Senator)”
and “[A [& (Cabinet)” are also common. The inte-
gration of key terms and frames contributes to the
stability and uniqueness of the semantic frames of
this topic, resulting in a higher overall F}-measure.
As for the topics “Sports” and “Health”, we spec-
ulate that the NEs of athletes or disease names and
other organizations are common among these arti-
cles. Thus, the frames in these topics are very exten-
sive, leading to a broader coverage and higher recall.
Other methods simply relying on keyword informa-
tion can achieve a higher precision. Nonetheless,
without long-distance information such as those en-
coded by frames, the recall can be limited. Regard-
ing other topics, although the FBA can obtain the
highest precision, insufficient knowledge may be the
major cause of a restricted coverage. For example,
the precision of the topic “Technology” is 92.68%,
the highest among all topics. We believe this is due
to the fact that specific technological terms, such as
“iPhone” or “f#{#X (Microsoft)”, are predominant in
these topics. Terms of such are very competent in
determining the topic of these documents. However,
considering the fact that novel terms are emerging
frequently, we will have to integrate new knowledge
into our system. Fortunately, under our framework,
expanding and accumulating the knowledge base is
easily done. Therefore, the advancement of our sys-
tem is foreseeable.

&3

Interestingly, it can be observed that the topics
“Travel” and “Technology” generally have lower re-
call, regardless of the system used. This may be due
to the fact that context information in these topics is
hard to be captured by the current systems. Using
only the word it self or word-related features is not
enough. Even for a semantically-based system like
the LDA-SVM or FBA, such information is still not
fully encoded. Further research on the integration of
richer and wider semantic context may be fruitful.

In sum, our approach can automatically generate
frames that retain the benefit of knowledge-based
approaches, including high precision and knowledge
accumulation, while retaining considerable amount
of recall. It can be continuously upgraded as more
knowledge is incorporated. Hence, it has great
potential in overcoming common disadvantages of
other systems.

5 Concluding Remarks

This research proposes the FBA, a flexible and auto-
matic approach to the topic detection task based on
knowledge sources and automatic frame generation.
It differs from popular machine learning methods
as it can create an adaptable and extensible topic-
dependent knowledge base, while preserving the ac-
curacy of rule-based models. Results showed that
FBA can effectively detect the topic of articles, as
well as assist the user in constructing background
knowledge of each topic in order to better under-
stand the essence of them. In the future, we plan
to expand this approach to include more topics, and
even apply it to other applications in NLP. Also,
further studies can be done on combining statistical
models into different components in FBA.
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Abstract

We propose a novel framework for zero-shot
learning of topic-dependent language models,
which enables the learning of language mod-
els corresponding to specific topics for which
no language data is available. To realize zero-
shot learning, we exploit the semantic compo-
sitionality of the target topics. Complex topics
are normally composed of several elementary
semantic components. We found that the lan-
guage model that corresponds to a particular
topic can be approximated with a linear com-
bination of language models corresponding to
elementary components of the target topics.
On the basis of the findings, we propose sim-
ple methods of zero-shot learning. To confirm
the effectiveness of the proposed framework,
we apply the methods to the problem of gen-
erating natural language descriptions of short
Kinect videos of simple human actions.

1 Introduction

Constructing topic-dependent language models is
useful for many applications such as text mining,
speech recognition, statistical machine translation,
natural language interfaces, and textual descrip-
tion of images or video contents. In most meth-
ods of topic-dependent language model construc-
tion, one general model is first constructed from a
large amount of language data, and then the general
model is modified with a small amount of language
data regarding the target topic. The technique of
taking the weighted sum of language models is of-
ten used for the modification (Bacchiani and Roark,

Ichiro KOBAYASHI

Graduate School of Humanities and Sciences,
Advanced Industrial Science and Technology

Ochanomizu University
Bunkyo-ku, Tokyo 112-8610 Japan
kobal@is.ocha.ac.]jp

2003; Jelinek and Mercer, 1980). However, correct-
ing language data for all target topics is demanding
and difficult. In particular, when each target topic
becomes narrower and the number of target topics
increases, it becomes impractical to correct language
data for all topics.

In this paper, we propose a novel framework
for zero-shot learning of topic-dependent language
models, which enables the learning of language
models corresponding to specific topics without ob-
serving language data regarding the topics on the
basis of the semantic compositionality of the target
topics.

In the following, we consider rather fine-grained
topics such as human activities. Such detailed top-
ics are normally composed of several elementary se-
mantic components. For example, a human action
“raising left leg in the forward direction” is consid-
ered as a topic. The action includes components
such as “up (raise)”, “left”, “leg”, and “in the for-
ward direction”. Another action “raising left hand
in the side direction” shares the common elements
“up” and “left” with the previous action. In this
way, actions are related to each other through com-
mon components. Hence, the language models gen-
erated from natural language sentences describing
those actions are also expected to be related to each
other. We will show that using this kind of compo-
sitionality, we can generate language models corre-
sponding to actions for which we do not have natural
language data.

To demonstrate the effectiveness of the proposed
methods, we apply the methods to the problem of
generating natural language descriptions of short

Copyright 2014 by Hideki Asoh and Ichiro Kobayashi
28th Pacific Asia Conference on Language, Information and Computation pages 85-92
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Kinect videos.

In summary, the original contributions of this
work are as follows: 1) the problem of zero-
shot learning of topic-dependent language models is
newly formulated, 2) novel simple methods for zero-
shot learning are proposed, and 3) the effectiveness
of the methods is confirmed with real data.

The remainder of the paper is organized as fol-
lows: The problem is formalized and solutions
are proposed in Section 2, Section 3 discusses re-
lated works, Section 4 presents application to the
video description problem including experimental
setup and results of the experiments, and Section 5
presents the conclusion and discusses future work.

2 Zero-Shot Learning of Language Models

In this section we formalize the problem of zero-
shot learning of topic-dependent language models,
and propose methods to solve the problem.

2.1 Problem Formalization

As described above, we are interested in the problem
of learning multiple topic-dependent language mod-
els M; (i = 1,..., N), each of which corresponds to
a complex fine-grained topic such as human action
x;. When we have a language data S; i.e. a set of
sentences describing the topic x; for all topics, we
can simply calculate M; from .S;.

The problem we will treat in this paper is estimat-
ing language models M; corresponding to topics z;
for which we do not have language data .S;. Such
estimation becomes possible on the basis of the se-
mantic compositionality of topics. We assume that
each topic is composed of several semantic com-
ponents. We denote the semantic components as

For example, in the experiments described in Sec-
tion 4, we use N = 20 human actions such as “rais-
ing left leg in the forward direction” and “raising
both hands in the side direction”. Each action is
composed by combining some of K = 9 compo-
nents such as “up”, “down”, “front” (front direc-
tion), “side” (side direction), “hand”, “leg”, “right”,
“left”, and “both”.

The relation between topics and components can
be described by a matrix A = (a;;). When a;; = 1
then the ith topic includes the jth component, and
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when a;; = 0 then otherwise. In the following sec-
tion, we assume that a;; is known for all topics. We
also assume that the number of topics N is larger
than the number of components K.

As for the language model, we consider the
n-gram model. An n-gram language model is
normally defined by the conditional probabili-
ties p(w;|wi—1,...,w;—nt1) for a word sequence
(Wi—p+41, ..., wi—1,w;). Here we use the joint prob-
abilities p(w;, w;—1, ..., w;—n+1) instead of the con-
ditional probabilities because the joint probabilities
are suit for the linear decomposition described be-
low. Hence the conditional probabilities can be cal-
culated from the joint probabilities, this does not re-
duce the generality and usefulness of the framework.

We denote a vector composed of the joint prob-
ability values calculated from language data S; as
1);, and assume that the probability vector 1); for the
ith topic can be approximately decomposed as the
weighted sum of probability vectors ¢; correspond-
ing to the jth components included in the topic as

Qg

Py = ; > aijd)j + &,

where ¢; is a vector of the noise term.
Because we consider N topics and K compo-
nents, the relation can be written with matrices as

)

where U is an N x W matrix whose ith row is ;
and @ is a K x W matrix whose jthrow is ¢;, and A
isa N x K matrix whose elementis a;;/ >, a;j. W
is the dimension of the probability vector of the lan-
guage model, i.e. the number of ordered word pairs
appear in the language data. F' is a matrix composed
of noise terms. We use this linear relation for zero-
shot learning.

U= Ad + E,

2.2 Methods of Zero-Shot Learning

Let us assume we have language data .S; for only
N’ (N' < N) topics. The set of topics for which we
have language data is denoted by 7'. From the partial
language data, we can compute the N’ x W proba-
bility vector matrix ¥’ by the same way as the ma-
trix U. A row of ¥’ is the probability vector which
corresponds to a topic in 7.

If we can estimate ¢ for the K components from
the partial data, then we can recover the whole ¥
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using the relation of equation (1). This means that
we can estimate language models ¢); for topics for
which we have no language data.

We assume that each of K components y; is in-
cluded at least once in the N’ topics. Then a naive
method of computing ® is to compute the language
model ¢; from the language data of all topics that
include the jth component.

We merge the sentences regarding the topics with
the jth component. Then from the merged data we
compute the probability vector ¢; for the jth compo-
nent. This method has been designated as “Method
17 in this study.

Another method of estimating ® is to exploit the
least-square estimation to estimate ® from ¥’ as

d = arg min ||’ — A'®||?
@

where A’ is an N’ x K matrix made by extracting N’
rows corresponding to ¥’ from A. This optimization
problem can be easily solved as

d=AT,

where A'T is the generalized inverse of matrix A’.
Then from & we can estimate the language models
for topics without language data. This method has
been designated as "Method 2”.

3 Related Work

Zero-shot learning has recently become a popular
research topic in machine learning, in particular in
the domain of large scale visual object recognition
and image tagging. Because the number of classes
is large, it is difficult to collect true labels for the
problems. Hence zero-shot learning is useful in
the domain. Palatucci et al. (2009) proposed a
method of zero-shot learning and applied to decod-
ing fMRI data from subjects thinking about certain
words based on the semantic representation of the
target classes. They also gave theoretical analy-
sis of the zero-shot learning framework. Lampert
et al. (2009) proposed a method of visual object
classification where training and test classes are dis-
joint. They also exploited semantic attributes of tar-
get classes. Farhadi et al. (2009) also proposed
rather similar idea.
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More recently, Cheng et al. (2013) applied the
idea of zero-shot learning to human activity recog-
nition task. They mapped sequence of images to
category labels. Socher et al. (2013) proposed a
method for zero-shot learning of object recognition
using deep neural networks. Frome et al. (2014)
improved the model with a larger scale dataset.

All of the previous studies treat zero-shot learn-
ing of class labels on the basis of the similarity be-
tween input information and also between semantic
attribute of the classes. Our work extends the idea of
zero-shot learning to language models, which have
more complex structure than class labels by exploit-
ing the semantic compositionality of complex top-
ics. In other words, our work goes beyond the word
level and treats the sentence level structure. As far
as we know, this is the first work which applies the
idea of zero-shot learning to topic-dependent lan-
guage model learning.

The idea of linearly decomposing language mod-
els is strongly related to latent topic extraction in
text mining. In the latent semantic analysis (LSA),
the word frequency vector (unigram probability vec-
tor) of a document is linearly decomposed into a
weighted sum of latent topic vectors (Deerwester et
al., 1990). In topic extraction, the aim of the data
analysis is to extract latent topics. On the contrary,
in this work, the aim of zero-shot learning is to con-
struct language models for which no language data
is available.

In this paper, we assume that the latent topics (=
components) are known, and we decompose the lan-
guage models on the basis of the known combination
of components (information of matrix A). However,
we can also consider another problem setting where
matrix A is unknown. In the setting, the problem
is mathematically equivalent with the LSA, and sin-
gular value decomposition of the language model
matrix W can be used to estimate latent components
and language models for the components simultane-
ously. Various matrix factorization algorithms such
as non-negative matrix factorization (Lee and Se-
ung, 1999; Xu et al., 2003), or other probabilis-
tic topic extraction methods such as probabilistic la-
tent semantic analysis (Hofmann, 1999) and latent
Dirichlet allocation (Blei et al., 2003) may also be
applicable.

Zero-shot learning of language models is also in-
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Figure 1: An example of human action (action 11)

teresting from the viewpoint of modeling the nat-
ural language acquisition process of humans. Hu-
mans are believed to acquire language capability
from a rather small amount of observations of lan-
guage data. To cope with this problem of the poverty
of stimuli, certain kinds of zero-shot learning may be
exploited. As an example, Sugita and Tani (2005)
proposes a model of language acquisition with re-
current neural networks. The robot they constructed
can generate sentences describing actions that the
robot has not yet experienced on the basis of the se-
mantic compositionality of the actions.

4 Application to Video Content
Description System

To demonstrate the effectiveness of the proposed
methods, we applied the methods to the problem
of generating natural language description of short
Kinect videos.

Obtaining a huge amount of video data is be-
coming easier recently. Whereas we agree with
the fact that fully utilization of the data has not
been achieved yet. For example, to grasp the con-
tent of videos recorded by surveillance cameras,
or videos of recorded meetings, we need to watch
through the entire videos, which is considerably
time-consuming work. If the contents of a video
can be recognized and be described with natural
language sentences, it will become easier to mine
the content of the video data and to achieve various
applications such as scene retrieval through natural
language queries, etc.

On the basis of such needs, research of the learn-
ing relation between natural language and multi-
media information has recently been becoming pop-
ular in the areas of both natural language process-
ing and multi-media information processing. Many
studies have been conducted to generate sentences
to explain human behaviors in a video (Barbu et
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al., 2012; Ding et al., 2012a; Ding et al., 2012b;
Kobayashi et al., 2010; Kojima et al., 2002;
Rohrbach et al., 2013; Tan et al., 2011). As
representative studies, Yu and Siskind (2013) pro-
pose a method that learns representations of word
meanings from short video clips paired with sen-
tences. Regneri et al. (2013) consider the prob-
lem of grounding sentences describing actions in vi-
sual information extracted from videos. Takano and
Nakamura (2008, 2009) propose incremental learn-
ing of association between motion symbols and nat-
ural language. Ushiku et al. (2011, 2012) propose
a method to create a caption for a still picture, by
learning n-gram models for describing picture from
pairs of still pictures and their explanation sentences.

Among these works, Kobayashi et al. (2013)
are constructing a system for generating natural lan-
guage description of short Kinect videos of several
kinds of human actions. From the pairs of video data
of an action taken by the Kinect and Japanese sen-
tences describing the action, the system learns mod-
els of observed human actions and language models
of the sentences. Using the two models and the cor-
respondence between them, the system can recog-
nizes an action in a new video of a leaned action and
outputs Japanese sentences describing the action.

In the work, they assumed that they could col-
lect natural language sentences describing all target
actions and construct language models correspond-
ing to all actions from the data. However, when the
number of target actions increases, it becomes im-
practical to prepare natural language descriptions for
all actions. Here, we apply our zero-shot learning
method to learn the language models of actions for
which we do not have language data.

4.1 Experimental Setup

We use N = 20 human actions as the target top-
ics. We take short (less than 5 sec.) Kinect videos of
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Table 1: Examples of collected sentenses

Table 2: Root mean squared error of the estimated values

1 | hidari te wo ageru.

(raise left hand.)

2 | hidari te wo ue ni ageru.

(raise left hand upward.)

4 | hidari te wo mae kara ageru.

(raise left hand to the front direction)

3 | hidari te wo shita kara ue ni ageru.

(raise left hand upward from below.)

4 | hidari te wo mae no hou kara ue ni ageru.

(raise left hand upward from the front direction)

the actions, and collect several Japanese sentences
that describe the actions. Figure 1 shows an exam-
ple of an action (“raising both hand through the side
direction”). For each action, around 15 sentences
describing the action are collected. Table 1 shows
some sentences describing the action of raising left
hand in the front direction. The collected sentences
are segmented into words and bi-gram joint proba-
bilities p(w;, w;_1) are computed from the data for
each action. The number of word pairs that appeared
in the data is 360.

We set the number of components K = 9: ie.,
“up”, “down”, “front” (front direction), “side” (side
direction), “hand”, “leg”, “right”, “left”, and “both”
(only for hands). The combinatorial relationship be-
tween the actions and the elements is illustrated in
Figure 2. “L”, “R”, and “B” in the figure denotes
“left”, “right”, and “both” respectively. The figure
shows that each human action includes four com-
ponents in this experiment. For example, Action
3 (ACT 3) is composed of the components “up”,
“front”, “hand”, and “left”, and Action 18 (ACT 18)

is composed of “down”, “side”, “leg”, and “right”.

Up

| ]
[ Front I Side ]
| l
| |

Down

100000000
AHEARHHER

3115 (15|1319 |7 |11]|19|17

act [act [ act [ act[ac
41216 |16|14

act [ act | act fact [ act
8 |10|12]20|18

Figure 2: Combinatorial relationship between human ac-
tions and components

&9

‘ Action ‘ Method 1 ‘ Method 2 ‘ Training ‘ Uniform ‘
1 0.00353 [ 0.00280 | 0.00387 | 0.00944
2 [ 000320 | 0.00257 | 0.00354 | 0.00907
3 0.00338 | 0.00287 | 0.00365 | 0.00928
4 [ 000358 | 0.00309 | 0.00389 | 0.00876
5 0.00275 | 0.00220 | 0.00336 | 0.00885
6 | 000322 | 0.00217 | 0.00387 | 0.00883
7 [ 000373 | 0.00314 | 0.00404 | 0.00899
8 0.00318 | 0.00268 | 0.00348 | 0.00865
9 ] 0.00353 | 0.00302 | 0.00381 | 0.00906
10 | 0.00335 | 0.00295 | 0.00365 | 0.00875
11 [ 000344 | 0.00211 | 0.00411 | 0.00863
12| 000330 | 0.00231 | 0.00394 | 0.00782
13| 0.00380 | 0.00339 | 0.00419 | 0.00955
14 [ 000311 | 0.00294 | 0.00350 | 0.00897
15 | 0.00339 | 0.00301 | 0.00378 | 0.00934
16 | 000315 | 0.00280 | 0.00359 | 0.00892
17 | 0.00346 | 0.00308 | 0.00385 | 0.00891
18 | 0.00297 | 0.00301 | 0.00330 | 0.00859
19 [ 000361 | 0.00312 | 0.00398 | 0.00919
20 [ 000351 | 0.00314 | 0.00389 | 0.00848

| Mean [ 0.00356 | 0.00282 [ 0.00377 | 0.00890

4.2 Result of Experiment

To evaluate the effectiveness of the proposed zero-
shot learning methods, sentences describing one of
the 20 human actions are omitted from the training
data. Then we estimate ® for components using
(M — 1) x W matrix ¥ and (M — 1) x K ma-
trix A’. From the estimated & we can recover the
language model of the sentences omitted from the
training data.

Table 1 shows the root mean squared error
(RMSE) of the estimated probability values. The
column “Action” denotes the target action for which
the language data is omitted and the probability vec-
tor is estimated with the zero-shot learning meth-
ods. The column “Training” means that the lan-
guage model is estimate using all the sentences in
the training data. This is a baseline. Another base-
line “Uniform” means that the estimated probability
vector is uniform distribution, that is, all probability
values are equal to 1/ (# of word pairs). The mini-
mum RMSE value for each action is shown in bold
face.

Compared with the mean value of the non-zero
joint probability values 0.0146, it can be said that the



PACLIC 28

Table 3: Comparisons of the top two most probable sentences

action With language data

Without language data

1 migi te wo ageru.

(raise right hand.)

migi te wo ue ni ageru.
(move right hand upward.)

migi te wo ageru.

(raise right hand.)

migi te wo ue ni ageru.
(move right hand upward.)

2 migi te wo sageru.

(lower right hand.)

migi te wo shita ni sageru.
(move right hand downward.)

migi te wo sageru.

(lower right hand.)

migi te wo uekara sageru.

(lower right hand from upper position.)

3 hidari te wo ageru.

(raise left hand.)

hidari te wo ue ni ageru.
(move left hand upward.)

hidari te wo ue ni ageru.
(move left hand upward.)
hidari te wo ageru.

(raise left hand.)

5 ryou te wo ageru.
(raise both hands.)
ryou te wo mae kara ageru.

ryou te wo ue ni ageru.
(move both hands upward.)
ryou te wo ageru

(raise both hands in the forward direction.) | (raise both hands.)
18 migi ashi wo orosu. migi ashi wo sageru.
(lower right leg.) (lower right leg.)

migi ashi wo yoko kara orosu.

(lower right leg from the side direction.)

migi ashi wo yoko ni sageru.
(lower right leg in the side direction.)

20 hidari ashi wo orosu.

(lower left leg.)

hidari ashi wo yoko ni orosu.
(lower left leg in the side direction.)

hidari ashi wo orosu.

(lower left leg.)

hidari ashi wo yoko ni orosu.
(lower left leg in the side direction.)

RMSE values obtained from our two methods are
small enough. The result demonstrates that Method
2 performs better than other methods for allmost all
removed topics. However, in Method 2, the esti-
mated values of ¢; and 1); do not become proba-
bilities, that is, some values may become below zero
and the sum of the values slightly differ from one.
Hence, it becomes a bit difficult to interpret the val-
ues. Although this is not so serious problem in prac-
tice, this can be considered as a kind of tradeoff be-
tween the accuracy and the interpretability.

We also evaluate the RMSE values when we omit
language data for more than one actions from the
training data. The results strongly depend on the
data which are omitted. For example, when we omit
language data regarding actions 1, 2, 7, and 8§, then
the RMSE value of the estimated language model
for Action 1 is degraded to 0.00469. However when
we omit language data regarding actions 1, 3,5, and
13, then the RMSE keeps low value 0.00223.

This difference comes from the components in-
cluded in the remaining actions. The Action 1 is
composed of “raise”, “front”, “right”, “hand”. When
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we omitted actions 1, 2,7, and 8, no actions includ-
ing components “right” and “hand” is remained in
the training data. Hence this causes rather serious
effect to the accuracy of the zero-shot estimation.
However, when we omitted actions 1, 3, 5, and 13,
all component pairs are still included in the training
data. Hence this does not cause serious damage to
the estimated language model.

Through the analysis of various cases, we con-
firmed that if the choice of omitted data is bal-
anced to keep all semantic components remained in
the training data, then the performance of zero-shot
learning is not degraded so much even though lan-
guage data regarding several actions are omitted.

Finally we evaluate the text generation capabil-
ity of the estimated language models. Here we use
the language models estimated by Method 2. We
generate Japanese sentences of high likelihood value
in the same way as in the work of Kobayashi et al.
(2013), i.e. with the Viterbi algorithm using the lan-
guage model of each action.

Table 3 contrasts the top two most probable texts
generated with the bi-gram computed from the col-
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lected language data of the action and with the bi-
gram estimated by the zero-shot learning using the
language data of the other 19 actions. We demon-
strate the results for 6 of the 20 actions. From the
table, we can see that almost the same sentences are
generated with the bi-gram probability vector esti-
mated by our zero-shot learning method.

Although the actions used in the experiment are
rather simple, we confirmed the possibility of zero-
shot learning of effective language models. Those
results show that zero-shot learning is a promising
way to cope with the problem of the poverty of lan-
guage data in natural language processing.

5 Conclusion and Future Work

We have proposed methods of zero-shot learning of
fine-grained topic-dependent language models. Us-
ing the methods, we can learn topic-dependent lan-
guage models corresponding to topics for which we
do not have language data on the basis of the com-
positionality of the topics. We confirmed the effec-
tiveness of the proposed methods with the task of
describing short Kinect videos of human actions.

Much work remains to be done in the future. Be-
cause our experiment was conducted with a small-
scale dataset, the methods should be evaluated more
elaborately with larger scale datasets. The proposed
zero-shot learning may be useful not only for de-
scribing videos but also for other various applica-
tions such as speech recognition, machine transla-
tion, text mining, and video retrieval. Application of
the methods to such problems is an interesting topic.

In this paper, we assumed that the matrix A which
denotes the relationship between actions and com-
ponents is known. However, as is mentioned in the
related work section, the problem setting for un-
known A is also interesting. This problem is re-
lated to find the optimal elementary components to
describe target topics. This is a kind of dictionary
learning problem.

Finally, modeling more complex relation between
multiple language models using more sophisticated
probabilistic models may be an interesting research
direction for natural language processing. As an ex-
ample, Eisenstein et al. (2011) proposed a new way
of representing multiple language models. Introduc-
ing their method of sparse additive decomposition
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of language models into our framework is also an
interesting issue.

Acknowledgement: This work is partly supported
by JSPS KAKENHI 26280096, MEXT KAKENHI
25120011, and foundation for the Fusion of Science
and Technology.

References

M. Bacchiani and B. Roark. 2003. Unsupervised Lan-
guage Model Adaptation. 2003 IEEE International
Conference on Acoustics, Speech and Signal Process-
ing, Vol.1:224-227.

A. Barbu, A. Bridge, Z. Burchill, D. Coroian, S.
Dickinson, S. Fidler, A. Michaux, S. Mussman, S.
Narayanaswamy, D. Salvi, L. Schmidt, J. Shangguan,
J. Siskind, J. Waggoner, S. Wang, J. Wei, Y. Yin,
and Z. Zhang. 2012. Video In Sentences Out.
arXiv:1204.2742.

D. M. Blei, A. Y. Ng, and M. Jordan. 2003. Latent
Dirichlet Allocation. Journal of Machine Learning
Research, 3 (4-5): 993-1022.

H.-T. Chang, M. Griss, P. Davis, J. Li, and D. You.
2013. Towards Zero-Shot Learning for Human Ac-
tivity Recognition Using Semantic Attribute Sequence
Model. Proceedinsg of UbiComp’13.

A. Farhadi, I. Endres, D. Holem, and D. Forsyth. 2009.
Describing Objects by Their Attributes. Proceedings
of CVPR 2009.

A.F.Frome, G.S. Corrado, J. Shlens, S. Bengio, J. Dean,
M. A. Ranzato, and T. Mikolov. 2014. DeViSE: A
Deep Visual-Semantic Embedding Model, Proceed-
ings of NIPS 2014.

S. Deerwester, S. Dumais, G. W. Furnas, T. K. Landauer
and R. Harshman. 1990. Indexing by Latent Semantic
Analysis. Journal of the American Society for Infor-
mation Science, 41 (6): 391-407.

D. Ding, F. Metze, S. Rawat, P. F. Schulam, and S.
Burger. 2012. Generating Natural Language Sum-
maries for Multimedia. Proceedings of the 7th In-
ternational Natural Language Generation Conference,
128-130.

D. Ding, F. Metze, S. Rawat, P. F. Schulam, S. Burger,
E. Younessian, L. Bao, M. G. Christel, and A. Haupt-
mann. 2012. Beyond Audio and Video Retrieval: To-
wards Multimedia Summarization. Proceeding of the
2nd ACM International Conference on Multimedia Re-
trieval, Article No.2.

J. Eisenstein, A. Ahmed, and E. P. Xing. 2011. Sparse
Additive Generative Models of Text. Proceedings of
the 28th International Conference on Machine Learn-

ing.



PACLIC 28

T. Hofmann. 1999. Probabilistic Latent Semantic Anal-
ysis. Proceedings of the 15th Conference on Uncer-
tainty in Artificial Intelligence, 289-296.

F. Jelinek and R. L. Mercer. 1980. Interpolated Estima-
tion of Markov Source Parameters from Sparse Data.
Proceedings of the Workshop on Pattern Recognition
in Practice.

I. Kobayashi, M. Noumi, and A. Hiyama. 2010. A Study
on Verbalization of Human Behaviors in a Room. Pro-
ceedings of the 2010 IEEE International Conference
on Fuzzy Systems.

M. Kobayashi, I. Kobayash, H. Asoh, and S. Guadarrama.
2013. A Probabilistic Approach to Text Generation of
Human Motions Extracted from Kinect Videos. Pro-
ceedings of the World Congress on Engineering and
Computer Science 2013.

A. Kojima, T. Tamura, and K. Fukunaga. 2002. Nat-
ural Language Description of Human Activities from
Video Images Based on Concept Hierarchy of Actions.
International Journal of Computer Vision, 50 (2):171—
184.

C. H. Lambert, H. Nickisch, and S. Harmeling.
2009. Learning to Detect Unseen Object Classes
by Between-Class Attribute Transfer. Proceedings of
CVPR 2009.

D.D. Lee and H. S. Seung. 1999. Learning the Parts of
Objects with Nonnegative Matrix Factorization. Na-
ture, 401, 788-791.

M. Palatucci, D. Pomerleau, G. Hinton, and T. M.
Mitchell. 2009. Zero-shot Learning with Semantic
Output Codes. Proceedings of NIPS 2009.

M. Regneri, M. Rohrbach, D. Wetzel, S. Thater, B.
Schiele, and M. Pinkal. 2013. Grounding Action De-
scriptions in Videos. Proceedings of the 51st Annual
Meeting of the Association for Computational Linguis-
tics.

M. Rohrbach, W. Qiu, I. Titov, S. Thater, M. Pinkal,
and B. Schiele. 2013. Translating Video Content to
Natural Language Descriptions. Proceedings of ICCV
2013,433-440.

R. Socher, M. Ganjoo, C. D, Manning, and A. Y. Ng.
2013. Zero-shot learning through cross-modal trans-
fer. Proceedings of NIPS 2013.

Y. Sugita and J. Tani. 2005. Learning Semantic Com-
binatoriality from the Interaction between Linguistic
and Behavioral Processes. Adaptive Behaviour, 3 (1):
33-52.

W. Takano and Y. Nakamura. 2008. Integrating Whole
Body Action Primitives and Natural Language for Hu-
manoid Robots. Proceedings of 2008 IEEE-RAS Inter-
national Conference on Humanoid Robots, 708-713.

W. Takano and Y. Nakamura. 2009. Incremental Learn-
ing of Integrated Semiotics based on Linguistic and

92

Behavioral Symbols. Proceedings of 2009 IEEE/RSJ
International Conference on Intelligent Robots and
Systems, 1780—1785.

C. C. Tan, Y-G. Jiang and C.-W. Ngo. 2011. To-
wards Textually Describing Complex Video Contents
with Audio-Visual Concept Classifiers. Proceedings
of the 19th ACM international conference on Multime-
dia, 655-658.

Y. Ushiku, T. Harada, and Y. Kuniyoshi. 2011. A Under-
standing Images with Natural Sentences. Proceedings
of the 19th Annual ACM International Conference on
Multimedia, 679-682.

Y. Ushiku, T. Harada, and Y. Kuniyoshi. 2012. Effi-
cient Image Annotation for Automatic Sentence Gen-
eration. Proceedings of the 20th Annual ACM Interna-
tional Conference on Multimedia, 549-558.

W. Xu, X. Liu, and Y. Gong. 2003. Document Clustering
based on Non-negative Matrix Factorization. Proceed-
ings of 26th Annual International ACM SIGIR Confer-
ence,267-273.

H. Yu, and J. M. Siskind. 2013. Grounded Language
Learning from Video Described with Sentences. Pro-
ceedings of the 51st Annual Meeting of the Association
for Computational Linguistics.



PACLIC 28

Partial Case-Marking in Japanese Stripping/Sluicing:
A Dynamic Syntax Account

Tohru Seraku
Hankuk University of Foreign Studies
81, Oedae-ro, Cheoin-gu, Yongin-si, Gyeonggi-do
449-791, Korea
serakulhufs.ac.kr

Abstract

This article presents novel data on partial case-
marking in Japanese stripping/sluicing: only the
final NP in multiple stripping/sluicing may lack
a case particle. These data challenge previous
works that assign radically distinct structures to
stripping/sluicing depending on whether or not
case-marking is involved. These case-marking
patterns are reducible to incremental growth of
semantic representation, formalised in Dynamic
Syntax: each NP is parsed at an ‘unfixed’ node,
and this structural uncertainty must be resolved
before another unfixed node is introduced.

1 Introduction

There is a growing body of research on ellipsis in
Japanese (Hiraiwa & Ishihara 2012 and references
therein). Stripping is a relatively understudied type
of elliptical construction (Fukaya 2007, Fukaya &
Hoji 2003, Fukui & Sakai 2003, Sakai 2000; see
also Hankamer & Sag 1976). As shown in (1)B,
stripping consists of the NP Mary and the copula
da, where case-marking of Mary is optional.

() A: Tom-ga ringo-o  tabe-ta-yo.
T-NOM apple-ACC eat-PAST-SFP
‘Tom ate apples.’

B: Iya, Mary(-ga) da.
no M(-NOM) COP
‘No, Mary.” (= ‘No, Mary ate apples.’)

Japanese also allows “multiple stripping.” That is,
the pre-copula part may involve more than one NP:

(2)A: Tom-ga ringo-o  tabe-ta-yo.
T-NOM apple-ACC eat-PAST-SFP
‘Tom ate apples.’
B: Iya, Mary-ga nashi-o da.
no M-NOM pear-ACCCOP
‘No, Mary, pears.” (= ‘No, Mary ate pears.’)

The most elaborated analysis of stripping is found
in Fukaya (2007), the main claim being that case-
marked and case-less stripping must be structurally
distinguished. According to Fukaya, movement is
relevant only to case-marked stripping.'

What has not been noted in previous studies is
that when there are multiple NPs in stripping, only
the final NP may be case-less (see Section 4 for
details). Compare (2)B with (3)B, where the final
NP nashi (= ‘pear’) may be case-less, but not the
non-final NP Mary.?

tabe-ta-yo.
eat-PAST-SFP

(3)A: Tom-ga ringo-o
T-NOM apple-ACC
‘Tom ate apples.’

B: Iya, Mary*(-ga) nashi da.
no M(-NOM) pear  COP
‘No, Mary, pears.” (= ‘No, Mary ate pears.’)

! This non-uniform analysis is based on the observation
that only case-marked stripping is sensitive to “islands”
(Fukaya 2007). Seraku (2013) shows that our account
captures the island-(in)sensitivity patterns of stripping
by means of the ‘LINK’ mechanism (Cann et al. 2005).
? For some speakers, acceptability slightly drops with
the string Mary-ga nashi da, but what is essential is that
it is much more acceptable than the string Mary nashi-o
da and the string Mary nashi da. The same type of
remark also applies to the data in Sections 4 and 5.

Copyright 2014 by Tohru Seraku
28th Pacific Asia Conference on Language, Information and Computation pages 93—100
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This partial case-marking phenomenon raises two
problems for previous works. First, (3)B manifests
case-marked and case-less stripping at the same
time; that is, the single string contains the case-
marked NP Mary-ga and the case-less NP nashi. It
is thus not obvious how (3)B may be handled by
the past non-uniform account that posits radically
distinct structures depending on whether or not an
NP in stripping is case-marked. Second, even if the
first issue is sidestepped by stipulating a uniform
syntactic structure for the two types of stripping,
the question still remains of why only the final
focus may lack a case particle.

The aim of this article is to show that the two
recalcitrant puzzles are solved in a framework that
directly reflects the incrementality of processing a
string online, as modelled in Dynamic Syntax (DS)
(Cann et al. 2005, Kempson et al. 2001, 2011).

Section 2 sets out the DS framework. Section 3
offers a unified analysis of stripping, and Section 4
deals with multiple stripping. Section 5 points out
that the case-marking patterns of stripping are also
found in sluicing, demonstrating that these sluicing
data are amenable to our uniform analysis. Finally,
Section 6 sums up the main results of this paper.

2 Dynamic Syntax (DS)

DS is a model of “competence,” defined as a set of
constraints on how to build an interpretation on the
basis of incremental, word-by-word parsing online
(Cann et al. 2005, Kempson et al 2001, 2011).” In
the DS view of comprehension, the parser takes a
string of words left-to-right and gradually builds
an interpretation (represented as a semantic tree)
without positing an independent level of syntactic
structure. Syntax within DS is thus no more than a
set of constraints on how to construct a semantic
tree in real time.

DS semantic trees are binary-branching, where a
right node is inhabited by a functor and a left node
by an argument. Each node, if fully developed, is
decorated with a semantic content and its semantic
type. For instance, the parse of Tom decorates an
argument node with the content Tom' and the type
e, as in Tom': e. Each node, if not fully developed,
is decorated with requirements. The node to be
decorated with Tom': e is initially marked with ?e,

3 DS also models language production with the same
machinery as used for language comprehension (Howes
2012 and references therein).
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which requires that the node will be decorated with
the type e.

DS trees are progressively updated. The starting
point is a root node with the requirement ?t, which
requires that this node will be propositional. This
initial state is defined as an AXIOM (see (5)). Once
a root node is set out, it is subsequently updated by
running lexical actions (triggered by the parse of a
lexical item) or optionally running general actions.

An essential example of general actions is the
introduction of an “unfixed” node, a node whose
structural position is initially underspecified and
will be resolved at a later point. Of note is LOCAL
* ADJUNCTION, which introduces a locally-unfixed
node decorated with the requirement ?e.*

For an illustration, consider how a semantic tree
is built incrementally by parsing (4) left-to-right.

(4) Tom-ga hashi-tta.
T-NOM run-PAST
‘Tom ran.’

An initial state is the AXIOM (5), where ?t requires
that this node will be decorated with a type-t (i.e.
propositional) content. This is then updated to (6)
by performing LOCAL * ADJUNCTION. This general
action introduces an unfixed node; the positional
uncertainty is expressed by a dashed line.

(5) AXioM
7

(6) LOCAL * ADJUNCTION
27t

The unfixed node is decorated by the parse of Tom,
triggering the actions to annotate the node with the
content Tom' and the type e, as in (7). At this stage,
the node is still unfixed, and it is the parse of the
nominative case particle ga that fixes the structural
underspecification, marking it as a subject node
(i.e. the type-e node immediately dominated by the
root node). The result of this resolution process is
visually expressed in (8), where the dashed line has
become a solid one.

* Seraku (2013) argues that a type-e unfixed node is
induced by LOCAL *ADJUNCTION alone in Japanese.
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(7) Parsing Tom

Tom': e

(8) Parsing Tom-ga
27

/

Tom': e

What comes next is sashi (= ‘run’). Since Japanese
is fully pro-drop, it is assumed that verbs project a
propositional structure with argument slots. In the
case of the intransitive verb hashi, it constructs a
propositional structure where the subject argument
is decorated with a place-holding meta-variable U.

(9) Output structure of parsing hashi
27t

/\

U:e hashi' . e—t

In (8), however, a subject node has already been
created, and the argument slot provided by hashi
collapses with this node. This is harmless since the
argument slot is annotated with a meta-variable, a
type of formula which is commensurate with any
specified formula. Setting aside the tense suffix ta
(see Cann 2011 and Seraku 2013 for a DS account
of tense), the parse of hashi updates (8) into (10).

(10) Parsing Tom-ga hashi
7

/\

Tom': e hashi': e—t

Finally, functional application and type deduction
take place. This process is modelled as the general
action ELIMINATION. The tree (11) is a final state,
representing the interpretation of the string (4).

(11) ELIMINATION
hashi'(Tom") : t
Tom': e hashi': e—t
DS trees are “well-formed” iff no requirements
are left in a tree, as in the tree (11). Furthermore, a
string is “grammatical” iff there exists a sequence

of tree updates from the AXIOM to a well-formed
tree state (Cann et al. 2007).
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3 A Uniform Account of Stripping

Building on Seraku’s (2013) analysis of Japanese
clefts, this section articulates a uniform account of
case-marked and case-less stripping.

Firstly, we shall consider how the case-marked
stripping (12)B (ignoring iya (= ‘no’)) is mapped
onto a DS semantic tree incrementally.

(12) A: Mary-ga hashi-tta-yo.
M-NOM run-PAST-SFP
‘Mary ran.’
B: Iya, Tom-ga da.
no T-NOM coOP
‘No, Tom.” (= ‘No, Tom ran.”)

Starting with the AXIOM (5), the parse of (12)B up
to Tom-ga leads to the tree (8). The next element in
(12)B is the copula da. Seraku (2013) argues that
da is a type-t pro-form, which posits a type-t meta-
variable to be replaced with a propositional content.

(13) Parsing Tom-ga da
U:t
/

Tom': e

U is a type-t meta-variable. This tree state triggers
the “re-use” of a previously-built type-t structure.
Note that we have parsed the antecedent (12)A. In
particular, when hashi (= ‘run’) was processed, a
propositional structure with a subject slot was built.
This is copied onto the present tree, updating (13)
into (14), where the subject slot collapses with the
node decorated with Tom': e.

(14) Re-use of a previous structure
U:t

Tom': e hashi': e—t

Finally, the parser runs ELIMINATION to clean up
the tree, and the final state (15) correctly represents
the interpretation of the stripping (12)B relative to
the antecedent (12)A: ‘No, Tom ran.’

(15) ELIMINATION
hashi'(Tom") : t

Tom': e hashi' . e—t
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Let us turn to the case-less stripping (16)B. With
the uniform nature of our account, a tree-update
proceeds identically until Tom is parsed (see (7)).

(16) A: Mary-ga hashi-tta-yo.
M-NOM run-PAST-SFP
‘Mary ran.’
B: Iya, Tomda.
no T cop
‘No, Tom.” (= ‘No, Tom ran.”)

In (16), Tom is case-less, and thus the tree-update
proceeds without resolving the unfixed node at this
stage. The next expression is the copula da, which
provides a type-t meta-variable, which triggers the
“re-use” of the previous structure built by the parse
of hashi in the antecedent.

(17) Re-use of a previous structure

In (17), the node for Tom is unfixed. In general, an
unfixed node may be merged with a fixed node of
the same type. This structural merger is formulated
as the general action UNIFICATION, which updates
the tree (17) into (18).

(18) UNIFICATION
U:t
/\

Tom': e hashi': e—t

The unification process has fixed the node for Tom
as a subject node. ELIMINATION outputs the final
state (19), which is identical to (15), the tree for the
case-marked stripping (12)B. This makes sure that
the case-less stripping (16)B is truth-conditionally
equivalent to the case-marked stripping (12)B.

(19) ELIMINATION
hashi'(Tom") : t
Tom': e hashi': e—t
This section has developed a uniform account
of case-marked and case-less stripping in the DS
setting. The two types of stripping are mapped to

the same tree, their difference being captured in
terms of how a semantic tree is updated:
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- In case-marked stripping, an unfixed node is
fixed lexically by a case particle.

- In case-less stripping, it is fixed non-lexically
by the general action UNIFICATION.

Let us close the present section by clarifying the
notion of “focus.” The NP in stripping is assumed
to receive a focus (see Arregi 2010 and Merchant
2004). In DS, “focus” is not a primitive concept,
but it emerges as an outcome of incremental tree
growth (Cann et al. 2005). In stripping, the NP
assigns a content value to an argument variable
posited by a predicate in a presupposition clause.
This saturation process evokes a focus effect as a
result of incremental tree update (Seraku 2013).

4  Multiple Stripping

This section shows that our uniform treatment of
stripping explains various types of data on multiple
stripping data.

Within DS, each node is uniquely identified with
respect to the other nodes in a tree (Blackburn &
Meyer-Viol 1994). If multiple nodes are unfixed
with respect to the same node, they will not be
distinguishable. Thus, if supposedly distinct nodes
are unfixed relative to the same node, they will
lead to inconsistency in the node description.

(20) Unique-unfixed-node Constraint
If supposedly distinct nodes are unfixed with
respect to the same node at a time, the node
description becomes inconsistent.

This restriction is not a stipulation but a corollary
of the tree logic (Blackburn & Meyer-Viol 1994).
So, it plays a role in explaining linguistic puzzles
cross-linguistically (Chatzikyriakidis & Kempson
2011, Gibson 2012).

Note that if two attempts to build a node with a
different formula are possible only if the formulae
are fully commensurate. In such a case, there will
only be one such node. Consider UNIFICATION. In
(18), the node decorated with the meta-variable V
successfully merges with the node decorated with
the formula Tom’. This is because a meta-variable
is underspecified for its content and thus it is fully
commensurate with any specified formula.

Based on the constraint (20), we shall address
the case-marking issues of multiple stripping (see
footnote 2). To being with, consider (21)B.
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(21) A: Mary-ga ringo-o  tabe-ta-yo.
M-NOM apple-ACC eat-PAST-SFP
‘Mary ate apples.’
B: Iya, Tom-ga nashi-o da.
no T-NOM pear-ACCCOP
‘No, Tom, pears.” (= ‘No, Tom ate pears.’)

First, an unfixed node is introduced for Tom. This
is immediately fixed by the case particle ga. At this
point, an unfixed node is no longer in place, and an
unfixed node may be once again introduced. This
unfixed node is decorated by the second NP nashi
(= ‘pear’) and resolved by the case particle o. So,
the constraint (20) is not violated.

Next, consider the ungrammatical stripping data
(22)B, where a case particle is dropped off Tom
and nashi in (21)B.

(22) A: Mary-ga ringo-o  tabe-ta-yo.
M-NOM apple-ACC eat-PAST-SFP
‘Mary ate apples.’
B: *Iya, Tom nashi da.
no T pear COP

In this example, an unfixed node for Tom cannot
be resolved because (i) Tom is case-less and (ii)
UNIFICATION cannot fire. Recall that UNIFICATION
requires a fixed type-e node, but such a node is
provided after the parse of the copula da triggers
the re-use of a previous type-t structure. In short,
UNIFICATION may be used for an unfixed node for
the pre-copula NP alone. So, when an unfixed node
is induced for the second NP nashi, there are two
unfixed nodes relative to the same node at a time,
violating the constraint (20).

Our analysis explains “partial case-marking,” as
illustrated in (23)B.

(23) A: Mary-ga ringo-o  tabe-ta-yo.
M-NOM apple-ACC eat-PAST-SFP
‘Mary ate apples.’
B: Iya, Tom-ga nashi da.
no T-NOM pear COP
‘No, Tom, pears.” (= ‘No, Tom ate pears.’)

In this case, an unfixed node for Tom is resolved
immediately by the nominative case particle ga,
and an unfixed node can be safely introduced for
the second NP nashi. This unfixed node cannot be
resolved lexically since nashi lacks a case particle,
but it can be resolved non-lexically by the general
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action UNIFICATION after the parse of da. So, there
are no multiple unfixed nodes at a time, and the
string is correctly predicted to be grammatical.

The analysis also predicts the ungrammaticality
of (24)B, which exhibits the reversed case-marking
pattern from (23)B.

(24) A: Mary-ga ringo-o  tabe-ta-yo.
M-NOM apple-ACC eat-PAST-SFP
‘Mary ate apples.’
B: *Iya, Tom nashi-o  da.
no T pear-ACC COP

These data are readily explained: an unfixed node
for Tom cannot be fixed since (i) Mary is case-less
and (ii) UNIFICATION cannot fire. Thus, the parser
has to induce another unfixed node for the second
NP nashi. This violates the constraint (20).

Our DS account is further corroborated by the
multiple stripping with three NPs.

(25) A: Tom-ga Mary-ni ringo-o  age-ta-yo.

T-NOM M-DAT apple-ACC give-PAST-SFP
‘Tom gave apples to Mary.’

B: Iya, Peter-ga Nancy-ni nashi-o da-yo.
no P-NOM N-DAT pear-ACC COP-SFP
‘No, Peter, to Nancy, pears.” (= ‘No, Peter
gave pears to Nancy.”)

B’:lya, Peter-ga Nancy-ni nashi
no P-NOM N-DAT pear

da-yo.
COP-SFP

(25)B is grammatical since every unfixed node is
immediately resolved by a particle. That is, there is
only a single unfixed node at a time. (25)B’ is also
grammatical since an unfixed node for every non-
final NP (i.e. Peter, Nancy) is immediately fixed
by a particle, and an unfixed node for the final NP
(i.e. nashi) is resolved by UNIFICATION after da is
parsed. Once again, there is only a single unfixed
node at a time. By contrast, the other case-marking
patterns are ruled out: (i) only Peter is case-less,
(i) only Nancy is case-less, (iii) only Pefer and
Nancy are case-less, (iv) only Peter and nashi are
case-less, (v) only Nancy and nashi are case-less,
and (vi) every NP is case-less. In these cases, there
are necessarily multiple unfixed nodes at a time.

Our uniform analysis explains the case-marking
patterns of stripping as an outcome of incremental
tree growth: an NP in stripping is processed at an
unfixed node, and each unfixed node must be fixed
before another unfixed node is introduced.
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5 Extensions to Sluicing

There is a construction that is similar to stripping:
sluicing (e.g. Hiraiwa & Ishihara 2012, Kizu 2005,
Nishiyama et al. 1996, Takahashi 1996; see also
Ross 1969). In this section, we note that the case-
marking patterns of stripping are carried over into
sluicing, and contend that our analysis of stripping
is extended to various sluicing data.

In (26), the second clause exemplifies sluicing.
As indicated in the parentheses, the case particle
ga is optional, as in the case of stripping.

(26) Paatii-de dareka-ga kyoku-o
party-at someone-NOM song-ACC
uta-tta-ga, boku-wa [dare(-ga)-ka]
sing-PAST-but I-TOP [who(-NOM)-Q]
omoida-se-nai.
remember-can-NEG
‘Someone sang a song at a party, but I cannot
remember who sang a song.’

Multiple sluicing is also possible, as shown in (27).
Of particular note is that in the sequence of wh-
items, a case particle may be dropped off the final
wh-item alone (in the present case, nani).

(27) Paatii-de dareka-ga nanika-o
party-at someone-NOM something-ACC

uta-tta-ga, boku-wa [dare*(-ga)
sing-PAST-but [-TOP [who(-NOM)
nani(-o)  da-tta-ka]l  omoida-se-nai.

what(-ACC) COP-PAST-Q] remember-can-NEG
‘Someone sang something at a party, but I
cannot remember who sang what.’

The tendency in the past literature is to assign a
radically different structure to sluicing depending
on whether a wh-phrase is case-marked (Fukaya
2007, 2013; see also Takahashi 1996). Such non-
uniform analyses are challenged by (27), where a
single sluicing involves a case-marked wh-phrase
and a case-less wh-phrase simultaneously. Further,
even if it is possible to invent a new mechanism
which allows case-marked and case-less wh-items
in a single clause, it remains the mystery why only
the final wh-phrase may be case-less.

5.1 A Uniform Account of Sluicing

Our analysis of sluicing is essentially the same as
that of stripping, but there are two new ingredients.
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First, the content of a wh-phrase is a “WH-meta-
variable.” Unlike usual meta-variables, WH-meta-
variables do not have to be saturated (Kempson et
al. 2001). Second, sluicing involves the embedding
of clauses; within DS, this is analysed by inducing
an unfixed node of type-t. Building on Cann et al.
(2005), Seraku (2013) claims that such an unfixed
node is induced by * ADJUNCTION in Japanese.

Let us first consider (26). The parse of the pre-
ga clause results in a propositional structure. This
is associated with another, emergent propositional
structure by the parse of ga (= ‘but’). Formally,
this structure pairing is instantiated as a “LINK”
relation, as visually expressed by a curved arrow.
(The exact LINK mechanism is not relevant to our
discussion; for details, see Cann et al. 2005 and
Kempson et al. 2001). In (28), the adjunct paatii-
de (= ‘at a party’) is neglected for brevity, and the
internal structure is schematised as a triangle.

(28) Parsing Dareka-ga kyoku-o uta-tta-ga

+— uta'(kyoku')(dareka') : t

7

Then, the emergent propositional structure with ?t
is fleshed out by the parse of the sluicing string.
The parse of boku-wa leads to the usual structure-
update: LOCAL *ADJUNCTION induces an unfixed
node of type-e; this unfixed node is decorated by
the matrix subject boku (= ‘I”); finally, the node is
resolved as a subject node by the topic marker wa.

(29) Parsing (26) up to boku-wa

+— uta'(kyoku')(dareka') : t

7

/

boku': e

It is time to parse the wh-item dare (= ‘who’). This
is where the new ingredients come into place. First,
* ADJUNCTION induces an unfixed node of type-t
(expressed by a dotted line), allowing the parser to
built an embedded propositional structure.

(30) *ADJUNCTION

+— uta'(kyoku')(dareka') : t
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Second, LOCAL *ADJUNCTION fires to introduce an
unfixed node of type-e. This node is decorated by
the parse of the wh-phrase dare. As illustrated in
(31), the content of dare is a WH-meta-variable.
The unfixed node for dare may be resolved in two
ways depending on the case-marking of dare.

(31) Parsing the string (26) up to dare

/ uta'(kyoku')(dareka') : t

7t
=
boku': e ’
WH : e

Case-marked sluicing: When dare is marked with
the nominative case particle ga, the unfixed node
for dare is immediately fixed as a subject node.

(32) Parsing the string (26) up to dare-ga

/ uta'(kyoku')(dareka') : t

7
=
boku': e ’

/
WH : e

The next item da provides a type-t meta-variable,
which triggers the re-use of the structure built by
uta (= ‘sing’) in the first clause. With respect to
this clause, the internal argument slot of uta' is
saturated as kyoku' As for the external argument
slot, it collapses with the WH-meta-variable. Then,
omoidas-e-nai (= ‘cannot remember’) fleshes out
the higher ?t-decorated structure. This involves the
creation of a type-t node as an internal argument.
This type-t node is merged with the unfixed, lower
type-t node by means of UNIFICATION. Finally,
ELIMINATION is run, and the final state (33) holds,
where o0-e-n' is the content of omoidas-e-nai.

(33) ELIMINATION

/ uta'(kyoku')(dareka') : t

o-e-n'(uta'(kyoku\(WH))(boku') : t
/\

boku': e o-e-n'(uta'(kyoku\(WH)) : e—t
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Case-less sluicing: The tree state (33) holds even
when the case particle ga is not attached to the wh-
phrase dare. That is, irrespective of case-marking,
uniformity in our analysis remains intact.

To begin with, the parse of (26) up to the wh-
phrase dare yields (31), repeated as (34).

(34) Parsing the string (26) up to dare

+— uta'(kyoku')(dareka’) : t

7t
=
boku': e ’
WH : e

Given that a case particle is absent, the tree-update
proceeds without resolving the unfixed node for
dare. The unfixed node gets resolved as a subject
node by UNIFICATION after the copula da is parsed.
This is because da triggers the re-use of a previous
propositional structure, where there is a fixed node
of type-e, with which the unfixed node of type-e is
merged. The rest of the process is as usual, and the
tree update ends with the final state (33). In this
way, the identical final tree state holds no matter
whether case-marking is encompassed in sluicing.

There is a remaining problem for our analysis of
sluicing. Unlike stripping, the copula da in sluicing
may be omitted (Nishiyama et al. 1996). Since da
plays an important role in our account, it must be
clarified why da may be dropped in sluicing but
not stripping. This is a residual for future work.

5.2 Multiple Sluicing

The relevant data are repeated here as (35).

(35) Paatii-de dareka-ga nanika-o
party-at someone-NOM something-ACC

uta-tta-ga, boku-wa [dare*(-ga)
sing-PAST-but [-TOP [who(-NOM)
nani(-o)  da-tta-ka]l  omoida-se-nai.

what(-ACC) COP-PAST-Q] remember-can-NEG
‘Someone sang something at a party, but I
cannot remember who sang what.’

The case-marking patterns in (35) are explained in
our account; the analysis is essentially the same as
the one given in Section 4, and brief expositions
would suffice. Firstly, multiple sluicing is possible
as long as each wh-phrase has an appropriate case
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particle. This is because an unfixed node for each
wh-phrase can be immediately resolved by a case
particle. Second, a case particle may be dropped
only if it is attached to a final wh-phrase. This is
because UNIFICATION (i.e. the non-lexical action to
resolve an unfixed node) is applicable to the final
wh-word: (i) UNIFICATION requires a propositional
structure with a fixed type-e node, (ii) such a
structure is provided by the copula da, and (iii) da
is parsed only after all wh-phrases are processed.

In a nutshell, our dynamic account integrates the
two types of sluicing and predicts the distribution
of case particles in terms of incremental parsing.

6 Conclusion

Our analysis of stripping and sluicing is uniform in
two senses: (i) stripping/sluicing are treated by the
same machinery and (ii) for each construction, no
distinct structures are postulated. Further, we have
revealed the partial-case-marking patterns for these
ellipsis constructions, and have shown that they are
amenable to our unitary account.
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Abstract

This paper reports on a corpus-based
quantitative study of the use of nominalizations
across China English and British English in two
comparable media corpora. In contrast to

previous corpus-based studies of
nominalizations, we start by using a syntactic
approach and  proceed  with some

methodological innovations incorporating large
lexical databases and syntactically annotated

corpora.  The data show that there are
significant  differences in the wuse of
nominalizations across these two English

varieties. It is hoped that this research will offer
useful insights on variations in nominalization
across different English varieties and also on
the understanding of the two English varieties
in question.

1 Introduction

Nominalization can refer to “the process of
forming a noun from some other word-class (e.g.
red + ness) or the derivation of a noun phrase from
an underlying clause (e.g. Her answering of the
letter... from She answered the letter)” (Crystal,
1997: 260). It has been approached by scholars
from various perspectives, covering aspects of its
form, meaning and use, as in the traditional
grammar (e.g. Quirk et al., 1985), generative
grammar (e.g. Lees, 1960; Chomsky, 1970),
functional grammar (e.g. Halliday, 1994; Eggins,
2004) and cognitive grammar (e.g. Langacker,
1991). Among other things, nominalization is of
close relevance to language variation studies due to
its function to distinguish a nominal and
compressed style from a colloquial one (e.g. Biber,
1986; Greenbaum, 1988, etc). However, in spite of
numerous theoretical discussions, nominalization

has only been touched upon sporadically in corpus-
based studies, with notable exceptions of Biber
(1986), Biber et al. (1998, 1999) and Leech et al.
(2009). Due to an overwhelming word-based
approach and a reliance on suffixes for
identification, only a limited scope of
nominalizations has been included in previous
corpus-based studies. In addition, although these
studies have revealed the discriminatory power of
nominalization in language use with regard to
spoken and written registers and genres, there are
few attempts to investigate the wuse of
nominalization across different language varieties
except Leech et al. (2009).

The research to be reported on in this paper
attempts to bridge the afore-said gaps. It is
exploratory and descriptive in nature and attempts
to examine the cross-variety quantitative
differences in the use of nominalizations across
China English and British English in two
comparable media corpora. Our study is different
from previous corpus-based studies in several
important respects. First, our study is not about
variations of nominalization across registers and
genres, but will explore variations across different
English varieties, a different level of linguistic
variation. The reason why we chose China English
is that previous studies (Xu, 2008, 2010) have
shown that there are frequent wuses of
nominalization in China English. British English is
chosen as the base for comparison. Second, the
present study will adopt a syntactic approach to
nominalizations, an approach that has not been
undertaken in previous corpus-based studies. We
will explain this further in Section 3. Third, there
are some methodological innovations in the
identification and retrieval of nominalizations in
this study. We will not rely on the suffix-based
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method. Instead, we will show how large lexical
databases and syntactically annotated corpora can
fruitfully complement each other in research into a
syntactic feature which is not easily extracted from
corpora.

The research questions that we intend to address
are the following: (1) Are there any significant
quantitative  differences in the use of
nominalizations across Chinese and British Media
English? (2) In what way, if any, does Chinese
Media English differ from British Media English
in terms of the quantitative use of nominalizations?
It is hoped that the current study will not only
show whether or not these two varieties
demonstrate any  significant  quantitative
differences regarding this particular linguistic
construction but also be able to suggest reasons for
the differences we found.

This paper is organized as follows. We will
review related work concerning corpus-based
studies of nominalization in Section 2. Section 3
will describe our approach to nominalization in the
present study. In Section 4, we will introduce the
methodology including the corpora used and the
procedures to retrieve nominalizations. Section 5
will present the quantitative findings, followed by
some discussions in Section 6. Section 7 concludes
this research with prospects for future work.

2 Related Work: Corpus-Based Studies of
Nominalization

Most previous research of nominalization is
theoretical in nature. Nominalization has so far not
attracted wide-spread interests among corpus
linguists. For the few previous corpus-based
studies, focus has been on how its uses vary in
different registers.

Chafe (1982) investigated the wuse of
nominalizations in 9,911 words of informal spoken
language (from dinner table conversations) and
12,368 words of formal written language (from
academic  papers). He has shown that
nominalizations occur about 11 times more in the
written language than in the spoken language. He
further explained that such difference is due to the
function of nominalization to integrate more
information into fewer words which contributes to
the integration and detachment of the written
language in contrast to the fragmentation and
involvement of the spoken language.

Biber (1986) investigated nominalizations (i.e.
words ending in -tion, -ment, -ness, and -ity) in the
LOB Corpus and the London-Lund Corpus.
Nominalization is interpreted as having the
function which “marks a highly abstract, nominal
content and a highly learned style” (Biber, 1986:
395). It is found that nominalizations occur more
often in written texts (e.g. official documents,
academic prose, and editorial letters) but less in
spoken texts (e.g. telephone and face-to-face
conversations). Biber et al. (1998) have shown that
the academic prose has a frequency of
nominalizations (i.e. words ending in -tion/-sion, -
ment, -ness, and -ity) almost four times larger than
fiction and speech based on findings from the
Longman-Lancaster Corpus and the London-Lund
Corpus and concluded that nominalizations tend to
occur more in more formal texts. Biber et al. (1999)
investigated nominalizations (i.e. words ending in -
tion, -ity, -ism, and -ness) in four registers (i.e.
conversation, fiction, newspaper, and academic
prose) in the Longman Spoken and Written English
Corpus. They found that the frequency of
nominalization grows sharply from conversation to
fiction, newspaper language, and academic prose.
They concluded that nominalization is a reliable
indicator for register distinction.

Moreover, Leech et al. (2009) have examined
the frequency of nominalizations ending in 12
suffixes in two different English varieties in four
corpora (i.e. LOB, Brown, FLOB and Frown).
They found that American English consistently
uses more nominalizations across all four registers
(i.e. press, general prose, learned and fiction) than
British English. They therefore concluded that
American English displays a more compressed
style and a higher level of density of content than
British English.

Despite many findings mentioned above, there
are several areas where further research is
necessary. First, previous empirical studies of
nominalizations are overwhelmingly word-based.
Yet it is clear that “nominalization is no mere
substitute for a verb or an adjective. Instead, the
use of a nominalized expression requires an
entirely different organization of the whole
sentence” (Downing and Locke, 2006: 461). This
is exactly how nominalization can pack much
information into a single noun phrase and
contribute to the compressed and nominal style.

Second, they have been fairly limited in the
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scope of nominalizations included due to the
current practice of identifying nominalizations by
searching suffixes. This suffix-based method
seems rather random since there are usually no
explanations why certain suffixes are chosen over
others. Another important drawback of the suffix-
based method is that nominalizations derived from
verbs through conversion are left out. For example,
deverbal nouns such as increase derived from the
verb increase cannot be retrieved by the suffix-
based method. Therefore, the existing corpus-
based studies have so far only focused on
nominalizations derived through suffixation
although researchers are aware that
nominalizations include those derived by means of
both suffixation and conversion (e.g. Tyrkké and
Hiltunen, 2009; Biber and Gray, 2013).

Finally, till now, generalizations about how the
uses of nominalizations vary across linguistic
contexts have mostly based on their occurrences in
registers and genres in British and/or American
English. It is rare to find corpus-based studies of
nominalizations across different English varieties.

Therefore, in the present study, we will adopt a
syntactic approach and a different methodology to
identify and retrieve nominalizations, and extend
the scope of previous studies well beyond registers
and genres to different English varieties. This will
be discussed further in the following sections.

3 Our Approach: A Syntactic Approach
to Nominalization

As already mentioned above, our concern will be
with nominalization defined as a syntactic feature.
Nominalization in this study refers to “a noun
phrase such as the quarrel over pay which has a
systematic correspondence with a clause structure
and the noun head of such a phrase is normally
related morphologically to a verb (i.e. a deverbal
noun)” (Quirk et al., 1985:1288).

To be more specific, deverbal nouns refer to
nouns that are produced by combining suffixes
with verb bases (Quirk et al., 1985:1550) and
nouns that are produced through the process of
conversion (Quirk et al., 1985:1558). Thus, unlike
previous corpus-based studies which only include
nominalizations derived through suffixation,
nominalizations in our study include both suffixed
nominalizations (e.g. his refusal to help) and
converted nominalizations (e.g. the quarrel over

pay). As for the correspondence between a
nominalization and a clause structure, it is stated
that “the relation between a nominalization and a
corresponding clause can be more or less explicit,
according to how far the nominalization specifies,
through modifiers and determinatives, the nominal
or adverbial elements of a corresponding clause”
(Quirk et al., 1985:1289). For example, sentence [1]
can have the following nominalizations:

[1] The reviewers criticized his play in a hostile
manner.
[1a] the reviewers’ hostile criticizing of his play
[1b] the reviewers’ hostile criticism of his play
[1c] the reviewers’ criticism of his play
[1d] the reviewers’ criticism
[1e] their criticism
[11] the criticism
[1g] criticism
(Quirk et al., 1985:1289)

According to Quirk et al. (1985:1289), the above
noun phrases are “ordered from the most explicit
[1a] to the extreme of inexplicitness [1g] but each
of them could occupy the function of a
nominalization”. We therefore will consider the
correspondence between a nominalization and a
clause structure as on a continuum, being explicit
or implicit, and all the above constructions from
[1a] to [1g] will be taken into account in this study.

With nominalizations defined as syntactic
structures, we will then turn to the methodology to
retrieve them from corpora in the following section.

4 Methodology

4.1 Corpora

The data for our study were drawn from two
comparable corpora, namely, the Chinese Media
English Corpus (Henceforth CMEC) and the
British Media English Corpus (Henceforth BMEC)
(Fang et al., 2012). The two media corpora, with
about one million words each, are of the same
design and structure and consist of about 2,000
texts sampled from three mediums, namely,
newspaper, magazine and the Internet. The texts of
various topics are sampled from specially allotted
separate sections in the three mediums. The five
categories in CMEC and BMEC are: arts and
culture, business, editorial, news report, and social
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life. Arts and culture is largely concerned with
topics of fine arts and cultural heritage. Business is
about commerce, finance or economics. Editorial
is “a lengthy opinion piece that provides the
official view of the newspaper on particular issues”
(Semino, 2009: 442) while news report is “a
relatively short piece which consists of a ‘factual’
account of events that have occurred since the last
edition of the newspaper” (Semino, 2009: 441).
Social life is primarily associated with the topics of
lifestyle and leisure. As can be seen, the five
categories differ in various topics and so we would
predict that there will be systematic differences in
the uses of nominalizations.

Although the overall size of CMEC and BMEC
is only about one million word tokens, the major
advantage of the two corpora is the fact that they
are comparable in design which allows for direct
comparison between the two. The summary
statistics of the two corpora is shown in Table 1.

CMEC BMEC

Category Texts  Tokens  Texts Tokens
Arts&culture 451 200,464 430 205,353
Business 434 200,110 366 193,162
Editorial 371 200,456 314 196,910
News report 457 203,449 374 198,834
Social life 513 199,144 395 196,053
Total 2,226 1,003,623 1,879 990,312

Table 1. Basic Statistics of CMEC and BMEC

4.2 Retrieval of Nominalizations

In line with the definition of nominalization
mentioned in Section 3, the extraction of
nominalizations is operationalized in three steps as
shown in Figure 1: (1) to parse the raw CMEC and
BMEQC; (2) to generate a list of deverbal nouns that
function as the noun head of nominalizations; (3)
to extract all noun phrases headed by these
deverbal nouns from the parsed CMEC and BMEC.

For the first step, CMEC and BMEC have been
parsed by the Stanford Parser' (Version 3.2.0;
Klein and Manning, 2003). The Stanford parser is
trained on the Penn Treebank Corpus (Marcus et
al., 1993) and uses the Penn Treebank POS tagset
(Santorini, 1990) and syntactic tagset (Santorini et
al., 1991). Its parsing accuracy in terms of F1 score
is reported to have reached 90.4% (Socher et al.,
2013).

! See http://nlp.stanford.edu/software/lex-parser.shtml.

Raw CMEC CELEX

Raw BMEC NOMLEX-PLUS

Y

Extract a list of
deverbal nouns

Stanford

parser

Parsed CMEC

Tregex
Parsed BMEC

Nominalizations headed by
deverbal nouns in CMEC

\ 4

Nominalizations headed by
deverbal nouns in BMEC

Figure 1. Flow Chart to Retrieve Nominalizations

As has been discussed in Section 2, the suffix-
based method to identify nominalizations has
certain drawbacks. Thus, in the second step, we
adopted a wordlist method which uses lexical
databases to extract deverbal nouns. Based on a
survey of existing large lexical databases, CELEX
and NOMLEX-PLUS which have derivational
morphology information were used in this study.
CELEX English Lexical Database (Baayen et al.,
1995) consists of 52,447 lemmas? (or 160,595
word forms) which are extracted from Oxford
Advanced Learner's Dictionary (1974) and
Longman Dictionary of Contemporary English
(1978). NOMLEX-PLUS (Meyers, 2007) is an
extension of NOMLEX (Macleod et al., 1998), a
dictionary of English deverbal nouns. In addition
to NOMLEX, another source for deverbal nouns in
NOMLEX-PLUS is COMLEX Syntax (Grishman
et al., 1994), a dictionary annotated with rich
syntactic information for nouns, adjectives and
verbs. Deverbal nouns ending in ing in NOMLEX-
PLUS were excluded in this study because their
POS tagging as nouns is based on their usage in a
specific corpus and their noun status is subject to

% Although CELEX-lemmas are not extracted from corpus,
they cover 92% of the 17.9-million-word COBUILD corpus.
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change elsewhere. In total, we extracted 5,538
deverbal noun lemmas derived by means of both
suffixation and conversion from CELEX and
NOMLEX-PLUS, which account for 27.64% of all
noun tokens in CMEC and 29.15% in BMEC °.

The last step was facilitated with Tregex *
(version 3.2.0; Levy and Andrew, 2006), which is
a tree query tool for matching patterns in trees.
Tregex contains the main functionality of TGrep2
(Rohde, 2005) and adds a few more relations for
syntactic trees such as dominance, precedence, and
headship which are perfectly useful for our
research purpose. We successively went through
the syntactically parsed CMEC and BMEC and
retrieved those nominalized structures headed by
the deverbal nouns in our list.

Following the method outlined above, 66,850
nominalizations from CMEC and 65,104
nominalizations from BMEC were retrieved. The
summary statistics is presented in Table 2.

Category #CMEC #BMEC
Arts & culture 10,938 11,295
Business 16,061 15,126
Editorial 15,220 14,061
News report 13,862 13,580
Social life 10,769 11,042
Total 66,850 65,104

Table 2. Summary Statistics of Retrieved
Nominalizations from CMEC and BMEC

An example of the extracted nominalization
headed by development from CMEC is shown in

Figure 2.
g NP

~ /PP\
DT JJ NN IN NP

T N

the overall development of DT NN

the country

Figure 2. An Example of Retrieved Nominalizations
(fromc m ed bjr 021.txt.prd)

> We admit that our deverbal noun wordlist is not a complete
one. In fact, no such a complete list exists. But the deverbal
noun is only one kind of nouns. Considering its coverage, we
claim that nominalizations extracted in terms of our list are
sufficient for our research purpose.

* See http://nlp.stanford.edu/software/tregex.shtml.

5 Results

5.1 Frequency and Distribution of All
Nominalizations across CME and BME

Figure 3 gives a barplot representation of the mean
frequencies of nominalizations across CME and
BME and the five categories. Relative frequencies
of nominalizations were calculated per 1,000
words in order to make comparisons of texts of
diverse lengths possible. For statistical testing, we
computed the relative frequency of
nominalizations per 1,000 words for each text in
CMEC and BMEC. Then an independent sample z-
test was run to determine whether significant
differences exist in the mean nominalization
frequencies. The t-test results are presented in
detail in Table 3.
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Figure 3. Barplots of Mean Nominalization
Frequencies across CME and BME

As can be seen in Figure 3, the mean
nominalization frequency for the overall CME
(M=65.52) is a little higher than that for BME
(M=65.14). But the #-test result shows that there is
no significant difference in the wuses of
nominalizations in the overall CME and BME
(=0.578, p=0.563). With regard to the five
categories, we can see from Figure 3 that the mean
values in business (M=80.02), editorial (M=76.23),
and news report (M=67.83) in CME are also higher
than those in BME. However, the #-test result
shows that only the difference in editorial is
statistically  significant  (=3.668, p=0.000),
indicating that there are more wuses of
nominalizations in editorial in CME than BME. As
for arts and culture and social life, the mean
frequencies for BME look higher than those for
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CME, but we only find statistically significant

difference in social life (r=-2.964, p=0.003).

Category Variety N.of Texts Mean  Std.D T df p-value
Arts & culture gﬁg g(l) 22471411 }2;2 -.634 870.583 526
Business gﬁg gzg 3223 ?2;; 1.006 780.582 315
Editorial* o VL 0 oh sees e%2965  000*
News report gﬁg ;‘;Z‘ 2;32 %jg 538 826.300 591
o CME 51308 IS0 a0
Overall corpus gﬁg ﬁgg 22?421 ?3; 578 4102.285 .563

Note: * indicates a statistically significant difference (p < 0.05).
Table 3. Results of #-test of Mean Nominalization Frequency across CME and BME

To sum up, in terms of the mean frequencies,
there are  significantly more uses of
nominalizations in CME in editorials, whilst BME
uses significantly more nominalizations in social
life than CME. Before we draw tentative
conclusions, we will investigate the frequencies
and distributions of suffixed nominalizations and
converted nominalizations respectively.

5.2 Frequency and Distribution of Suffixed
Nominalizations across CME and BME

This section shows the frequency and distribution
of suffixed nominalizations (e.g. his refusal to
help). The barplots are shown in Figure 4, and ¢-
test results are presented in Table 4.

In terms of the overall corpus, it is observed
from Figure 4 that the mean suffixed
nominalization frequency for CME (M=32.58) is
higher than that for BME (M=29.03). The barplot
representation indicates that there are more uses of
suffixed nominalizations in the overall CME than
BME, and this is confirmed by the 7-test result (see
Table 4) which suggests that the difference in
CME and BME is statistically significant (+=8.121,
p=0.000). Interestingly, a higher mean score for
CME can also be consistently seen in all the five
categories although it is not so evident in social
life. The t-test results show that there are
significantly more uses of  suffixed
nominalizations in CME in arts and culture
(=2.903, p=0.004), business (#=5.625, p=0.000),

editorial (+=7.167, p=0.000), and news report
(r=3.393, p=0.001).
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Figure 4. Barplots of Mean Suffixed Nominalization
Frequencies across CME and BME

However, nominalizations are slightly more
frequent but not significantly so in social life in
CME (+=0.431, p=0.666). One possible
interpretation is that there are few nominalizations
used in social life in both CME and BME because
as we previously mentioned in Section 4.1, texts in
social life in CMEC and BMEC are often
concerned with more casual topics such as
lifestyles and leisure. We can see from Table 4 that
the mean suffixed nominalization frequency in
social life in CME (M=24.38) is the lowest among
all the five categories (27.33 for arts and culture,
38.48 for business, 39.43 for editorial, and 35.81
for news report). The same is true for the mean
frequency of suffixed nominalization in social life
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in BME. Therefore, the lowest frequency of
suffixed nominalization in social life might have

resulted in the insignificant difference in the two
English varieties.

Category Variety N.of Texts Mean  Std.D T df p-value
Arts & culture™® gﬁg jg(l) 32(3)2 }(3)(1); 2.903 841.441 .004*
Business* gxg gég gg;‘g }?2(2) 5.625 775.448 .000*
Editorial* gxg ;Zi ggg’;‘ }ggg 7.167 663.180 .000*
News report™ (B:ﬁg 43‘;71 ;;2; }gg;‘ 3.393 828.903 .001*
Social life gxg § ég 33(3)481 } ijé 431 906 .666
Overall corpus* gxg ?égg ;ggg B?; 8.121 4069.139 .000*

Note: * indicates a statistically significant difference (p < 0.05).
Table 4. Results of #-test of Mean Suffixed Nominalization Frequency across CME and BME

Previous studies (e.g. Biber, 1986; Biber et al.,
1998, 1999) have shown that suffixed
nominalizations tend to occur in texts which
convey highly abstract information and mark a
formal and nominal style. The findings that there
are significantly more uses of suffixed
nominalizations in CME and also in its categories
(except social life) suggest that CME adopts a
more formal style in media English writing than
BME.

A closer observation of the data reveals that this
nominal style in CME has been in use to differing
extents in various categories and it is particularly
more prominent in business and editorial. When
we look at the distribution of suffixed
nominalizations across the five categories in CME,
we can see a clear descending order for their mean
frequencies: editorial (M=39.43) > business
(M=38.48) > news report (M=35.81) > arts and
culture (M=27.33) > social life (M=24.38), but the
categories in BME are not so sharply differentiated
since the mean suffixed nominalization frequencies
are similar for business (M=32.75), editorial
(M=32.57), and news report (M=32.27). In
addition, it can be seen that the more suffixed
nominalizations a category in CME uses, the larger
difference in the uses of nominalizations across
CME and BME is. We can also find a descending
order for the mean differences in CME and BME:
Dedgitorial (6.86 per 1,000 words) > Dyusiness (5.73 per
1,000 words) > Dyews report (3.54 per 1,000 words) >

Dans and culture (228 per 17000 WOI‘dS) > Dsocial life (034
per 1,000 words). This suggests that differences in
the two English varieties are the most salient in
categories dealing with more serious topics, but
smaller in those concerned with casual topics.

5.3 Frequency and Distribution of Converted
Nominalizations across CME and BME

In this section, we look at the frequency and
distribution of converted nominalizations (e.g. the
quarrel over pay). Barplots representation and -
test results are presented in Figure 5 and Table 5
respectively.
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Figure 5. Barplots of Mean Converted
Nominalization Frequencies across CME and BME

Figure 5 shows that the mean frequency for the
overall BME (M=36.11) is higher than that for
CME (M=32.95), indicating that BME has more
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uses of converted nominalizations. The #-test result
confirms that this difference 1is statistically
significant (=-7.431, p=0.000). Furthermore, the
mean values for all the five categories in BME are
consistently higher than those of CME as shown in
Figure 5. The #-test results in Table 5 confirm that
all the five categories in BME use significantly
more converted nominalizations than those in
CME.

We have previously shown that for suffixed
nominalizations, differences across CME and BME
are sharper in categories dealing with more serious
topics but smaller in those concerned with casual

topics. However, this does not hold true for
converted nominalizations. As can be seen from
Table 5, the mean frequency differences in the five
categories across CME and BME show a similar
tendency. For example, BME has 3.01 more
occurrences of nominalization per 1,000 words in
arts and culture than in the case of arts and culture
in CME, and it has 1.97 more occurrences of
nominalization per 1,000 words in editorial than in
the case of editorial in CME. Also, the mean
difference in news report is 2.76 per 1,000 words,
which is similar to that for arts and culture.

Category Variety N.of Texts Mean  Std.D T df p-value
asganer | CME SIS R T T
et OME B S0 g g
B OME V1380 M
News report* gﬁg 43‘;71 3421(7% 322 -3.273 822.781 .001*
Social life* o s o TS aos seTesT 000k
Overall corpus* gﬁi ?zgg :3%2?? 142“8‘8 -7.431 4088.963 .000*

Note: * indicates a statistically significant difference (p < 0.05).
Table 5. Results of #-test of Mean Converted Nominalization Frequency across CME and BME

6 Discussion

Our data provide a clear indication that there are
significant quantitative differences in the uses of
nominalizations across CME and BME, and such
differences across the two varieties are far sharper
in terms of the suffixed and converted
nominalizations than in terms of nominalizations
as an overall group.

With regard to suffixed nominalizations, CME
uses significantly more nominalizations than BME
overall and also across the five categories (except
social life), indicating that CME tends to be more
nominal and formal compared to BME. We also
have found that this nominal style has been in use
to differing extents in various categories and
becomes even more evident in those dealing with
more serious topics such as business. But there is
no such sharp differentiation across categories in
BME. Moreover, differences across CME and

BME are sharper in categories dealing with more
serious topics than those concerned with casual
topics. According to Collins and Yao (2013), a
number of quantitative differences across English
varieties have a stylistic basis. We may reason that
variations in the uses of nominalizations found in
this study may be ascribed to the English users’
particular consciousness of stylistic formality in
Media  English  writing in  China. This
consciousness can be tentatively attributed to
certain social factors. Unlike the status of
institutionalized varieties such as Indian English,
English is not an official or second language in
China and not widely used in intra-national
communication. CME, as an edited register of
China English, is specialized in its target
readership. Texts in CMEC are all sampled from
the leading media in China such as China Daily
and Beijing Review (Fang et al., 2012) which serve
as a key source for information concerning China
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for overseas media as well as well-educated people
at home and abroad. Moreover, it also provides
learning materials for English learners in China as
“many schools subscribe to China Daily and
Beijing Review for their students and teaching staff”
(Zhao and Campbell, 1995). Text writers in CME,
mostly non-native users of English, who are aware
of such informational purpose and the
specialization of readership, are particularly
careful with a formal style of Media English,
especially in categories concerned with more
serious topics.

However, British English is found to be
influenced by the process of colloquialization, a
stylistic shift which has brought many grammatical
changes in English (Biber, 2003; Leech et al.,
2009). The trend of colloquialization has made
written genres more like spoken ones, and this has
also manifested itself in the fewer uses of suffixed
nominalizations in BME, as shown in this study.

As for the fewer wuses of converted
nominalizations in CME, one possible
interpretation might be that English users in China
are not so familiar with the usage of converted
nominalizations as native speakers of English.
Converted nominalization is not derived through a
productive derivational rule that can be easily
generalized to other word by the adding of suffixes
to word bases. Instead, conversion requires a fairly
large amount of lexical knowledge which non-
native users of English may not have possessed,
compared to native speakers of English. Another
possible reason is that converted nominalizations
might be associated with informality of writing
and may occur more often in informal texts and
less in formal texts. This is why there are fewer
uses of them in the more nominal and formal CME,
but more in the less formal BME.

The factors which may account for the
variations in using nominalizations are of different
types. What we have sketched above is only
tentative and warrants further investigation.

7 Conclusions and Future Work

This paper has presented a corpus-based
quantitative account of nominalizations across
CME and BME. It has been observed that, for
nominalization as a group, there is no significant
difference in the overall CME and BME and
significant differences have been found only in
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categories of editorial and social life. With regard
to suffixed nominalizations, we have found that
CME uses significantly more nominalizations than
BME overall and also across the five categories
(except social life), indicating a more nominal and
formal style in CME. In terms of converted
nominalizations, BME has significantly more uses
of nominalizations overall and in all the five
categories, which might have something to do with
Chinese English users’ ability of using converted
nominalizations and the possible association
between  converted  nominalizations  and
informality of writing.

Needless to say, quantitative evidence in the
present study is not sufficient to describe the
differences in the uses of nominalizations between
China English and British English, but it
nevertheless forms a practical starting-point for
further research. The initial quantitative findings
merit a more in-depth exploration into the uses of
nominalizations in terms of the lexical patterns and
syntactic structures in the future, which might
offer more useful insights on variations in
nominalization across different English varieties
and also on the understanding of the two English
varieties in question.
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Abstract

Mathematical word problems (MWP) test crit-
ical aspects of reading comprehension in con-
junction with generating a solution that agrees
with the “story” in the problem. In this paper
we design and construct an MWP solver in a
systematic manner, as a step towards enabling
comprehension in mathematics and teaching
problem solving for children in the elemen-
tary grades. We do this by (a) identifying the
discourse structure of MWPs that will enable
comprehension in mathematics, and (b) utiliz-
ing the information in the discourse structure
towards generating the solution in a systematic
manner. We build a multistage software proto-
type that predicts the problem type, identifies
the function of sentences in each problem, and
extracts the necessary information from the
question to generate the corresponding math-
ematical equation. Our prototype has an ac-
curacy of 86% on a large corpus of MWPs
of three problem types from elementary grade
mathematics curriculum.

1 Introduction

Mathematical word problems (MWP) constitute an
integral part of a child’s elementary schooling cur-
riculum. Solving an MWP is a complex task in-
volving critical aspects of reading comprehension
(understanding the components of the problem), and
generating a solution that agrees with the ‘story’ in
the problem. Children are trained through the pro-
cess of problem solving by the use of various strate-
gies. In this study, we formulate solving an MWP as
an NLP task involving text classification, discourse

Suma Bhat
University of Illinois
Urbana-Champaign, USA
spbhat2@illinois.edu

processing and information extraction. Our primary
goal is to guide young learners through the impor-
tant steps of mathematics comprehension and prob-
lem solving of arithmetic word problems commonly
encountered in the elementary grades. We take a
bottom-up approach, identifying the discourse struc-
ture of the MWP and then utilizing the semantic in-
formation contained in the components of the prob-
lem to generate a solution.

In an MWP, significant background information
is presented in text format. The ability to solve an
MWP critically depends on the ability to detect the
problem type and identify the components of the
word problem as observed in studies in mathemat-
ics education and cognitive psychology (De Corte
and Verschaffel, 1987; Cummins, 1991; Verschaffel
et al., 2000).

Motivated by these studies, we divide the overall
problem solving process into stages: predicting the
problem type, identification of the function of sen-
tences (or sentence type) in each problem, and ex-
tracting the necessary information from the question
to generate the corresponding mathematical equa-
tion. Since classification of the problem and sen-
tence types involves a decision based on the textual
representation, the classification tasks can be viewed
as automatic text categorization problems (Yang and
Liu, 1999) with domain-specific feature engineer-
ing. More broadly, a knowledge of the discourse
structure of an MWP provides the human solver with
a critical first step for information extraction and
text summarization needed for mathematics problem
comprehension and solving.

A text classification perspective to MWP solu-
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tion calls for an approach different from routine text
classification methods. Surface word statistics and
a keyword spotting approach, that convey topical-
ity, for instance, are insufficient to derive necessary
information about problem type or document struc-
ture owing to the short document lengths of MWP.
Stop word removal and stemming, two common pre-
processing steps in text classification by topic, have
been observed to negatively impact classification of
problem types (Cetintas et al., 2009). Thus, fea-
ture engineering that leverages the natural language
properties of word problems not only at a sentence
level but also at a problem level is an important nov-
elty in this study as we explore the usefulness of a
text classification approach to solving MWPs. In ad-
dition, our study is novel in adopting the multistage
approach to solving word problems automatically.

Specifically, this paper makes the following con-
tributions.

1. Taking a text classification approach to-
wards automatically identifying the informa-
tion structure of MWPs, we show empirically
that an ensemble classifier yields the best per-
formance for identifying the problem type and
for identifying the discourse structure of MWP.
Not only are the performance gains over the
baseline vastly substantial, but the performance
gains of the solver when compared with state-
of-the-art MWP solvers such as WolframAlpha
(Barendse, 2012) are also substantial.

2. We demonstrate the efficacy of our software
prototype to solving MWPs automatically. The
multistage approach can be construed as a care-
ful combination of inductive inference (statis-
tical methods) and deductive inference (rule-
based approach) to reflect the key aspects
of mathematics comprehension in arithmetic
problem solving as pointed out in psychology
studies: The use of natural language to iden-
tify the discourse structure and a set of rules
to derive the corresponding mathematical form
(De Corte and Verschaffel, 1987; Cummins,
1991; Verschaffel et al., 2000).

2 Related Work

Prior studies attempting to solve mathematical word
problems in an automatic manner fall into two pri-

mary categories: those intended to understand the
cognitive aspects of problem solving in children
and those intended for intelligent tutoring systems.
Prototypical systems such as WORDPRO (Fletcher,
1985), SOLUTION (Dellarosa, 1985), ARITHPRO
(Dellarosa, 1986) and (LeBlanc and Weber-Russell,
1996) are representations of cognitive models of hu-
man processes of mathematical word problem solv-
ing. With the exception of (LeBlanc and Weber-
Russell, 1996), these operate on propositional repre-
sentations of the problem text later solved in a rule-
based manner.

In the realm of intelligent tutoring systems au-
tomatic MWP solvers were based on either using
specific sentence structures and keywords (Bobrow,
1964), or using templates (schema) limited in scope
by variety and problem types - (Supap et al., 2013)
for grade-level problems in Thai and (Liguda and
Pfeiffer, 2011; Liguda and Pfeiffer, 2012) for grade-
level problems in German.

An early approach to automatic classification of
MWP using natural language processing methods
was (Cetintas et al., 2009). The study pointed out
that certain problem types (such as the multiplica-
tive compare and equal group) were characterized
by their lexical content and that a blind text catego-
rization approach via stop word removal and stem-
ming failed to help the classification task for those
problem types. Another related study (Cetintas et
al., 2010), addresses sentence-level classification of
sentences in MWP into relevant and irrelevant sen-
tences to identify the information-bearing compo-
nents of the problem.

A more recent study in a related area is (Mat-
suzaki et al., 2013), which aims at understanding the
complexity of MWPs encountered by students ap-
pearing for a Japanese university entrance examina-
tion. It includes and end-to-end method of problem
solving by transforming the question sentences into
their logic representation to be eventually solved by
an automatic solver. The problems considered are
significantly more complex than grade-level arith-
metic problems. A semantic parser used on the re-
lated topic of learning to solve algebra word prob-
lems is the material of (Kushman et al., 2014). In
all these studies the goal was to arrive at a solution
automatically without paying attention to the step-
by-step approach to assisted problem solving which
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is what we address in this work.

Taking a view different from that of prior stud-
ies, our focus here is two-fold: first, inspired by the
approach to identify the structure of scientific ab-
stracts in (Guo et al., 2010), we would like to gain
a fundamental understanding of the discourse struc-
ture of an MWP which serves as its information-
bearing component; second, knowing the structure
of an MWP we would like to discover the inter-
relation between available units of information and
eventually solve the problem.

Our approach in this study is closely related to
that in (Supap et al., 2013) in spirit, but instead of
a top-down approach via having a static template
for each problem type, we resort to constructing dy-
namic templates in a bottom-up fashion using infor-
mation on problem types and associated discourse
structure. The classification algorithm leverages nat-
ural language properties at the sentence level as well
as across sentence boundaries.

For the classifiers we use a combination of a de-
ductive learner driven by inductive learners which
has been very successful in other domains such as
electronic design automation tools (Chaganty et al.,
2013; Liu et al., 2012). The cognitive modeling
perspective to solving MWP in children renders the
inductive-deductive learner combination a natural
choice for our study.

3 Method

Our approach to solving an MWP is grounded in
harnessing the information available in the discourse
structure of the word problem. We hypothesize that
classification of the problem type is a crucial first
step. After knowing the problem type, we focus on
the solution by identifying the components of the
problem and their interrelation.

3.1 Data

MWPs have the information to solve them embed-
ded in text rather than in an equation. While recog-
nizing that there are several categories of word prob-
lems, we consider for our study the set of word prob-
lems considered in a cognitively guided instruction
scheme (CGI).

The CGI framework aims at developing a child’s
mathematical thinking via intuitive strategies for

problem solving (Carpenter et al., 2000). Focusing
on the curriculum of the cognitively guided instruc-
tion scheme, this study aims to solve all three prob-
lem types at the elementary grade level: problems of
the type join and separate, compare and part-part-
whole involving only one mathematical operation -
that of addition or subtraction.

The choice of these problem types is motivated by
early developmental theories in children’s arithmetic
competencies that focus on word problems classified
into natural classes based on their semantic struc-
tures, the relation between the sets in the problem
statement.(LeBlanc and Weber-Russell, 1996).

The word problems considered here constitute the
major types proposed by the CGI curriculum. The
problem types are general in that they do not call for
a specific arithmetic operation but we have restricted
our approach to only those involving addition and
subtraction. Although details of the exact proportion
of these word problem types in the respective grade
levels is not available, we expect word problems of
the types considered here to be prevalent in grades
Kindergarten to fourth grade (as evidenced from the
collected corpus of sample practice problems).

Join and separate (J-S) problems have three
main functional types of sentences in a question:
given, change and result. A Given sentence is a nar-
rative sentence where a quantity is given; a Change
sentence indicates that there are some changes to
the quantity in the Given sentence and the Result
sentence is the result of the change applied to the
given quantity. A sentence that is not of the above
functional types is an Unknown sentence. When the
change applied to the given quantity results in a de-
crease, the problem is of the separate kind (subtrac-
tion) and when the result is an increase in the given
quantity, the problem is of the join kind (addition).
Problems of this type are characterized by signif-
icant action language that describe changes in the
possession or condition of objects. As an example
consider a problem of the type separate:

Henry is walking dogs for money. There are 7 dogs to

walk on Henry's street. [ERVAIKEAAoR e 0N

Note : The yellow highlight is the given sentence. The
Bl highlight is the change sentence and the [§iiil§ high-
light is the result sentence of the example problem. The
remaining sentences are of the type unknown sentence.
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Equation: 7-x=4

Part-part-whole (PPW) is the second problem
type which contains two main functional types of
sentences: part and whole. The part sentence indi-
cates the quantity of a set, while the whole sentence
indicates the total amount in a category that sub-
sumes the set. Problems of this type involve static
descriptions of the counts of two or more disjoint
subsets and the union of those sets and do not con-

tain significant actions. For example,

Some kids are playing in a playground. 3 boys are
playing on the slide. 4 girls are playing on the merry-go-
round.

Note : The yellow highlight is the part sentence. The
BIEg highlight is the whole sentence. The rest of the ques-
tion is the unknown sentence.

Equation: 3 +4 =x

The simplest of the three types, compare problems
(C) involve a comparison of the counts of two sets. For
example, Angela has 6 mittens. Jordan has 4 more mit-
tens than Angela. How many mittens does Jordan have?

It is important to note that in a given problem, the miss-
ing quantity could be in the Given, Change or Result sen-
tence (likewise in the part or the whole sentence). It is
also crucial to remember that although the equations cor-
responding to the problem types are similar, our focus is
not just the solution but also the steps leading to the solu-
tion. The dataset used in our study is a set of sample prob-
lems from the South Dakota Counts (Olson et al., 2008)
and teacherweb.com (Ebner, 2011). A brief description
of the problems of each type and their characteristics in
the corpus is summarized in Table 1.

Problem type J-S | PPW C
No. of problems 330 164 257
No. of words/problem (mean) | 25.54 | 22.47 | 21.13
No. of sentences/problem 342 | 272 | 3.06
No . of verb types (total) 99 36 46

Table 1: Corpus description of the set of problems stud-

ied.
The problems were grouped by problem type at the

source. However, their sentence type annotations were
not available. The problems in the dataset were manually
annotated for sentence functional type (Given, Change,
Result, Part and Whole) and sign (join or separate) by
the researchers. The annotators agreed on 99.4% of the
sentence function types.

Notice from Table 1 that the J-S problems constitute
a majority of the problem types and that these problems
are also the longest in terms of average number of words
per problem. Another significant feature is the number of

sentences per problem. We notice that it is 3.42 for J-S
problems suggesting that there are more than 3 sentences
which would be the case when just the Given, Change
and Result sentences are present. Again, in the case of
PPW sentences, we notice that the sentences are not nec-
essarily Part, Part and Whole, but the ‘parts’ may even be
relegated to the same sentence.

3.2 Models

The first stage is problem type classification. Prob-
lem type classification takes as input the entire prob-
lem divided into sentences and assigns it to one of Join-
Separate, Part-Part-Whole or Compare type. Depending
on the problem type, the necessary classifiers are cas-
caded. We divide the problem solution into a maximum
of three stages depending on the problem type with a clas-
sifier for each stage, described as follows. A schematic
representation of the solver is given in Figure 1.

Arithmetic Word Problem

v

| Problem Type Classification

|
I

Part Part Whole Problem

Join and Separate Problem .
Comparison Problem

Sentence
Function
Identification

Equation /

Generator

Sentence Sign predicti
Function ign Prediction
‘fication
Equation
Generator

\ Eunﬁon /

Figure 1: Flow chart for the system.

Equation
Generator

3.2.1 Join and separate problems (JS)

Join and separate problems are the most versatile of
problems because the problem’s discourse structure af-
fords phrasing of its constituent sentences in many ways.
The constituent sentences can either be separate, joined
using a conjunction or could be formed as a complex sen-
tence with the use of conditionals.

Figure 2 shows a step-by-step approach to solving
problems of this type. First, we classify the sentence
functional type for each sentence (whether it is Given
or Change or Result sentence). Then, we perform a sign
prediction (whether the problem calls for addition or sub-
traction). The pivot sentence for this task is the Change
sentence because it indicates the direction of change of
the quantity in the Given sentence in terms of an effec-
tive increase or decrease.The last task is to combine the
results of the first two stages and generate the correspond-
ing equation.

This problem focuses on the relationship between
nouns in each sentence of the question. There are two
steps to solve this problem. The first step is to identify
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Predict that the theme is addition or subtraction.

/

Function . .
Sign Equation
sentence Prediction Generator
Identification
Identify whether which sentence is Given or
Change or Result.
Function Sentence Equation
Identification Generator
e |dentify whether * Using the prediction
the sentence is a to generate a
part or a whole equation as part +
sentence. part = whole
L N )

Figure 2: Top: Flow chart for Join and Separate Problem.
Bottom: part part whole Problem.

whether the sentence is a part sentence or a whole sen-
tence. We then use the information from this classifica-
tion to generate the equation. The flowchart of the prob-
lem is displayed in figure 2.

3.2.2 Compare problems

Comparison problems focus on similarities or differ-
ences between sets. By nature of its type, the problem’s
discourse structure is limited. This means we can gener-
ate a set of rules to convert a question to its correspond-
ing equation. Once a problem is classified as belonging
to this type in the problem type identification stage, the
problem is then processed by a rule-based classifier lead-
ing to its equation.

3.2.3 Equation generation

Once the component sentence types comprising the
discourse structure of the problem are identified the in-
formation in each sentence is extracted. We note that the
sentence type (and hence discourse structure) plays a cru-
cial role in this stage of information extraction. We use
the NLTK toolkit (Loper and Bird, 2002) to extract the
numerical quantity from each sentence.

In the J-S equation generator, we construct an equation
of the form (quantity in Given) + (quantity in Change) =
Result. The quantity in the Change sentence bears the
sign of the question (depending on whether it is addition
or subtraction). If a sentence with no numerical informa-
tion is classified as Given, Change or Result, we assign an

X to that sentence and the information is excluded from
the equation (a potential source of error).

The analog holds for the PPW equation generator.
With its sentences classified as Part or Whole we proceed
to the equation generation as follows. When the Part sen-
tence has more than one numerical quantity, we assign the
first number as Partl and the other numbers as Part2 (or
into more buckets as the case may be). Then, we arrange
them into the corresponding equation as: Partl + Part2 =
Whole.

In both these equation generators, when the equation
has insufficient information owing to errors from previ-
ous stages (we will defer discussing some scenarios to
Section 6), a solution is not generated. The generated
equation is solved using Numpy (Oliphant, 2006).

3.3 Implementation

For the tasks of problem type classification, sentence
type classification and sign prediction, we use the en-
semble method of inductive classifier - Random Forest.
The equation generation stage is a rule-based deductive
learner that combines the result of sentence type classifi-
cation (and sign prediction for the J-S problems) to derive
the numerical quantities needed for the equation. We use
the scikit implementation of Random Forest (Pedregosa
etal., 2011).

3.4 Evaluation

We evaluate the performance of the classifiers on prob-
lem type classification, sentence type, sign prediction and
overall solution generation by the level of accuracy (how
exact the classification is) calculated using 5-fold cross
validation. In addition to evaluating a classifier’s perfor-
mance on each task, we also evaluate the contribution of
each feature class to the classification by noting the accu-
racy of the classifier when that feature class is excluded.

4 Experiment

We first consider the preprocessing steps and the fea-
tures considered before delving into the models by type
of mathematical word problem being solved.

4.1 Preprocessing

We employed Python NLTK (Loper and Bird, 2002) to
segment the problems into sentences, perform tokeniza-
tion, convert words into lower case, tag the words with
their Penn treebank part-of-speech tags and lemmatize
all the verbs and nouns. We also obtain the depen-
dency parse of the sentences using the Stanford parser
(De Marnefte et al., 2006).

4.2 Features

We use four classes of features that we describe below.
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Problem-level features:

e The features in this class are length-related and
document-related. The length of the problem in
number of sentences is a feature that we consider
at the problem level, noticing that on an average,
J-S problems tend to have more sentences per prob-
lem than those of the C type, which in turn have
more sentences than those of the PPW type (refer
Table 1).

e Structure that is specific for problem of type C
which is the binary valued feature indicating the
presence of comparative adjective and “than”.

e Keywords (with binary values) extracted using tf-
idf constitute another type of problem-level fea-
tures. To avoid overfitting, we consider only those
keywords that occur at least five times in the cor-
pus of problems. We exclude verbs and prepositions
from this list. The intuition here is that keywords
such as altogether characterize PPW problems.

Sentence-level features: Mainly used for sentence-
level classification into types, the features in this class
are positional, structural or semantic.

e Sentence position in the problem tends to be an in-
dicator of the sentence type for PPW and JS prob-
lems. For instance, a majority of the JS sentences
have the first sentence of the type Given, as a man-
ner of discourse structure.

e Structural features essentially capture shared rela-
tionships between entities in a sentence, such as that
between the subject and object in a sentence ob-
tained in the form of dependency relations. Other
structural features are verb phrase (binary valued)
such as fo start with, comparative structure such as
more than (binary valued) and prepositions such as
on (binary valued).

Action-related features: We observe that problems
of the J-S type are characterized by significant action lan-
guage that describe changes in the possession or condi-
tion of objects. Thus, we posit that the count of unique
verb lemmas will serve as a discriminating feature. Con-
sider for instance a J-S problem, Grandma had 5 straw-
berries. Grandpa gave her 8 more strawberries. How
many strawberries does Grandma have now? The verb
from the Given sentence Grandma had 5 strawberries
has changed in the Change sentence Grandpa gave her 8
more strawberries and thus the problem has 2 verb lem-
mas (have and give).

Entity-related features: An example of this feature is
the number of unique noun phrases. Since problems of
type PPW involve static descriptions of two or more dis-
joint subsets in the Part sentence and the union of those

sets (or the super category of the entities in the Part sen-
tence) in the While sentence, a characteristic of problems
of this type is the variety of noun phrases. For instance,
Jarron has 5 red triangles and 10 blue squares. How
many shapes does he have altogether? The first sentence
which corresponds to Part sentence contains two noun
phrases: red triangles and blue squares. The other sen-
tences is whole sentence. It has only one noun which
is shapes. Here red triangles and blue squares are sub-
categories of shapes and so the number of unique noun
phrases is 3.

4.3 Parameter tuning

The hyperparameters of the Random Forest classifier
were tuned as follows. The corpus of problem types and
sentence types were split into a training and test set via
a random 80-20 split. The parameters of the random
forest classifiers at the problem type, sentence type and
sign prediction stages were independently tuned by 5-
fold cross validation on the training data set choosing the
set that achieves the highest cross-validation accuracy.

As a result, with n as the number of total available
features the problem type prediction classifier was set to
have a maximum of /n features and allowed to reach a
maximum depth of 15 nodes. The sentence type classifier
for J-S was set to have a maximum of n features and al-
lowed to reach a depth of 25 nodes, whereas that for PPW
had the parameters set to n and 10 respectively. The cor-
responding parameters for sign prediction module were
logan and 50.

S Experimental Results

We report results of using the inductive classification in
the first few stages followed by the results of the deduc-
tive classification in the equation generation stage.

5.1 Problem type classification

The majority baseline is the proportion of the largest
problem class in the corpus which is about 44% We ob-
serve that problem type classification using Random For-
est yielded an accuracy of 93.47% The performance of
Random Forest is justified considering that many of our
features are correlated. Additionally, our data falls in the
realm of the ‘small n, large p’ scenario where Random
Forest is known to perform best. We thus use only Ran-
dom Forest for classification in the following stages.

5.2 Sentence-type classification

For sentence type classification, the baseline is the ma-
jority class among sentence types since the sentences
are classified independently. Thus, the baseline for J-S
problems is 36.12% (majority class is Change sentence)
and for PPW is 62.47% (majority class is Part sentence).
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JS PPW
Baseline | Classifier || Baseline | Classifier
36.12% | 91.55% 62.47% | 92.32%

Table 2: Performance of the Random Forest classifier for
sentence type classification. The improvement over the
baseline is significant.

From Table 2 we notice that the ensemble classifier out-
performs the baseline by a wide margin in both J-S and
PPW solvers. The performance of the classifier on sen-
tence type prediction for both types seems comparable
even though one involves a 3-way classification (for J-S)
and the other only two-way (for PPW).

For sign prediction, we note that the module is used
only to solve problems of type J-S. Hence, the baseline
is the majority class which in our case is 50% owing to
the equal number of addition and subtraction problems.
The accuracy of the classifier that performs sign predic-
tion is 84.33%. This renders the sign-prediction stage a
bottleneck for solving J-S problems.

JS PPW C
78.67% | 87.33% | 94.92%

Overall
85.64%

Table 3: Comparison of the accuracy of the solvers for
each problem type.

5.3 Overall Solution

The overall solution is obtained by combining the result
of the individual stages as per problem type to generate
the corresponding equation. The accuracies of the solvers
for each problem type are compared in Table 3.

We prepare a simple rule-based baseline with which
we compare the results of the equation generation. First,
if there is more than one numerical quantity in a sen-
tence, they are all summed up. Any sentence without a
numerical quantity is ignored and the question sentence is
mapped to the variable. Second, if the number in the first
sentence is larger than the number in the second sentence,
the first number will be subtracted by the second number;
otherwise the two numbers are added. With these two
rules, we disregard the type of MWP and generate the
equation. The baseline accuracy becomes 59.58% (J-S
accuracy is 48%, C accuracy is 55.69%, and PPW accu-
racy is 87.5%). We would like to point out that a plausible
reason that the baseline for PPW is higher than that of the
stage-wise approach is because PPW problems’ structure
coincides with our rules.

This baseline is to be interpreted with some caution,
however. Recalling that the purpose of the study is to
guide the learner through the stages leading to generating
the equation, a comparison of the results of the equation
generation stage with the baseline alone is misguided.
The final accuracy for solving problems of type Join-

Separate is 78.67%. For problems of the PPW type, the
accuracy of problem solution after the equation genera-
tion stage is 87.33% and that for the class of Compare
problems is 94.92%. Based on this we remark that for the
automatic solver, problems of the J-S type are the hardest
to solve, and those of the Compare type are the easiest.
This is justified here by noting that the sign-prediction
module is a bottleneck for the J-S solver, as well as an ad-
ditional classification stage compared to the other prob-
lem types.

Pooling the results of each problem type together, we
arrive at the overall accuracy of our solver to be 85.64%.

5.4 Comparison with the state-of-the-art

A general purpose MWP solver is available via the pub-
licly available WolframAlpha engine. The details of its
implementation were unavailable, but we believe it to be
operational from its associated blog post that elaborates
its functionality and the diagrammatic solution feature of
this solver) (Barendse, 2012). We compare the accuracy
of our solver with that of the solver provided by Wolfra-
mAlpha' in the absence of other published MWP solvers
for arithmetic problems that we study. Since the details
of the solution process employed by WolframAlpha are
not available we are only able to compare the respective
performances at the level of equation generation.

For the purpose of this comparison, we choose the test
set (20% of our corpus) compare the accuracy of solu-
tions produced by the solvers. While our MWP solver
had an accuracy of 86% on the sample, the performance
of Wolfram Alpha is remarkably poor. In particular,
barely 9% of the problems were answered correctly, of
which about 4% had an incorrect diagram associated with
the solution. The vast majority of the MWPs are not
solved and the results come back with the error “Wol-
framAlpha doesn’t understand your query”. Surprisingly,
the Wolfram Alpha system performed quite poorly on our
dataset. Without the details of the WolframAlpha ap-
proach, we are unable to point to the advantages of our
approach over that of the state-of-the-art.

5.5 Ablation Analysis

Task Accuracy | Problem | Sentence | Action | Entity
level level related | related

Prob. type 93.47 77.29 92.17 75.10 | 81.26
Sign 84.33 61.33 60.33 61.67 | 65.33
JS sent 91.55 89.48 54.93 87.02 | 90.63
PPW sent 92.32 81.82 68.05 90.68 | 92.02

Table 4: Comparison of the accuracy results (in %) with
different feature classes ablated for each classification

task with the accuracy where no features were excluded.
Table 4 summarizes the results of the ablation study

'www.wolframalpha.com visited on June 01, 2014.
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conducted for each task by removing each class of fea-
tures. For problem type prediction, the action-related fea-
tures constitute the most important set of features (most
likely influenced by the predominance of J-S problems)
followed by the problem-level features. The sentence
level features seem to have little impact on the over-
all accuracy. Even though the entity-related features do
not have an effect on PPW sentence type classification,
it contributes substantially to question type classification
(most likely by way of characterizing PPW). Sign predic-
tion depends primarily on the sentence-level features but
is about equally dependent on the other sets of features.

6 Discussion

The higher the accuracy of classification is, the better the
outcome in generating equations will be. In this section,
we consider some of the issues that negatively impact the
classification process. The first issue involves the prepro-
cessing steps that a MWP has to go through before pass-
ing through our analysis. This happens when the problem
relates to time, money, and distance and needs quantity
conversions before the arithmetic calculations (e.g. Josie
has 7 pennies and 5 nickels. How much money does she
have?). Another obvious class is when the problem re-
quires world knowledge for its solution (e.g. Today is Oc-
tober 25th. How many days are there until Halloween?).
The other case where our program fails is when a ques-
tion has a complex sentence structure. e.g How many Yo-
das flew away from the planet in the space shuttle if 23
Yodas stayed on the planet of 30 Yodas in all?

Focusing on the errors of the J-S problem solver, the
majority of errors result from incorrect sign prediction,
explained by the fact that this module is the bottleneck in
our J-S automatic solver. The overall accuracy is slightly
higher than we expect because the error from sign predic-
tion and sentence type classification overlap. It is also the
case that even though the classifier misclassifies Change
and Given sentences, if the sign is correctly assigned as
‘+’, the final equation is still correct i.e. 3 +x = 4 is
the same as x + 3 = 4. Finally, the main source of er-
ror for problems of PPW type is that the problem type
classifier misclassifies PPW to be JS, which leads to an
incorrect solution. JS and PPW are very similar but they
focus on different aspects. JS focuses on the dynamic ac-
tion, while PPW captures the relationship between nouns
in each sentence.

For problems of the Compare type, there are two
sources of error. First, the rule-based classifier itself pro-
vides 94.92% because some questions need quantity con-
version before being processed. For example, Joel started
the paper route at 7:05. He worked for 25 minutes. When
did he finish? The other is that the comparison problem
is misclassified as J-S or PPW at the problem type clas-

sification stage. Accounting for these errors would entail
working with better classifiers that handle inter-sentence
semantics.

To get a feel for the model’s generalizability we tested
on a set of problems not of the CGI type from Dadswork-
sheets.com”. On this set of 400 addition and subtraction
word problems our model yielded an overall accuracy of
87%, suggesting that our method is not restricted to solv-
ing problems of the CGI type alone. Looking ahead, we
are working to solve more complicated MWPs of upper
elementary grades.

It is conceivable that a multi-stage approach such as
the one considered here can constitute one of the key de-
sign factors in applications involving intelligent tutoring
systems for elementary mathematics education. The goal
of guiding the learner to understand the steps involved
in solving the problem can be met via our approach of
identifying the problem types, highlighting the discourse
elements (sentence types) while simultaneously helping
arrive at the answer.

7 Conclusion

We present a multi-stage text-classification approach to
solve arithmetic problems of elementary level automati-
cally. Our approach recognizes the problem type, identi-
fies the discourse structure and generates the correspond-
ing equation to eventually solve the problem. This is
in line with results from cognitive psychology studies in
children learning to solve MWPs. With accuracies sub-
stantially higher than the baseline, we also observe that
the performance gains of our solver compared with the
state-of-the-art MWP solvers such as WolframAlpha are
also substantial.
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