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Abstract
Retrieval-based methods have been proven ef-
fective in many NLP tasks. Previous methods
use representations from the pre-trained model
for similarity search directly. However, the
sentence representations from the pre-trained
model like BERT perform poorly in retriev-
ing semantically similar sentences, resulting in
poor performance of the retrieval-based meth-
ods. In this paper, we propose KNN-EC, a
simple and efficient non-parametric emotion
classification (EC) method using nearest neigh-
bor retrieval. We use BERT-whitening to get
better sentence semantics, ensuring that nearest
neighbor retrieval works. Meanwhile, BERT-
whitening can also reduce memory storage of
datastore and accelerate retrieval speed, solv-
ing the efficiency problem of the previous meth-
ods. KNN-EC average improves the pre-trained
model by 1.17 F1-macro on two emotion clas-
sification datasets.

1 Introduction

Retrieval-based methods enhance model perfor-
mance by extracting textual information related to
the input from large training data. The model inter-
polates the original model distribution and retrieved
results’ distribution as the final distribution for out-
put. Retrieval-based methods can often improve
the performance as the model is exposed to related
knowledge not present in the input(Wang et al.,
2022). Retrieval-based methods have been success-
fully applied to many tasks such as language mod-
eling(Khandelwal et al., 2019; Guu et al., 2020),
machine translation(Gu et al., 2018; Bapna and Fi-
rat, 2019; Khandelwal et al., 2020; Zheng et al.,
2021), question answering(Chen et al., 2017; Lee
et al., 2019), and computer vision(Devlin et al.,
2015; Gur et al., 2021).

Retrieval-based methods are expressive, adapt-
able, and interpretable. Here, we propose KNN-
EC, a simple and efficient non-parametric emotion
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classification (EC) method using nearest neighbor
retrieval. KNN-EC can be added to any pre-trained
emotion classification model without further train-
ing. Pre-trained models such as BERT (Devlin
et al., 2019), RoBERTa (Liu et al., 2019), XLNet
(Yang et al., 2019) have been widely proven ef-
fective for emotion classification, and they obtain
state-of-the-art results on many emotion classifica-
tion tasks.

However, the sentence representations from the
pre-trained model like BERT perform poorly in
retrieving semantically similar sentences(Reimers
and Gurevych, 2019). Previous works found that
pre-trained models always induced a non-smooth
anisotropic semantic space of sentences, which
harmed its performance of semantic similarity. To
address this issue, Gao et al. (2018) designed a
novel way to mitigate the degeneration problem by
regularizing the word embedding matrix. Li et al.
(2020) proposed to transform the BERT sentence
embedding distribution into a smooth and isotropic
Gaussian distribution through normalizing flow, an
invertible function parameterized by the neural net-
work. Because the above methods require addi-
tional parameters added to the neural network, this
is not suitable to be added to KNN-EC to enhance
the nearest neighbor retrieval.

Here, we use BERT-whitening(Su et al., 2021),
which utilizes a simple linear transformation to
enhance the isotropy of sentence representations
and achieve competitive results. The details of
BERT-whitening are described in Section 2.2.
We conduct experiments on two emotion clas-
sification datasets. KNN-EC can achieve 1.21-
1.65/0.28-1.44 F1-macro scores improvements over
pre-trained models on GoEmotions/ISEAR. Mean-
while, by adding the BERT-whitening, our ap-
proach can further boost the model performance,
optimize memory storage and accelerate retrieval
speed.

The main contributions of this paper are summa-

4738



Datastore

Dimension Reduction
W

hi
te

ni
ng

 T
ra

ns
fo

rm
at

io
n

Model

Representation

Whitening 
Transformation
& Query

Select Top-k

Your team lacks ethics. Predict

anger

anger

sadness

disgust
• • •

Figure 1: An overview of the proposed KNN-EC. The datastore stores the hidden representations of each sentence in
the training data as keys and their corresponding labels as values. We use whitening transformation to enhance the
isotropy of sentence representations and dimension reduction to optimize memory storage and accelerate retrieval
speed. In inference, we use the whitening transformation on the test sentence’s representation to retrieve the k
nearest neighbors from the datastore. We interpolate the model and kNN distributions with a hyper-parameter λ as
the final distribution.

rized as follows:

• We propose KNN-EC, a non-parametric emo-
tion classification method using nearest neigh-
bor retrieval. KNN-EC is plug-and-play for
any pre-trained emotion classification model
without further training.

• We utilize BERT-whitening to get better sen-
tence semantics, ensuring the nearest neighbor
retrieval works. Meanwhile, BERT-whitening
can also optimize memory storage and accel-
erate retrieval speed.

• The results demonstrate that KNN-EC average
improves the pre-trained model by 1.17 F1-
macro scores on two emotion classification
datasets.

2 Background

In this section, we will briefly introduce the back-
ground of KNN-MT(Khandelwal et al., 2020) and
BERT-whitening(Su et al., 2021).

2.1 KNN-MT

KNN-MT includes two steps: creating a datastore
and inferring based on the datastore.

2.1.1 Datastore Creation

The datastore in KNN-MT stores the hidden rep-
resentations of translation contexts as keys and
their corresponding next tokens as values. Given a
bilingual sentence pair in the training set (x, y) ∈
(X ,Y), an MT model translates the t-th target to-
ken yt based on the translation context (x, y<t).
The key is f(x, y<t), where f represents a map-
ping from input to an intermediate representation
of the decoder and the value is yt. The representa-
tions are generated by a single forward pass over
the training set (X ,Y) and the datastore is defined
as follows:

(K,V) =
⋃

(x,y)∈(X ,Y)

{(f (x, y<t) , yt) ,∀yt ∈ y}

(1)

2.1.2 Inference

At test time, the KNN-MT model aims to pre-
dict ŷt given the already generated tokens ŷ<t

as well as the context representation f(x, ŷ<t),
which is used to query the datastore for the
k nearest neighbors according to L2 distance.
Denoting the retrieved k nearest neighbors as
N t = {(hi, vi) , i ∈ {1, 2, . . . , k}}, their distribu-
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tion over the vocabulary is computed as:

pkNN(yt | x, ŷ<t) ∝
∑

(hi,vi)∈Nt

1yt=vi exp(
−d(hi, f(x, ŷ<t))

T
) (2)

where d(., .) is an L2 distance function between the
two vectors, and T is the temperature. KNN-MT
interpolates the MT model and kNN distributions
with a hyper-parameter λ:

p (yt | x, ŷ<t) = λpkNN (yt | x, ŷ<t)

+ (1− λ)pMT (yt | x, ŷ<t)
(3)

2.2 BERT-whitening
BERT-whitening uses the whitening operation
in traditional machine learning to enhance the
isotropy of sentence representations and reduce the
dimension of the sentence representation. BERT-
whitening includes two steps: whitening transfor-
mation and dimension reduction.

2.2.1 Whitening Transformation
BERT-whitening transforms the mean value of the
sentence vectors into 0 and the covariance ma-
trix into the identity matrix. Given a set of row
vectors {ei}Ni=1, BERT-whitening transforms them
into {ẽi}Ni=1 as:

ẽi = (ei − µ)W (4)

where the mean value µ = 1
N

∑N
i=1 ei , and W is

the linear transformation that is solved later. The
original covariance matrix

∑
is denoted as:

Σ =
1

N

N∑

i=1

(ei − µ)T (ei − µ) (5)

The transformed covariance matrix Σ̃ =
W TΣW and Σ̃ = I , therefore,

Σ =
(
W⊤

)−1
W−1 =

(
W−1

)⊤
W−1 (6)

Σ satisfies the following form of SVD(Golub
and Reinsch, 1971) decomposition:

Σ = UΛUT (7)

where U is an orthogonal matrix, Λ is a diagonal
matrix and the diagonal elements are all positive.
Therefore, let W−1 =

√
ΛUT , we can obtain the

solution:
W = U

√
Λ−1 (8)

2.2.2 Dimension Reduction

The elements in the diagonal matrix Λ deriving
from SVD have been sorted in descending order.
We only need to retain the first n columns of W
to achieve a dimension reduction effect, which is
equivalent to PCA(Abdi and Williams, 2010). Here,
n is an empirical hyper-parameter, the details of
algorithm implementation of BERT-whitening are
shown in Algorithm 1.

Algorithm 1 Whitening-n Workflow

Input: The original embeddings {ei}Ni=1 and re-
served dimension n
Output: Transformed embeddings {ẽi}Ni=1

1: compute µ and
∑

of {ei}Ni=1

2: compute U,Λ, UT = SVD(Σ)

3: compute W =
(
U
√
Λ−1

)
[:, : n]

4: for i = 1, 2, ..., N do
5: ẽi = (ei − µ)W

3 Nearest Neighbor Emotion Detection

In this section, we will introduce the details of our
proposed method, KNN-EC. We build the datastore
as KNN-MT. Before that, we do whitening trans-
formation and dimension reduction on the high-
dimensional vector representations obtained from
the model to get a better similarity search. In in-
ference, the KNN-EC uses the nearest neighbor re-
trieval mechanism to enhance the pre-trained model
without additional training. The overview of the
proposed KNN-EC is shown in Figure 1.

3.1 Datastore Creation

Given a training set (x, y) ∈ (X ,Y), a neural emo-
tion classification model transforms the input sen-
tence x into a high-dimensional vector represen-
tation e = f(x), where f represents a mapping
from input to an intermediate representation of the
neural emotion classification model.

Then, we get the high-dimensional vector rep-
resentation {ei}Ni=1 of all training inputs {xi}Ni=1.
We use BERT-whitening to enhance the isotropy
of sentence representations and reduce the dimen-
sion of the sentence representation, the details of
algorithm implementation of BERT-whitening are
shown in Algorithm 1.

{ẽi}Ni=1 = Whitening-n({ei}Ni=1) (9)
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GoEmotions Anger Disgust Fear Joy Sadness Surprise Total
Train 3878 498 515 12920 2121 3553 23485
Test 520 76 77 1603 259 449 2984

Table 1: The statistics of GoEmotions.

ISEAR Anger Disgust Fear Joy Sadness Shame Guilt Total
Train 863 853 861 873 865 857 840 6012
Test 216 213 215 219 217 214 210 1504

Table 2: The statistics of ISEAR.

where n is an empirical hyper-parameter to reduce
the sentence representation’s dimension and en-
hance the search results in the datastore.

Our datastore is constructed offline and consists
of a set of key-value pairs. The key is ẽi, and the
value is the corresponding ground truth yi. The
datastore is defined as follows:

(K,V) =
⋃

(x,y)∈(X ,Y)

{(ẽi, yi)} (10)

3.2 Inference
At test time, given a sentence x, the pre-trained
emotion classification model outputs a emotion
distribution pModel(y|x) for target y. The model
also outputs the vector representation e of x. We
do whitening transformation for e by µ and W
calculated in Equation 9 as follows:

ẽ = (e− µ)W (11)

ẽ is used to query the datastore for the k near-
est neighbors M according to L2 distance, d(., .),
which is the same as Equation 2.

pkNN(y | x) ∝
∑

(ki,vi)∈M
1y=vi exp(

−d(ki, ẽ)

T
)

(12)
where T is the temperature. We interpolate the
pre-trained emotion classification model and kNN
distributions with a hyper-parameter λ:

p(y | x) = λpkNN(y | x)
+ (1− λ)pModel(y | x) (13)

4 Experiment

4.1 Datasets and Evaluation Metrics
We evaluate our model1 on two datasets: GoEmo-
tions and ISEAR.

1https://github.com/WenbiaoYin/KNN-EC

GoEmotions(Demszky et al., 2020) was pub-
lished by Google for fine-grained emotions classi-
fication. GoEmotions is the largest manually an-
notated dataset of 58k English Reddit comments,
labeled for 27 emotion categories or Neutral. Here,
we filter the sentences with Neutral labels or mul-
tiple labels. We adopt Ekman-style(Ekman, 1992)
grouping into six coarse categories(joy, anger, fear,
sadness, disgust, and surprise). The statistics of
GoEmotions are shown in Table 1.

ISEAR(Scherer and Wallbott, 1994)(Interna-
tional Survey on Emotion Antecedents and Re-
actions) collected personal reports on emotional
events written by 3000 people from different cul-
tural backgrounds. ISEAR contains 7k sentences
that are labeled into seven categories(anger, disgust,
fear, guilt, joy, sadness, and shame). The statistics
of ISEAR are shown in Table 2.

Here, we use F1-macro(Opitz and Burst, 2019)
to measure all results.

4.2 Implementation Details

Considering the generalization, we conduct exper-
iments on the popular pre-trained models, such
as BERT, RoBERTa, and XLNet. We fine-tune
the pre-trained models from Transformers library2

and adopt faiss3 to implement our model. For our
method, the temperature T is set to 2. We set the
batch size of this model as 64 and use the AdamW
optimizer and the learning rate warm-up where the
learning rate is 2e-5.

4.3 Overall Results

Experimental results are shown in Table 3. The
results in the table are the average of 5 repeated
experiments. According to the results, several ob-
servations can be noted.

2https://github.com/huggingface/transformers
3https://github.com/facebookresearch/ faiss
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Dataset GoEmotions ISEAR
Model pModel pkNN p pModel pkNN p

bert-base 71.13 71.55 72.71↑1.58 69.18 69.28 69.46↑0.28
bert-large 71.64 72.23 72.85↑1.21 70.20 70.47 70.94↑0.74
xlnet-base 71.31 71.81 72.77↑1.46 68.39 69.66 69.83↑1.44
roberta-base 71.86 72.39 73.51↑1.65 69.36 70.40 70.68↑1.32
roberta-large 73.01 74.10 74.51↑1.50 73.09 73.12 73.56↑0.47

µ 71.79 72.42 73.27↑1.48 70.04 70.59 70.89↑0.85

Table 3: The F1-macro scores of the pre-trained model(pModel) and k nearest neighbor(pkNN ) and the proposed
KNN-EC model(p). Underline results indicate the best results of baselines, and our best results are marked bold.
The red numbers indicate the magnitude of our model effect improvement. µ indicates the mean value of results
among different pre-trained models.

Figure 2: Visualization of sentence representations on GoEmotions. (a) uses sentence representations from the
fine-tuned RoBERTa without BERT-whitening, while (b) uses RoBERTa with BERT-whitening.

pkNN with BERT-whitening is always better
than pModel. It is a fascinating phenomenon: why
non-parametric method using nearest neighbor re-
trieval is better than the well-trained linear classi-
fier? Because BERT always induces a non-smooth
anisotropic semantic space of sentences, BERT-
whitening can boost the isotropy of sentence dis-
tribution. It makes pkNN with BERT-whitening is
always better than pModel.

KNN-EC average improves the pre-trained
models by 1.17 F1-macro on two emotion clas-
sification datasets. KNN-EC can achieve 1.21-
1.65/0.28-1.44 F1-macro improvements over pre-
trained models on GoEmotions/ISEAR.

The more data available for retrieval, the bet-
ter our model works. The effectiveness of KNN-
EC depends on the quality of retrieved nearest
neighbors. The quality of retrieved nearest neigh-
bors depends on the amount of data available for
retrieval. pkNN average achieves 0.63/0.55 F1-
macro improvements over pModel. The KNN-EC’s
improvement is more pronounced on larger datas-

tore.

4.4 The Effectiveness of BERT-whitening

From Table 4, we can see pkNN with BERT-
whitening average improves the 11.77/12.11 F1-
macro over pkNN without BERT-whitening on
GoEmotions/ISEAR. The sentence representations
from the pre-trained model perform poorly in re-
trieving semantically similar sentences while per-
form well with BERT-whitening. Besides, pkNN

without BERT-whitening is very unstable, whose
results are much lower than pModel and the stan-
dard deviation(µ) equals 7.56/9.81 on GoEmo-
tions/ISEAR. While pkNN with BERT-whitening
is not only stable(µ = 0.89/1.35) but also better
than pModel.

To demonstrate the effectiveness of our method,
we further visualize the sentence representations
from RoBERTa on GoEmotions, where RoBERTa
achieves the best performance. From Figure 2,
sentence representations in the sadness category
almost overlap with sentence representations in
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Dataset GoEmotions ISEAR
Model pkNN -BW pkNN+BW pkNN -BW pkNN+BW
bert-base 66.79 71.55↑4.76 58.03 69.28↑11.25
bert-large 50.64 72.23↑21.59 40.24 70.47↑30.23
xlnet-base 67.72 71.81↑4.09 66.65 69.66↑3.01
roberta-base 52.24 72.39↑20.15 60.12 70.40↑10.28
roberta-large 65.85 74.10↑8.25 67.34 73.12↑5.78

µ 60.65 72.42↑11.77 58.48 70.59↑12.11
σ 7.56 0.89 9.81 1.35

Table 4: The F1-macro scores of the k nearest neighbors(pkNN ) without/with BERT-whitening on GoEmotions and
ISEAR.We use the following abbreviations. BW for BERT-whitening, - for without and + for with. µ/σ indicates
the mean value/standard deviation of results among different pre-trained models.

Whitening-n 8 16 32 64 128 256 default
bert-base 70.64 71.62 71.73 72.06 72.11 72.71 70.52
xlnet-base 71.35 72.20 72.77 71.28 71.90 72.09 70.43
roberta-base 72.27 72.05 72.53 73.05 73.51 72.66 59.22
Datastore size 0.01× 0.02× 0.04× 0.08× 0.17× 0.33× 1×
bert-large 72.85 71.16 72.06 71.96 71.74 71.85 71.73
roberta-large 73.01 72.64 74.09 74.11 74.51 74.06 73.32
Datastore size 0.01× 0.02× 0.03× 0.06× 0.13× 0.25× 1×

Table 5: The F1-macro scores of KNN-EC among different Whitening-ns. Underline results indicate the worst
results of KNN-EC for each pre-trained model, and the best results are marked bold. The default means using the
same dimension as the pre-trained model’s outputs without dimension reduction.

the surprise category, seriously affecting the near-
est neighbor retrieval result. After adding BERT-
whitening, the sentence representations of sadness
and surprise are separated.

Retrieval-based methods generally have signif-
icant storage overhead and inference overhead.
From Table 5, BERT-whitening not only improves
the model’s performance but also significantly re-
duces the memory storage of the datastore(more
than 10×). Meanwhile, with the datastore size
reduced, the retrieval speed is also greatly accel-
erated, significantly decreasing the inference over-
head and erasing the limitation of non-parametric
KNN-EC in practical applications.

4.5 Performance with Different k

As shown in Figure 3, as pModel performs bet-
ter, KNN-EC tends to select larger k, and re-
trieve more relevant sentences to improve perfor-
mance, such as bert-large, roberta-base, roberta-
large. While pModel performs relatively poorly,
selecting a larger k will introduce more noise, so it
tends to select a small k, such as bert-base, xlnet-
base.

Figure 3: The F1-macro scores of KNN-EC among
different ks.

5 Conclusion

In this paper, we propose a simple and effective
method using nearest neighbor retrieval that can
be applied to many emotion classification mod-
els without further training. Meanwhile, we re-
duce memory storage of datastore and accelerate
retrieval speed, significantly decreasing the infer-
ence overhead and erasing the limitation of non-
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parametric KNN-EC in practical applications. Ex-
perimental results show that our proposed model
achieves significant improvement.

Limitations

There are two major limitations in this study that
could be addressed in future research. First, the
study focused on using the sentence representations
from the pre-trained model for nearest neighbor re-
trieval. We did not study whether KNN-EC works
on the other models. Second, the results retrieved
from the training set may suffer from dataset bias.
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