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Abstract

Due to its great importance in deep natural lan-

guage understanding and various down-stream

applications, text-level parsing of discourse

rhetorical structure (DRS) has been drawing

more and more attention in recent years. How-

ever, all the previous studies on text-level dis-

course parsing adopt bottom-up approaches,

which much limit the DRS determination on

local information and fail to well benefit from

global information of the overall discourse.

In this paper, we justify from both computa-

tional and perceptive points-of-view that the

top-down architecture is more suitable for text-

level DRS parsing. On the basis, we propose a

top-down neural architecture toward text-level

DRS parsing. In particular, we cast discourse

parsing as a recursive split point ranking task,

where a split point is classified to different lev-

els according to its rank and the elementary

discourse units (EDUs) associated with it are

arranged accordingly. In this way, we can

determine the complete DRS as a hierarchi-

cal tree structure via an encoder-decoder with

an internal stack. Experimentation on both

the English RST-DT corpus and the Chinese

CDTB corpus shows the great effectiveness of

our proposed top-down approach towards text-

level DRS parsing.

1 Introduction

Text-level parsing of discourse rhetorical struc-

ture (DRS) aims to identify the overall dis-

course structure and the rhetorical relations be-

tween discourse units in a text. As a funda-

mental research topic in natural language pro-

cessing, text-level DRS parsing plays an im-

portant role in text understanding and can ben-

efit various down-stream applications, such as

document summarization (Goyal and Eisenstein,

2016), sentiment analysis (Choi et al., 2016), text
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e1: 西藏银行部门积极调整信贷结构，/ Bank of Tibetan
actively readjusts credit structure

e2: 以确保农牧业生产等重点产业的投入，/ Ensuring the
investment of key industries such as husbandry production

e3: 加大对工业、能源、交通、通信等建设的正常资金
供应量。/ Increase the normal supply of funds for industrial,
energy, transportation, communications

e4: 去年新增贷款十四点四一亿元，/ Last year, the newly
increased loan was 1.441 billion yuan

e5: 比上年增加八亿多元。/ an increase of more than 800
million yuan compared to the previous year.

e6: 农牧业生产贷款（包括扶贫贷款）比上年新增四
点三八亿元；/ The loans (including aid the poor loan) for
agricultural and livestock production newly increased by 438
million yuan compared to the previous year

e7: 乡镇企业贷款增幅为百分之六十一点八三。/ The
increase in loans to township enterprises was 61.83%

Figure 1: An example for DRS parsing, where the text

consists of 3 sentences containing 7 EDUs.

categorization (Ji and Smith, 2017), pronoun reso-

lution (Sheng et al., 2017) and event temporal re-

lation identification (Dai et al., 2019).

According to Rhetorical Structure The-

ory (RST) (Mann and Thompson, 1988), a text

can be presented by a hierarchical tree structure

known as a Discourse Tree (DT). Figure 1 il-

lustrates an excerpt with its gold standard DRS

from article chtb 0005 in the Chinese CDTB

(Connective-driven Discourse Treebank) cor-

pus (Li et al., 2014c). We can find that, in the

DT, each leaf node corresponds to an elemen-

tary discourse unit (EDU), and various EDUs
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