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Introduction

The Fourth Conference on Machine Translation (WMT 2019) took place on Thursday, August 1 and
Friday, August 2, 2019 in Florence, Italy, immediately following the 57th Annual Meeting of the
Association for Computational Linguistics (ACL 2019).

This is the fourth time WMT has been held as a conference. The first time WMT was held as a conference
was at ACL 2016 in Berlin, Germany, the second time at EMNLP 2017 in Copenhagen, Denmark, and the
third time at EMNLP 2028 in Brussels, Belgium. Prior to being a conference, WMT was held 10 times
as a workshop. WMT was held for the first time at HLT-NAACL 2006 in New York City, USA. In the
following years the Workshop on Statistical Machine Translation was held at ACL 2007 in Prague, Czech
Republic, ACL 2008, Columbus, Ohio, USA, EACL 2009 in Athens, Greece, ACL 2010 in Uppsala,
Sweden, EMNLP 2011 in Edinburgh, Scotland, NAACL 2012 in Montreal, Canada, ACL 2013 in Sofia,
Bulgaria, ACL 2014 in Baltimore, USA, and EMNLP 2015 in Lisbon, Portugal.

The focus of our conference is to bring together researchers from the area of machine translation and
invite selected research papers to be presented at the conference.

Prior to the conference, in addition to soliciting relevant papers for review and possible presentation,
we conducted 8 shared tasks. This consisted of four translation tasks: Machine Translation of News,
Biomedical Translation, Robust Machine Translation, and Similar Language Translation, two evaluation
tasks: Metrics and Quality Estimation, as well as the Automatic Post-Editing and Parallel Corpus
Filtering tasks.

The results of all shared tasks were announced at the conference, and these proceedings also include
overview papers for the shared tasks, summarizing the results, as well as providing information about the
data used and any procedures that were followed in conducting or scoring the tasks. In addition, there
are short papers from each participating team that describe their underlying system in greater detail.

Like in previous years, we have received a far larger number of submissions than we could accept for
presentation. WMT 2019 has received 48 full research paper submissions (not counting withdrawn
submissions). In total, WMT 2019 featured 12 full research paper oral presentations and 102 shared task
poster presentations.

The invited talk was given by Marine Carpuat from the University of Maryland, College Park, USA. It
was titled “Semantic, Style & Other Data Divergences in Neural Machine Translation".

We would like to thank the members of the Program Committee for their timely reviews. We also
would like to thank the participants of the shared task and all the other volunteers who helped with the
evaluations.

Ondrej Bojar, Rajen Chatterjee, Christian Federmann, Mark Fishel, Yvette Graham, Barry Haddow,
Matthias Huck, Antonio Jimeno Yepes, Philipp Koehn, André Martins, Christof Monz, Matteo Negri,
Aurélie Névéol, Mariana Neves, Matt Post, Marco Turchi, and Karin Verspoor

Co-Organizers
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tion
Patrick Littell, Chi-kiu Lo, Samuel Larkin and Darlene Stewart

Incorporating Word and Subword Units in Unsupervised Machine Translation Us-
ing Language Model Rescoring
Zihan Liu, Yan Xu, Genta Indra Winata and Pascale Fung

JUMT at WMT2019 News Translation Task: A Hybrid Approach to Machine Trans-
lation for Lithuanian to English

Sainik Kumar Mahata, Avishek Garain, Adityar Rayala, Dipankar Das and Sivaji
Bandyopadhyay

Johns Hopkins University Submission for WMT News Translation Task
Kelly Marchisio, Yash Kumar Lal and Philipp Koehn

NICT’s Unsupervised Neural and Statistical Machine Translation Systems for the
WMTI19 News Translation Task

Benjamin Marie, Haipeng Sun, Rui Wang, Kehai Chen, Atsushi Fujita, Masao
Utiyama and Eiichiro Sumita
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Thursday, August 1, 2019 (continued)

PROMT Systems for WMT 2019 Shared Translation Task
Alexander Molchanov

JU-Saarland Submission to the WMT2019 English—Gujarati Translation Shared
Task

Riktim Mondal, Shankha Raj Nayek, Aditya Chowdhury, Santanu Pal, Sudip Kumar
Naskar and Josef van Genabith

Facebook FAIR’s WMT19 News Translation Task Submission
Nathan Ng, Kyra Yee, Alexei Baevski, Myle Ott, Michael Auli and Sergey Edunov

eTranslation’s Submissions to the WMT 2019 News Translation Task
Csaba Oravecz, Katina Bontcheva, Adrien Lardilleux, L4sz16 Tihanyi and Andreas
Eisele

Tilde’s Machine Translation Systems for WMT 2019
Marcis Pinnis, Rihards KriSlauks and Matiss Rikters

Apertium-fin-eng—Rule-based Shallow Machine Translation for WMT 2019 Shared
Task
Tommi Pirinen

English-Czech Systems in WMTI19: Document-Level Transformer
Martin Popel, Dominik Machacek, Michal Auersperger, Ondfej Bojar and Pavel
Pecina

The RWTH Aachen University Machine Translation Systems for WMT 2019
Jan Rosendahl, Christian Herold, Yunsu Kim, Miguel Graca, Weiyue Wang, Parnia
Bahar, Yingbo Gao and Hermann Ney

The Universitat d’Alacant Submissions to the English-to-Kazakh News Translation
Task at WMT 2019

Victor M. Sanchez-Cartagena, Juan Antonio Pérez-Ortiz and Felipe Sanchez-
Martinez

CUED@WMTI9:EWC&LM:s
Felix Stahlberg, Danielle Saunders, Adria de Gispert and Bill Byrne

Baidu Neural Machine Translation Systems for WMT19
Meng Sun, Bojian Jiang, Hao Xiong, Zhongjun He, Hua Wu and Haifeng Wang

University of Tartu’s Multilingual Multi-domain WMT19 News Translation Shared

Task Submission
Andre Tittar, Elizaveta Korotkova and Mark Fishel
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Thursday, August 1, 2019 (continued)

11:00-12:30

Neural Machine Translation for English—Kazakh with Morphological Segmentation
and Synthetic Data
Antonio Toral, Lukas Edman, Galiya Yeshmagambetova and Jennifer Spenader

The LMU Munich Unsupervised Machine Translation System for WMT19
Dario Stojanovski, Viktor Hangya, Matthias Huck and Alexander Fraser

Combining Local and Document-Level Context: The LMU Munich Neural Machine
Translation System at WMTI19
Dario Stojanovski and Alexander Fraser

IITP-MT System for Gujarati-English News Translation Task at WMT 2019
Sukanta Sen, Kamal Kumar Gupta, Asif Ekbal and Pushpak Bhattacharyya

The University of Helsinki Submissions to the WMT19 News Translation Task
Aarne Talman, Umut Sulubacak, Rail Vazquez, Yves Scherrer, Sami Virpioja,
Alessandro Raganato, Arvi Hurskainen and Jorg Tiedemann

Microsoft Research Asia’s Systems for WMT19

Yingce Xia, Xu Tan, Fei Tian, Fei Gao, Di He, Weicong Chen, Yang Fan, Linyuan
Gong, Yichong Leng, Rengian Luo, Yiren Wang, Lijun Wu, Jinhua Zhu, Tao Qin
and Tie-Yan Liu

The En-Ru Two-way Integrated Machine Translation System Based on Transformer
Doron Yu

DFKI-NMT Submission to the WMT19 News Translation Task
Jingyi Zhang and Josef van Genabith

Shared Task: Test Suites

Linguistic Evaluation of German-English Machine Translation Using a Test Suite
Eleftherios Avramidis, Vivien Macketanz, Ursula Strohriegel and Hans Uszkoreit

A Test Suite and Manual Evaluation of Document-Level NMT at WMT19
Katefina Rysova, Magdaléna Rysova, Tomas Musil, Lucie Poldkova and Ondiej
Bojar

Evaluating Conjunction Disambiguation on English-to-German and French-to-

German WMT 2019 Translation Hypotheses
Maja Popovié
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Thursday, August 1, 2019 (continued)

11:00-12:30

11:00-12:30

The MuCoW Test Suite at WMT 2019: Automatically Harvested Multilingual Con-
trastive Word Sense Disambiguation Test Sets for Machine Translation
Alessandro Raganato, Yves Scherrer and Jorg Tiedemann

SAO WMT19 Test Suite: Machine Translation of Audit Reports
Tereza Vojtéchovd, Michal Novék, Milo§ Kloucek and Ondfej Bojar

Shared Task: Metrics

WMDO: Fluency-based Word Mover’s Distance for Machine Translation Evalua-
tion
Julian Chow, Lucia Specia and Pranava Madhyastha

Meteor++ 2.0: Adopt Syntactic Level Paraphrase Knowledge into Machine Trans-
lation Evaluation
Yinuo Guo and Junfeng Hu

YiSi - a Unified Semantic MT Quality Evaluation and Estimation Metric for Lan-

guages with Different Levels of Available Resources
Chi-kiu Lo

EED: Extended Edit Distance Measure for Machine Translation
Peter Stanchev, Weiyue Wang and Hermann Ney

Filtering Pseudo-References by Paraphrasing for Automatic Evaluation of Machine
Translation

Ryoma Yoshimura, Hiroki Shimanaka, Yukio Matsumura, Hayahide Yamagishi and
Mamoru Komachi

Shared Task: Robustness

Naver Labs Europe’s Systems for the WMT19 Machine Translation Robustness Task
Alexandre Berard, loan Calapodescu and Claude Roux

NICT’s Supervised Neural Machine Translation Systems for the WMT19 Translation
Robustness Task
Raj Dabre and Eiichiro Sumita

System Description: The Submission of FOKUS to the WMT 19 Robustness Task
Cristian Grozea
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Thursday, August 1, 2019 (continued)

12:30-14:00

14:00-15:30

15:30-16:00

16:00-17:30

16:00-16:15

16:15-16:30

16:30-16:45

CUNI System for the WMT19 Robustness Task
Jindfich Helcl, Jindfich Libovicky and Martin Popel

NTT’s Machine Translation Systems for WMT19 Robustness Task
Soichiro Murakami, Makoto Morishita, Tsutomu Hirao and Masaaki Nagata

JHU 2019 Robustness Task System Description
Matt Post and Kevin Duh

Robust Machine Translation with Domain Sensitive Pseudo-Sources: Baidu-OSU
WMTI19 MT Robustness Shared Task System Report

Renjie Zheng, Hairong Liu, Mingbo Ma, Baigong Zheng and Liang Huang
Improving Robustness of Neural Machine Translation with Multi-task Learning

Shuyan Zhou, Xiangkai Zeng, Yingqi Zhou, Antonios Anastasopoulos and Graham
Neubig

Lunch

Panel on "Open Problems in Machine Translation' (chair Ondrej Bojar):
Alex Fraser (Ludwig-Maximilians-Universitit Miinchen), Alon Lavie (Unba-
bel), Marcin Junczys-Dowmunt (Microsoft), Yvette Graham (Dublin City Uni-
versity)

Coffee Break

Session 4: Research Papers on Modeling and Analysis (chair: Matthias Huck)

Saliency-driven Word Alignment Interpretation for Neural Machine Translation
Shuoyang Ding, Hainan Xu and Philipp Koehn

Improving Zero-shot Translation with Language-Independent Constraints
Ngoc-Quan Pham, Jan Niehues, Thanh-Le Ha and Alexander Waibel

Incorporating Source Syntax into Transformer-Based Neural Machine Translation
Anna Currey and Kenneth Heafield
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Thursday, August 1, 2019 (continued)

16:45-17:00 APE at Scale and Its Implications on MT Evaluation Biases
Markus Freitag, Isaac Caswell and Scott Roy
17:00-17:15  Generalizing Back-Translation in Neural Machine Translation
Miguel Graga, Yunsu Kim, Julian Schamper, Shahram Khadivi and Hermann Ney
17:15-17:30  Tagged Back-Translation
Isaac Caswell, Ciprian Chelba and David Grangier
Friday, August 2, 2019

9:00-10:30

9:00-9:20

9:20-9:40

9:40-10:00

10:00-10:15

10:15-10:30

10:30-11:00

Session 5: Shared Tasks Overview Presentations II (chair: Mark Fishel)

Findings of the WMT 2019 Shared Tasks on Quality Estimation
Erick Fonseca, Lisa Yankovskaya, André F. T. Martins, Mark Fishel and Christian
Federmann

Findings of the WMT 2019 Shared Task on Automatic Post-Editing
Rajen Chatterjee, Christian Federmann, Matteo Negri and Marco Turchi

Findings of the WMT 2019 Biomedical Translation Shared Task: Evaluation for
MEDLINE Abstracts and Biomedical Terminologies

Rachel Bawden, Kevin Bretonnel Cohen, Cristian Grozea, Antonio Jimeno Yepes,
Madeleine Kittner, Martin Krallinger, Nancy Mah, Aurelie Neveol, Mariana Neves,
Felipe Soares, Amy Siu, Karin Verspoor and Maika Vicente Navarro

Shared Task on Similar Languages
Findings of the WMT 2019 Shared Task on Parallel Corpus Filtering for Low-

Resource Conditions
Philipp Koehn, Francisco Guzmdn, Vishrav Chaudhary and Juan Pino

Coffee Break
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Friday, August 2, 2019 (continued)

11:00-12:30 Session 2: Shared Task Poster Session I

11:00-12:30

11:00-12:30

Shared Task: Quality Estimation

RTM Stacking Results for Machine Translation Performance Prediction
Ergun Bigici

Unbabel’s Participation in the WMT19 Translation Quality Estimation Shared Task
Fabio Kepler, Jonay Trénous, Marcos Treviso, Miguel Vera, Anténio Géis, M. Amin
Farajian, Anténio V. Lopes and André F. T. Martins

QF BERT: Bilingual BERT Using Multi-task Learning for Neural Quality Estima-
tion
Hyun Kim, Joon-Ho Lim, Hyun-Ki Kim and Seung-Hoon Na

MIPT System for World-Level Quality Estimation
Mikhail Mosyagin and Varvara Logacheva

NJU Submissions for the WMT19 Quality Estimation Shared Task
Hou Qi

Quality Estimation and Translation Metrics via Pre-trained Word and Sentence Em-
beddings
Elizaveta Yankovskaya, Andre Téttar and Mark Fishel

SOURCE: SOURce-Conditional Elmo-style Model for Machine Translation Quality
Estimation
Junpei Zhou, Zhisong Zhang and Zecong Hu

Shared Task: Automatic Post-Editing

Transformer-based Automatic Post-Editing Model with Joint Encoder and Multi-
source Attention of Decoder
WonKee Lee, Jachun Shin and Jong-Hyeok Lee

Unbabel’s Submission to the WMT2019 APE Shared Task: BERT-Based Encoder-
Decoder for Automatic Post-Editing

Anténio V. Lopes, M. Amin Farajian, Gong¢alo M. Correia, Jonay Trénous and An-
dré F. T. Martins
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Friday, August 2, 2019 (continued)

11:00-12:30

11:00-12:30

USAAR-DFKI — The Transference Architecture for English—-German Automatic
Post-Editing
Santanu Pal, Hongfei Xu, Nico Herbig, Antonio Kriiger and Josef van Genabith

APE through Neural and Statistical MT with Augmented Data. ADAPT/DCU Sub-
mission to the WMT 2019 APE Shared Task
Dimitar Shterionov, Joachim Wagner and Félix do Carmo

Effort-Aware Neural Automatic Post-Editing
Amirhossein Tebbifakhr, Matteo Negri and Marco Turchi

UdS Submission for the WMT 19 Automatic Post-Editing Task
Hongfei Xu, Qiuhui Liu and Josef van Genabith

Shared Task: Biomedical Translation

Terminology-Aware Segmentation and Domain Feature for the WMT19 Biomedical
Translation Task

Casimiro Pio Carrino, Bardia Rafieian, Marta R. Costa-jussa and José A. R. Fonol-
losa

Exploring Transfer Learning and Domain Data Selection for the Biomedical Trans-
lation
Noor-e- Hira, Sadaf Abdul Rauf, Kiran Kiani, Ammara Zafar and Raheel Nawaz

Huawei’s NMT Systems for the WMT 2019 Biomedical Translation Task
Wei Peng, Jianfeng Liu, Liangyou Li and Qun Liu

UCAM Biomedical Translation at WMTI19: Transfer Learning Multi-domain En-
sembles

Danielle Saunders, Felix Stahlberg and Bill Byrne

BSC Participation in the WMT Translation of Biomedical Abstracts
Felipe Soares and Martin Krallinger

Shared Task: Similar Languages
The MLLP-UPV Spanish-Portuguese and Portuguese-Spanish Machine Translation

Systems for WMT19 Similar Language Translation Task
Pau Baquero-Arnal, Javier Iranzo-Sanchez, Jorge Civera and Alfons Juan
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11:00-12:30

The TALP-UPC System for the WMT Similar Language Task: Statistical vs Neural
Machine Translation
Magdalena Biesialska, Lluis Guardia and Marta R. Costa-jussa

Machine Translation from an Intercomprehension Perspective
Yu Chen and Tania Avgustinova

Utilizing Monolingual Data in NMT for Similar Languages: Submission to Similar
Language Translation Task
Jyotsana Khatri and Pushpak Bhattacharyya

Neural Machine Translation: Hindi-Nepali
Sahinur Rahman Laskar, Partha Pakray and Sivaji Bandyopadhyay

NICT’s Machine Translation Systems for the WMT19 Similar Language Translation
Task
Benjamin Marie, Raj Dabre and Atsushi Fujita

Panlingua-KMI MT System for Similar Language Translation Task at WMT 2019
Atul Kr. Ojha, Ritesh Kumar, Akanksha Bansal and Priya Rani

UDS-DFKI Submission to the WMT2019 Czech—Polish Similar Language Transla-
tion Shared Task
Santanu Pal, Marcos Zampieri and Josef van Genabith

Neural Machine Translation of Low-Resource and Similar Languages with Back-
translation

Michael Przystupa and Muhammad Abdul-Mageed

The University of Helsinki Submissions to the WMT19 Similar Language Transla-
tion Task

Yves Scherrer, Radl Vazquez and Sami Virpioja

Shared Task: Parallel Corpus Filtering

Dual Monolingual Cross-Entropy Delta Filtering of Noisy Parallel Data
Amittai Axelrod, Anish Kumar and Steve Sloto

NRC Parallel Corpus Filtering System for WMT 2019
Gabriel Bernier-Colborne and Chi-kiu Lo
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Friday, August 2, 2019 (continued)
Low-Resource Corpus Filtering Using Multilingual Sentence Embeddings
Vishrav Chaudhary, Yuqing Tang, Francisco Guzmén, Holger Schwenk and Philipp
Koehn
Quality and Coverage: The AFRL Submission to the WMTI19 Parallel Corpus Fil-
tering for Low-Resource Conditions Task

Grant Erdmann and Jeremy Gwinnup

Webinterpret Submission to the WMT2019 Shared Task on Parallel Corpus Filtering
Jestis Gonzdlez-Rubio

Noisy Parallel Corpus Filtering through Projected Word Embeddings
Murathan Kurfali and Robert Ostling

Filtering of Noisy Parallel Corpora Based on Hypothesis Generation
Zuzanna Parcheta, German Sanchis-Trilles and Francisco Casacuberta

Parallel Corpus Filtering Based on Fuzzy String Matching
Sukanta Sen, Asif Ekbal and Pushpak Bhattacharyya

The University of Helsinki Submission to the WMT19 Parallel Corpus Filtering Task

Raul Vazquez, Umut Sulubacak and Jorg Tiedemann

12:30-14:00 Lunch
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14:00-15:30

14:00-15:30

15:30-16:00

16:00-17:30

16:00-16:15

16:15-16:30

16:30-16:45

16:45-17:00

17:00-17:15

17:15-17:30

Session 7: Invited Talk (chair: Matt Post)
Marine Carpuat (University of Maryland): Semantic, Style and Other Data Diver-
gences in Neural Machine Translation

Coffee Break

Session 8: Research Papers on Applications (chair: Marco Turchi)

Hierarchical Document Encoder for Parallel Corpus Mining
Mandy Guo, Yinfei Yang, Keith Stevens, Daniel Cer, Heming Ge, Yun-hsuan Sung,
Brian Strope and Ray Kurzweil

The Effect of Translationese in Machine Translation Test Sets
Mike Zhang and Antonio Toral

Customizing Neural Machine Translation for Subtitling
Evgeny Matusov, Patrick Wilken and Yota Georgakopoulou

Integration of Dubbing Constraints into Machine Translation
Ashutosh Saboo and Timo Baumann

Widening the Representation Bottleneck in Neural Machine Translation with Lexical
Shortcuts
Denis Emelin, Ivan Titov and Rico Sennrich

A High-Quality Multilingual Dataset for Structured Documentation Translation

Kazuma Hashimoto, Raffaella Buschiazzo, James Bradbury, Teresa Marshall,
Richard Socher and Caiming Xiong
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Findings of the 2019 Conference on Machine Translation (WMT19)

Loic Barrault Ondrej Bojar Marta R. Costa-jussa Christian Federmann
Le Mans Université Charles University UPC Microsoft Cloud + Al
Mark Fishel Yvette Graham Barry Haddow Matthias Huck
University of Tartu ~ Dublin City University University of Edinburgh LMU Munich
Philipp Koehn Shervin Malmasi Christof Monz
JHU / University of Edinburgh ~ Harvard Medical School University of Amsterdam
Mathias Miiller Santanu Pal Matt Post Marcos Zampieri
University of Zurich Saarland University JHU University of Wolverhampton
Abstract held 18 translation tasks this year, between En-

glish and each of Chinese, Czech (into Czech
only), German, Finnish, Lithuanian, and Rus-
sian. New this year were Gujarati<>English and
Kazakh<+English. Both pose a lesser resourced

This paper presents the results of the premier
shared task organized alongside the Confer-
ence on Machine Translation (WMT) 2019.
Participants were asked to build machine

translation systems for any of 18 language data condition on challenging language pairs. Sys-
pairs, to be evaluated on a test set of news tem outputs for each task were evaluated both au-
stories. The main metric for this task is hu- tomatically and manually.

man judgment of translation quality. The task
was also opened up to additional test suites to
probe specific aspects of translation.

This year the news translation task had two ad-
ditional sub-tracks: an unsupervised language pair
(German—Czech) and a language pair not involv-
ing English (German<+French). Both sub-tracks
were included into the general list of news transla-
The Fourth Conference on Machine Translation  tion submissions and are described in more detail
(WMT) held at ACL 2019' hosts a number of  in the corresponding subsections of Section 2.
shared tasks on various aspects of machine trans-
lation. This conference builds on 13 previous
editions of WMT as workshops and conferences
(Koehn and Monz, 2006; Callison-Burch et al.,

1 Introduction

The human evaluation (Section 3) involves ask-
ing human judges to score sentences output by
anonymized systems. We obtained large numbers
of assessments from researchers who contributed
2007, 2008, 2009, 2010, 2011, 2012; Bojar et al.,  eyaluations proportional to the number of tasks
2013, 2014, 2015, 2016, 2017, 2018). they entered. In addition, we used Mechanical

This year we conducted several official tasks.  Tyrk to collect further evaluations. This year, the
We report in this paper on the news and similar  ,fficial manual evaluation metric is again based

translation tasks. Additional shared tasks are de- on judgments of adequacy on a 100-point scale,

scribed in separate papers in these proceedings: a method we explored in the previous years with

e biomedical translation (Bawden et al., 2019b)  convincing results in terms of the trade-off be-

e automatic post-editing (Chatterjee et al., tween annotation effort and reliable distinctions
2019) between systems.

e metrics (Ma et al., 2019) The primary objectives of WMT are to evalu-

ate the state of the art in machine translation, to
disseminate common test sets and public train-
ing data with published performance numbers, and
to refine evaluation and estimation methodologies
for machine translation. As before, all of the
data, translations, and collected human judgments
are publicly available.> We hope these datasets
serve as a valuable resource for research into data-

quality estimation (Fonseca et al., 2019)

parallel corpus filtering (Koehn et al., 2019)
robustness (Li et al., 2019b)

In the news translation task (Section 2), par-
ticipants were asked to translate a shared test
set, optionally restricting themselves to the pro-
vided training data (“constrained” condition). We

1http 1/ /www.statmt.org/wmt19/ 2http ://statmt.org/wmtl19/results.html

1

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 1-61
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics



driven machine translation, automatic evaluation,
or prediction of translation quality. News transla-
tions are also available for interactive visualization
and comparison of differences between systems at
http://wmt.ufal.cz/ using MT-ComparEval
(Sudarikov et al., 2016).

In order to gain further insight into the perfor-
mance of individual MT systems, we organized
a call for dedicated “test suites”, each focussing
on some particular aspect of translation quality. A
brief overview of the test suites is provided in Sec-
tion 4.

2 News Translation Task

The recurring WMT task examines translation be-
tween English and other languages in the news do-
main. As in the previous year, we include Chinese,
Czech, German, Finnish and Russian (into and out
of English, except for Czech were only out of En-
glish was included). New language pairs for this
year were Gujarati, Lithuanian and Kazakh (to and
from English), and French-German. We also used
German-Czech (joining the corresponding parts of
the English-X test sets) for the unsupervised sub-
task.

2.1 Test Data

The test data for this year’s task (except for
the French-German set) was selected from online
news sources, as in previous years, with transla-
tion produced specifically for the task. For lan-
guage pairs that had appeared before at WMT (and
so had previous years’ data for development test-
ing) we selected approximately 2000 sentences in
each of the languages in the pair and translated
them into the other language. The source En-
glish sentences were common across all test sets.
For the new language pairs (i.e. English-Gujarati,
English-Kazakh and English-Lithuanian) we re-
leased development sets at the start of the cam-
paign, consisting of approximately 1000 sentences
in each language in the pair, translated into the
other language. For Gujarati-English the devel-
opment set was selected from online news in the
same way as the test set, whereas for Kazakh-
English the development set was selected (and re-
moved) from the news-commentary training set.
The test sets for these new language pairs was half
the size of the test sets of the existing language
pairs.

Different to previous years, all test sets (ex-

cept for French-German and German-Czech) only
included naturally occurring text on the source
side. In previous years, the way we produced an
English-X test set was to take 1500 sentences of
English text, translate these into language X, then
take 1500 sentences in language X, and translated
them into English. These 3000 translation pairs
were then used for the English-X task, and for the
X-English task, meaning that 50% of the sentences
in each test has “translationese” on the source side,
potentially leading to distortions in automatic and
human evaluation (Graham et al., 2019a). This
year, we did not include such “flipped” test data
in the test sets, meaning that the English-X and X-
English sets were non-overlapping.

The composition of the test documents is shown
in Table 1, the size of the test sets in terms of sen-
tence pairs and words is given in Figure 2.

The translation of the test sets was spon-
sored by the EU H2020 projects Bergamot and
GoURMET (English-Czech and Gujarati-English
respectively), by Yandex (Kazakh-English and
Russian-English), Microsoft (Chinese-English
and German-English), Tilde (Lithuanian-English),
the University of Helsinki (Finnish-English) and
Lingua Custodia® (a part of French-German test
set).

The translations into Czech were carried out by
the agency Pfeklady textu, s.r.o.* with the instruc-
tions for translators as given to all agencies:

e preserve line and document boundaries,
e translate from scratch, without post-editing,

e translate as literally as possible, but ensure
that the translation is still a fluent sentence
in the target language,

e do not add or remove information from the
translations, and do not add translator’s com-
ments.

e The point is to have a linguistically nice doc-
ument, but to be matching the original text as
closely as possible in terms of segmentation
into sentences (e.g. we don’t want 3 English
sentences combined into 1 long Czech com-
plex sentence).

3http ://www.linguacustodia. finance/
4http ://www.preklady-textu.cz/



Czech <

Europarl Parallel Corpus

English Finnish <> English German <> English Litl English French <+ German
Sentences 645,241 1,835,071 1,825,741 631,309 1,726,419
Words 14,948,882 [ 17,380,337 | 35,766,351 | 50,233,589 | 48,125,049 | 50,506,042 | 13,448,546 | 17,070,302 | 46,014,903 | 41,000,331
Distinct words | 172450 | 63287 | 677,673 | 112,751 | 371,743| 113958 237,740  62.885| 1388613 616,702
News Commentary Parallel Corpus
Czech <> English German < English Russian <+ English
Sentences 240,243 329,506 281,184
Words 5,372,690 | 5,938,908 | 8,363,213 | 8,295,418 | 7,132,754 | 7,447,684
Distinct words 172,215 68,966 197,056 80,623 194,808 76,953
Chinese <+ English  Kazakh <> English French <> German
Sentences 311,922 7,475 256,226
Words - 7,926,131 | 157,171 | 193,101 | 8,049,218 | 6,607,025
Distinct words | — 75,955 24,676 13,982 82,740 171,410
Common Crawl Parallel Corpus
German <> English Czech <> English Russian <+ English French < German
Sentences 2,399,123 161,838 878,386 622,288
Words 54,575,405 | 58,870,638 | 3,529,783 | 3,927,378 | 21,018,793 | 21,535,122 | 13,991,973 | 12,217,457
Distinct words | 1,640,835 823,480 | 210,170 | 128,212 764,203 432,062 676,725 932,137
ParaCrawl Parallel Corpus
German <> English Czech > English Lithuanian < English |
Sentences 31,358,551 5,862,521 1,368,691
Words 559,348,288 | 598,362,329 | 89,066,831 | 93,943,773 | 20,992,360 | 23,111,861
Distinct Words | 8,081,990 | 4,888,665 | 1,477,399 | 1,108,068 723,940 495,311
Finnish <> English Russian <+ English French <> German
Sentences 3,944,929 12,061,155 7,222,574
Words 55,245,472 | 66,352,625 | 182,325,667 | 210,770,856 | 145,190,707 | 123,205,701
Distinct Words | 1,787,403 944,140 | 2,958,831 2,385,075 1,534,068 | 2,368,682
EU Press Release Parallel Corpus
German < English Finnish <> English Lithuanian<> English
Sentences 1,480,789 583,223 213,173
Words 29,458,773 | 30,097,541 | 8,052,607 | 11,244,602 | 4,097,713 | 4,817,655
Distinct words 399,545 165,084 315,394 94,979 106,603 53,239
Chinese Parallel Corpora
casia2015 | casict2011 | casict2015 | datum2011 | datum2017 neu2017
Sentences 1,050,000 1,936,633 2,036,834 1,000,004 999,985 2,000,000
Words (en) 20,571,578 | 34,866,598 | 22,802,353 | 24,632,984 | 25,182,185 | 29,696,442
Distinct words (en) 470,452 627,630 435,010 316,277 312,164 624,420

Yandex 1M Parallel Corpus

CzEng v1.7 Parallel Corpus

Russian <> English Czech < English
Sentences 1,000,000 Sentences 57,065,358
Words 24,121,459 | 26,107,293 Words 667,091,440 | 751,312,654
Distinct 701,809 387,646 Distinct 2,592,850 1,639,658
WikiTitles Parallel Corpus
Czech <> English German < English Finnish <> English | Gujarati<» English
Sentences 362,014 1,305,135 376,572 11,670
Words 862,719 | 924,948 | 2,817,660 | 3,271,223 | 761,213 | 912,044 | 23,780 24,098
Distinct 197,743 | 168,449 618,723 525,023 | 232,236 | 183,285 | 11,557 10,400
Kazakh<> English | Lithuanian<> English Russian<> English Chinese<+ English
Sentences 117,041 132,182 1,032,343 765,674
Words 189,565 | 231,166 | 286,837 304,043 | 2,786,728 | 2,793,609 | — 2,031,512
Distinct 94,525 86,587 95,004 83,404 481,018 410,112 | - 341,166
United Nations Parallel Corpus
Russian <+ English Chinese <+ English
Sentences 23,239,280 15,886,041
Words 482,966,738 | 524,719,646 372,612,596
Distinct 3,857,656 2,737,469 | — 1,981,413

Figure 1: Statistics for the training sets used in the translation task. The number of words and the number of distinct words

(case-insensitive) is based on the provided tokenizer and IndicNLP (https://github.com/anoopkunchukuttan/indic_
nlp_library) for Gujarati.



Crawled Kazakh Parallel Data

Kazakh <> English Russian <+ English
Sentences 97,654 5,063,666
Words 1,224,971 | 1,524,384 | 111,492,772 | 115,950,305
Distinct 89,500 39,704 1,022,853 774,991

Crawled Gujarati-English Parallel Data

The Bible Localisation Indian Govt. Wikipedia
Sentences 7,807 107,637 10,650 18,033
Words 228,113 | 206,440 | 763,521 | 750,659 | 154,364 | 177,141 | 370,972 | 373,491
Distinct 15,623 5,945 15,406 8,549 23,489 16,361 57,431 32,227
Monolingual Wikipedia Data
Gujarati Kazakh | Lithuanian
Sentences 384,485 2,179,180 2,059,198
Words 6,779,645 | 28,130,741 | 31,006,475
Distinct words 373,840 1,115,320 970,696
News Language Model Data
English German Czech Russian Finnish
Sentences 199,900,557 275,690,481 72,157,988 80,148,714 16,834,066
Words 4,611,843,099 | 4,922,055,629 | 1,193,459,840 | 1,461,279,309 | 213,048,421
Distinct words 6,910,887 34,747,433 4,668,868 4,771,311 5,084,937
Gujarati Kazakh | Lithuanian French Chinese
Sentences 244,919 772,892 375,206 76,848,192 | 1,749,968
Words 3,776,100 | 13,172,313 6,782,918 | 1,858,333,964 -
Distinct words 183,425 506,923 288,266 3,376,105 -
Document-Split News LM Data (not dedudped)
English German Czech
Sentences 419,796,579 533,619,919 92,388,432
Words 9,305,189,308 | 9,520,383,021 | 1,512,084,445
Distinct words 6,813,799 34,668,232 4,582,601
Common Crawl Language Model Data
English German Czech Russian Finnish
Sent. | 3,074,921,453| 2,872,785,485| 333,498,145| 1,168,529,851 | 157,264,161
Words | 65,128,419,540 | 65,154,042,103 | 6,694,811,063 | 23,313,060,950 | 2,935,402,545
Dist. 342,760,462 339,983,035 50,162,437 101,436,673 47,083,545
Chinese | Lithuanian Kazakh | Gujarati | French
Sent. |1,672,324,647| 103,103,449 | 10,862,371 | 3,729,406
Words —-12,907,519,260 | 261,518,626 | 80,120,267
Dist. - 25,343,195 | 4,381,617 | 2,068,064
Test Sets
Chinese — EN | EN — Chinese | EN — Czech Finnish — EN | EN — Finnish | German — EN
Sentences. 2000 1997 1997 1996 1997 2000
Words - 80,666 | 48,021 — | 48,021 | 43,860 | 24,797 | 36,809 | 48,021 | 38,068 | 36,141 | 39,561
Distinct words | — 7,939 | 7,372 - | 7,372 | 11,537 | 10,454 | 5,763 | 7,372 | 12,789 | 8,763 6,764
EN — German | Gujarati — EN | EN — Gujarati | Kazakh — EN | EN — Kazakh | Lithuanian— EN
Sentences. 1997 1016 998 1000 998 1000
Words 48,021 | 49,069 | 15,691 | 17,950 | 24,074 | 22,285 | 16,259 | 20,376 | 24,074 | 19,142 | 20,027 26,020
Distinct words | 7,372 | 9,659 | 5,013 | 3,388 | 4,772 | 6,558 | 6,200 | 3,761 | 4,772 | 7,113 | 7,178 4,424
EN— Lithuanian | Russian — EN | EN — Russian | German — Czech | French <> German |
Sentences. 998 2000 1997 1997 1701
Words 24,074 20,603 | 35,821 | 43,158 | 48,021 | 48,298 | 49,779 43,860 | 46,216 36,563
Distinct words | 4,772 7,046 | 10,564 | 6,311 | 7,372 | 12,385 | 9,502 11,537 | 5,942 7,042

Figure 2: Statistics for the training and test sets used in the translation task. The number of words and the number of distinct
words (case-insensitive) is based on the provided tokenizer and IndicNLP (https://github.com/anoopkunchukuttan/

indic_nlp_library) for Gujarati.



ABC News (3), BBC (12), CBS News (2), CNBC (3), CNN (3), Daily Mail (9), Euronews (3),
Guardian (3), Independent (3), News Week (6), NY Times (4), Reuters (3), Russia Today (1), The

ABC News (3), BBC (6), CBS News (4), CNBC (2), CNN (3), Daily Mail (2), Euronews (2), Fox
News (1), Guardian (2), Independent (1), News Week (5), NY Times (4), Reuters (9), Russia Today (4),

ESS (8), Helsinginsanomat (12), Iltalehti (33), [ltasanomat (34), Kaleva (19), Kansanuutiset (1), Kar-

Abdendzeitung Miinchen (9), Abendzeitung Niirnberg (1), Aachener Nachrichten (7), Augsburger All-
gemine (2), Bergdorfer Zeitung (2), Braunschweiger Zeiting (2), Cuxhavener Nachrichten (1), Come
On (2), Der Standart (9), Deutsche Welle (1), Duelmener Zeitung (7), Euronews (2), Frankfurter
Neue Presse (2), Frankfurter Rundschau (4), Freipresse (1), Geinhaiiser Tageblatt (1), Gmiinder Tage-
spost (1), Gottinger Tageblatt (2), Handelsblatt (3), Hannoversche Allgemeine Zeitung (1), Hersfelder
Zeitung (2), HNA (2), Infranken (5), In Stid Thiiringen (3), Kieler Nachrichten (6), Merkur Online (5),
Morgen Post (1), Nachrichten (4), N TV (3), NW News (1), NZZ (6), OE24 (5), PAZ Online (1),
Passauer Neue Presse (1), Rhein Zeitung (1), Rheinische Poste (1), Salzburg (3), Schwarzwilder
Bote (2), Soster Anzeiger (2), Siidkurier (1), Usinger Anzeiger (1), Westfaelischer Anzeige (2), Welt (2),

7Kun (4), Aktobe Gazeti (3), Alkyn (4), Astana Akshamy (6), Atyray (1), Kazakh Adabieti (1), Ege-

AlFru (14), Altapress (4), Argumenti (3), Euronews (13), Fakty (9), Gazeta (7), Infox (3),
Izvestiya (38), Kommersant (12), Lenta (14), Nezavisimaya Gazeta (8), Moskovskij Komsomolets (19),
Parlamentskaya Gazeta (1), Rossiskaya Gazeta (1), ERR (1), Sovetskij Sport (31), Vedomosti (1), Nasha

Language Sources (Number of Documents)
Chinese Chinanews (111), Macao Govt. (4), QQ (10), Reuters (31), RFI (2), Tsrus (5)
English I
Scotsman (3), The Telegraph (2), UPI (2)
English 1T
The Scotsman (6), The Telegraph (4), The Local (1), UPI (2)
Finnish
jalainen (26), Kotiseutu Uutiset (1)
German
Wienerzeitung (2), Westfaelische Nachrichten (18), Zeit (1), Zeitungsverlag Waiblingen (2)
Gujarati ABP Asmita (13), BBC (3), Divya Bhaskar (20), Global Gujarati News (13), Web Dunia (21)
Kazakh
men (5), Jaskazaq (11), Akorda/Kazinform (34), SN .kz (5), Zamedia (1)
Lithuanian | Delfi (22), Diena (25), Lietuvos Zinios (7), TV3 (12), Voruta (2), VZ (8)
Russian
Versiya (1), Vesti (14), Za Rulyom (2)

Table 1: Composition of the test sets. English I was used for all language pairs, whereas English I was used for all except
Gujarati, Kazakh and Lithuanian. For more details see the XML test files. The docid tag gives the source and the date for each
document in the test set, and the origlang tag indicates the original source language.

2.2 Training Data

As in past years we provided parallel corpora to
train translation models, monolingual corpora to
train language models, and development sets to
tune system parameters.

This year, we proposed document-level evalu-
ation for the English-German and English-Czech
tasks. We therefore attempted to provide training
corpora with document boundaries intact wher-
ever possible. We produced new versions of the
Europarl corpora with document boundaries, an
updated version of news-commentary with docu-
ment boundaries, and a release of the Rapid cor-
pus for German-English with document bound-
aries intact. The CzEng’ already included con-
text for each sentence, so we did not update it.
We also produced a WikiTitle corpus this year
for all language pairs, and allowed the use of a
new ParaCrawl corpus (v3). The UN, Common-
Crawl and Yandex corpora were unchanged since
last year.

For Gujarati-English, we allowed several extra
parallel corpora (the Bible, a localisation corpus
from Opus, the Emille corpus, a Wikipedia cor-
pus and a crawled corpus specifically for this task),

5http ://ufal .mff.cuni.cz/czeng/czengl?

as well as encouraging participants to experiment
with the HindEnCorp® for transfer learning.

For Kazakh-English, we released a crawled cor-
pus (from KazakhTV) prepared by Bagdat Myrza-
khmetov of Nazarbayev University as well as a
much larger Kazakh-Russian corpus for transfer
learning or pivoting.

We released new monolingual news crawls for
each of the languages used in the task. For German
and Czech, we released versions of these with the
document boundaries intact, for participants wish-
ing to experiment with document-level models.

Some statistics about the training materials are
given in Figures 1 and 2.

2.3 Unsupervised Sub-Task

Following up on the unsupervised learning chal-
lenge from last year, we again invited participants
to build unsupervised machine translation systems
without the use of any parallel training corpora.
While WMT has been (and is) providing con-
siderable amounts of bitext for most of the lan-
guage pairs covered in its shared tasks on ma-
chine translation of news, there is however still
a shortage of available parallel resources between

®http://ufallab.ms.mff.cuni.cz/~bojar/
hindencorp/



lots of combinations of two human languages.
Bridging through a global hub language—such as
English—can be a solution in scenarios where no
bitext exists between two languages but parallel
corpora with the hub language are at hand for each
of the two. This “pivot translation” approach of
cascading source—English and English—target MT
is well-established. More recent research on un-
supervised translation, on the other hand, seeks to
altogether eliminate the need for parallel training
data. Unsupervised translation techniques should
be capable of learning translation correspondences
from only monolingual data in two different lan-
guages, thus potentially offering a solution to ma-
chine translation between each and every possible
pair of written human languages.

Previous year’s evaluation had indicated that,
unsurprisingly, unsupervised translation clearly
lags behind supervised translation. But we had
also seen promising early-stage research results
which seemed to suggest that the difficult task
of unsupervised learning in machine translation
may not be impossible to solve in the long run.
When acceptable quality can be reached with un-
supervised methods, these methods will likely not
directly compete with supervised translation, but
rather be deployed to cover language pairs where
supervised translation is inapplicable due to a lack
of parallel data.

The language pair for the WMT19 unsuper-
vised sub-task was German—Czech. Only the
German—Czech translation direction was eval-
uated, not the Czech—German direction. Ger-
man is a compounding language, and German and
Czech are both morphologically rich. Linguistic
peculiarities on both the source and the target side
impose difficulties other than for last year’s lan-
guages, where we paired Turkish, Estonian, and
German each with English for the unsupervised
sub-task. By choosing German—Czech, we hope
to simulate practical application scenarios for fully
unsupervised translation. However, note that there
actually is German—Czech parallel data, e.g. from
European parliamentary proceedings. German—
English and English—Czech bitexts likewise exist
in large amounts. We asked the participants to
avoid any of these corpora, as well as any mono-
lingual or parallel data for other languages and
language pairs. Permissible training data for the
unsupervised sub-task were only the monolingual
corpora from the constrained monolingual WMT

News Crawls of German and Czech. Last years’
parallel dev and test sets (from the development
tarball”) were allowed for bootstrapping purposes.
Since they contain a few thousand sentences of
high-quality German—Czech parallel text, we ad-
vised participants to make only very moderate use
of this data. Using it directly as a training cor-
pus was strongly discouraged, but we wanted to
provide system builders with a means to evalu-
ate and track progress internally during system de-
velopment. We also did not prohibit its use for
lightweight (hyper-)parameter optimization.

Seven German—Czech unsupervised machine
translation systems were submitted and marked as
primary submissions by the participating teams.
The unsupervised system submissions were eval-
uvated along with four online systems for the
German—Czech language pairs, which we as-
sume are all supervised MT engines. The official
results of the human evaluation are presented in
Table 12 (Section 3).

2.4 EUElections German—French and
French— German Sub-Tasks

The second new sub-task this year included trans-
lating news data between French and German
(both directions) on the topic of the European
Elections. We collected a development and test
set from online news websites. Articles were orig-
inally in French or in German. Statistics of the
corpora a presented in the following table. In or-

#lines | #token FR | #token DE

dev2019 FULL 1512 33833 28733
- source FR 462 11081 10890

- source DE 1050 22752 17843
test2019 FULL 1701 38154 31560
- source FR 335 7678 7195

- source DE 1366 30476 24365

Table 2: Statistics of the French<>German dev and test sets
with breakdown statistics based on the source language.

der to analyse the impact of the original source
language of document on systems’ performance,
we computed the METEOR scores on the full cor-
pus (FULL), on the sentences from articles ini-
tially written in French (second column) or in Ger-
man (third column). Results are shown in the Ta-
bles 3 and 4. One can notice some differences
depending on the language direction. While the
performance of the systems when translating from
French to German seems to heavily depend on the

"http://data.statmt.org/wmt19/
translation-task/dev.tgz



Systems FULL source FR source DE
MSRA.MADL 473 38.3 50.0
eTranslation 454 374 47.8
LIUM 43.7 375 455
MLLP-UPV 41.5 36.4 43.0
onlineA 40.8 35.4 423
TartuNLP 39.2 34.8 40.5
onlineB 39.1 353 40.2
onlineY 39.0 34.7 40.2
onlineG 38.5 34.6 39.7
onlineX 38.1 35.6 38.8

Table 3: French— German Meteor scores.

Systems FULL source FR source DE
MSRA.MADL 52.0 51.9 52.0
LinguaCustodia 51.3 52.5 51.0
MLLP_UPV 49.5 49.9 494
Kyoto_University_T2T 48.8 49.7 48.6
LIUM 483 46.5 48.7
onlineY 475 43.7 484
onlineB 46.4 43.7 47.0
TartuNLP 46.3 45.0 46.7
onlineA 453 43.7 45.8
onlineX 42.7 41.6 429
onlineG 41.7 40.9 419

Table 4: German— French Meteor scores. Green cells high-
light the systems performing equally when source text is in
either language. The gray cells show that the TartuNLP sys-
tem performs better with French source text relatively to its
overall score.

original language of the document, this is less the
case for the German to French direction. These
results suggest that the German text produced by
translating French documents is somewhat differ-
ent from the German text originally produced even
though native German translators were involved in
the process. This is of course not new and is re-
lated to translationese (Koppel and Ordan, 2011).
As shown in Table 2, only one fifth of the test cor-
pus originates from French documents. With this
in mind, Table 4 suggests that the translationese is
less obvious for French text.

For next year, we plan to produce additional
data with documents created during and after the
elections.

2.5 Submitted Systems

In 2019, we received a total of 153 submissions.
The participating institutions are listed in Table 5
and detailed in the rest of this section. Each sys-
tem did not necessarily appear in all translation
tasks. We also included online MT systems (orig-
inating from 5 services), which we anonymized as
ONLINE-A,B,G,X,Y.

For presentation of the results, systems are
treated as either constrained or unconstrained, de-
pending on whether their models were trained only
on the provided data. Since we do not know how
they were built, the online systems are treated
as unconstrained during the automatic and human

evaluations.

In the rest of this sub-section, we provide brief
details of the submitted systems, for those in cases
where the authors provided such details.

2.5.1 AFRL

AFRL-SYSCOMB19 (Gwinnup et al., 2019) is
a system combination of a Marian ensemble sys-
tem, two distinct OpenNMT systems, a Sockeye-
based Elastic Weight Consolidation system, and
one Moses phrase-based system.

AFRL-EwWC (Gwinnup et al., 2019) is a Sock-
eye Transformer system trained with the default
network configuration as described in Vaswani
et al. (2017). The model is trained using the pre-
pared parallel corpus used in other AFRL systems.
A fine-tuning corpus is created from the 2014—
2017 WMT Russian—English test sets. EWC is ap-
plied as described in Thompson et al. (2019). The
final submission is an ensemble decode of the four
best-performing checkpoints from a single train-
ing run when scoring newstest2018.

2.5.2 APERTIUM-FIN-ENG (Pirinen, 2019)

APERTIUM-FIN-ENG is a standard shallow rule-
based machine translation using Apertium.

2.5.3 APPRENTICE-C (Li and Specia, 2019)

APPRENTICE-C is a RNN-based encoder-decoder
with pre-trained embedding enhanced by charac-
ter information. The system is trained on 10.38M
Chinese-English sentence pairs after tokenization,
filtering by alignment and BPE . Pre-trained em-
bedding is trained on monolingual data for 5 iter-
ations and used as an initialization for the RNN
model.

2.54 AYLIEN_MULTILINGUAL (Hokamp
et al., 2019)

The Aylien research team built a Multilingual
NMT system which is trained on all WMT2019
language pairs in all directions, then fine-tuned for
a small number of iterations on Gujarati-English
data only, including some self-backtranslated data.

2.5.5 BAIDU (Sun et al., 2019)

Baidu systems are based on the Transformer archi-
tecture with several improvements. Data selection,
back translation, data augmentation, knowledge
distillation, domain adaptation, model ensemble
and re-ranking are employed and proven effective
in our experiments.



Team

Institution

AFRL

Air Force Research Laboratory (Gwinnup et al., 2019)

APERTIUM-FIN-ENG

Apertium (Pirinen, 2019)

APPRENTICE-C

Apprentice (Li and Specia, 2019)

AYLIEN_MULTILINGUAL

Aylien Ltd. (Hokamp et al., 2019)

BAIDU

Baidu (Sun et al., 2019)

BTRANS

(no associated paper)

BASELINE-RE-RERANK

(no associated paper)

CAIRE (Liu et al., 2019)

CUNI Charlqs Uni\/lersity (Popel et al., 2019; Kocmi and Bojar, 2019) and
(Kvapilikova et al., 2019)

DBMS-KU Kumamoto University, Telkom University, Indonesian Institute of Sciences
(Budiwati et al., 2019)

DFKI-NMT DFKI (Zhang and van Genabith, 2019)

ETRANSLATION eTranslation (Oravecz et al., 2019)

FACEBOOK FAIR Facebook Al Research (Ng et al., 2019)

GTCOM GTCOM (Bei et al., 2019)

HELSINKI NLP University of Helsinki (Talman et al., 2019)

[HITH-MT IIIT Hyderabad (Goyal and Sharma, 2019)

IITP IIT Patna (Sen et al., 2019)

JHU Johns Hopkins University (Marchisio et al., 2019)

JUMT (no associated paper)

JU_SAARLAND University of Saarland (Mondal et al., 2019)

KSAI Kingsoft Al (Guo et al., 2019)

KYOTO UNIVERSITY

University of Kyoto (Cromieres and Kurohashi, 2019)

LINGUA CUSTODIA

Lingua Custodia (Burlot, 2019)

LIUM LIUM (Bougares et al., 2019)

LMU-NMT LMU Munich (Stojanovski and Fraser, 2019; Stojanovski et al., 2019)

MLLP-UPV MLLP, Technical University of Valencia (Iranzo-Sanchez et al., 2019)

MS TRANSLATOR Microsoft Translator (Junczys-Dowmunt, 2019)

MSRA Microsoft Research Asia (Xia et al., 2019)

NIUTRANS Northeastern University / NiuTrans Co., Ltd. (Li et al., 2019a)

NICT National Institute of Information and Communications Technology
(Dabre et al., 2019; Marie et al., 2019b)

NRC National Research Council of Canada (Littell et al., 2019)

PARFDA Bogazici University (Bicici, 2019)

PROMT-NMT PROMT LLC (Molchanov, 2019)

RUG University of Groningen (Toral et al., 2019)

RWTH AACHEN

RWTH Aachen (Rosendahl et al., 2019)

TALP_UPC_2019

TALP Research Center,
Universitat Politecnica de Catalunya (Casas et al., 2019)

TARTUNLP-C University of Tartu (Téttar et al., 2019)

TILDE-NC-NMT Tilde (Pinnis et al., 2019)

UALACANT Universitat d’ Alacant (Sdnchez-Cartagena et al., 2019)
UCAM University of Cambridge (Stahlberg et al., 2019)
UDS-DFKI Saarland University, DFKI (Espaia-Bonet and Ruiter, 2019)
UEDIN University of Edinburgh (Bawden et al., 2019a)

UMD University of Maryland (Briakou and Carpuat, 2019)
USTC-MCC (no associated paper)

USYD University of Sydney (Ding and Tao, 2019)

XZL-NMT (no associated paper)

Table 5: Participants in the shared translation task. Not all tedms participated in all language pairs. The translations from the
online systems were not submitted by their respective companies but were obtained by us, and are therefore anonymized in a
fashion consistent with previous years of the workshop.



2.5.6 BTRANS

Unfortunately, no details are available for this sys-
tem.

2.5.7 BASELINE-RE-RERANK (no associated
paper)

BASELINE-RE-RERANK is a standard Trans-

former, with corpus filtering, pre-processing, post-

processing, averaging and ensembling as well as

n-best list reranking.

2.5.8 CAIRE (Liu et al., 2019)

CAIRE is a hybrid system that took part only
in the unsupervised track. The system builds
upon phrase-based MT and a pre-trained lan-
guage model, combining word-level and subword-
level NMT. A series of pre-processing and post-
processing steps improves the performance, e.g.
placeholders for numbers and dates, recasing and
quotes normalization.

2.5.9 Charles University (CUNI) Systems

CUNI-T2T-TRANSFER (Kocmi and Bojar,
2019) are Transformer neural machine transla-
tion systems (as implemented in Tensor2tensor)
for Kazakh<+English, Gujarati<>English. CUNI-
T2T-TRANSFER focused on transfer learning from
a high-resource language pair (Russian-English
and Czech-English, respectively) followed by
iterative back-translation.

CUNI-DOCTRANSFORMER-T2T2019 and
CUNI-TRANSFORMER-T2T2019 (Popel et al.,
2019) are trained in the T2T framework fol-
lowing the last year submission (Popel, 2018),
but training on WMT19 document-level parallel
and monoliongual data. During decoding, each
document is split into overlapping multi-sentence
segments, where only the “middle” sentences
in each segment are used for the final transla-
tion. CUNI-TRANSFORMER-T2T2019 is the
same system as CUNI-DOCTRANSFORMER-
T2T2019, just applied on separate sentences
during decoding.

CUNI-DOCTRANSFORMER-MARIAN  (Popel
et al., 2019) is a Transformer model as imple-
mented in Marian and trained in a context-aware
(“document-level”) fashion. The training started
with the same technique as the last year’s sub-
mission but it was finetuned on document-level
parallel and monolingual data by translating
triples of adjacent sentences at once. If possible,

only the middle sentence was considered for the
final translation hypothesis, otherwise shorter
context of two sentences or just a single sentence
was used.

CUNI-TRANSFORMER-T2T2018 (Popel, 2018)
is the exact same system as used last year.

CUNI-TRANSFORMER-MARIAN (Popel et al.,
2019) is a “reimplementation” of the last
year’s system (Popel, 2018) in Marian (Junczys-
Dowmunt et al., 2018).

CUNI-UNSUPERVISED-NER-POST (Kva-
pilikova et al.,, 2019) follows the strategy of
Artetxe et al. (2018), creating a seed phrase-based
system where the phrase table is initialized from
cross-lingual embedding mappings trained on
monolingual data, followed by a neural machine
translation system trained on synthetic parallel
corpus. The synthetic corpus is produced by the
seed phrase-based MT system or by a such a
model refined through iterative back-translation.
CUNI-UNSUPERVISED-NER-POST further
focuses on the handling of named entities, i.e.
the part of vocabulary where the cross-lingual
embedding mapping suffer most.

2.5.10 DBMS-KU (Budiwati et al., 2019)

The system DBMS-KU INTERPOLATION uses
Linear Interpolation and Fillup Interpolation
method with different language models, i.e., 3-
gram and 5-gram. It combines a direct phrase ta-
ble with pivot phrase table, pivoting through the
Russian language.

2.5.11 DFKI-NMT (Zhang and van Genabith,
2019)

DFKI-NMT is a Transformer model trained using
various techniques including data selection (us-
ing custom Transformer-based language models),
back-translation and in-domain fine-tuning.

2.5.12 EN-DE-TASK

Unfortunately, no details are available for this sys-
tem.

2.5.13 ETRANSLATION (Oravecz et al., 2019)

ETRANSLATION En-De ETRANSLATION’s En-
De system is an ensemble of 3 base Transformers
and a Transformer-type language model, trained
from all available parallel data (cleaned up and fil-
tered with dual conditional cross-entropy filtering)
and with additional back-translated data generated



from monolingual news. Each Transformer model
is fine tuned on previous years’ test sets.

ETRANSLATION Fr-De The Fr-De system is
an ensemble of 2 big Transformers (with size
8192 FFN layers). Back-translation data was se-
lected using topic modelling techniques to tune the
model towards the domain defined in the task.

ETRANSLATION En-Lt The En-Lt system is an
ensemble of 2 big Transformers (as for Fr-De) and
a Transformer type language model. The training
data contains the Rapid corpus and the news do-
main back-translated data sets 2 times oversam-
pled.

ETRANSLATION Ru-En The Ru-En system is a
single base Transformer trained only on true par-
allel data (including ParaCrawl but excluding the
UN corpus) filtered in the same way as in the other
submissions and fine tuned on previous test sets.

2.5.14 FACEBOOK FAIR (Ng et al., 2019)

Facebook FAIR system is a pure sentence level
system, it is an ensemble of 3 Big Transformer
models with FFN layers of size 8192. Trained on
the mix of bitext and back-translated newscrawl
data, oversampling was used to keep the effec-
tive ratio of bitext and back-translated data the
same. Sampling from an ensemble of 3 mod-
els trained on bitext only was used to generate
back-translations. The models were fine-tuned on
in-domain data and a final noisy channel rerank-
ing was applied. All the training data (bitext and
monolingual) was cleaned using langid filtering.

2.5.15 FRANK-S-MT

Unfortunately, no details are available for this sys-
tem.

2.5.16 GTCOM (Bei et al., 2019)

GTCOM’s systems (sysNameGTCOM-Primary)
mainly focus on backtranslation, knowledge distil-
lation and reranking to build a competitive model
with transformer architecture. Also, the language
model is applied to filter monolingual data, back-
translated data and parallel data. The techniques
for data filtering include filtering by rules, lan-
guage models. Furthermore, they apply knowl-
edge distillation techniques and right-to-left (R2L)
reranking.
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2.5.17 HELSINKI NLP (Talman et al., 2019)

HELSINKI NLP is a Transformer (Vaswani et al.,
2017) style model implemented in OpenNMT-
py using a variety of corpus filtering techniques,
truecasing, BPE (Sennrich et al., 2016), back-
translation, ensembling and fine-tuning for do-
main adaptation.

2.5.18 IIITH-MT (Goyal and Sharma, 2019)

IIITH-MT for Gujarati-English first experi-
mented with attention-based LSTM encoder-
decoder architecture, but later found the results to
be more promising by using Transformer archi-
tecture. The paper documents that with Hindi-
English as an assisting language pair in a joint
training, the multilingual system obtains signifi-
cant BLEU improvements for a low resource lan-
guage pair like Gujarati-English.

2.5.19 IITP (Sen et al., 2019)

IITP-MT is a Transformer based NMT system
trained using original parallel corpus and synthetic
parallel corpus obtained through backtranslation
of monolingual data. All the experiments are
performed at subword-level using BPE with 10K
merge operations.

2.5.20 JHU (Marchisio et al., 2019)

JHU’s English-German system is an ensemble
of 2 Transformer base models, improved by
filtered backtranslation with restricted sampling
(like Edunov+ 2018), filtered ParaCrawl and Com-
monCrawl (Junczys-Dowmunt, 2018a), continued
training on newstest15-18 (like JHU’s submission
to WMT18, Koehn et al., 2018), reranking with
R2L models (like Sennrich et al., 2017 or Junczys-
Dowmunt, 2018b) and fixing quotation marks to
match the German style (as many other teams did).
English-German was the same, with a 3 Trans-
former base ensemble, no fixed quotation marks,
and reranking additionally included a language
model (inspired by Junczys-Dowmunt, 2018a).

2.5.21 JUMT (no associated paper)

For the training purpose, the preprocessed
Lithuanian-English sentence pairs were fed to
Moses toolkit (Koehn et al.,, 2007). This cre-
ated an SMT translation model with Lithuanian
as the source language and English as the target
language. After that, the Lithuanian side of a par-
allel corpus of 2,00,000 Lithuanian-English sen-
tence pairs was re-translated into English with the



SMT model. These 2,00,000 machine translated
English sentences and the respective 2,00,000
gold standard Lithuanian sentences (from the
Lithuanian-English sentence pairs) were given as
input to a word embedding based NMT model.
This resulted in the hybrid model submitted for
manual evaluation.

2.5.22 JU_SAARLAND (Mondal et al., 2019)

The systems JU_SAARLAND and
JU_SAARLAND_CLEAN_NUM_135_BPE used
additional backtranslated data and were trained
using phrase-based and BPE-based attention
models.

2.5.23 KSAI (Guo et al., 2019)

Kingsoft’s submissions were based on various
NMT architectures with Transformer as the base-
line system.  Several data filters and back-
translation were used for data cleaning and data
augmentation, respectively. Several advanced
techniques were added to the baseline system such
as Linear Combination and Layer Aggregation.
Fine-tuning methods were applied to improve the
in-domain translation quality. The final model
was a system combination through multi-model
ensembling and reranking, post-processed.

2.5.24 KyYOTO UNIVERSITY (Cromieres and
Kurohashi, 2019)

KyoTo UNIVERSITY used the now standard
Transformer model (with 6 layers for each of en-
coder/decoder, hidden size of 1024, 16 attention
heads, dropout of 0.3). Training data was care-
fully cleaned and the 2018 monolingual data was
used through back-translation, as it turned out to
be necessary for correctly translating recent news
items. No ensemble translation was performed but
a small BLEU improvement was obtained by tak-
ing a “majority vote" on the final translations for
different checkpoints.

2.5.25 LINGUA CUSTODIA (Burlot, 2019)

The  German-to-French  system  LINGUA-
CUSTODIA-PRIMARY is an ensemble of eight
Transformer base models, fine-tuned on monolin-
gual news data back-translated with constrained
decoding for specific terminology control.

2.5.26 LIUM (Bougares et al., 2019)

LIUM introduced two new translation directions
involving two European languages: French and
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German. The training data was created by cross-
matching the training data from previous WMT
shared tasks. Development and test sets have
been manually created from news articles Focus-
ing on EU elections topics. LIUM participated in
both directions for German-French language pairs.
LIUM systems are based on the self-attentional
Transformer networks using “small” and “big” ar-
chitectures. We also used monolingual data selec-
tion and synthetic data through backtranslation.

2.5.27 LMU-NMT
LMU Munich provided two systems.

LMU-NMT (Stojanovski and Fraser, 2019)
The LMU Munich system for En-De translation
is based on a context-aware Transformer. We
first train a baseline big Transformer on filtered
ParaCrawl and an oversampled version of the re-
maining parallel data and then continue train-
ing with NewsCrawl backtranslations. We use
the baseline to initialize the context-aware Trans-
former which uses fine-grained modeling of local
and coarse-grained modeling of large context.

LMU-UNSUP (Stojanovski et al., 2019) The
LMU Munich system for German-Czech transla-
tion is based on BWEs, cross-lingual LM, SMT
and NMT, all trained in an unsupervised way. We
train a cross-lingual Masked LM (Lample et al.,
2019) and use it to initialize the NMT model. The
NMT model is trained with denoising autoencod-
ing and online backtranslation. We also include
backtranslations from an unsupervised SMT. Ger-
man data is compound-split and for NMT we fur-
ther apply BPE splitting.

2.5.28 MLLP-UPV (Iranzo-Sanchez et al.,
2019)
MLLP-UPV  submitted systems for the

German<>English and German<>French lan-
guage pairs, participating in both directions of
each pair. The systems are based on the Trans-
former architecture and make ample use of data
filtering, synthetic data and domain adaptation
through fine-tuning.

2.5.29 MS TRANSLATOR (Junczys-Dowmunt,

2019)

MS Translator systems (MICROSOFT-WMT19-
SENT-DOC, MICROSOFT-WMT19-DOC-LEVEL
and MICROSOFT-WMT19-SENT-LEVEL) explore
the use of document-level context in large-scale



settings. We build 12-layer Transformer-Big sys-
tems: a) on the sentence-level, b) with large
document-level context (training on full docu-
ments with up to 1024 subwords) and c) hybrid
models via 2nd-pass decoding and ensembling.
The models are trained on filtered parallel data,
large amounts of back-translated documents and
augmented fake and true parallel documents.

2.5.30 MSRA (Xia et al., 2019)

MSRA was submitted by Microsoft Research
Asia. This system covers also the following
sub-systems: MSRA.MADL, MSRA.MASS,
MSRA.NAO and MSRA.SCA.

MSRA.MADL is based on Transformer (i.e.,
the standard transformer_big setting with 6 lay-
ers, embedding dimension 1024 and hidden state
dimension 4096) and trained with multi-agent
dual learning (Wang et al., 2019) scheme (briefly,
MADL). The core idea of dual learning is to lever-
age the duality between the primal task (map-
ping from domain X to domain )’) and dual task
(mapping from domain ) to X ) to boost the
performances of both tasks. MADL extends the
dual learning framework by introducing multi-
ple primal and dual models. It was integrated
into the submitted system MSRA.MADL for
German<+English and German<«French transla-
tions.

MSRA.SCA is a combination of Transformer
network, back translation, knowledge distillation,
soft contextual data augmentation (Zhu et al.,
2019), and model ensembling. The Transformer
big architecture is trained using soft contextual
data augmentation to further enhance the perfor-
mance. Following the above procedures, 5 dif-
ferent models are trained and ensembled for final
submission.

MSRA.MASS is based on Transformer (i.e.,
the standard transformer_big setting with 6 lay-
ers, embedding dimension 1024 and hidden state
dimension 4096) and pre-trained with MASS:
masked sequence to sequence pre-training for lan-
guage generation (Song et al., 2019). MASS lever-
ages both monolingual and bilingual sentences for
pre-training, where a segment of the source sen-
tence is masked in the encoder side, and the de-
coder predicts this masked segment in the mono-
lingual setting and predicts the whole target sen-
tence in the bilingual setting. After pre-training,
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back-translation and ensemble/reranking are fur-
ther leveraged to improve the accuracy of the sys-
tem. MSRA.MASS handles Chinese—English
and English<+Lithuanian translations in the sub-
mission

MSRA.NAO is a system whose architecture
is obtained by neural architecture optimization
(briefly, NAO; Luo et al., 2018). NAO leverages
the power of a gradient-based method to conduct
optimization and guide the creation of better neu-
ral architecture in a continuous and more compact
space given the historically observed architectures
and their performances. The search space includes
self attention, convolutional networks, LSTMs,
etc. It was applied in English<>Finnish transla-
tions in the submitted systems.

2.5.31 NIUTRANS providing the system NEU

(Li et al., 2019a)

The NTUTRANS submissions are based on Deep-
Transformer-DLCL and its variants, we used
back-translation with beam search and sampling
methods for data augmentation. Iterative ensem-
ble knowledge distillation was employed to en-
hance single systems by various teachers. En-
sembling and reranking facilitated further system
combination.

2.5.32 NICT

NICT (Dabre et al., 2019) submitted su-
pervised neural machine translation (NMT)
systems developed for the news translation
task for Kazakh<«+English, Gujarati<+English,
Chinese<+English, and English—Finnish transla-
tion directions.

NICT focused on leveraging multilingual trans-
fer learning and back-translation for the extremely
low-resource language pairs: Kazakh<«+English
and Gujarati<+English translation. For the
Chinese<+English translation, back-translation,
fine-tuning, and model ensembling were found to
work the best. For English—Finnish, NICT sub-
mission from WMT18 remains a strong baseline
despite the increase in parallel corpora for this
year’s task.

NICT (Marie et al., 2019b) submitted also
an unsupervised neural machine translation sys-
tem developed for the news translation task for
German—Czech translation direction, focussing
on language model pre-training, n-best list rerank-
ing, fine-tuning, and model ensembling technolo-



gies. The final primary submission to this task
is the result of a simple combination of the unsu-
pervised neural and statistical machine translation
systems.

2.5.33 NRcC (Littell et al., 2019)

The National Research Council Canada (NRC-
CNRC) Kazakh-English news translation system is
a multi-source, multi-encoder NMT system that
takes Russian as the additional source. The con-
strained Kazakh-Russian parallel corpora is used
to train NMT systems for “cross-translation” of
resources between the languages, and the final
Kazakh/Russian-to-English system is trained on
a combination of genuine, back-translated, and
cross-translated synthetic data. The submitted
model is a partially trained single run system.

2.5.34 PARFDA (Bicici, 2019)

Bicici (2019) reports on the use of parfda system,
Moses, KenLM, NPLM, and PRO, including the
coverage of the test sets and the upper bounds
on the translation results using the constrained re-
sources.

2.5.35 PROMT-NMT (Molchanov, 2019)

This is an unconstrained, transformer-based single
system, built using Marian and using BPE.

2.5.36 RUG

RUG_KKEN_MORFESSOR (Toral et al., 2019)
uses (i) unsupervised morphological segmentation
given the agglutinative nature of Kazakh, (ii) data
from an additional language (Russian), given the
scarcity of English—-Kazakh data and (iii) syn-
thetic data for the source language filtered using
language-independent sentence similarity.

RUG_ENKK_BPE (Toral et al., 2019) uses data
from an additional language (Russian), given the
scarcity of English—Kazakh data and synthetic
data (for both source and target languages) filtered
using language-independent sentence similarity.

2.5.37 RWTH AACHEN (Rosendahl et al.,
2019)

The systems by RWTH AACHEN are all based on
Transformer architecture and aside from careful
corpus filtering and fine tuning, they experiment
with different types of subword units.

For English-German, no gains over the last
year setup are observed. Small improvements are
reached in Chinese-English. The highest gain of
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11.1 BLEU is obtained for Kazakh-English, also
thanks to transfer learning techniques.

2.5.38 TALP_UPC_2019_KKEN and
TALP_UPC_2019_ENKK (Casas et al.,
2019)

The TALP-UPC system was trained on a combi-
nation of the original Kazakh-English data (over-
sampled 3x) together with synthetic corpora ob-
tained by translating with a BPE-based Moses the
Russian side of the Kazakh-Russian data to En-
glish for the en-kk direction, and the Russian side
of the English-Russian data to Kazakh for the kk-
en direction. For the final systems, a custom
model consisting in a self-attention Transformer
decoder that learns joint source-target representa-
tions (with BPE tokenization) was used, imple-
mented on the fairseq library.

2.5.39 TARTUNLP-c (Tittar et al., 2019)

TARTUNLP-C is a multilingual multi-domain
neural machine translation, achieved by specify-
ing the output language and domain via input word
features (factors). The system was trained using
all the parallel data for latin alphabet languages
and used self-attention (Transformer) as the base
architecture.

2.5.40 TILDE-NC-NMT and TILDE-NC-NMT
(Pinnis et al., 2019)

Tilde developed both constrained and uncon-
strained NMT systems for English-Lithuanian
and Lithuanian-English using the Marian toolkit.
All systems feature ensembles of four to five
transformer models that were trained using the
quasi-hyperbolic Adam optimiser (Ma and Yarats,
2018). Data for the systems were prepared us-
ing TildeMT filtering (Pinnis, 2018) and pre-
processing (Pinnis et al., 2018) methods. For un-
constrained systems, data were additionally fil-
tered using dual conditional cross-entropy filter-
ing (Junczys-Dowmunt, 2018a). All systems were
trained using iterative back-translation (Rikters,
2018) and feature synthetic data that allows train-
ing NMT systems to support handling of un-
known phenomena (Pinnis et al., 2017). Dur-
ing translation, automatic named entity and non-
translatable phrase post-editing were performed.
For constrained systems, named entities and non-
translatable phrase lists were extracted from the
parallel training data. For unconstrained systems,



WikiData® was used to acquire bilingual lists of
named entities.

2.5.41 Universitat d’Alacant

UALACANT-NMT (Sanchez-Cartagena et al.,
2019) is an ensemble of two RNN and two
transformer models. They were trained on a
combination of genuine parallel data, synthetic
data generated by means of pivot backtranslation
(from the available English-Russian and Kazakh-
Russian parallel data) and backtranslated monolin-
gual data. The Kazakh text was morphologically
segmented with Apertium.

UALACANT-NMT+RBMT
Cartagena et al.,, 2019) is an ensemble of
two RNN and two Transformer models. They
were trained on a combination of genuine par-
allel data, synthetic data generated by means
of pivot backtranslation (from the available
English-Russian and Kazakh-Russian parallel
data) and backtranslated monolingual data. The
Kazakh text was morphologically segmented with
Apertium. The RNN models were multi-source
models with two inputs: the original SL text
and its translation with the Apertium RBMT
English-Kazakh system.

(Sanchez-

2.542 UCAM (Stahlberg et al., 2019)

The Cambridge University Engineering Depart-
ment’s entry to the WMT19 evaluation campaign
focuses on fine-tuning and language modelling.
Fine-tuning on former WMT test sets is regular-
ized with elastic weight consolidation (Kirkpatrick
et al., 2017). Language models are used on both
the sentence-level and the document-level, with a
modified Transformer architecture for document-
level language modelling. An SMT system is in-
tegrated via a minimum Bayes-risk formulation
(Stahlberg et al., 2017).

2.5.43 UDS-DFKI (Espaiia-Bonet and
Ruiter, 2019)

The UdS-DFKI English—German system uses a
standard Transformer architecture where data is
enriched with coreference information gathered at
document level. The training is still done at the
sentence level.

The English<>Gujarati systems are phrase-
based SMT systems enriched with parallel sen-
tences extracted from comparable corpora with a

8www.wikidata.org
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self-supervised NMT system. In this case, also
back-translations are used.

2.5.44 UEDIN (Bawden et al., 2019a)

The UEDIN systems are supervised NMT sys-
tems based on the transformer architecture and
trained using Marian (Junczys-Dowmunt et al.,
2018). For English<+Gujarati, synthetic parallel
data from two sources, backtranslation and pivot-
ing through Hindji, is produced using unsupervised
and semi-supervised NMT models, pre-trained us-
ing a cross-lingual language objective (Lample
and Conneau, 2019) For German—English, the
impact of vast amounts of back-translated train-
ing data on translation quality is studied, and
some additional insights are gained over (Edunov
et al., 2018). Towards the end of training,
for German—English and Chinese<>English, the
mini-batch size was increased up to fifty-fold
by delaying gradient updates (Bogoychev et al.,
2018) as an alternative to learning rate cooldown
(Smith, 2018). For Chinese<+English, a compar-
ison of different segmentation strategies showed
that character-based decoding was superior to the
translation of subwords when translating into Chi-
nese. Pre-processing strategies were also inves-
tigated for English—Czech, showing that pre-
processing can be simplified without loss to MT

quality.
UEDIN’s main findings on the
Chinese<+English translation task are that

character-level model on the Chinese side can be
used when translating into Chinese to improve
the BLEU score. The same does not hold when
translating from Chinese.

2.545 UMD (Briakou and Carpuat, 2019)

UMD NMT models are Sequence-2-Sequence at-
tentional with Long-Short Term Memory units;
words are segmented using BPEs jointly learned
on the concatenation of Turkish and Kazakh data.
The submitted model is an ensemble obtained by
averaging the output distributions of 4 models
trained on Kazakh, Turkish and back-translated
data using different random seeds.

2.5.46 UNSUPERVISED-6929 and
UNSUPERVISED-6935

Unfortunately, no details are available for these
systems.



2.5.47 USTC-MCC (no associated paper)

USTC-MCC is a Transformer model imple-
mented in Fairseq-py. Tokenization and BPE were
used and the training data were augmented with
back-translation.

2.5.48 USYD (Ding and Tao, 2019)

The University of Sydney’s system is based on the
self attentional Transformer networks, into which
they integrated the most recent effective strategies
from academic research (e.g., BPE, back transla-
tion, multi-features data selection, data augmen-
tation, greedy model ensemble, reranking, Con-
MBR system combination, and post-processing).
Furthermore, they proposed a novel augmentation
method Cycle Translation and a data mixture strat-
egy Big/Small parallel construction to entirely ex-
ploit the synthetic corpus.

2.549 XZL-NMT (no associated paper)

XZL-NMT is an ensembled Transformer model as
implemented in Marian, using Moses tokenizer
and subword units.

2.6 Submission Summary

An overview of techniques used in the submitted
systems was obtained in a poll. The full details
are available on-line.” Including manually entered
data rows, we had more than 60 responses, some
of which describe more MT systems at once.

Overall, most of the submitted systems
were standard bilingual MT systems, opti-
mized to translate one language pair, even

in the case when data from other languages
are used to support this pair.  Truly multi-
lingual systems were TARTUNLP-C covering 7
of the tested language pairs, DBMS-KU INTER-
POLATION (bidirectional Kazakh-English) and
AYLIEN_MT_MULTILINGUAL which was unfor-
tunately tested only on the very low-resource
Gujarati-English and not all the language pairs
it covers. In the highly competitive task of
news translation, these systems ended up on
lower ranks, so aiming at multi-linguality seems
rather as a distraction, except for supporting low-
resource languages.

As already in the previous year, the Trans-
former architecture (Vaswani et al., 2017) domi-

‘https://tinyurl.com/
wmt19-systems-descr-summary
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Feature #  [%]
Dropout 42 69
Back-translation 39 64
Ensembling 37 61
Careful corpus filtering 35 57
Tied source and target word embeddings 24 39
Fine-tuning for domain adaptation 22 36
Back-translation more than once 20 33
Averaging 17 28
Oversampling 14 23
Extra languages used (e.g. some form of piv- 12 20
oting or multi-lingual training)

Pre-trained model parts (e.g. word embed- 10 16
dings)

Total 61 100

Table 6: Model and training features frequently reported for
submitted systems.

nates with more than 80% of submissions'? report-
ing to include it. Some diversity is seen at least
in the actual implementation of the model, with
Marian (Junczys-Dowmunt et al., 2018) being by
far the most popular (more than 30%), followed
by fairseq (18%), OpenNMT-py (16%) and Ten-
sor2tensor and Sockeye (14% each). Phrase-based
MT (primarily Moses, Koehn et al., 2007) is still
often in use, with 15-25% submissions using it in
some way.

Subword processing is very frequent: BPE
(Sennrich et al., 2016) taking the lead (two thirds)
and SentencePiece (Kudo and Richardson, 2018)
following (a quarter of submissions). More than
90% of submissions use tokenization (Moses to-
kenizer being used in 40% of cases) before sub-
word splitting while more language-specific tools
such as morphological segmenters are rare. Uni-
code characters were used only exceptionally (4
mentions) and with rather experimental systems,
except for UEDIN, see Section 2.5.44.

More than 40% of submissions used language
identification to clean the provided training data.
Truecasing or recasing was also quite popular.

Common NMT model and training features
are listed in Table 6, documenting that back-
translation, ensembling and corpus filtering are a
must.

3 Human Evaluation

A human evaluation campaign is run each year to
assess translation quality and to determine the final
ranking of systems taking part in the competition.

!0The percentages are indicative only. They are based on
the total number of responses in the poll, with only an inexact
correspondence to the number of evaluated primary submis-
sions.



Sentence pair

For the pair of sentences below: Read the text and state how much you agree that:

WMT19DocSrcDA #281:Document #reuters.218861-0

English — German (deutsch)

The black text adequately expresses the meaning of the gray text in German (deutsch).

North Korea says 'no way' will disarm unilaterally without trust

— Source text

Nordkorea sagt , Spriinge ohne Vertrauen entwaffnen ohne Vertrauen .

— Candidate translation

0%

Reset

100%

@ Thisis the GitHub version #unt19dev of the Appraise evaluation system. ® Some rights reserved. 28 Developed and maintained by Christian Federmann.

Figure 3: Screen shot of segment-rating portion of document-level direct assessment in the Appraise interface for an example
English to German assessment from the human evaluation campaign. The annotator is presented with the machine translation
output segment randomly selected from competing systems (anonymized) and is asked to rate the translation on a sliding scale.

This section describes how preparation of evalu-
ation data, collection of human assessments, and
computation of the official results of the shared
task was carried out this year.

3.1 Direct Assessment

Work on evaluation over the past few years has
provided fresh insight into ways to collect direct
assessments (DA) of machine translation qual-
ity (Graham et al., 2013, 2014, 2016), and three
years ago the evaluation campaign included par-
allel assessment of a subset of News task lan-
guage pairs evaluated with relative ranking (RR)
and DA. DA has some clear advantages over RR,
namely the evaluation of absolute translation qual-
ity and the ability to carry out evaluations through
quality controlled crowd-sourcing. As established
in 2016 (Bojar et al., 2016), DA results (via
crowd-sourcing) and RR results (produced by re-
searchers) correlate strongly, with Pearson corre-
lation ranging from 0.920 to 0.997 across several
source languages into English and at 0.975 for
English-to-Russian (the only pair evaluated out-
of-English). Since 2017, we have thus employed
DA for evaluation of systems taking part in the
news task and do so again this year.

Human assessors are asked to rate a given trans-
lation by how adequately it expresses the mean-
ing of the corresponding reference translation or
source language input on an analogue scale, which
corresponds to an underlying absolute 0-100 rat-
ing scale. No sentence or document length restric-
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tion is applied during manual evaluation.

3.2 Styles of Direct Assessment Tested in
WMT19

In previous year’s evaluation translated segments
for all language pairs were evaluated indepen-
dent of the wider document context. However,
since recent MT evaluations address the question
of comparison of system and human performance,
evaluation within document context has become
more relevant (Liubli et al., 2018; Toral et al.,
2018). Therefore, for a selection of language
pairs, human evaluation was carried out within
the document context. We denote the two op-
tions “+DC” (with document context) and “—DC”
(without document context) in the following.

Additionally in past years, test data included
text that was created in the opposite direction
to testing, in order to achieve a larger test set
with limited resources. Inclusion of test data has
been shown to introduce inaccuracies in evalua-
tions particularly in terms of BLEU scores how-
ever (Graham et al., 2019b) and for this reason,
this year we only test systems on data that was
originally written in the source language.

In previous years we have employed only
monolingual human evaluation (denoted “M” in
the following for official results. Last year we tri-
alled source-based evaluation for English to Czech
translation, i.e. a bilingual configuration (“B”)
in which the human assessor is shown the source
input and system output only (with no reference



Document

WMT19Doc SrcDA #202:Document

English — G deutsch
#independent.226349-10 nglish — German (deutsch)

Below are the sentences you have just rated as a single document. Please state how much you agree that:

The black text adequately expresses the meaning of the gray text in German (deutsch).

Russian Grand Prix: Lewis Hamilton closes in on world title after team orders hand him win over Sebastian Vettel It became clear
from the moment that Valtteri Bottas qualified ahead of Lewis Hamilton on Saturday that Mercedes™ team orders would play a large
part in the race. From pole, Bottas got a good start and almost hung Hamilton out to dry as he defended his position in the first two
turns and invited Vettel to attack his teammate. Vettel went into the pits first and left Hamilton to run into the traffic at the tail of the
pack, something which should have been decisive. The Mercedes pitted a lap later and came out behind Vettel, but Hamilton went
ahead after some wheel-to-wheel action that saw the Ferrari driver reluctantly leave the inside free at risk of holding out after a
double-move to defend on the third corner. Max Verstappen started from the back row of the grid and was in seventh by the end of
the first lap on his 21st birthday. He then led for a large part of the race as he held onto his tyres to target a quick finish and
overtake Kimi Raikkonen for fourth. He eventually came into the pits on the 44th lap but was unable to increase his pace in the
remaining eight laps as Raikkonen took fourth. It's a difficult day because Valtteri did a fantastic job all weekend and was a real
gentleman told let me by. The team have done such an exceptional job to have a one two,” said Hamilton.

— Source text

GroRer Preis von Russland: Lewis Hamilton schlieBt auf Weltmeistertitel ein, nachdem ihm das Team den Sieg (iber Sebastian
Vettel iiberlassen hat Es wurde von dem Moment an Klar, dass Valtteri Bottas sich vor Lewis Hamilton am Samstag qualifiziert
hatte, dass die Teamauftrage von Mercedes eine groRe Rolle im Rennen spielen wiirden. Von der Pole aus erwischte Bottas einen
guten Start und lieR Hamilton fast trocken, als er seine Position in den ersten beiden Kurven verteidigte und Vettel einlud, seinen
Teamkollegen anzugreifen. Vettel ging zuerst in die Gruben und verlieR Hamilton, um am Rucksack in den Verkehr zu geraten, was
entscheidend gewesen sein sollte. Der Mercedes drehte eine Runde spiter und kam hinter Vettel, aber Hamilton ging nach einigen
Rad-an-Rad-Aktion, die sah, dass der Ferrari-Fahrer widerwillig verlassen die Innenseite frei in Gefahr zu halten, nach einem
Doppelschlag auf der dritten Ecke zu verteidigen. Max Verstappen startete aus der hinteren Startreihe und wurde am Ende der
ersten Runde an seinem 21. Geburtstag Siebter. Er fiihrte dann fiir einen groen Teil des Rennens, als er auf seinen Reifen hielt,
um ein schnelles Ziel zu erreichen und Kimi Rédikkdnen zum vierten Mal zu tiberholen. In der 44. Runde kam er schlieRlich in die
Box, konnte aber sein Tempo in den verbleibenden acht Runden nicht erhdhen, da Rdikkénen den vierten Platz belegte. Es ist ein
schwieriger Tag, denn Valtteri hat das ganze Wochenende einen fantastischen Job gemacht und war ein echter Gentleman, der mir

gesagt hat. Das Team hat so einen aufergew&hnlichen Job gemacht, um ein, zwei zu haben”, sagte Hamilton.

— Candidate translation

Reset

| 100%

Figure 4: Screen shot of document-rating portion of document-level direct assessment in the Appraise interface for an example
English to German assessment from the human evaluation campaign. The annotator is presented with the machine translation
output document randomly selected from competing systems (anonymized) and is asked to rate the translation on a sliding

scale.

translation shown). This approach has the ad-
vantage of freeing up the human-generated refer-
ence translation so that it can be included in the
evaluation as another system and provide an es-
timate of human performance. Since we would
like to restrict human assessors to only evaluate
translation info their native language, we restricted
bilingual/source-based evaluation to evaluation of
translation for out-of-English language pairs. This
is especially relevant since we have a large group
of volunteer human assessors with native language
fluency in non-English languages and high flu-
ency in English, while we generally lack the re-
verse, native English speakers with high fluency in
non-English languages. A summary of the human
evaluation configurations run this year in the news
task is provided in Table 7, where configurations

17

that correspond to official results are highlighted
in bold.

The style of official evaluation used in the past
recent years of WMT corresponds to M SR—DC
(Segment Rating without Document Context) i.e.
evaluating individual segments against the refer-
ence translation and independently of each other.

For language pairs for which our original style
SR—DC evaluation was run this year, the SR—DC
configuration was kept as the source of the official
results with additional configurations provided for
the purpose of comparison. For the remaining
language pairs, official results are based on the
SR+DC evaluation, i.e. the assessment of indi-
vidual segments which are nevertheless provided
in their natural order as they appear in the docu-
ment. Fully document-level evaluation (DR+DC)



Doc Rating +
Doc Context
(DR+DC)

Seg Rating +
Doc Context
(SR+DC)

Seg Rating —
Doc Context
(SR—DC)

M
M
M

de-cs
de-fr
fr-de
de-en
en-cs
en-de
en-fi
en-gu
en-kk
en-lt
en-ru
en-zh
fi-en
gu-en
kk-en
1t-en
ru-en
zh-en

TwWwwEww L
TEEEERETw

SRR

M M

Table 7: Summary of human evaluation configurations;
M denotes reference-based/monolingual human evaluation
in which the machine translation output was compared
to human-generated reference; B denotes bilingual/source-
based evaluation where the human annotators evaluated MT
output by reading the source language input only (no refer-
ence translation present); configurations comprising official
results highlighted in bold.

as trialled this year where we asked for a single
score given the whole document is problematic in
terms of statistical power and inconclusive ties, as
shown in Graham et al. (2019b).

In order to maximize the number of human an-
notations collected while minimizing the amount
of reading required by a given human assessor, we
combined two evaluation configurations, Docu-
ment Rating + Document Context (DR+DC) and
Segment Rating + Document Context (SR+DC),
shown in Table 7 and ran them as a single task. In
this configuration, human annotators were shown
each segment of a given document (produced by
a single MT system) in original sequential order
and the human assessor rated each segment in turn.
Figure 3 shows a screenshot of this part of the an-
notation process. This was followed by a screen
where the human assessor rated the entire doc-
ument as a whole comprising the most recently
rated segments. Figure 4 shows this later part of
the same evaluation set-up. Subsequently when
sufficient data is collected, SR+DC results are ar-
rived at by combining ratings attributed to seg-
ments, while DR+DC results are a combination
of document ratings.

For some language pairs the standard configura-
tion from past years in which segments are evalu-
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ated in isolation from the wider document context,
which we call Segment Rating — Document Con-
text (SR—DC) and a screenshot of this configura-
tion is shown in Figure 5.

As in previous years, the standard SR—DC
annotation is organized into “HITs” (following
the Mechanical Turk’s term “human intelligence
task™), each containing 100 such screens and re-
quiring about half an hour to finish. For the ad-
ditional configuration that included both DR+DC
and SR+DC, HITs were simply made up of a ran-
dom sample of machine translated documents as
opposed to segments.

3.3 Evaluation Campaign Overview

In terms of the News translation task manual eval-
uation, a total of 263 individual researcher ac-
counts were involved, and 766 turker accounts.!!
Researchers in the manual evaluation contributed
judgments of 242,424 translations, while 487,674
translation assessment scores were submitted in
total by the crowd, of which 224,046 were pro-
vided by workers who passed quality control.

Under ordinary circumstances, each assessed
translation would correspond to a single individual
scored segment. However, since distinct systems
can produce the same output for a particular input
sentence, in previous years we were often able to
take advantage of this and use a single assessment
for multiple systems. For example, last year we
combined human assessment of identical transla-
tions produced by multiple systems and were able
to get up to 17% saving in terms of evaluation re-
sources. However, since our evaluation now in-
cludes document context, deduplication of system
outputs was not possible for most of the configu-
rations run this year.

3.4 Data Collection

System rankings are produced from a large set of
human assessments of translations, each of which
indicates the absolute quality of the output of a
system. Annotations are collected in an evalua-
tion campaign that enlists the help of participants
in the shared task. Each team is asked to contribute
8 hours annotation time, which we estimated at
16 100-translation HITs per primary system sub-
mitted. We continue to use the open-source Ap-
praise12 (Federmann, 2012) tool and Turkle2 for

"Numbers do not include the 1,005 workers on Mechani-
cal Turk who did not pass quality control.
12https ://github.com/cfedermann/Appraise



This HIT consists of 100 English assessments. You have completed 0.

Read the text below. How much do you agree with the following statement:

The black text adequately expresses the meaning of the gray text in English.

To snobs like me who declare that they'd rather play sports than watch them, it's hard to see the appeal of watching

games rather than taking up a controller myself

Snob like me, who say that it is better to be in sports than watching him, it is hard to understand the appeal of having

to watch the game, rather than to take a joystick in hand.

0%

100 %

Figure 5: Screen shot of Direct Assessment as carried out by workers for the standard Segment Rating — Document Context

(SR—DC) Human Evaluation Configuration.

our data collection, in addition to Amazon Me-
chanical Turk.!> Table 8 shows total numbers
of human assessments collected in WMT19 con-
tributing to final scores for systems.'*

The effort that goes into the manual evalua-
tion campaign each year is impressive, and we
are grateful to all participating individuals and
teams. We believe that human annotation provides
the best decision basis for evaluation of machine
translation output and it is great to see continued
contributions on this large scale.

3.5 Crowd Quality Control

In order to trial document-level evaluation, in ad-
dition to our standard segment-level human eval-
uation, we ran two additional evaluations com-
bined into a single HIT structure. Firstly, we
collected segment ratings with document context
(SR+DC) and secondly document ratings with
document context (DR+DC). We refer to our orig-
inal segment-level evaluation where assessors are
shown segments in isolation from the wider docu-
ment context as segment rating — document con-
text (SR—DC). We describe all three methods of
ranking systems in detail below.

3.5.1 Standard DA HIT Structure (SR—DC)

In the standard DA HIT structure (Segment Rat-
ing — Document Context), three kinds of quality
control translation pairs are employed as described

13https ://www.mturk.com

“Number of systems for WMT19 includes ten “human”
systems comprising human-generated reference translations
used to provide human performance estimates.
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in Table 9: we repeat pairs (expecting a similar
judgment), damage MT outputs (expecting signif-
icantly worse scores) and use references instead of
MT outputs (expecting high scores).

In total, 60 items in a 100-translation HIT serve
in quality control checks but 40 of those are regu-
lar judgments of MT system outputs (we exclude
assessments of bad references and ordinary ref-
erence translations when calculating final scores).
The effort wasted for the sake of quality control is
thus 20%.

Also in the standard DA HIT structure, within
each 100-translation HIT, the same proportion of
translations are included from each participating
system for that language pair. This ensures the
final dataset for a given language pair contains
roughly equivalent numbers of assessments for
each participating system. This serves three pur-
poses for making the evaluation fair. Firstly, for
the point estimates used to rank systems to be re-
liable, a sufficient sample size is needed and the
most efficient way to reach a sufficient sample
size for all systems is to keep total numbers of
judgments roughly equal as more and more judg-
ments are collected. Secondly, it helps to make
the evaluation fair because each system will suf-
fer or benefit equally from an overly lenient/harsh
human judge. Thirdly, despite DA judgments be-
ing absolute, it is known that judges “calibrate”
the way they use the scale depending on the gen-
eral observed translation quality. With each HIT
including all participating systems, this effect is
averaged out. Furthermore apart from quality con-



Language Pair Systems Comps Comps/Sys Assessments Assess/Sys

Chinese—English 15 — — 20,199 1,346.6
German— English 17 — — 39,556 2,326.8
Finnish—English 12 — — 23,301 1,941.8
Gujarati—English 11 — — 17,147 1,558.8
Kazakh—English 11 — — 18,339 1,667.2
Lithuanian—English 11 — — 18,807 1,709.7
Russian—English 14 — — 27,836 1,988.3
English—Chinese 13 — — 28,801 2,215.5
English—Czech 12 — — 29,207 2,433.9
English—German 23 — — 49,535 2,153.7
English—Finnish 13 — — 22,310 1,716.2
English—Gujarati 12 — — 11,223 935.2
English—Kazakh 13 — — 15,039 1,156.8
English—Lithuanian 13 — — 14,069 1,082.2
English—Russian 13 — — 24,441 1,880.1
German—Czech 11 — — 16,900 1,536.4
German—French 11 — — 6,700 609.1
French—German 10 — — 4,000 400.0
Total Appraise 112 — — 194,625 1,737.7
Total MTurk 76 — — 144,986 1,907.7
Total Turkle 47 — — 47,799 1,017.0
Total WMT19 243 — — 387,410 1,594.3
WMTI18 150 — — 302,489 2,016.6
WMT17 153 — — 307,707 2,011.2
WMTI16 138 569,287 4,125.2 284,644 2,062.6
WMTI15 131 542,732 4,143.0 271,366 2,071.5
WMTI14 110 328,830 2,989.3 164,415 1,494.7
WMTI13 148 942,840 6,370.5 471,420 3,185.3
WMTI12 103 101,969 999.6 50,985 495.0
WMTI11 133 63,045 474.0 31,522 237.0

Table 8: Amount of data collected in the WMT19 manual evaluation campaign (after removal of quality control items). The
final eight rows report summary information from previous years of the workshop.

Repeat Pairs: Original System output (10)  An exact repeat of it (10);
Bad Reference Pairs: Original System output (10) A degraded version of it (10);
Good Reference Pairs:  Original System output (10)  Its corresponding reference translation (10).

Table 9: Standard DA HIT structure quality control translation pairs hidden within 100-translation HITs, numbers of items
are provided in parentheses.

trol items, HITs are constructed using translations by the human annotator before he/she was shown
sampled from the entire set of outputs for a given  the same entire document again and asked to rate

language pair. it.

Quality control items for this set-up was carried
3.5.2 Document-Level DA HIT Structure out as follows with the aim of constructing a HIT

(SR+DC and DR+DC) with as close to 100 segments in total:

As mentioned previously, collection of segment- 1. All documents produced by all systems are
level ratings with document context (Segment Rat- pooled;!3
ing + Document Context) and document ratings
with document context (Document Rating + Doc- 2. Documents are then sampled at random
ument Context) assessments were combined into (without replacement) and assigned to the
a single evaluation set-up to save annotator time. current HIT until the current HIT comprises

This involved constructing HITs so that each sen- ~ ——7—— o )
If a “human” system is included to provide a human per-

tence belonging to a given document (produced by formance estimate, it is also considered a system during qual-
a single MT system) were displayed to and rated ity control set-up.
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no more than 70 segments in total;

. Once documents amounting to close to 70
segments have been assigned to the current
HIT, we select a subset of these documents
to be paired with quality control documents;
this subset is selected by repeatedly checking
if the addition of the number of the segments
belonging to a given document (as quality
control items) will keep the total number of
segments in the HIT below 100; if this is the
case it is included; otherwise it is skipped
until the addition of all documents has been
checked. In doing this, the HIT is structured
to bring the total number of segments as close
as possible to 100 segments in total within a
HIT but without selecting documents in any
systematic way such as selecting them based
on fewest segments, for example.

. Once we have selected a core set of origi-
nal system output documents and a subset of
them to be paired with quality control ver-
sions for each HIT, quality control documents
are automatically constructed by altering the
sentences of a given document into a mix-
ture of three kinds of quality control items
used in the original DA segment-level qual-
ity control: bad reference translations, refer-
ence translations and exact repeats, see Sec-
tion 3.5.3 for details of bad reference genera-
tion;

. Finally, the documents belonging to a HIT
are shuffled.

3.5.3 Construction of Bad References

In all set-ups employed in the evaluation cam-
paign, and as in previous years, bad reference pairs
were created automatically by replacing a phrase
within a given translation with a phrase of the
same length, randomly selected from n-grams ex-
tracted from the full test set of reference transla-
tions belonging to that language pair. This means
that the replacement phrase will itself comprise a
fluent sequence of words (making it difficult to tell
that the sentence is low quality without reading the
entire sentence) while at the same time making its
presence highly likely to sufficiently change the
meaning of the MT output so that it causes a no-
ticeable degradation. The length of the phrase to
be replaced is determined by the number of words
in the original translation, as follows:
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Translation # Words Replaced
Length (N) in Translation
1 1
2-5 2
6-8 3
9-15 4
16-20 5
>20 | N/4 |

3.6 Annotator Agreement

When an analogue scale (or 0—100 point scale,
in practice) is employed, agreement cannot be
measured using the conventional Kappa coeffi-
cient, ordinarily applied to human assessment
when judgments are discrete categories or pref-
erences. Instead, to measure consistency we fil-
ter crowd-sourced human assessors by how con-
sistently they rate translations of known distinct
quality using the bad reference pairs described
previously. Quality filtering via bad reference
pairs is especially important for the crowd-sourced
portion of the manual evaluation. Due to the
anonymous nature of crowd-sourcing, when col-
lecting assessments of translations, it is likely to
encounter workers who attempt to game the ser-
vice, as well as submission of inconsistent eval-
uations and even robotic ones. We therefore em-
ploy DA’s quality control mechanism to filter out
low quality data, facilitated by the use of DA’s ana-
logue rating scale.'®

Assessments belonging to a given crowd-
sourced worker who has not demonstrated that
he/she can reliably score bad reference transla-
tions significantly lower than corresponding gen-
uine system output translations are filtered out.
A paired significance test is applied to test if de-
graded translations are consistently scored lower
than their original counterparts and the p-value
produced by this test is used as an estimate of
human assessor reliability. Assessments of work-
ers whose p-value does not fall below the conven-
tional 0.05 threshold are omitted from the evalua-
tion of systems, since they do not reliably score
degraded translations lower than corresponding
MT output translations.

Table 10 shows the number of workers who
met our filtering requirement by showing a signif-

16 As stated previously, this year we removed the require-
ment for volunteer researchers to annotate quality control
items and this also removes the possibility to report agree-
ment statistics for this group.



icantly lower score for bad reference items com-
pared to corresponding MT outputs, and the pro-
portion of those who simultaneously showed no
significant difference in scores they gave to pairs
of identical translations.

Numbers in Table 10 of workers passing qual-
ity control criteria (A) varies across language pairs
and this is in-line with passed DA evaluations.
Language pairs were run in the following order
on Mechanical Turk: fi-en, gu-en, kk-en, It-en ru-
en, zh-en, de-en. We observe that the amount of
low quality data we received (with one exception
at the beginning) steadily decreases as data collec-
tion proceeded from (100—31=) 69% low quality
data for fi-en to (100—71=) 29% for de-en, the last
language pair to be evaluated. This is likely due to
the active rejection of low quality HITs and word
spreading among unreliable workers to avoid our
HITs. The assessors were least reliable for gu-en,
with only 60 out of 301 workers passing the qual-
ity control. We removed the data from the non-
reliable workers in all language pairs.

In terms of numbers of workers who passed
quality control who also showed no significant dif-
ference in exact repeats of the same translation,
the two document-level runs, zh-en and de-en,
showed lower reliability than the original DA stan-
dard sentence-level set-up. Overall the reliability
is still relatively high however with the lowest lan-
guage pair being de-en still reaching 88% of work-
ers showing no significant difference in scores for
repeat assessment of the same translation. In sum,
we confirmed this year again that the check on bad
references is sufficient and not many more work-
ers would be ruled out if we also demanded similar
judgements for repeated inputs.

3.7 Producing the Human Ranking

The data belong to each individual human evalua-
tion run were compiled individually to produce ei-
ther one of our official system rankings or a rank-
ing that we would like to compare with official
rankings.

In all set-ups, similar to previous years, sys-
tem rankings were arrived at in the following way.
Firstly, in order to iron out differences in scor-
ing strategies of distinct human assessors, hu-
man assessment scores for translations were first
standardized according to each individual human
assessor’s overall mean and standard deviation
score. For rankings arrived at via segment ratings

22

(SR—DC as well as SR+DC), average standard-
ized scores for individual segments belonging to a
given system were then computed, before the fi-
nal overall DA score for a given system is com-
puted as the average of its segment scores (Ave z
in Table 11). For rankings arrived at via document
ratings (DR+DC), average standardized scores for
individual documents belonging to a given system
were then computed, before the final overall DA
score for a given system was computed as the av-
erage of its document scores (Ave z in Table 11).
Results are also reported for average scores for
systems, computed in the same way but without
any score standardization applied (Ave % in Table
11).

Tables 11, Tables 12 and 13 include the official
results of the news task and Tables 14 and 15 in-
clude results for alternate human evaluation con-
figurations.!” Human performance estimates ar-
rived at by evaluation of human-produced refer-
ence translations are denoted by “HUMAN” in all
tables. Clusters are identified by grouping systems
together according to which systems significantly
outperform all others in lower ranking clusters, ac-
cording to Wilcoxon rank-sum test. ~ Appendix
A shows the underlying head-to-head significance
test official results for all pairs of systems.

3.8 Human Parity

In terms of human parity, as pointed out by Gra-
ham et al. (2019b), fully document-level evalua-
tions incur the problem of low statistical power
due to the reduced sample size of documents. The
many ties in our DR+-DC evaluation results can-
not be used to draw conclusions of human parity
with MT therefore. In addition, as highlighted by
Toral et al. (2018), Laubli et al. (2018) and also us
Bojar et al. (2018), a tie of human and machine
in an evaluation of isolated segments cannot be
used to draw conclusions of human parity. Given
a wider context, human evaluators may draw dif-
ferent conclusions.'®

Our SR+DC human evaluation configuration is
an attempt to draw the right balance between mak-
ing it possible to assess a sufficient sample size
of translations but importantly keeping the docu-

'7See Table 7 for human evaluation configuration details
of each language pair

The only setting where segment-level evaluation could
serve in human-parity considerations would be when both
humans and machines were translating isolated segments but
this setting is not very interesting from the practical point of
view.



(A) (B)
Sig. Diff.  (A) & No Sig. Diff.

Order All Bad Ref. Exact Rep.
1 Finnish—English 443 137 (31%) 135 (99%)
2 Gujarati—English 301 60 (20%) 59 (98%)
3 Kazakh—English 217 73 (34%) 70 (96%)
4 Lithuanian—English 233 90 (39%) 85 (94%)
5 Russian—English 321 137 (43%) 136 (99%)
6 Chinese—English 440 208 (47%) 186 (89%)
7 German—English 380 268 (71%) 236 (88%)
Total 1,706 766 (45%) 711 (93%)

Table 10: Number of crowd-sourced workers taking part in the reference-based SR—DC campaign; (A) those whose scores
for bad reference items were significantly lower than corresponding MT outputs; (B) those of (A) whose scores also showed
no significant difference for exact repeats of the same translation. The language pairs were submitted for evaluation one after

another in the reported order.

ment context available to human assessors, a con-
figuration highlighted as suitable for human-parity
investigations by Graham et al. (2019b) and al-
ready employed by Toral et al. (2018) (although
our overall evaluation differs in other respects).
According to the power analysis provided in Gra-
ham et al. (2019b), the sample size of translations
evaluated in the set-up is large enough to safely
conclude statistical ties between pairs of systems
in our SR+DC configurations. In addition our
evaluation meets all requirements included on the
MT evaluation checklist of Graham et al. (2019b).
The results that can be relied upon for drawing
conclusions of human parity therefore include the
following from our SR-+DC configurations:

v' German to English: many systems are tied
with human performance;

x English to Chinese: all systems are outper-
formed by the human translator;

x English to Czech: all systems are outper-
formed by the human translator;

x English to Finnish: all systems are outper-
formed by the human translator;

v' English to German: Facebook-FAIR achieves
super-human translation performance; sev-
eral systems are tied with human perfor-
mance;

x English to Gujarati: all systems are outper-
formed by the human translator;

x English to Kazakh: all systems are outper-
formed by the human translator;
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x English to Lithuanian: all systems are outper-
formed by the human translator;

v English to Russian: Facebook-FAIR is tied
with human performance.

Even with all our precautions, the indications
of human parity should not be overvalued. For
instance, the super-human performance observed
with Facebook-FAIR on English to German is
based on standardized scores (Ave z.). Without the
standardization (Ave.), Facebook-FAIR is on par
with the reference and two systems by Microsoft
score higher. The same mismatch of Ave. and
Ave. z happens for English-Czech within the sec-
ond performance cluster and also a couple of times
in German-English and other language pairs. This
has happened in the past already but the English-
German case seems to be the first one where the
Wilcoxon test claims a significant difference.

3.9 Comparing the Different English-Czech
Results

Table 16 reproduces English-to-Czech official
SR+DC scores and the full-document DR+DC,
to compare them with two additional runs of
the bilingual SR—DC style, i.e. the exact same
context-less setting used in source-based evalua-
tion of en2cs in WMT18 where the quality of the
reference has been significantly surpassed.

The results “SR—DC WMT” are based on 6,225
judgements (518 per system) collected by the
same set of annotators as the official SR+DC
scores and the “SR—DC Microsoft” are based on
21,918 judgements (1,826 per system) sponsored
and carried out by Microsoft.



English— German German— English English— Lithuanian
Ave Ave. z  System Ave Ave.z  System Ave.  Ave.z System
90.3 0.347  Facebook-FAIR 81.6 0.146  Facebook-FAIR 90.5 1.017 HUMAN
93.0 0.311 Microsoft-WMT19-sent-doc 81.5 0.136 RWTH-Aachen 72.8 0.388 tilde-nc-nmt
926  0.296 Microsoft- WMT19-doc-level 790  0.136 MSRA-MADL 69.1  0.387 MSRA-MASS-uc
90.3 0.240 HUMAN 79.9 0.121 online-B 68.0 0.262 tilde-c-nmt
87.6 0.214 MSRA-MADL 79.0 0.086 JHU 68.2 0.259 MSRA-MASS-c
88.7 0.213 UCAM 80.1 0.067 MLLP-UPV 67.7 0.155 GTCOM-Primary
89.6 0.208 NEU 79.0 0.066  dfki-nmt 62.7 0.036 eTranslation
87.5 0.189 MLLP-UPV 78.0 0.066 UCAM 506 —0.054 NEU
87.5 0.130 eTranslation 76.6 0.050 online-A 574 —0.061 online-B
86.8  0.119 dfki-nmt 784 0039 NEU 478 —0.383 TaruNLP-c
842  0.094 online-B 790 0.027 HUMAN 384 —0.620 onlinc-A
86.6 0.094  Microsoft-WMT19-sent-level 7.4 0.011 uedin 392 —0.666 online-X
87.3 0.081 JHU 71.9 0.009 online-Y -
844 0077 Helsinki-NLP 748 0006 TartuNLP-c 326 ~0.805 " online-G
84.2 0.038 online-Y 729 —0.051 online-G
83.7 0.010  Imu-ctx-tf-single 71.8 —0.128 PROMT-NMT English— Russian
84.1  0.001 PROMT-NMT 697 —0.192 online-X Ave.  Ave.z System
82.8 —0.072 online-A 395 0.536 HUMAN
827 —0.119  online-G . 88.5 0506 Facebook-FAIR
80.3 —0.129 UdS-DFKI English— Czech 836 0332 USTC-MCC
82.4 —0.132 TartuNLP-c Ave.  Ave.z System 85:0 0:259 onlineG
76.3 —0.400 online-X 91.2 0.642 HUMAN 80.4 0.269 online-B
433 —1.769 en-de-task 86.0 0.402 CUNI-DocTransformer-T2T 79.0 0223 NEU
86.9 0.401 CUNI-Transformer-T2T-2018 80.2 0219 PROMT-NMT
854 0.388 CUNI-Transformer-T2T-2019 -
Gujarati— English 813 0223 CUNI-DocTransformer-Marian 785 056 onine ¥
Ave.  Ave.z System 80.5 0206 uedin 679 —0268 onlinc-A
648 0210 NEU 708 —0.156 online-Y 688 —0310 TartuNLP-u
61.7 0.126 UEDIN 714 —0.195 TartuNLP-c 621 —0363 online-X
594  0.100 GTCOM-Primary 67.8 —0.300 online-G 357 1270 NICT
60.8 0.090 CUNI-T2T-transfer 68.0 —0.336 online-B ’ '
59.4 0.066 aylien-mt-multilingual 609 —0.594 online-A
59.3 0044 NICT 593 —0.651 online-X English— Chinese
51.3 —0.189 online-G Ave Ave.z System
50.9 —0.192 ITP-MT ©35 0363 HUMAN
48.0 —0.277 UdS-DFKI Finnish— English 83‘0 0.306 KSAL
474  —0296 HITH-MT Ave.  Ave.z System 833 0280 Baidu
41.1  —0.598  Ju-Saarland 782 0.285 MSRA-NAO 80.5 0209 NEU
778 0265 online-Y 803  0.052 online-A
English— Gujarati JT6. 001 UECOM-Primary 7990042 xzl-nmt
Ave.  Ave.z System 725  0.107 online-B ;2'2 8'8}); EEE,I\ILS
731 0701 HUMAN 733 0.105 Helsinki-NLP 769  0.000 NICT
72.2 0.663 online-B 69.2 0.012 online-A 746  —0.125 online-B
66.8 0.597 GTCOM-Primary 68.4 —0.044 online-G 75:6 70:218 online-Y
60.2 0.318 MSRA 68.0 —0.053 TartuNLP-c 726 —0262 online-G
58.3 0.305 UEDIN 67.3 —0.071 online-X 695 —0.553 online-X
559 0.254 CUNI-T2T-transfer 61.9 —0.209 parfda
527 —0.079 Ju-Saarland-clean-num-135-bpe 533 —0.516 apertium-uc
352 —0.458 ITP-MT Russian— English
388 —0.465 NICT X e Ave. Ave.z System
39.1 0490 online-G English— Finnish 814  0.156 Facebook-FAIR
33.1 —0.502 online-X Ave Ave. z  System 80.7 0.134 online-G
332 —0.718 UdS-DFKI 948  1.007 HUMAN 804  0.122 eTranslation
82.6 0.586 GTCOM-Primary 80.1 0.121 online-B
. 80.2 0.570 MSRA-NAO 81.4 0.115 NEU
Kazakh— English 709 0275 online-Y 804  0.102 MSRA-SCA
Ave.  Ave.z System 658  0.199 NICT 79.8  0.084 rerank-re
722 0270 online-B 65.7 0.09 Helsinki-NLP 792 0.076 online-Y
70.1 0.218 NEU 63.1 0.072 online-G 79.0 0.029 online-A
69.7  0.189 rug-morfessor 63.0  0.037 online-B 76.8  0.012 afrl-syscombl9
68.1 0.133  online-G 545 —0.125 TartuNLP-c 76.8 —0.039 afrl-ewc
67.1 0.113  talp-upc-2019 483 —0.384 online-A 76.2 —0.040 TartuNLP-u
67.0 0.092 NRC-CNRC 47.1 —0.398 online-X 745 —0.097 online-X
658  0.066 Frank-s-MT 479 —0522 Helsinki-NLP-rule-based 69.3 —0303 NICT
65.6 0.064  NICT 169 —1.260 apertium-uc
64.5 0.003 CUNI-T2T-transfer
489 —0.477 UMD Chinese— English
32.1 —1.058 DBMS-KU English— Kazakh Ave. Ave. z  System
Ave.  Ave.z System 83.6 0.295  Baidu
Lithuanian— English 81.5 0.746 HUMAN sa7 0206 KSAT
676 0262 UAlacant-NMT 81.7 0203 MSRA-MASS
Ave Ave. z_ System 63.8 0.243  online-B 81.5 0.195 MSRA-MASS
774 0234  GTCOM-Primary 63.8  0.222 UAlacant-NMT-RBMT 815 0.193 NEU
775 0216 tilde-nc-nmt 33 0126 NEU 80.6  0.186 BTRANS
77.0 0.213 NEU 63.3 0.108 MSRA 80.7 0.161 online-B
764 0206 MSRA-MASS 604  0.097 CUNI-T2T-transfer 792 0.103 BTRANS-ensemble
76.4 0.202  tilde-c-nmt 61.7 0.078 online-G 77.9 0.054 UEDIN
73.8 0.107 online-B 552 —0.049 rug-bpe 78.0 0.049 online-Y
69.4  —0.056 online-A 490 —0.328 talp-upc-2019 774 0.001 NICT
69.2  —0.059 TaruNLP-c T4 0495 NICT 753  —0.065 onlinc-A
62.8 —0.284 online-G 11.6 —1.395 DBMS-KU 724 —0.202 online-G
624 —0.337 JUMT 66.9 —0.483 online-X
59.1 —0.396 online-X 56.4 —0.957 Apprentice-c

Table 11: Official results of WMT19 News Translation Task28ystems ordered by DA score z-score; systems within a cluster
are considered tied; lines indicate clusters according to Wilcoxon rank-sum test p < 0.05; grayed entry indicates resources that
fall outside the constraints provided.



Table 12: Official results of WMT19 German to Czech Unsupervised News Translation Task. Systems ordered by DA score
z-score; systems within a cluster are considered tied; lines indicate clusters according to Wilcoxon rank-sum test p < 0.05;

German—Czech

Ave. Ave.z  System

63.9 0.426  online-Y

62.7 0.386  online-B

61.4 0.367 NICT

59.8 0.319  online-G

55.7 0.179  NEU-KingSoft
54.4 0.134  online-A

47.8 —0.099 Imu-unsup-nmt
46.6 —0.165 CUNI-Unsupervised-NER-post
41.7 —0.328 Unsupervised-6929
39.1 —0.405 Unsupervised-6935
28.4 —0.807 CAiRE

grayed entry indicates resources that fall outside the constraints provided (in particular the use of parallel training data).

German—French French—German
Ave. Ave.z System Ave. Ave.z System
77.0 0.249 MSRA-MADL 82.4 0.267 MSRA-MADL
76.8 0.230 MLLP-UPV 81.5 0.246 eTranslation
74.8  0.164 Kyoto-University-T2T 78.5  0.082 LIUM
75.5  0.160 lingua-custodia-primary 76.8  0.037 MLLP-UPV
74.4 0.129 LIUM 76.0 0.001 online-Y
72.7 0.038 online-B 76.6 —0.018 online-G
71.7 0.019 online-Y 75.2 —0.034 online-B
68.8 —0.104 TartuNLP-c 74.8 —0.039 online-A
66.0 —0.194 online-A 73.9 —0.098 TartuNLP-c
65.0 —0.240 online-G 66.5 —0.410 online-X
58.9 —0.456 online-X

Table 13: Official results of WMT19 German to French and French to German News Translation Task for which the topic was
restricted to EU Elections. Systems ordered by DA score z-score; systems within a cluster are considered tied; lines indicate
clusters according to Wilcoxon rank-sum test p < 0.05; grayed entry indicates resources that fall outside the constraints

provided.
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German— English English— Finnish English— Russian
Ave Ave. z  System Ave. Ave. z System Ave. Ave. z System
75.4 0.283 MSRA-MADL 86.2 1.225 HUMAN 78.9 0.699 HUMAN
71.5 0.243 online-B 72.9 0.776  GTCOM-Primary 78.3 0.645 Facebook-FAIR
75.9 0.227  Facebook-FAIR 71.0 0.745 MSRA-NAO 72.8 0.449 USTC-MCC
75.1 0.202  JHU 57.1 0.293 NICT 70.8 0.362 online-B
71.3 0.192 UCAM 573 0.237 online-Y 70.8 0.335 online-G
77.3 0.171 RWTH-Aachen 55.1 0.127  Helsinki-NLP 69.4 0.314 NEU
76.8 0.166 HUMAN 522 0.070 online-B 68.0 0.248 PROMT-NMT
73.8 0.164  dfki-nmt 49.6 0.038 online-G 65.2 0.157 online-Y
71.9 0.162 MLLP-UPV 46.2 —0.006 TartuNLP-c 62.7 —0.099 rerank-er
75.1 0.150 NEU 380 —0.405 online-A 599 —0.142 TartuNLP-u
73.1 0.137 online-Y 379 —0.433 online-X 56.8 —0.262 online-A
721 0.103  online-A 393 —0.462 Helsinki-NLP-rule-based 486 —0.389 online-X
71.2 0.009  TartuNLP-c 140 —1.156 apertium-uc 328 —1.156 NICT
732 —0.052 uedin
67.0 —0.183 online-G
69.0 —0.194 PROMT-NMT English— Gujarati English— Chinese
62.8 —0.299 online-X Ave.  Ave.z System Ave. Ave.z System
67.1 1.119 HUMAN 70.3 0486 HUMAN
. 57.5 0.759 GTCOM-Primar; 71.0 0421 KSAI
English— Czech 637 0737 online-B Y 69.4 0303 Baidu
Ave. Ave.z System 54.0 0561 UEDIN 65.6 0.245 NEU
84.0 0915 HUMAN 54.1 0431 MSRA 64.7 0.156 BTRANS
76.4 0.537 CUNI-Transformer-T2T-2019 170 0.146 CUNI-T2T-transfer 65.4 0.146 UEDIN
76.7 0.528 CUNI-Transformer-T2T-2018 445 —0.178 Ju-Saarland-clean-num-135-bpe 62.4 0.116 NICT
73.7 0.474 CUNI-DocTransformer-T2T 350 —0481 online-G 65.4 0.094 online-A
69.7 0.299 CUNI-DocTransformer-Marian 331 —0495 IITP-MT 64.6 0.057  xzl-nmt
70.0 0.234  uedin 33.0 —0496 NICT 59.6 —0.081 online-B
60.0 —0.098 TartuNLP-c 27.1 —0.724 online-X 60.5 —0.09 online-Y
59.9 —0.169 online-Y 29.7 —0.791 UdS-DFKI 58.0 —0.141 online-G
57.3 —0.314 online-B 553 —0.346 online-X
547 —0.368 online-G
4777 —0.619 online-A English— Kazakh . .
474 —0.763 online-X Ave.  Ave.z System Chinese— English
737 0.883 HUMAN Ave.  Ave.z System
English—sG 641 0471 UAlacant-NMT 717 0278 Baidu
NEHSA Serman 599 0269 UAlacant-NMT-RBMT 765 0220 NEU
Ave. Ave.z System 57.9 0228 MSRA 78.0 0.217 online-B
82.6 0.530 Facebook-FAIR 56.5 0.223 online-B 77.8 0.181 BTRANS-ensemble
81.0 0.335 HUMAN 557 0.166 NEU 74.5 0.169 MSRA-MASS
78.6 0.334 MSRA-MADL 56.6 0.138 online-G 73.8 0.141 BTRANS
81.3 0.314 Microsoft-WMT19-sent-doc 535 0.071 CUNIL-T2T-transfer 75.6 0.138 KSAI
78.6 0.313 NEU 510 —0.039 rug-bpe 734 0.070 UEDIN
81.4 0.312  Microsoft-WMT19-doc-level 459 —0.342 mlp_upc_zo 19 75.6 0.051 online-Y
79.0 0.282 UCAM 373  —0550 NICT 74.6 0.050 NICT
71.3 0.268 MLLP-UPV 120 —1472 DBMS-KU 74.9 0.015 MSRA-MASS
76.4 0.250 online-Y 734 —0.043 online-A
78.1 0.200 eTranslation 714 —0.104 online-G
74.0 0.198 online-B English— Lithuanian 67.7 —0.333 online-X
76.3 0.176 JHU Ave Ave.z System 578 —0.915 Apprentice-c
74.1 0.169  Imu-ctx-tf-single
73.4 0.169 Hel§inki—NLP 2;(2) (l);zg filllii\f[rﬁillmt
769 0158 diki-nmt 554 0367 MSRA-MASS-uc
76.0 0.156 Mlcfrosoft—WMT19-sent»level 586 0342 MSRA-MASS-c
O AR 569 0331 tildec-nmt
748 0‘008 online-G 54.6 0.157 GTCOM-Primary
: 543 0.121  eTranslation
70.1 —0.027 UdS-DFKI 511 0040 NEU
71.1  —0.087 TartuNLP-c : ' A
- 48.4 0.017 online-B
67.3 —0285 online-X 395 —0338 TamuNLPc
40.1 —1.555 en-de-task 785 0738 onlinc-A
28.8 —0.768 online-X
238 —0.797 online-G

Table 14: Document Rating+Document Context (DR+DC) results of WMT19 News Translation Task for subset of language
pairs. Systems ordered by DA score z-score; systems within a cluster are considered tied; lines indicate clusters according to
Wilcoxon rank-sum test p < 0.05; grayed entry indicates resources that fall outside the constraints provided.

26



Ave. Ave.z  System

79.1 0.142 NEU

80.9 0.142  KSAI

79.0 0.139  MSRA-MASS
79.5 0.130  online-B

79.5 0.125  Baidu

77.9 0.076 MSRA-MASS
76.0 0.073 BTRANS
77.6 0.051 BTRANS-ensemble
78.0 0.047  online-Y

76.5 —0.015 online-A

75.1 —0.019 UEDIN

753 —0.033 NICT

73.3 —0.095 online-G

69.2 —0.276 online-X

584 —0.609 Apprentice-c

Table 15: Segment Rating+Document Context (SR+DC)
results of WMT19 News Translation Task for Chinese to En-
glish. Systems ordered by DA score z-score; systems within
a cluster are considered tied; lines indicate clusters according
to Wilcoxon rank-sum test p < 0.05; grayed entry indicates
resources that fall outside the constraints provided.

In contrast to the previous year, reference trans-
lations were scored significantly higher than MT
systems in all these settings. It is thus not clear
if the super-human quality observed last year was
due to lower quality of last year’s references, dif-
ferent set of documents or the segment-level style
of evaluation as thoroughly discussed by Bojar
et al. (2018).

The good news is that all the different types of
evaluation correlate very well, with Pearson cor-
relation coefficient ranging from .978 (Ave. of
DR-+DC vs. SR—DC Microsoft) to .998 (Ave. vs.
Ave. z of SR+DC). The document-level ranking
(DR+DC) correlates with all variants of segment-
level ranking with Pearson of .981 to .996.

4 Test Suites

Following our practice since last year, we issued
a call for “test suites”, i.e. test sets focussed on
particular language phenomena, to complement
the standard manual and automatic evaluations of
WMT News Translation system.

Each team in the test suites track provides
source texts (and optionally references) for any
language pair that is being evaluated by WMT
News Task. We shuffle these additional texts into
the inputs of News Task and ship them jointly
with the regular news texts. MT system develop-
ers may decide to skip these documents based on
their ID but most of them process test suites along
with the main news texts. After collecting the out-
put translations from all WMT News Task Partic-
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ipants, we extract translated test suites, unshuf-
fle them and send them back to the corresponding
test-suite team. It was up to the test-suite team to
evaluate MT outputs and some did this automati-
cally, some manually and some both.

When shuffling, test suites this year closely ob-
served document boundaries. If a test suite was
marked as sentence-level only by their authors, we
treated individual sentences as if they were one-
sentence documents. This lead to a very high num-
ber of input documents for some language pairs
but all News Task participants managed to handle
this additional burden.

As in the previous year, we have to note that test
suites go beyond the news domain. If News Task
systems are too heavily optimized for news, they
may underperform on these domains.

The primary motivation in 2018 was to cut
through the opacity of evaluations. We wanted to
know more details than just which systems per-
form better or worse on average. This motiva-
tion remains also this year but one more reason
for people providing test suites was to examine
the human parity question from additional view-
points beyond what Bojar et al. (2018) discuss
for English—Czech and Hassan et al. (2018) for
Chinese—English.

4.1 Test Suite Details

The following paragraphs briefly describe each of
the test suites. Please refer to the respective paper
for all the details of the evaluation.

4.1.1 Audits and Agreements (Vojtéchova
et al., 2019)

The test suite provided by the ELITR project (Vo-
jtéchova et al., 2019) focuses on document-level
qualities of two types of documents, audit reports
and agreements (represented with only one docu-
ment, in fact), for the top-performing English-to-
Czech systems and some English<>German sys-
tems.

The English-to-Czech systems were found as
matching or perhaps even surpassing the quality
of news reference translations in WMT18 (Bojar
et al., 2018) and they also perform very well this
year on news. The test suite wanted to validate
if this quality transfers (without any specific do-
main adaptation) also to the domain of reports of
supreme audit institutions, which is much more
sensitive to terminological choices, and the do-
main of agreements, where term consistence is



Official SR+DC SR—DC WMT
Ave. Ave. z  System Ave. z  System
91.2 0.642 HUMAN 0.62538 HUMAN
86.0 0.402 CUNI-DocTransformer-T2T 0.40505 CUNI-Transformer-T2T-2018
86.9 0.401 CUNI-Transformer-T2T-2018 0.39463 CUNI-DocTransformer-T2T
85.4 0.388 CUNI-Transformer-T2T-2019 0.35678 CUNI-Transformer-T2T-2019
81.3 0.223  CUNI-DocTransformer-Marian 0.31261 CUNI-DocTransformer-Marian
80.5 0.206 uedin 0.26538 uedin
70.8 —0.156 online-Y -0.17006 TartuNLP-c
714 —0.195 TartuNLP-c -0.18841 online-Y
67.8 —0.300 online-G -0.26188 online-B
68.0 —0.336 online-B -0.36871 online-G
60.9 —0.594 online-A -0.67123  online-A
593 —0.651 online-X -0.72614  online-X

DR+DC SR—DC Microsoft

Ave.  Ave.z System Ave. z System
84.0 0915 HUMAN 0.39909 HUMAN
764 0537 CUNI-Transformer-T2T-2019 0.30170 ~ CUNI-DocTransformer-T2T
767  0.528 CUNI-Transformer-T2T-2018 0.28599 ~ CUNI-Transformer-T2T-2018
737 0474 CUNI-DocTransformer-T2T 0.27254  CUNI-Transformer-T2T-2019
69.7 0299 CUNI-DocTransformer-Marian 0.21186  uedin
70.0 0.234 uedin 0.19160 CUNI-DocTransformer-Marian
60.0 —0.098 TartuNLP-c -0.05716 ~ TartuNLP-c
59.9 —0.169 online-Y -0.09987  online-Y
573 —0.314 online-B -0.21633  online-B
547 —0.368 online-G -0.29386 online-G
477 —0.619 online-A -0.40917 online-A
474 —0.763 online-X -0.58836 online-X

Table 16: English-Czech translation: A comparison of SR+DC (official), DR+DC (doclevel) and two versions of segments-
evaluation (SR—DC): by WMT annotators and Microsoft annotators.

critical.

The main findings are that also for precise texts
(even if intended for the general public and written
in a relatively simple language), current NMT sys-
tems are close to matching human translation qual-
ity. Terminological choices are a little worse but
syntax and overall understandability was scored
on par or better than the human reference (mixed
among the system in an anonymous way). This
can be seen as an indication of human parity even
out of the original domain of the systems, although
the official evaluation on news this year ranks the
reference significantly higher.

A very important observation is that (single)
reference translations are insufficient because they
don’t reflect the truly possible term translations.
Manual non-expert evaluation would also not be
sufficiently reliable because non-experts do not re-
alize the subtle meaning differences among the
terms.

On the other hand, the micro-study on agree-
ments reveals that even these very good systems
produce practically useless translations of agree-
ments because none of them handles document-
specific terms and their consistent translations
whatsoever.
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4.1.2 Linguistic Evaluation of
German-to-English (Avramidis et al.,
2019)

The test suite by DFKI covers 107 grammatical
phenomena organized into 14 categories. The test
suite is very closely related to the one used last
year (Macketanz et al., 2018), which allows an
evaluation over time.

The test suite is evaluated semi-automatically
on a large set of sentences (over 25k) illustrating
each of the examined phenomenon and equipped
with automatic checks for anticipated good and
bad translations. The outputs of these checks are
manually verified and refined.

The cross-year comparison is naturally affected
by the different set of systems participating in
each of the evaluations, but some trends are still
observed, namely the improvement in function
words, non-verbal agreement and punctuation.
The least improvement is seen in terminology and
named entities.

Overall, MT system still translate on average
about 25% of the tested sentences wrongly. The
worst performance is seen for idioms (88% wrong)
and complex German verbal grammar (72-77%
wrong). Specific terminology and some grammat-



ical phenomena reach about 50%. The paper also
indicates phenomena with error rate below 10%,
e.g. negation or several cases of verb conjugation.

4.1.3 Document-Level Phenomena (Rysova
et al., 2019)

The English-to-Czech test suite by Rysové et al.
(2019) builds upon discourse linguistics and
manually evaluates three phenomena related to
document-level coherence, namely topic-focus ar-
ticulation (information structure), discourse con-
nectives and alternative lexicalizations of connec-
tives (essentially multi-word discourse connec-
tives). Co-reference is deliberately not included.

The 101 test suite documents (3.5k source sen-
tences in total) come from Penn Discourse Tree-
bank and are speficically the “essay” or “let-
ter” type. The manual evaluation by trained lin-
guists considered always the whole document:
the source English text and one of the MT out-
puts. Targetted phenomena were highlighted in
the source and the annotators marked whether
they agree with the source annotation and (if yes)
whether the respective source phenomenon is also
refleted in the target. The reference translation
comes from Prague Czech-English Dependency
Treebank (Haji¢ et al., 2012) and it was included
in the annotation in a blind way, as if it was one of
the MT systems.

The results indicate that the examined phenom-
ena are also handled by the MT systems exception-
ally well, matching human quality or even negligi-
bly outperforming humans, e.g. in the mutli-word
discourse connectives. Interestingly, the English-
Czech systems trained in some document-level
way this year do not seem any better than the
segment-level ones.

4.1.4 Producing German Conjuctions from
English and French (Popovié, 2019)

The test suite by Popovi¢ (2019) contains ap-
proximately 1000 English and 1000 individ-
ual French sentences that were included in the
English—+German and French—German tasks.
The sentences focus on the translation of the En-
glish “but” and French “mais” which should be
disambiguated into German “aber” or “sondern”.

Except for 1-2% of cases (when no conjunc-
tion or both possibilities are found in the target),
the outputs can be evaluated automatically. The
results indicate that the situation when “aber” is
needed is recognized almost perfectly by all the
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system but the situation which requires “sondern”
is sometimes mishandled and the (generally more
frequent) “aber” is used. The error rate ranges
from 3% (TARTUNLP-C) to 14% (ONLINE-X) or
22% (the unclear system called EN-DE-TASK)

4.1.5 Out-of-Domain Check of Formal
Language for German— English (Bicici,
2019)

A small test suite by Bigici (2019) contains 38
sentences from texts by Prussian Cultural Heritage
Foundation, checking the performance of MT sys-
tems on the domain of cross-cultural international
relations.

The test suite is evaluated only with a few auto-
matic measures with no clear conclusion.

4.1.6 Word Sense Disambiguation (Raganato
et al., 2019)

Raganato et al. (2019) present the MuCoW (mul-
tilingual contrastive word sense disambiguation)
test suite which contains a relatively large set of
sentences (69—4268 depending on the language
pair) mined from parallel corpora to illustrate
words which are particularly ambiguous for the
given translation pair.

Originally, the test suite relies on MT systems
scoring candidate pairs of sentences. Raganato
et al. (2019) adapt it for the use case of WMT test
suites where the black-box MT systems only pro-
vide their translation output. Due care is taken in
sentence selection, in particular any overlap with
WMT constrained training data is avoided.

The test suite covers from German, Finnish,
Lithuanian and Russian into English and from En-
glish into these four langauges and Czech.

The ambiguous words were identified with the
help of BabelNet (Navigli and Ponzetto, 2012)
multilingual synsets and the granularity was re-
duced with the help of word embeddings to ensure
that the meaning distinctions are reliably big. For
the WMT use case, there are dozens or a few hun-
dreds of ambiguous source words (except Lithua-
nian with only very few words) with slightly more
than 2 distinct word senses per examined source
word on average.

The results show that overall, WMT sys-
tems perform quite well word-sense disambigua-
tion when evaluated in the “in-domain” setting
(word senses not too common in subtitle cor-
pora), with precision (examples with correct tar-
get words over examples with either correct or in-



correct target words) in the ranges 64-80% (e.g.
Finnish—English or English—German) up to 95—
97% (English—Czech) depending on the language
pair. The recalls (examples with correct target
words over all examples) are similarly high, 65—
91 across the board.

The “out-of-domain” evaluation was directed at
word senses common in colloquial speech and in
general, research WMT news system perform a lit-
tle worse than online systems in these scores ex-
cept for English-Czech.

5 Similar Language Translation

Within the MT and NLP communities, English is
by far the most resource-rich language. MT sys-
tems are most often trained to translate texts from
and to English or they use English as a pivot lan-
guage to translate between resource-poorer lan-
guages. The interest in English is reflected, for ex-
ample, in the WMT translation tasks (e.g. News,
Biomedical) which have always included language
pairs in which texts are translated to and/or from
English.

With the widespread use of MT technology,
there is more and more interest in training Sys-
tems to translate between languages other than En-
glish. One evidence of this is the need of directly
translating between pairs of similar languages, va-
rieties, and dialects (Zhang, 1998; Marujo et al.,
2011; Hassani, 2017; Costa-jussa et al., 2018).
The main challenge is to take advantage of the
similarity between languages to overcome the lim-
itation given the low amount of available parallel
data to produce an accurate output.

Given the interest of the community in this topic
we organize, for the first time at WMT, a shared
task on "Similar Language Translation" to evalu-
ate the performance of state-of-the-art translation
systems on translating between pairs of languages
from the same language family. We provide par-
ticipants with training and testing data from three
language pairs: Spanish - Portuguese (Romance
languages), Czech - Polish (Slavic languages), and
Hindi - Nepali (Indo-Aryan languages). Evalua-
tion will be carried out using automatic evaluation
metrics and human evaluation.

5.1 Data

Training We have made available a number of
data sources for the Similar Language Transla-
tion shared task. Some training datasets were
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used in the previous editions of the WMT News
Translation shared task and were updated (Eu-
roparl v9, News Commentary v14), while some
corpora were newly introduced (Wiki Titles v1,
JRC Acquis). For the Hi-Ne language pair, paral-
lel corpora have been collected from Opus (Tiede-
mann and Nygaard, 2004)!°. We used the Ubuntu,
KDE, and Gnome corpus available at OPUS for
this shared task.

Development and Test Data The creation of
development and test sets for Czech and Polish in-
volved random extraction of 30 TED talks for the
development and 30 TED talks for the test set in
each language. Then unique sentences were ex-
tracted and cleaning of lines containing meta-data
information was performed which resulted in 4.7k
sentences in the development sets and 4.8k sen-
tences in the test sets. Further cleaning of the cor-
pus to retain only sentences between 7 and 100
words limited the number of the sentences in the
dev and test sets to 3050 and 3412 sentences re-
spectively.

The development and test sets for Spanish and
Portuguese were created from a corpus provided
by AT Language Solutions 2°. First, the extraction
of unique sentences and cleaning of lines contain-
ing meta-data information was performed which
narrowed the number of sentences to 11.7k sen-
tences. Then cleaning of the corpus to retain only
sentences between 7 and 100 words limited the
number of the sentences to 6.8k. Finally, 3k ran-
domly selected sentences were used for the devel-
opment set and other 3k random sentences were
extracted to form the test set. For HI-NE, all
data was initially combined and randomly shuf-
fled. From the combined corpus, we randomly ex-
tracted 65,505 sentences for the training set, 3,000
sentences for development set and 3,567 for the
test set. Finally, the test set was split into two dif-
ferent test sets: 2,000 sentences used for HI to NE
and 1,557 sentences were used for NE to HI.

5.2 Participants

The first edition of the WMT Similar Language
Translation task attracted more participants than
we anticipated. There were 35 teams who signed
up to participate in the competition and 14 of them
submitted their system outputs to one of the three
language pairs in any translation direction. In the

19http ://opus.nlpl.eu/
20https ://www.at-languagesolutions.com/en/



Table 17: Europarl v9 Parallel Corpus

Czech <> Polish Spanish <> Portuguese
sentences 631372 1811977
words 12526659 [ 12641841 | 47832025 | 46191472

Table 18: Wiki Titles v1 Parallel Corpus
Spanish < Portuguese

Czech < Polish

sentences

248645

621296

words

551084 | 554335

1564668 | 1533764

Table 19: JRC-Acquis Parallel Corpus

Czech < Polish Spanish <> Portuguese
sentences 1311362 1650126
words 21409363 | 21880482 [ 35868080 | 33474269

Table 20: News Commentary v14 Parallel Corpus

Spanish < Portuguese

sentences

48168

words 1271324

[ 1219031

Table 21: GNOME, Ubuntu, KDE Parallel Corpus

Hindi <> Nepali
sentences 65505
words 253216 [ 222823

Table 22: Europarl v9 Monolingual Corpus

Czech Polish Spanish | Portuguese
sentences 665433 382726 2019336 2015290
words 13199347 | 7087267 | 52157546 | 50462045

Table 23: News Crawl Monolingual Corpus

Czech Polish Spanish Portuguese
sentences 72157988 814754 43814290 8301536
words 1019497060 | 12370354 | 1159300825 | 160477593

Table 24: News Commentary v14 Monolingual Corpus

Czech Spanish | Portuguese
sentences | 266705 424063 59502
words 4922572 | 10724738 1443204

end of the competition, 10 teams submitted system
description papers which are referred to in this re-
port. Table 25 summarizes the participation across
language pairs and translation directions and in-
cludes references to the 10 system description pa-
pers.

We observed that the majority of teams contain
only members which work in universities and re-
search centers (12 teams) whereas only two teams
contain members who work in the industry. The
participants were distributed across different con-
tinents with a higher participation of European
teams (7 European) with two teams based on the
Americas, and five Asian teams.

As follows we provide summaries for each of
the entries we received:

BSC: Team BSC (Barcelona SuperComputing

Center) participated with a Transfomer-based ap-
proach in the Spanish-Portuguese track. As pre-
processing, SentencePiece 2! was applied after
concatenating and shuffling the data. For the Por-
tuguese to Spanish language direction, BSC made
use of back-translation.

CFILT_IITB: The CFILT _IITB submission
(Khatri and Bhattacharyya, 2019) is based on un-
supervised neural machine translation described
in Artetxe et al. (2018) in the task Hindi
Nepali, where encoder is shared and following
bidirectional recurrent neural network architec-
ture. They used 2 hidden layers for both encoder
and decoder.

CMUMEAN: The is system is based on standard

21 https://github.com/google/sentencepiece
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transformer based NMT model for the Hindi <>
Nepali shared task. To compensate the insufficient
released parallel data, they utilized 7M monolin-
gual data for both Hindi and Nepali taken from
CommonCrawl. They augmented the monolin-
gual data by constructing pseudo-parallel datasets.
The pseudo-parallel sentences were constructed
by word substitutions, based on a mapping of the
embedding spaces of the two languages. These
mapping were learned from all data and a seed dic-
tionary based on the alignment of the parallel data.

Incomslav: Team INCOMSLAV (Chen and Av-
gustinova, 2019) by Saarlad University partic-
ipated in the Czech to Polish translation task
only. The team’s primary submission builds on a
transformer-based NMT baseline with back trans-
lation which has been submitted one of their con-
trastive submission. Incomslav’s primary system
is a phoneme-based system re-scored using their
NMT baseline. A second contrastive submission
builds our phrase-based SMT system combined
with a joint BPE model.

JUMT: This submittion used phrase based statisti-
cal machine translation model for Hindi — Nepali
task. They used 3-gram language model and
MGIZA++ for word alignment. However, their
system achieved poor performance in the shared
task.

MLLP-UPV: Team MLLP-UPV (Baquero-Arnal
et al., 2019) by Universitat Politécnica de Valén-
cia (UPV) participated with a Transformer (imple-
mented with FairSeq (Ott et al., 2019)) and a fine-
tuning strategy for domain adaptaion in the task
of Spanish-Portuguese. Fine-tunning on the de-
velopment data provide improvements of almost
12 BLEU points, which may explain their clear
best performance in the task for this language pair.
As a contrastive system authors provided only for
the Portuguese-to-Spanish a novel 2D alternating
RNN model which did not respond so well when
fine-tunning.

KYOTOUNIVERSITY: Kyoto University’s sub-
mission, listed simply as KYOTO in Table 25
for PT — ES task is based on transformer NMT
system. They used difference word segmenta-
tion strategies during preprocessing. Additionally
they used optional reverse feature in their prepro-
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cessing step. Their submission achieved average
scores in the shared task.

NICT: The NICT team (Marie et al., 2019a)
participated with the a system combination be-
tween the Transformer (implemented in Marian
(Junczys-Dowmunt et al., 2018) and Phrase-based
machine translation system (implemented with
Moses) and for the Spanish-Portuguese task. The
system combination included features formerly
presented in (Marie and Fujita, 2018), includ-
ing scores left-to-right and right-to-left, sentence
level translation probabilities and language model
scores. Also authors provide contrastive results
with an unsupervised phrase-based MT system
which achieves quite close results to their primary
system. Authors associate high performance of the
unsupervised system to the language similarity.

NITS-CNLP: The NITS-CNLP team (Laskar
et al., 2019) by the National Institute of Tech-
nology Silchar in India submitted results to the
HI-NE translation task in both directions. The
NITS-CNLP systems are based on Marian NMT
(Junczys-Dowmunt et al., 2018) and Open NMT
implementations of sequence-to-sequence RNNs
with attention mechanisms. Their contrastive sub-
missions were ranking first in both Hindi to Nepali
and Nepali to Hindi translation.

Panlingua-KMI: The Panlingua-KMI team (Ojha
et al., 2019) tested phrase-based SMT and NMT
methods for HI-NE translation in both directions.
The PBSMT systems have been trained using
Moses (Koehn et al., 2007) and KenLM. Their two
NMT systems were built using OpenNMT. The
first system was built with 2 layers using LSTM
model while the second system was built with 6
layers using the Transformer model.

UBC-NLP: Team UBC-NLP from the University
of British Columbia in Canada (Przystupa and
Abdul-Mageed, 2019) compared the performance
of the LSTM plus attention (Bahdanau et al.,
2015) and Transformer (Vaswani et al., 2017) (im-
plemented in OpenNMT toolkit??) perform for the
three tasks at hand. Authors use backtranslation
to introduce monolingual data in their systems.
LSTM plus attention outperformed Transformer
for Hindi-Nepali, and viceversa for the other two
tasks. As reported by the authors, Hindi-Nepali
task provides much more shorter sentences than

2http://opennmt.net/



the other two-tasks. Additionally, authors in their
system description report interesting insights on
how similar are languages in each of the 3 differ-
ent tasks.

UDS-DFKI: The UDS-DFKI team (Pal et al.,
2019) is formed by researchers from Saarland
University (UDS), the German Research Foun-
dation of Artificial Intelligence (DFKI), and the
University of Wolverhampton. They submitted a
transference model that extends the original trans-
former model to multi-encoder based transformer
architecture. The transference model contains two
encodes, the first encoder encodes word form in-
formation of the source (CS), and a second en-
coder to encode sub-word (byte-pair-encoding) in-
formation of the source (CS). The results obtained
by their system in translating from Czech—Polish
and comment on the impact of out-of-domain test
data in the performance of their system. UDS-
DFKI ranked second among ten teams in Czech—
Polish translation.

UHelsinki: The University of Helsinki team
(Scherrer et al., 2019) participated with the Trans-
former (Vaswani et al., 2017) implemented in the
OpenNMT toolkit. They focused on word seg-
mentation methods and compared a cognate-aware
segmentation method, Cognate Morfessor (Gron-
roos et al., 2018), with character segmentation and
unsupervised segmentation methods. As primary
submission they submitted this Cognate Morfes-
sor that optimizes subword segmentations con-
sistently for cognates. They participated for all
translation directions in Spanish-Portuguese and
Czech-Polish, and this Cognate Morfessor per-
formed better for Czech-Polish, while character-
based segmentations (Costa-jussa and Fonollosa,
2016), while much more inefficient, were superior
for Spanish-Portuguese.

UPC-TALP: The UPC-TALP team (Biesialska
et al., 2019) by the Universitat Politecnica de
Catalunya submitted a Transformer (implemented
with Fairseq (Ott et al., 2019)) for the Czech-
to-Polish task and a Phrase-based system (im-
plemented with Moses (Koehn et al., 2007)) for
Spanish-to-Portuguese. They tested adding mono-
lingual data to the NMT system by copying the
same data on the source and target sides, with
negative results. Also, their system combination
based on sentence-level BLEU in back-translation
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did not succeed. Authors provide interesting in-
sights on language distance based on previous
work by (Gamallo et al., 2017) and their results
show that the Phrase-based compared to NMT
achieves better results when the language distance
between source and target language is lower.

5.3 Results

We present results for the three language pairs,
each of them in the two possible directions. For
this first edition of the Similar Translation Task
and differently from News task, evaluation was
only performed on automatic basis using BLEU
(Papineni et al., 2002) and TER (Snover et al.,
2006) measures. Each language direction is re-
ported in one different table which contain infor-
mation of the team; type of system, either con-
trastive (C) or primary (P), and the BLEU and
TER results. In general, primary systems tend to
be better than contrastive systems, as expected, but
there are some exceptions.

Even if we are presenting 3 pairs of languages
each pair belonging to the same family, transla-
tion quality in terms of BLEU varies signficantly.
While the best systems for Spanish-Portuguese are
above 64 BLEU and below 21 TER (see Tables
26 and 27), best systems for Czech-Polish do not
reach the 8 BLEU and the 79.6 TER for the direc-
tion with lowest TER (Polish-to-Czech). The case
of Hindi-Nepali is in between, with BLEU of 53.7
and TER of 36.3 for the better direcion Hindi-to-
Nepali. Also, we noticed that BLEU and TER do
not always correlate and while some systems per-
formed better in BLEU, the ranking is different if
ordered by TER. In any case, we chose BLEU as
the official metric for ranking.

The highest variance of system performance can
be found in Hindi-Nepali (both directions), where
the best performing system is around 50 BLEU
(53 for Hindi-to-Nepali and 49.1 for Nepali-to-
Hindi), and the lowest entry is 1.4 for Hindi-to-
Nepali and O for Nepali-to-Hindi. The lowest vari-
ance is for Polish-to-Czech and it may be because
only two teams participated.

5.4 Conclusion of Similar Language
Translation

In this section we presented the results of the
WMT Similar Language Translation shared task
2019. The competition featured data in three lan-
guage pairs: Czech-Polish, and Hindi-Nepali, and
Portuguese-Spanish.



Team CS—PL PL—CS | HI-NE NE—HI | PT-ES ES—PT | Paper

BSC v v

CFILT_IITB v v Khatri and Bhattacharyya (2019)

CMUMEAN v v

Incomslav v Chen and Avgustinova (2019)

JUMT v

KYOTO v

MLLP-UPV v v Baquero-Arnal et al. (2019)

NICT v Marie et al. (2019a)

NITS-CNLP v v Laskar et al. (2019)

Panlingua-KMI v v Ojha et al. (2019)

UBC-NLP v v v v v v Przystupa and  Abdul-Mageed
(2019)

UDS-DFKI v Pal et al. (2019)

UHelsinki v v v v Scherrer et al. (2019)

UPC-TALP v v Biesialska et al. (2019)

Total 5 2 6 5 6 5 10

Table 25: The teams that participated in the Similar Translation Task.

Team Type BLEU TER Team Type BLEU TER
MLLPUPV P 66.6 19.7 NITS-CNLP C 53.7 36.3
NICT P 599 253 Panlingua-KMI P 11.5 79.1
Uhelsinki C 59.1 25.5 CMUMEAN P 11.1 79.7
Uhelsinki C 58.6 25.1 UBC-NLP P 08.2 77.1
Uhelsinki P 58.4 25.3 UBC-NLP C 08.2 77.2
KYOTOUNIVERSITY P 56.9 26.9 NITS-CNLP P 03.7 -
NICT C 54.9 28.4 NITS-CNLP C 03.6 -
BSC P 54.8 29.8 CFILT_IITB C 03.5 -
UBC-NLP P 52.3 32.9 Panlingua-KMI C 03.1 -
UBC-NLP C 52.2 32.8 CFILT_IITB P 02.8 -
MLLPUPV C 519 30.5 CFILT_IITB C 02.7 -
MLLPUPV C 49.7 32.1 Panlingua-KMI C 01.6 -
BSC C 48.5 35.1 JUMT P 01.4 -
Table 26: Results for Portuguese to Spanish Translation Table 28: Results for Hindi to Nepali Translation
Team Type BLEU TER Team Type BLEU TER
MLLPUPV P 64.7 20.8 NITS-CNLP C 49.1 43.0
UPC-TALP P 62.1 23.0 NITS-CNLP P 24.6 69.1
NICT P 53.3 29.1 CMUMEAN P 12.1 76.2
Uhelsinki C 52.8 28.6 Panlingua-KMI P 09.8 91.3
Uhelsinki P 52.0 29.4 UBC-NLP P 09.1 88.3
Uhelsinki C 51.0 33.1 UBC-NLP C 09.1 88.4
NICT C 479 334 Panlingua-KMI C 04.2 -
UBC-NLP P 46.1 36.0 Panlingua-KMI C 03.6 -
UBC-NLP C 46.1 35.9 CFILT_IITB P 02.7 -
MLLPUPV C 45.5 35.3 NITS-CNLP C 01.4 -
BSC P 44.0 37.5 CFILT_IITB C 0 -
Table 27: Results for Spanish to Portuguese Translation CFILT_IITB C 0 -

Table 29: Results for Nepali to Hindi Translation

For the future it is worth investigating why lan-
guages from the same family, like Czech-Polish  ing system in Czech-to-Polish, hypothesize that
have extremely low performance. Authors in  one of the reasons is the different in alphabets
(Biesialska et al., 2019), with the best perform-  from both languages. Additionally, they refer to
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Team Type BLEU TER
UPC-TALP P 7.9 85.9
UDS-DFKI P 7.6 87.0
Uhelsinki P 7.1 87.4
Uhelsinki C 7.0 87.3
Incomslav C 5.9 88.4
Uhelsinki C 5.9 88.4
Incomslav P 3.2 -
Incomslav C 3.1 -
UBC-NLP C 2.3 -
UBC-NLP P 2.2 -

Table 30: Results for Czech to Polish Translation

Team Type BLEU TER
Uhelsinki C 7.2 79.6
Uhelsinki P 7.0 79.4
UBC-NLP P 6.9 86.5
UBC-NLP C 6.9 86.2
Uhelsinki C 6.6 80.2

Table 31: Results for Polish to Czech Translation

Gamallo et al. (2017) and provide big language
distances for Czech-Polish compared to Spanish-
Portuguese.

6 Conclusion

We presented the results of the WMT18 News
Translation Shared Task. Our main findings rank
participating systems in their sentence-level trans-
lation quality, as assessed in a large-scale manual
evaluation using the method of Direct Assessment
(DA).

The novelties this year include (1) avoiding ef-
fects of translationese by creating reference trans-
lations always in the same directions as the MT
systems are run, (2) providing human assessors
with the context of the whole document when as-
sessing individual segments for a large portion of
language pairs, (3) extending the set of languages
which are evaluated given the source, not the ref-
erence translation, and (4) scoring also whole doc-
uments, not only individual segments.

Our results indicate which MT systems perform
best across the 18 examined translation pairs, as
well as what features are now commonly used
in the field. The test suites complement this
evaluation by focussing on particular language
phenomena such as word-sense disambiguation,
document-level coherence or terminological cor-
rectness.

As in the previous year, MT systems seem to
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reach the quality of human translation in the news
domain for some language pairs. This result has to
be regarded with a great caution and considering
the technical details of the (document-aware) DA
evaluation method as well as the outcomes of com-
plementary evaluations, such as those included in
the test suites. Importantly, the language pairs
where the parity was reached last year were not
confirmed by the evaluation this year and a similar
situation can repeat. As one of the test suites (Vo-
jtéchova et al., 2019) suggests, there are aspects of
texts which are wrongly handled by even the best
translation systems.

The task on similar language translation indi-
cated that the performance in this area is extremely
varied across language pairs as well as across par-
ticipating teams.
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BAIDU-SYSTEM| - 003 0.09% 0.10%x 0.10+ 0.11f 0.13f 0.19f 0241 025f 029% 036f 050 0.78% 1.25f
KSAI-SYSTEM |-0.03 - 006 007 007 008+ 0.10f 0.16f 021f 022f 027 033% 047f 0.75% 1.22%
MSRA|[-0.09 006 - 00l 00l 002 004 0.10f 0.15f 0.15f 020f 027% 041f 0.69% L1163
MSRA [-0.10 -0.07 -0.01 - 000 00l 003 009t 0.14%f 0.5 0.19f 026f 0.40f 0.68f 1.15%

NEU|-0.10 -0.07 -0.01 0.00

- 001 003 009t 0.14f 0.14f 0.19% 026f 039% 0.68% 1.15f
BTRANS|-0.11 -0.08 -0.02 -001 -0.01

- 002 008t 0.13% 0.14f 0.19f 025§ 039% 0.67f 1.14%
ONLINE-B [-0.13  -0.10 -0.04 -0.03 -0.03 -002 -  006x 0.1 0.11f 0.16F 023f 036i 0.64% 1.12f
BTRANS-ENSEMBLE|-0.19 -0.16 -0.10 -0.09 -0.09 -0.08 -006 - 005 005 0.10f 0.17f 030f 059 1.06}

UEDIN|-024 -021 -0.15 -0.14 -0.14 -0.13 -0.11 -0.05 001  005x 0.12f 026f 054f 1.01%

ONLINE-Y [-0.25 -0.22 -0.15 -0.15 -0.14 -0.14 -0.11 -0.05 -0.01 - 0.05« 0.11f 0.25f 0.53f 1.01%
NICT|-0.29 -0.27 -0.20 -0.19 -0.19 -0.19 -0.16 -0.10 -0.05 -0.05 - 0.07% 0.20f 0.48%f 0.96%
ONLINE-A [-0.36 -0.33 -0.27 -0.26 -0.26 -0.25 -0.23 -0.17 -0.12 -0.11 -0.07 - 0.14f 0421 0.89%
ONLINE-G [-0.50 -0.47 -041 -040 -039 -039 -0.36 -030 -0.26 -0.25 -0.20 -0.14 - 0.28% 0.76%
ONLINE-X [-0.78 -0.75 -0.69 -0.68 -0.68 -0.67 -0.64 -0.59 -0.54 -0.53 -048 -042 -0.28 - 0.47%
APPRENTICE-C |-1.25 -1.22 -1.16 ~-1.15 -1.15 -1.14 ~-1.12 -1.06 -1.01 -1.01 -0.96 -0.89 -0.76 -0.47 -

score| 029 027 020 020 0.9 019 016 010 005 0.05 0.00 -0.07 -020 -048 -0.96
rank | 1-7 1-7 1-7 1-7 1-7 1-7 1-7 810 8-10 8-10 11 12 13 14 15

Table 32: Head to head comparison for Chinese—English systems

A Differences in Human Scores

Tables 32-49 show differences in average standardized human scores for all pairs of competing sys-
tems for each language pair. The numbers in each of the tables’ cells indicate the difference in average
standardized human scores for the system in that column and the system in that row.

Because there were so many systems and data conditions the significance of each pairwise compar-
ison needs to be quantified. We applied Wilcoxon rank-sum test to measure the likelihood that such
differences could occur simply by chance. In the following tables * indicates statistical significance
at p < 0.05, { indicates statistical significance at p < 0.01, and } indicates statistical significance at
p < 0.001, according to Wilcoxon rank-sum test.

Each table contains final rows showing the average score achieved by that system and the rank range
according according to Wilcoxon rank-sum test (p < 0.05). Gray lines separate clusters based on non-
overlapping rank ranges.
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HUMAN| - 0061 009t 0.6t 0.32f 0.33% 035f 0361 037t 049% 059 0.63f 0.92%
KSAI-sYSTEM [-0.06 - 003 0.10f 025f 026f 0.29f 030f 031% 043f 052 057 0.86%
BAIDU-SYSTEM [-0.09 -0.03 - 007 023 024f 026f 027f 028% 040f 050% 0541 0.83%
NEU|-0.16 -0.10 -007 -  0.16f 0.7f 0.9t 020f 021f 033f 043t 047f 0.76%
ONLINE-A [-032 -025 -023 -0.16 - 001 004 004 005 0.18f 027t 031% 0.60%
XZL-NMT [-0.33 -0.26 -024 -0.17 -001 - 003 003 004 0.17f 026% 030f 0.60%
UEDIN |-0.35 -029 -026 -0.19 -004 -003 - 001 002« 0.14f 023% 028f 0.57%
BTRANS [-0.36 030 -027 -020 -0.04 -003 -001 - 001 013 023t 027f 0.56f
NICT|-037 -031 -028 -021 -0.05 -0.04 -0.02 -001 - 012t 022f 026f 055%
ONLINE-B [-0.49 043 -040 -033 -0.18 -0.17 -0.14 -0.13 -0.12 -  0.09% 0.14f 043%
ONLINE-Y [-0.59 -0.52 -0.50 -043 -027 -026 -023 -023 -022 -009 - 004 034f
ONLINE-G [-0.63 -0.57 -0.54 -047 -031 -030 -028 -0.27 -0.26 -0.14 -004 -  0.29%
ONLINE-X |-0.92 -0.86 -0.83 -0.76 -0.60 -0.60 -0.57 -0.56 -0.55 -043 -034 -029 -
score| 037 031 028 021 005 004 002 001 000 -0.13 -022 -026 -0.55

rank| 1 24 24 24 59 59 59 59 59 10 11-12 11-12 13

Table 33: Head to head comparison for English—Chinese systems
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CUNI-DOCTRANSFORMER-T2T

CUNI-TRANSFORMER-T2T-2018

CUNI-TRANSFORMER-T2T-2019

CUNI-DOCTRANSFORMER-MARIAN

O

Z > &4 9 a <«

S z g = g g g2 2

S = = = =1 =] g =]

) 8 z £ 2 z 2 2

e =) o = o o s} o
HUMAN| - 0.24% 0.24f 0.25% 0.42% 0441 080% 0.84f 0.94%f 0.98%f 1.24%f 1.29%
CUNI-DOCTRANSFORMER-T2T |-0.24 - 0.00 0.01 0.18% 0.20f 0.56% 0.60f 0.70f 0.74f 1.00f 1.05%
CUNI-TRANSFORMER-T2T-2018 |-0.24  0.00 - 0.01 0.18f 0.20f 0.56f 0.60f 0.70f 0.74% 1.00f 1.05%
CUNI-TRANSFORMER-T2T-2019 |-0.25 -0.01 -0.01 - 0.17f 0.18% 0.54% 0.58f 0.69f 0.72f 0.98f 1.04f
CUNI-DOCTRANSFORMER-MARIAN |-0.42  -0.18 -0.18 -0.17 - 0.02 0.38% 0.42f 0.52% 0.56% 0.82% 0.87%
UEDIN [-0.44 -0.20 -0.20 -0.18 -0.02 - 0363 0.40% 0.51% 0.54% 0.80f 0.86%
ONLINE-Y |-0.80 -0.56 -0.56 -0.54 -0.38 -0.36 - 0.04  0.14f 0.18% 0.44%f 0.49%
TARTUNLP-C [-0.84 -0.60 -0.60 -0.58 -0.42 -040 -0.04 - 0.10x 0.14% 0.40%f 0.46%
ONLINE-G|-0.94 -0.70 -0.70 -0.69 -0.52 -0.51 -0.14 -0.10 - 0.04% 0291 0.35%
ONLINE-B [-0.98 -0.74 -0.74 -0.72 -056 -0.54 -0.18 -0.14 -0.04 - 0.26% 0.31%
ONLINE-A [-1.24 -1.00 -1.00 -098 -0.82 -0.80 -044 -040 -0.29 -0.26 - 0.06%

ONLINE-X [-1.29 -1.05 -1.05 -1.04 -0.87 -0.86 -049 -046 -0.35 -0.31 -0.06 -

score| 0.64 040 040 039 022 021 -0.16 -020 -0.30 -0.34 -0.59 -0.65

rank 1 2-4 2-4 2-4 5-6 5-6 7-8 7-8 9 10 11 12

Table 34: Head to head comparison for English—Czech systems
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FACEBOOK-FAIR| - 0011 001 003 0061 008f 0.08f 008f 0.10f 0.11f 0.12%f 0.13% 0.14%f 0.14%f 020f 027t 0.34%
RWTH-AACHEN-SYSTEM | -0.01 - 000 002 005 007t 007 007 009 0.10 O0.11x 0.12% 0.13% 0.13% 0.19%f 026% 0.33%
MSRA [-0.01 0.00« - 002 005 007f 0.07f 007f 0.09f 0.10f 0.11% 0.12f 0.13% 0.13%f 0.19% 0.26F 0.33f
ONLINE-B[-0.03 -0.02 -0.02 - 003 005f 005« 005 0.07f 0.08t 0.09t 0.11f 0.11f 0.11f 0.17f 025f 031%f
JHU [-0.06 -0.05 -0.05 -0.03 - 0.02x 0.02 0.02 004 005 0.06 0.08f 0.08t 0.08% 0.14f 0.21% 0.28%
MLLP-UPV [-0.08 -0.07 -0.07 -0.05 -0.02 - 000 000 002 003 004 006 006 006 0.12f 020f 0.26%
DFKI-NMT|-0.08 -0.07 -0.07 -0.05 -0.02 0.00 - 000 002 003 004 006x 0.06x 0.06T 0.12f 0.19% 0.26F
UCAM|-0.08 -0.07 -0.07 -005 -0.02 000 0.00 - 002 003 004 005% 006t 0061 0.12f 0.19% 0.26F
ONLINE-A [-0.10  -0.09 -0.09 -0.07 -0.04 -0.02 -0.02 -0.02 - 001 002 004 0.04x 0.04x 0.10f 0.18f 0.24%
NEU|-0.11 -0.10 -0.10 -0.08 -0.05 -0.03 -0.03 -0.03 -0.01 - 0.01 0.03 0.03%x 0.03x 0.09f 0.17% 0.23%
HUMAN|-0.12 -0.11 -0.11 -0.09 -0.06 -0.04 -0.04 -0.04 -0.02 -0.01 - 002 0.02% 002« 0.08f 0.16% 0.22f
UEDIN|-0.13 -0.12 -0.12 -0.11 -008 -0.06 -0.06 -0.05 -0.04 -0.03 -0.02 - 000 000 006x 0.14f 0.20%
ONLINE-Y [-0.14 -0.13 -0.13 -0.11 -0.08 -0.06 -006 -006 -0.04 -0.03 -0.02 0.00 - 000 006 0.14f 0.20f
TARTUNLP-c|-0.14 -0.13 -0.13 -0.11 -0.08 -0.06 -0.06 -0.06 -0.04 -0.03 -0.02 000 0.00 - 006 0.I13f 0.20f
ONLINE-G |-0.20 -0.19 -0.19 -0.17 -0.14 -0.12 -0.12 -0.12 -0.10 -0.09 -0.08 -0.06 -0.06 -0.06 - 0.08% 0.14%
PROMT-NMT-DE-EN [-027 -026 -026 -025 -021 -020 -0.19 -0.19 -0.18 -0.17 -0.16 -0.14 -0.14 -0.13 -0.08 - 0.06%
ONLINE-X [-0.34 -033 -033 -031 -028 -026 -026 -026 -024 -023 -022 -020 -020 -020 -0.14 -0.06 -
score| 0.15 0.14 0.4 012 009 007 007 007 005 004 003 001 001 001 -005 -0.13 -0.19
rank| 1-3  1-3 13 4-15 4-15 4-15 4-15 4-15 4-15 4-15 4-15 4-15 4-15 415 415 16 17
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FACEBOOK-FAIR| -  0.04: 005t 0.1% 0.3% 0.3%f 0.4%f 0.16f 022f 023f 025f 025f 027f 027f 031f 034f 035f 042f 047f 048% 048% 0.75% 2.12%
MICROSOFT-SENT-DOC | -0.04 - 002 007 0.10f 0.0f 0.10f 0.12f 0.8f 0.19f 022 0.22f 023f 023f 027f 030f 031f 038f 043% 044% 044%f 0.71% 2.08%
MICROSOFT-DOC [-0.05 -0.02 - 006 0.08% 0.08 009 0.1 0.17% 0.18& 020f 020f 021% 022 026 029% 029% 037 041 042f 043% 0.70f 2.06%
HUMAN |-0.11 -0.07 -0.06 - 003x 003 003 005f 0.11F 0.12f 0.I5f 0.15f 0.16f 0.16f 020% 023% 024t 031% 036t 037t 037f 0.64% 201%
MSRA [-0.13 -0.10 -0.08 -0.03 - 0.00 0.01 0.03 0.08x 0.10f 0.121 0.12« 0.13% 0.14f 0.18% 0.20f 0.21% 0.29f 0.33% 0.34% 0.35f 0.61%f 1.98%
UCAM|-0.13 -0.10 -0.08 -0.03 000 - 000 002« 008f 009f 0.12f 0.12f 0.13f 0.14f 0.17f 020f 021f 029f 033f 034% 0.34f 0.61% 1.98%
NEU|-0.14 -0.10 -009 -003 -001 000 - 002 008 009t 0.1 0.I1x 0.3t 0.3t 0.17f 020f 021% 028f 0.33f 034f 034% 0.61f 1.98%
MLLP-UPV [-0.16 -0.12 -0.11 -0.05 -0.03 -0.02 -002 - 006 007% 0.09% 009 0.1 0.11%x 0.5 0.18 0.19% 0261 031% 032% 032f 0.59% 1.96%
ETRANSLATION |-0.22 -0.18 -0.17 -0.11 -0.08 -0.08 -0.08 -006 - 001« 004 004 005% 005 009 0.12% 0.13% 020f 025f 026f 026% 053t 1.90%
DFKI-NMT (-0.23 -0.19 -0.18 -0.12 -0.10 -0.09 -0.09 -0.07 -0.01 - 0.02 0.02 004 004 0.08f 0.11 0.121 0.19f 0.24% 0.25f 0.25f 0.52f 1.89%
ONLINE-B |-0.25 -0.22 -0.20 -0.15 -0.12 -0.12 -0.11 -0.09 -0.04 -0.02 - 0.00 0.01 0.02 0.06% 0.08x 0.09f 0.17f 0.21% 0.22% 0.23% 0.49% 1.86%
MICROSOFT-SENT |-0.25 -0.22 -0.20 -0.15 -0.12 -0.12 -0.11 -0.09 -0.04 -0.02 0.00 - 0.01% 0.02 0.06f 0.08f 0.09% 0.17f 0.21Ff 0.22f 0.23f 0.49f 1.86%
JHU|-0.27 -0.23 -0.21 -0.16 -0.13 -0.13 -0.13 -0.11 -0.05 -0.04 -0.01 -0.01 - 0.00 0.04%x 0.07 0.08x 0.15f 0.20f 0.21% 0.21% 0.48% 1.85%
HELSINKI-NLP [-027 -023 -022 -0.16 -0.14 -0.14 -0.13 -0.11 -0.05 -004 -0.02 -002 000 - 004 007 008 015f 020f 021% 021% 048% 1.85%
ONLINE-Y [-0.31 -0.27 -0.26 -0.20 -0.18 -0.17 -0.17 -0.15 -0.09 -0.08 -0.06 -0.06 -0.04 -0.04 - 0.03 0.04 0.11 0.16% 0.17f 0.17f 0.44% 1.81%
LMU-CTX-TF-SINGLE-EN-DE (-0.34 -0.30 -0.29 -0.23 -0.20 -0.20 -0.20 -0.18 -0.12 -0.11 -0.08 -0.08 -0.07 -0.07 -0.03 - 0.01 0.08f 0.13f 0.14f 0.14f 041f 1.78%
PROMT-NMT-EN-DE [-0.35 -0.31 -0.29 -024 -021 -021 -0.21 -0.19 -0.13 -0.12 -0.09 -0.09 -0.08 -0.08 -0.04 -0.01 - 0.07 0.12%f 0.13f 0.13f 040f 1.77%
ONLINE-A |-042 -0.38 -0.37 -0.31 -029 -029 -028 -0.26 -0.20 -0.19 -0.17 -0.17 -0.15 -0.15 -0.11 -0.08 -0.07 - 0.05f 0.06 0.067 0.33%f 1.70%
ONLINE-G |-047 -043 -041 -036 -033 -0.33 -0.33 -031 -025 -024 -021 -021 -020 -020 -0.16 -0.13 -0.12 -0.05 - 0.01  0.01 0.28% 1.65%
UDS-DFKI|-0.48 -044 -042 -037 -0.34 -034 -034 -032 -026 -0.25 -0.22 -022 -0.21 -0.21 -0.17 -0.14 -0.13 -0.06 -0.01x% - 0.00 0.27% 1.64%
TARTUNLP-c |-048 -044 -043 -037 -035 -034 -034 -032 -026 -025 -023 -0.23 -021 -0.21 -0.17 -0.14 -0.13 -0.06 -0.01 0.00 - 0.271 1.64%
ONLINE-X [-0.75 -0.71 -0.70 -0.64 -0.61 -0.61 -0.61 -0.59 -0.53 -0.52 -049 -049 -048 -048 -044 -041 -040 -033 -028 -0.27 -0.27 - 1.37%
EN-DE-TASK |-2.12 -2.08 -2.06 -201 -198 -198 -198 -196 -190 -1.89 -1.86 -1.86 -1.85 -1.85 -1.81 -1.78 -1.77 -1.70 -1.65 -1.64 -1.64 -1.37 -
score| 0.35 031 030 024 021 021 021 019 0.13 012 009 009 008 0.08 004 001 000 -0.07 -0.12 -0.13 -0.13 -040 -1.77
rank 1 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 2-20 220 2-20 21 22 23

for English—German systems

150N

Head to head compari
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MSRA - 0.02% 0.02x 0.04x 0.18% 0.18f 0.27f 0.33% 0.34% 0.36% 0.49f 0.80%
ONLINE-Y [-0.02 - 0.00 0.02 0.16% 0.16f 0.25f% 0.31F 0.32f 034 047 0.78%
GTCOM-PRIMARY [-0.02  0.00 - 0.02 0.15f 0.16%f 0.25f 0.31% 0.31% 0.33f 047f 0.78%
USYD |-0.04 -0.02 -0.02 - 0.14% 0.14f 0.23f 0.29%f 0.30% 0.32% 045% 0.76%
ONLINE-B[-0.18 -0.16 -0.15 -0.14 - 0.00 0.09f 0.15f 0.16% 0.18% 0.32f 0.62%
HELSINKI-NLP |-0.18 -0.16 -0.16 -0.14 0.00 - 0.09f 0.15f 0.16% 0.18% 0.31f 0.62%
ONLINE-A [-0.27 -0.25 -0.25 -0.23 -0.09 -0.09 - 0.06 0.06x 0.08f 0.22% 0.53%
ONLINE-G [-0.33  -0.31 -0.31 -029 -0.15 -0.15 -0.06 - 0.01 0.03 0.17f 0.47%
TARTUNLP-c|-0.34 -0.32 -0.31 -0.30 -0.16 -0.16 -0.06 -0.01 - 0.02  0.16f 0.46%
ONLINE-X [-0.36 -0.34 -0.33 -0.32 -0.18 -0.18 -0.08 -0.03 -0.02 - 0.14f 0.45%
PARFDA [-0.49 -047 -047 -045 -0.32 -031 -022 -0.17 -0.16 -0.14 - 0.31%
APERTIUM-FIN-ENG-UNCONSTRAINED-FIEN |-0.80 -0.78 -0.78 -0.76 -0.62 -0.62 -0.53 -047 -046 -045 -0.31 -
score| 0.28 027 026 024 0.1 0.10 0.01 -0.04 -005 -0.07 -021 -0.52
rank 1 24 24 24 56 56 7-10 7-10 7-10 7-10 11 12

Table 37: Head to head comparison for Finnish—English systems
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HUMAN - 0.42f 0441 0.73% 0.81% 0.92% 093f 097f 1.13% 1.39% 1.40f 1.53f 2.27%f
GTCOM-PRIMARY |-0.42 - 0.02 031% 0.39% 0.50% 0.51Ff 0.55f 0.71% 097 0.98f [1.11f 1.85%
MSRA |-0.44 -0.02 - 0.29%f 0.37f 048% 0.50f 0.53f 0.69%f 0.95f 097f 1.09% 1.83%
ONLINE-Y [-0.73 -0.31 -0.29 - 0.08x 0.19% 0.20f 0.24f 040f 0.66% 0.67f 0.80f 1.54%
NICT|[-0.81 -0.39 -0.37 -0.08 - 0.11f 0.13f 0.16% 0.32% 0.58% 0.60f 0.72% 1.46%
HELSINKI-NLP [-0.92 -0.50 -0.48 -0.19 -0.11 - 0.02 0.05%« 0.21f 047f 0.49% 0.61%f 1.35%
ONLINE-G [-0.93 -0.51 -0.50 -020 -0.13 -0.02 - 0.04 0.20f 0461 047f 0.59f 1.33%f
ONLINE-B [-0.97 -0.55 -0.53 -0.24 -0.16 -0.05 -0.04 - 0.163 042f 0431 0.56% 1.30%
TARTUNLP-Cc|-1.13 -0.71 -0.69 -0.40 -032 -021 -020 -0.16 - 0.261 0.27f 0.40% 1.14%
ONLINE-A [-1.39 -097 -095 -0.66 -0.58 -047 -046 -042 -0.26 - 0.01 0.14f 0.88%
ONLINE-X |[-1.40 -098 -0.97 -0.67 -0.60 -049 -047 -043 -027 -0.01 - 0.121  0.86%
HELSINKI-NLP-RULE-BASED-|-1.53 -1.11 -1.09 -0.80 -0.72 -0.61 -0.59 -0.56 -040 -0.14 -0.12 - 0.74%
APERTIUM-FIN-ENG-UNCONSTRAINED-EN-FI |-2.27 -1.85 -1.83 -1.54 -146 -135 -133 -1.30 -1.14 -0.88 -0.86 -0.74 -
score| 1.01 059 057 028 020 009 0.07 004 -013 -038 -040 -0.52 -1.26

rank 1 2-3 2-3 4 5 6-8 6-8 6-8 9 10-11 10-11 12 13

Table 38: Head to head comparison for English— Finnish systems
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NEU| - 0.08t 0.11%f 0.12f 0.14f 0.17f 0.40f 0.40%f 0.49f 0.51f 0.81%
UEDIN |-0.08 - 0.03 004 0.06 008« 0311 0.32f 040f 042f 0.72%
GTCOM-PRIMARY [-0.11 -0.03 - 0.01 003 0.06 029f 0.29%f 0.38f 0.40f 0.70%
CUNI-T2T-TRANSFER-GUEN [-0.12  -0.04 -0.01 - 0.02 0.05 0.28% 0.28f 0.37f 0.39f 0.69%
AYLIEN-MT-GU-EN-MULTILINGUAL |-0.14  -0.06 -0.03 -0.02 - 0.02 0.25f 0.26f 0.34f 0.36% 0.66%
NICT|-0.17 -0.08 -0.06 -0.05 -0.02 - 0.23% 0.24% 0.32f 0.34f 0.64%f
ONLINE-G [-040 -0.31 -029 -0.28 -025 -0.23 - 000 009t 0.11f 041%f
IITP-MT |-040 -0.32 -029 -0.28 -026 -0.24 0.00 - 0.081 0.101 041%
UDS-DFKI|-049 -040 -0.38 -037 -0.34 -032 -0.09 -0.08 - 0.02  032%
IIITH-MT|-0.51 -042 -040 -039 -036 -034 -0.11 -0.10 -0.02 - 0.30%
JU-SAARLAND [-0.81 -0.72 -0.70 -0.69 -0.66 -0.64 -041 -041 -0.32 -0.30 -
score| 0.21  0.13 0.10 0.09 007 0.04 -0.19 -0.19 -028 -030 -0.60
rank | 1 26 26 26 26 26 7-8 78 9-10 9-10 11

Table 39: Head to head comparison for Gujarati—English systems
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HUMAN| - 0.04x 0.10f 0.38% 0.40f 045f 0.78% 1.16% 1.17f 1.19%f 1.20f 1.42%
ONLINE-B |-0.04 - 0.07x 0.34f 0361 041%f 0.74% 1.12% 1.13f 1.15f 1.16f 1.38%
GTCOM-PRIMARY |-0.10 -0.07 - 0.28% 0.29f 0.34f 0.68f 1.06f 1.06%f 1.09f 1.10f 1.31%
MSRA[-0.38 -0.34 -0.28 - 0.01 0.06 040f 0.78% 0.78% 0.81% 0.82f 1.04%f
UEDIN [-040 -0.36 -0.29 -0.01 - 0.05 0.38f 0.76% 0.77f 0.79%f 0.81f 1.02%
CUNI-T2T-TRANSFER-ENGU |-0.45 -0.41 -0.34 -0.06 -0.05 - 0.33% 0.71% 0.72f 0.74f 0.76% 0.97%
JU-SAARLAND-CLEAN-NUM-135-BPE|-0.78 -0.74 -0.68 -0.40 -0.38 -0.33 - 0.38% 0.39% 041 0421 0.64%
IITP-MT|-1.16 -1.12 -1.06 -0.78 -0.76 -0.71 -0.38 - 0.01 0.03 0.04f 0.26%
NICT|-1.17 -1.13 -1.06 -0.78 -0.77 -0.72 -0.39 -0.01 - 0.02  0.04f 0.25%
ONLINE-G |-1.19 -1.15 -1.09 -0.81 -0.79 -0.74 -041 -0.03 -0.02 - 0.01x 0.23%f
ONLINE-X |-1.20 -1.16 -1.10 -0.82 -0.81 -0.76 -0.42 -0.04 -0.04 -0.01 - 0.22%
UDS-DFKI|-142 -1.38 -1.31 -1.04 -1.02 -097 -0.64 -026 -025 -023 -0.22 -
score| 0.70  0.66 0.60 032 030 025 -0.08 -046 -047 -049 -0.50 -0.72
rank 1 2 3 4-6 4-6 4-6 7 8-10 8-10 8&-10 11 12

Table 40: Head to head comparison for English—Gujarati systems
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GTCOM-PRIMARY| - 002 002 003 003x 0.13f 029f 029f 0.52f 057 0.63%
TILDE-NC-NMT |-0.02 - 0.00 001 001 0.1 027f 028f 050f 0.55f 0613
NEU |-0.02  0.00 - 0.01 0.01 0.11f 0.27f 0.27f 0.50f 0.55% 0.61%
MSRA [-0.03 -0.01 -0.01 - 0.00 0.10f 0.26% 0.27f 0.49f 0.54% 0.60%
TILDE-C-NMT |-0.03 -0.01 -0.01 0.00 - 0.097 0.26f 0.26% 0.49% 0.541f 0.60%
ONLINE-B [-0.13 -0.11 -0.11 -0.10 -009 -  0.6f 0.17f 039% 044 0.50%
ONLINE-A |-0.29 -0.27 -0.27 -0.26 -0.26 -0.16 - 0.00 0.23% 0.28% 0.34%
TARTUNLP-C |-0.29 -0.28 -0.27 -0.27 -0.26 -0.17 0.00 - 0.22% 0.28% 0.34%
ONLINE-G [-0.52 -0.50 -0.50 -0.49 -049 -0.39 -0.23 -0.22 - 0.05 0.11f
JUMT [-0.57 -0.55 -0.55 -0.54 -0.54 -044 -0.28 -0.28 -0.05 - 0.061
ONLINE-X [-0.63 -0.61 -0.61 -0.60 -0.60 -0.50 -0.34 -0.34 -0.11 -0.06 -
score| 0.23 022 021 021 020 O0.11 -0.06 -0.06 -0.28 -0.34 -0.40
rank | 1-5 1-5 1-5 1-5 1-5 6 7-8 7-8  9-10 9-10 11

Table 41: Head to head comparison for Lithuanian—English systems
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HUMAN| -  063f 0.63f 075f 0761 0.86f 098f 1.07% 1.08% 1.40f 1.64% 1.68% 1.82%
TILDE-NC-NMT | -0.63 - 000 0.3x 0.3t 023f 035f 044f 045f 0.77f 1.01f 1.05% 1.19%
MSRA [-0.63  0.00 - 0.131 0.13f 0.23% 0.35% 0.44% 045% 0.77¢ 1.01f 1.05%f 1.19%
TILDE-C-NMT [-0.75 -0.13 -0.13 - 0.00 0.117 0.23% 0.32% 0.32f 0.65f 0.88% 0.93f 1.07%f
MSRA [-0.76 -0.13 -0.13 0.00 - 0.101 0.22% 0.31F 0.32% 0.64% 0.88% 0.92%f 1.06%
GTCOM-PRIMARY [-0.86 -0.23 -0.23 -0.11 -0.10 - 0.121 0.21%f 0.22% 0.54% 0.77% 0.82% 0.96%
ETRANSLATION|-0.98 -0.35 -0.35 -0.23 -0.22 -0.12 - 0.097 0.101 0.42% 0.661 0.70% 0.84%
NEU|-1.07 -0.44 -044 -032 -0.31 -0.21 -0.09 - 0.01 0.33% 057t 0.61f 0.75%
ONLINE-B|-1.08 -045 -045 -032 -032 -022 -0.10 -0.01 - 032 0561 0.60% 0.74%
TARTUNLP-c|-1.40 -0.77 -0.77 -0.65 -0.64 -054 -042 -033 -0.32 - 0.241 0.28% 0.42%
ONLINE-A |-1.64 -1.01 -1.01 -0.88 -0.88 -0.77 -0.66 -0.57 -0.56 -0.24 - 0.05  0.19%
ONLINE-X |-1.68 -1.05 -1.05 -093 -092 -082 -0.70 -0.61 -0.60 -0.28 -0.05 - 0.14%
ONLINE-G |-1.82 -1.19 -1.19 -1.07 -1.06 -096 -0.84 -0.75 -0.74 -042 -0.19 -0.14 -
score| 1.02 039 039 026 026 015 004 -005 -006 -038 -0.62 -0.67 -0.81

rank 1 2-3 2-3 4-5 4-5 6 7 8-9 8-9 10 11-12 11-12 13

Table 42: Head to head comparison for English— Lithuanian systems
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ONLINE-B| - 0.05 0.08x 0.14% 0.16f 0.18f 0.20%f 0211 027f 0.75% 1.33%
NEU |-0.05 - 003 008f 0.10f 0.13f 0.15f 0.5 021Ff 0.69f 1.28%
RUG-KKEN-MORFESSOR [-0.08 -0.03 - 0.06% 0.08% 0.10f 0.12f 0.12f 0.19f 0.67f 1.25%
ONLINE-G [-0.14 -0.08 -0.06 - 0.02 0.04 0.07 007« 0.13f 0.61F 1.19%
TALP-UPC-2019-KKEN [-0.16 -0.10 -0.08 -0.02 - 0.02 0.05 0.05 O0.11f 0.59f 1.17%
NRC-CNRC|-0.18 -0.13 -0.10 -0.04 -0.02 - 0.03 0.03 0.09% 0.57f 1.15%
FRANK-S-MT|-0.20 -0.15 -0.12 -0.07 -0.05 -0.03 - 0.00 0.06% 0.54% 1.12%
NICT|-0.21 -0.15 -0.12 -0.07 -0.05 -0.03 0.00 - 0.06  0.54f 1.12%
CUNI-T2T-TRANSFER-KKEN |-0.27 -0.21 -0.19 -0.13 -0.11 -0.09 -0.06 -0.06 - 0.48% 1.06%
UMD |-0.75 -0.69 -0.67 -0.61 -0.59 -0.57 -0.54 -0.54 -048 - 0.58%
DBMS-KU-KKEN |-1.33 -1.28 -1.25 ~-1.19 ~-1.17 -1.15 -1.12 -1.12 -1.06 -0.58 -
score| 0.27 022 0.19 0.13 0.11 0.09 0.07 006 000 -048 -1.06
rank | 1-3 1-3 1-3 4-9 4-9 4-9 4-9 4-9 4-9 10 11

Table 43: Head to head comparison for Kazakh—English systems
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HUMAN| - 048 050f 052f 052 0.62% 0.64% 065 067t 079f 107 1241 2.14%
UALACANT—NMT [-048 - 002 004 004 0.14% 0.15% 0.16% 0.8 031f 059t 075f 1664
ONLINE-B|-0.50 -002 - 002 002 0.2t 0.4 0.5} 0.07f 029t 057f 0.74% 1.64%
UALACANT—N |-0.52 -0.04 -002 - 000 010t 0.1t 0.3%x 0.14% 027f 055i 0.72f 1.62%
RBMT|-052 -0.04 -0.02 000 -  0.10f 0.11f 0.13% 0.4f 027f 0.55¢ 0.72f 1.62%
NEU|-062 -0.14 -0.12 -0.10 -0.10 - 002 003 005 0.I8f 045i 0.62f 1.52%
MSRA [-064 -0.15 -0.14 -0.11 -0.11 -0.02 - 001 003 0.16f 044% 0.60f 1.50%
CUNI-T2T-TRANSFER-ENKK |-0.65 -0.16 -0.15 -0.13 -0.13 -0.03 -001 - 002 0.I5f 042f 0.59% 149}
ONLINE-G |-0.67 -0.18 -0.17 -0.14 -0.14 -0.05 -0.03 -002 - 0.I3f 041 057% 1474
RUG-ENKK-BPE|-0.79 -031 -029 -027 -027 -0.18 -0.16 -0.15 -0.13 -  028% 044t 135
TALP-UPC-2019-ENKK |-1.07 -0.50 -0.57 -0.55 -0.55 -045 -044 -042 -041 -028 - 0.17f 107t
NICT|-124 -075 -074 -072 -0.72 -062 -060 -059 -057 -044 -0.17 -  0.90%
DBMS-KU-ENKK |-2.14 -1.66 -1.64 -1.62 -1.62 -152 -150 -149 -147 -135 -1.07 -090 -
score| 0.75 026 024 022 022 013 011 010 008 -0.05 -033 -049 -1.40
rank| 1 25 25 25 25 69 69 69 69 10 11 12 13

Table 44: Head to head comparison for English—Kazakh systems
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FACEBOOK-FAIR| -  0.02x 0.03x 004 004 005+ 0.07f 008f 0.3% 0.14f 020f 020f 025f 0.46%
ONLINE-G |-0.02 - 0.01 0.0l 0.02 003 005« 006 O0.11f 0.12f 0.17¢ 0.17¢ 0231 0.44%
ETRANSLATION |-0.03  -0.01 - 0.00 0.01 0.02 004 0.05 0.09% 0.11F 0.161 0.16% 0.22% 0.43%
ONLINE-B |-0.04 -0.01 0.00 - 0.01 0.02 0.04x 0.04% 0.097 0.11% 0.16% 0.16f 0.22f 0.42%
NEU|-0.04 -0.02 -0.01 -0.01 - 0.01  0.03x 0.04x 0.09F 0.10f 0.15% 0.15f 0.21F 0.42%
MSRA [-0.05 -0.03 -0.02 -0.02 -0.01 - 0.02 0.03 0.07x 0.09f 0.14f 0.14%f 0.20f 0.41%
RERANK-RE [-0.07 -0.05 -0.04 -0.04 -0.03 -0.02 - 0.0l 0.05 0.07% 0.12% 0.12f% 0.18% 0.39%
ONLINE-Y |-0.08 -0.06 -0.05 -0.04 -0.04 -0.03 -0.01 - 0.05 0.06x 0.12f 0.12% 0.17% 0.38%
ONLINE-A |-0.13 -0.11 -0.09 -0.09 -0.09 -0.07 -0.05 -0.05 - 0.02 0.07f 0.071 0.13% 0.33%
AFRL-SYSCOMB19|-0.14 -0.12 -0.11 -0.11 -0.10 -0.09 -0.07 -0.06 -0.02 - 0.05« 0.05 0.11f 0.32%
AFRL-EWC [-0.20 -0.17 -0.16 -0.16 -0.15 -0.14 -0.12 -0.12 -0.07 -0.05 - 0.00 0.061 0.26%
TARTUNLP-U [-0.20 -0.17 -0.16 -0.16 -0.15 -0.14 -0.12 -0.12 -0.07 -0.05 0.00 - 0.061 0.26%
ONLINE-X |-0.25 -0.23 -0.22 -0.22 -0.21 -0.20 -0.18 -0.17 -0.13 -0.11 -0.06 -0.06 - 0.21%
NICT |-046 -044 -043 -042 -042 -041 -039 -038 -033 -032 -026 -0.26 -0.21 -
score| 0.16 0.13 0.12 0.12 0.12 0.10 0.08 0.08 0.03 001 -0.04 -0.04 -0.10 -0.30
rank | 1-12  1-12 1-12 1-12 1-12 1-12 1-12 1-12 1-12 1-12 1-12 1-12 13 14

Table 45: Head to head comparison for Russian—English systems
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HUMAN| - 003 020f 026} 027f 031f 032% 038f 072f 080f 0.85f 090f 181%
FACEBOOK-FAIR [-0.03 -  0.07¢f 023% 024% 028% 029 035t 0.69% 077 0.82f 087f 1.78
USTC-MCC|[-020 -0.17 -  005f 0.06f 0.11f 0.11% 0.8f 052 0.60f 064f 0.69% 1.60%
ONLINE-G [-0.26 023 -0.05 - 001 006x 0.06f 0.2 047% 0.55f 0.59% 0.64f 1.55%
ONLINE-B|-027 -024 -006 -0.01 - 005 005% 0.11F 0463 054% 058% 0.63f 1.54%
NEU|-031 -028 -0.11 -0.06 -0.05 - 000 007t 041f 049% 053f 059% 1.49%
PROMT-NMT-EN-RU |[-0.32 -029 -0.11 -006 -005 000 - 006x 041% 049f 053 058% 149%
ONLINE-Y [-0.38 -0.35 -0.18 -0.12 -0.1 -007 -0.06 - 034% 042f 047f 052f 143}
RERANK-ER [-0.72 -0.69 -0.52 047 -046 -041 -041 -034 - 008 0.2t 0.17f 1.08%
ONLINE-A[-0.80 -0.77 -0.60 -055 -054 -049 -0.49 -042 -0.08 - 004 009 1.00%
TARTUNLP-U|-0.85 -082 -0.64 -0.59 -0.58 -0.53 -0.53 -047 -0.12 -0.04 -  005f 096}
ONLINE-X [-0.90 -0.87 -0.69 -064 -063 -059 -0.58 -052 -0.17 -0.09 -0.05 - 091%
NICT|-1.81 -178 -1.60 -155 -154 -149 -149 -143 -1.08 -1.00 -0.96 -091 -
score| 0.54 051 033 028 027 022 022 016 -0.19 -027 031 -036 -127
rank | 1-2 1-2 3 4-7 4-7 4-7 4-7 8 9 10-11 10-11 12 13

Table 46: Head to head comparison for English—Russian systems
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ONLINE-Y | - 0.04 0.06x 0.11f 025%f 0.29% 0.53f 0.59f 0.75f 0.83f 1.23%f
ONLINE-B [-0.04 - 0.02 0.07« 0.21f 025f 049f 055 0.71% 0.79% 1.19%
NICT |-0.06 -0.02 - 0.05 0.19f 0.23% 047f 0.53f 0.69f 0.77% 1.17%
ONLINE-G |-0.11 -0.07 -0.05 - 0.14f 0.19% 0421 0.48f 0.65f 0.72f 1.13}
NEU-KINGSOFT|-0.25 -0.21 -0.19 -0.14 - 0.05 0.28f 0.34f 0.51f 0.58% 0.99%
ONLINE-A [-0.29 -0.25 -0.23 -0.19 -0.05 - 0.231 0.30f 0461 0.54% 0.94%
LMU-UNSUP-NMT-DE-CS |-0.53 -049 -047 -042 -028 -0.23 - 0.07% 0.23f 0.31Ff 0.71%
CUNI-UNSUPERVISED-NER-POST [-0.59 -0.55 -0.53 -048 -0.34 -0.30 -0.07 - 0.161 0241 0.64f
UNSUPERVISED |-0.75 -0.71 -0.69 -0.65 -0.51 -0.46 -023 -0.16 - 0.08% 0.48%
UNSUPERVISED |-0.83 -0.79 -0.77 -0.72 -0.58 -0.54 -0.31 -0.24 -0.08 - 0.40%
CAIRE|-1.23 -1.19 -1.17 -1.13 -099 -0.94 -0.71 -0.64 -048 -0.40 -
score| 043 039 037 032 0.8 013 -0.10 -0.17 -0.33 -041 -0.81
rank| 1-4 14 14 14 56 56 7 8 9 10 11

Table 47: Head to head comparison for German—Czech systems
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MSRA| - 0.02 0.09 0.09% 0.12x 0.21f 023f 0.35f 0.44% 0.49f 0.71%
MLLP-UPV |-0.02 - 0.07 0.07 0.10x 0.19f 0.21% 033f 042f 047f 0.69%
KYOTO-UNIVERSITY-T2T |-0.09  -0.07 - 0.00 0.04 0.131 0.15f 0.27f 0361 0.40f 0.62%
LINGUA-CUSTODIA-PRIMARY |-0.09 -0.07  0.00 - 0.03 0.12f 0.14f 0.263 0.35f 0.40f 0.62%
LIUM |-0.12 -0.10 -0.04 -0.03 - 0.09 0.117 0.23% 0.32f 0.37f 0.58%
ONLINE-B|-0.21 -0.19 -0.13 -0.12 -0.09 - 0.02  0.14% 023} 0.28% 0.49%
ONLINE-Y [-0.23 -0.21 -0.15 -0.14 -0.11 -0.02 - 0.12« 0.21% 026 0.47%
TARTUNLP-c|-0.35 -033 -0.27 -026 -0.23 -0.14 -0.12 - 0.09 0.14 0.35%
ONLINE-A |-0.44 -042 -036 -035 -032 -023 -021 -0.09 - 0.05  0.26%
ONLINE-G |[-0.49 -0.47 -040 -040 -037 -0.28 -026 -0.14 -0.05 - 0.22%
ONLINE-X|-0.71 -0.69 -0.62 -0.62 -0.58 -049 -047 -035 -0.26 -0.22 -
score| 025 023 0.16 016 0.13 0.04 002 -0.10 -0.19 -024 -0.46
rank| 1-5 1-5 -5 1-5 1-5 6-7 67 810 8-10 8-10 11

Table 48: Head to head comparison for German—sFrench systems
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MSRA| - 002 0.9% 023t 027f 0.29f 030f 031% 037f 0.68%
ETRANSLATION |-0.02 - 0.16x 0.21x 0.24% 0.26% 0.28% 0.29f 0.34% 0.66%
LIUM [-0.19 -0.16 - 0.04 0.08%x 0.10 0.12x 0.12% 0.18% 0.49%
MLLP-UPV [-0.23 -0.21 -0.04 - 0.04 0.06 0.07 0.08%x 0.141 0.45%
ONLINE-Y |-0.27 -0.24 -0.08 -0.04 - 0.02 0.03 0.04 0.10 041%
ONLINE-G [-0.29 -0.26 -0.10 -0.06 -0.02 - 0.02 0.02 0.08x 0.39%
ONLINE-B [-0.30 -0.28 -0.12 -0.07 -0.03 -0.02 - 0.01 0.06 0.38%
ONLINE-A [-0.31 -0.29 -0.12 -0.08 -0.04 -0.02 -0.01 - 0.06 0.37%
TARTUNLP-C|-0.37 -0.34 -0.18 -0.14 -0.10 -0.08 -0.06 -0.06 - 0.31%
ONLINE-X [-0.68 -0.66 -049 -045 -041 -0.39 -0.38 -0.37 -0.31 -
score| 0.27 025 0.08 0.04 0.00 -0.02 -0.03 -0.04 -0.10 -0.41
rank | 1-2 1-2 3-9 3-9 3-9 3-9 3-9 3-9 3-9 10

Table 49: Head to head comparison for French—German systems
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Abstract

This paper presents the results of the
WMT19 Metrics Shared Task. Par-
ticipants were asked to score the out-
puts of the translations systems compet-
ing in the WMT19 News Translation
Task with automatic metrics. 13 research
groups submitted 24 metrics, 10 of which
are reference-less “metrics” and constitute
submissions to the joint task with WMT19
Quality Estimation Task, “QE as a Met-
ric”. In addition, we computed 11 baseline
metrics, with 8 commonly applied base-
lines (BLEU, SentBLEU, NIST, WER,
PER, TER, CDER, and chrF) and 3 reim-
plementations (chrF+, sacreBLEU-BLEU,
and sacreBLEU-chrF). Metrics were evalu-
ated on the system level, how well a given
metric correlates with the WMT19 offi-
cial manual ranking, and segment level,
how well the metric correlates with human
judgements of segment quality. This year,
we use direct assessment (DA) as our only
form of manual evaluation.

1 Introduction

To determine system performance in machine
translation (MT), it is often more practical
to use an automatic evaluation, rather than
a manual one. Manual/human evaluation can
be costly and time consuming, and so an au-
tomatic evaluation metric, given that it suffi-
ciently correlates with manual evaluation, can
be useful in developmental cycles. In studies
involving hyperparameter tuning or architec-
ture search, automatic metrics are necessary
as the amount of human effort implicated in
manual evaluation is generally prohibitively
large. As objective, reproducible quantities,
metrics can also facilitate cross-paper compar-
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isons. The WMT Metrics Shared Task! annu-
ally serves as a venue to validate the use of
existing metrics (including baselines such as
BLEU), and to develop new ones; see Koehn
and Monz (2006) through Ma et al. (2018).

In the setup of our Metrics Shared Task,
an automatic metric compares an MT sys-
tem’s output translations with manual ref-
erence translations to produce: either (a)
system-level score, i.e. a single overall score
for the given MT system, or (b) segment-level
scores for each of the output translations, or
both.

This year we teamed up with the organizers
of the QE Task and hosted “QE as a Metric” as
a joint task. In the setup of the Quality Esti-
mation Task (Fonseca et al., 2019), no human-
produced translations are provided to estimate
the quality of output translations. Quality es-
timation (QE) methods are built to assess MT
output based on the source or based on the
translation itself. In this task, QE developers
were invited to perform the same scoring as
standard metrics participants, with the excep-
tion that they refrain from using a reference
translation in production of their scores. We
then evaluate the QE submissions in exactly
the same way as regular metrics are evalu-
ated, see below. From the point of view of
correlation with manual judgements, there is
no difference in metrics using or not using ref-
erences.

The source, reference texts, and MT sys-
tem outputs for the Metrics task come from
the News Translation Task (Barrault et al.,
2019, which we denote as Findings 2019). The
texts were drawn from the news domain and
involve translations of English (en) to/from

"http://www.statmt . org/wmt19/metrics-task.
html
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Czech (cs), German (de), Finnish (fi), Gu-
jarati (gu), Kazakh (kk), Lithuanian (It), Rus-
sian (ru), and Chinese (zh), but excluding cs-
en (15 language pairs). Three other language
pairs not including FEnglish were also manu-
ally evaluated as part of the News Translation
Task: German—Czech and German<French.
In total, metrics could participate in 18 lan-
guage pairs, with 10 target languages.

In the following, we first give an overview of
the task (Section 2) and summarize the base-
line (Section 3) and submitted (Section 4) met-
rics. The results for system- and segment-level
evaluation are provided in Sections 5.1 and
5.2, respectively, followed by a joint discussion
Section 6.

2 Task Setup

This year, we provided task participants with
one test set for each examined language pair,
i.e. a set of source texts (which are commonly
ignored by MT metrics), corresponding MT
outputs (these are the key inputs to be scored)
and a reference translation (held out for the
participants of “QE as a Metric” track).

In the system-level, metrics aim to corre-
late with a system’s score which is an aver-
age over many human judgments of segment
translation quality produced by the given sys-
tem.
produce scores that correlate best with a hu-
man ranking judgment of two output trans-
lations for a given source segment (more on
the manual quality assessment in Section 2.3).
Participants were free to choose which lan-
guage pairs and tracks (system/segment and
reference-based /reference-free) they wanted to
take part in.

In the segment-level, metrics aim to

2.1 Source and Reference Texts

The source and reference texts we use are
newstest2019 from this year’s WMT News
Translation Task (see Findings 2019). This
set contains approximately 2,000 sentences for
each translation direction (except Gujarati,
Kazakh and Lithuanian which have approx-
imately 1,000 sentences each, and German
to/from French which has 1701 sentences).
The reference translations provided in new-
stest2019 were created in the same direc-
tion as the MT systems were translating.
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The exceptions are German—Czech where
both sides are translations from English and
German<French which followed last years’
practice. Last year and the years before, the
dataset consisted of two halves, one originat-
ing in the source language and one in the tar-
get language. This however lead to adverse
artifacts in MT evaluation.

2.2 System Outputs

The results of the Metrics Task are affected
by the actual set of MT systems participating
in a given translation direction. On one hand,
if all systems are very close in their transla-
tion quality, then even humans will struggle
to rank them. This in turn will make the task
for MT metrics very hard. On the other hand,
if the task includes a wide range of systems
of varying quality, correlating with humans
should be generally easier, see Section 6.1 for
a discussion on this. One can also expect that
if the evaluated systems are of different types,
they will exhibit different error patterns and
various MT metrics can be differently sensi-
tive to these patterns.

This year, all MT systems included in the
Metrics Task come from the News Translation
Task (see Findings 2019). There are however
still noticeable differences among the various
language pairs.

e Unsupervised MT Systems. The
German—Czech research systems were
trained in an unsupervised fashion, i.e.
without the access to parallel Czech-
German texts (except for a couple of
thousand sentences used primarily for val-
idation). We thus expect the research
German-Czech systems to be “more cre-
ative” and depart further away from the

The online systems in this

language directions are however standard

MT systems so the German-Czech evalu-

ation could be to some extent bimodal.

references.

e« EU Election. The French<>German
translation was focused on a sub-domain
of news, namely texts related EU Elec-
tion. Various MT system developers may
have invested more or less time to the do-
main adaptation.

¢ Regular News Tasks Systems. These



are all the other MT systems in the
evaluation; differing in whether they are
trained only on WMT provided data
(“Constrained”, or “Unconstrained”) as
in the previous years. All the freely avail-
able web services (online MT systems) are
deemed unconstrained.

Overall, the results are based on 233 systems
across 18 language pairs.?

2.3 Manual Quality Assessment

Direct Assessment (DA, Graham et al., 2013,
2014a, 2016) was employed as the source of the
“golden truth” to evaluate metrics again this
year. The details of this method of human
evaluation are provided in Findings 2019.

The basis of DA is to collect a large number
of quality assessments (a number on a scale of
1-100, i.e. effectively a continuous scale) for
the outputs of all MT systems. These scores
are then standardized per annotator.

In the past years, the underlying man-
ual scores were reference-based (human judges
had access to the same reference translation
as the MT quality metric). This year, the of-
ficial WMT19 scores are reference-based (or
“monolingual”) for some language pairs and
reference-free (or “bilingual”) for others.3

Due to these different types of golden truth
collection, reference-based language pairs are
in a closer match with the standard reference-
based metrics, while the reference-free lan-
guage pairs are better fit for the “QE as a
metric” subtask.

Note that system-level manual scores are
different than those of the segment-level. Since
for segment-level evaluation, collecting enough
DA judgements for each segment is infeasible,
so we resort to converting DA judgements to

2This year, we do not use the artificially constructed
“hybrid systems” (Graham and Liu, 2016) because the
confidence on the ranking of system-level metrics is suf-
ficient even without hybrids.

3Specifically, the reference-based language pairs
were those where the anticipated translation quality
was lower or where the manual judgements were ob-
tained with the help of anonymous crowdsourcing.
Most of these cases were translations into English (fi-
en, gu-en, kk-en, lt-en, ru-en and zh-en) and then the
language pairs not involving English (de-cs, de-fr and
fr-de). The reference-less (bilingual) evaluations were
those where mainly MT researchers themselves were
involved in the annotations: en-cs, en-de, en-fi, en-gu,
en-kk, en-lt, en-ru, en-zh.
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golden truth expressed as relative rankings, see
Section 2.3.2.

The exact methods used to calculate corre-
lations of participating metrics with the golden
truth are described below, in the two sections
for system-level evaluation (Section 5.1) and
segment-level evaluation (Section 5.2).

2.3.1 System-level Golden Truth: DA

For the system-level evaluation, the collected
continuous DA scores, standardized for each
annotator, are averaged across all assessed seg-
ments for each MT system to produce a scalar
rating for the system’s performance.

The underlying set of assessed segments is
different for each system. Thanks to the fact
that the system-level DA score is an average
over many judgments, mean scores are consis-
tent and have been found to be reproducible
(Graham et al., 2013). For more details see
Findings 2019.

2.3.2 Segment-level Golden Truth:
daRR

Starting from Bojar et al. (2017), when WMT
fully switched to DA, we had to come up with a
solid golden standard for segment-level judge-
ments. Standard DA scores are reliable only
when averaged over sufficient number of judg-
ments.*

Fortunately, when we have at least two DA
scores for translations of the same source in-
put, it is possible to convert those DA scores
into a relative ranking judgement, if the dif-
ference in DA scores allows conclusion that
one translation is better than the other.
the following, we denote these re-interpreted
DA judgements as “DARR”, to distinguish
it clearly from the relative ranking (“RR”)
golden truth used in the past years.®

In

4For segment-level evaluation, one would need to
collect many manual evaluations of the exact same seg-
ment as produced by each MT system. Such a sampling
would be however wasteful for the evaluation needed by
WMT, so only some MT systems happen to be evalu-
ated for a given input sentence. In principle, we would
like to return to DA’s standard segment-level evalua-
tion in future, where a minimum of 15 human judge-
ments of translation quality are collected per transla-
tion and combined to get highly accurate scores for
translations, but this would increase annotation costs.

5Since the analogue rating scale employed by DA is
marked at the 0-25-50-75-100 points, we use 25 points
as the minimum required difference between two sys-
tem scores to produce DARR judgements. Note that we



DA>1 Ave DA pairs DARR

de-en 2,000 16.0 239,220 85,365
fi-en 1,996 9.5 83,168 38,307
gu-en 1,016 11.0 55,880 31,139
kk-en 1,000 11.0 55,000 27,094
It-en 1,000 11.0 55,000 21,862
ru-en 1,999 11.9 131,766 46,172
zh-en 2,000 10.1 95,174 31,070
en-cs 1,997 9.1 75,560 27,178
en-de 1,997 19.1 347,109 99,840
en-fi 1,997 8.1 59,129 31,820
en-gu 998 6.9 21,854 11,355
en-kk 998 9.0 37,032 18,172
en-lt 998 9.0 36,435 17,401
en-ru 1,997 8.7 69,503 24,334
en-zh 1,997 9.8 87,501 18,658
de-cs 1,997 8.5 65,039 35,793
de-fr 1,605 4.1 12,055 4,862
fr-de 1,224 3.0 4,258 1,369

newstest2019

Table 1: Number of judgements for DA converted
to DARR data; “DA>1” is the number of source
input sentences in the manual evaluation where at
least two translations of that same source input
segment received a DA judgement; “Ave” is the
average number of translations with at least one
DA judgement available for the same source input
sentence; “DA pairs” is the number of all possi-
ble pairs of translations of the same source input
resulting from “DA>1"; and “DARR” is the num-
ber of DA pairs with an absolute difference in DA
scores greater than the 25 percentage point mar-
gin.

From the complete set of human assess-
ments collected for the News Translation Task,
all possible pairs of DA judgements attributed
to distinct translations of the same source were
converted into DARR better/worse judge-
ments.  Distinct translations of the same
source input whose DA scores fell within 25
percentage points (which could have been
deemed equal quality) were omitted from the
evaluation of segment-level metrics. Conver-
sion of scores in this way produced a large set
of DARR judgements for all language pairs,
rely on judgements collected from known-reliable vol-
unteers and crowd-sourced workers who passed DA’s
quality control mechanism. Any inconsistency that

could arise from reliance on DA judgements collected
from low quality crowd-sourcing is thus prevented.

shown in Table 1 due to combinatorial ad-
vantage of extracting DARR judgements from
all possible pairs of translations of the same
source input. We see that only German-French
and esp. French-German can suffer from in-
sufficient number of these simulated pairwise
comparisons.

The DARR judgements serve as the golden
standard for segment-level evaluation in
WMT19.

3 Baseline Metrics

In addition to validating popular metrics, in-
cluding baselines metrics serves as comparison
and prevents “loss of knowledge” as mentioned
by Bojar et al. (2016).

Moses scorer® is one of the MT evaluation
tools that aggregated several useful metrics
over the time. Since Machacek and Bojar
(2013), we have been using Moses scorer to
provide most of the baseline metrics and kept
encouraging authors of well-performing MT
metrics to include them in Moses scorer.”

The baselines we report are:

BLEU and NIST
(Papineni et al.,
(Doddington, 2002)
using mteval-vi3a.pl®
OpenMT Evaluation
The tool includes
tion. We run mteval with the flag
--international-tokenization.’

The metrics BLEU
2002) and NIST

were computed
from the
Campaign.
its own tokeniza-

TER, WER, PER and CDER. The met-
rics TER (Snover et al., 2006), WER,
PER and CDER (Leusch et al., 2006)
were produced by the Moses scorer, which
is used in Moses model optimization.
We used the standard tokenizer script as
available in Moses toolkit for tokeniza-
tion.

sentBLEU. The metric SENTBLEU is com-
puted using the script sentence-bleu,
a part of the Moses toolkit. It is a

Shttps://github.com/moses—smt/mosesdecoder/
blob/master/mert/evaluator.cpp

If you prefer standard BLEU, we recommend sacre-
BLEU (Post, 2018a), found at https://github.com/
mjpost/sacreBLEU.

8http://www.itl.nist.gov/iad/mig/tools/

9International tokenization is found to perform
slightly better (Machdcek and Bojar, 2013).
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smoothed version of BLEU for scoring
at the segment-level. We used the stan-
dard tokenizer script as available in Moses
toolkit for tokenization.

chrF and chrF+4. The metrics CHRF and
cHRF+ (Popovi¢, 2015, 2017) are com-
puted using their original Python im-
plementation, see Table 2. We ran
chrF++.py with the parameters -nw 0 -b
3 to obtain the CHRF score and with
-nw 1 -b 3 to obtain the CHRF+ score.
Note that cHRF intentionally removes all
spaces before matching the n-grams, deto-
kenizing the segments but also concate-
nating words.'?

sacreBLEU-BLEU and sacreBLEU-
chrF. The metrics SACREBLEU-BLEU
and SACREBLEU-cCHRF (Post, 2018a)
are re-implementation of BLEU and chrF
respectively. We ran SACREBLEU-CHRF
with the same parameters as CHRF, but
their scores are slightly different. The sig-
nature strings produced by sacreBLEU
for BLEU and chrF respectively are
BLEU+case.lc+lang.de-en+numrefs. 1+
smooth.exp+tok.intl+version.1.3.6
and
+numchars.6+numrefs. 1+space.False+
tok.13a+version.1.3.6.

chrF3+case.mixed+lang.de-en

The baselines serve in system and segment-
level evaluations as customary: BLEU, TER,
WER, PER, CDER, saAcrReBLEU-BLEU
and SACREBLEU-CHRF for system-level only;
SENTBLEU for segment-level only and CHRF
for both.

Chinese word segmentation is unfortunately
not supported by the tokenization scripts men-
tioned above. For scoring Chinese with base-
line metrics, we thus pre-processed MT out-
puts and reference translations with the script
tokenizeChinese.py!'! by Shujian Huang,
which separates Chinese characters from each
other and also from non-Chinese parts.

10YWe originally planned to use the CHRF implemen-
tation which was recently made available in Moses
Scorer but it mishandles Unicode characters for now.

“http://hdl.handle.net/11346/WMT17-TVXH
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4 Submitted Metrics

Table 2 lists the participants of the WMT19
Shared Metrics Task, along with their metrics
and links to the source code where available.
We have collected 24 metrics from a total of 13
research groups, with 10 reference-less “met-
rics” submitted to the joint task “QE as a Met-
rich” with WMT19 Quality Estimation Task.
The rest of this section provides a brief sum-
mary of all the metrics that participated.

4.1 BEER

BEER (Stanojevi¢ and Sima’an, 2015) is a
trained evaluation metric with a linear model
that combines sub-word feature indicators
(character n-grams) and global word order fea-
tures (skip bigrams) to achieve a language ag-
nostic and fast to compute evaluation metric.
BEER has participated in previous years of
the evaluation task.

4.2 BERTr

BERTr (Mathur et al., 2019) uses contextual
word embeddings to compare the MT output
with the reference translation.

The BERTr score of a translation is the
average recall score over all tokens,
ing a relaxed version of token matching
based on BERT embeddings: namely, com-
puting the maximum cosine similarity be-
tween the embedding of a reference to-
ken against any token in the MT out-
put. BERTr uses bert_base_uncased em-
beddings for the to-English language pairs,
and bert_base_multilingual_cased embed-
dings for all other language pairs.

us-

4.3 CharacTER

CHARACTER (Wang et al., 2016b,a), identi-
cal to the 2016 setup, is a character-level met-
ric inspired by the commonly applied transla-
tion edit rate (TER). It is defined as the mini-
mum number of character edits required to ad-
just a hypothesis, until it completely matches
the reference, normalized by the length of the
hypothesis sentence. CHARACTER calculates
the character-level edit distance while per-
forming the shift edit on word level. Unlike
the strict matching criterion in TER, a hy-
pothesis word is considered to match a refer-
ence word and could be shifted, if the edit dis-



tance between them is below a threshold value.
The Levenshtein distance between the refer-
ence and the shifted hypothesis sequence is
computed on the character level. In addition,
the lengths of hypothesis sequences instead of
reference sequences are used for normalizing
the edit distance, which effectively counters
the issue that shorter translations normally
achieve lower TER.

Similarly to other character-level metrics,
CHARACTER is generally applied to non-
tokenized outputs and references, which also
holds for this year’s submission with one ex-
ception. This year tokenization was carried
out for en-ru hypotheses and references be-
fore calculating the scores, since this results in
large improvements in terms of correlations.
For other language pairs, no tokenizer was
used for pre-processing.

4.4 EED

EED (Stanchev et al., 2019) is a character-
based metric, which builds upon CDER. It
is defined as the minimum number of opera-
tions of an extension to the conventional edit
distance containing a “jump” operation. The
edit distance operations (insertions, deletions
and substitutions) are performed at the char-
acter level and jumps are performed when a
blank space is reached. Furthermore, the cov-
erage of multiple characters in the hypothesis
is penalised by the introduction of a coverage
penalty. The sum of the length of the refer-
ence and the coverage penalty is used as the
normalisation term.

4.5 ESIM

Enhanced Sequential Inference Model (ESIM;
Chen et al., 2017; Mathur et al., 2019) is a
neural model proposed for Natural Language
Inference that has been adapted for MT evalu-
ation. It uses cross-sentence attention and sen-
tence matching heuristics to generate a repre-
sentation of the translation and the reference,
which is fed to a feedforward regressor. The
metric is trained on singly-annotated Direct
Assessment data that has been collected for
evaluating WMT systems: all WMT 2018 to-
English data for the to-English language pairs,
and all WMT 2018 data for all other language
pairs.
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4.6 hLEPORD_ baseline,
hLEPORa_ baseline

The submitted metric HLEPOR,  BASELINE is
a metric based on the factor combination of
length penalty, precision, recall, and position
difference penalty. The weighted harmonic
mean is applied to group the factors together
with tunable weight parameters. The system-
level score is calculated with the same formula
but with each factor weighted using weight es-
timated at system-level and not at segment-
level.

In this submitted baseline version, HLE-
POR_BASELINE was not tuned for each lan-
guage pair separately but the default weights
were applied across all submitted language
pairs. Further improvements can be achieved
by tuning the weights according to the devel-
opment data, adding morphological informa-
tion and applying n-gram factor scores into
it (e.g. part-of-speech, n-gram precision and
n-gram recall that were added into LEPOR
in WMT13.). The basic model factors and
further development with parameters setting
were described in the paper (Han et al., 2012)
and (Han et al., 2013).

For sentence-level score, only HLE-
PORA BASELINE was submitted with scores
calculated as the weighted harmonic mean
of all the designed factors using default

parameters.
For system-level score, both
HLEPORA BASELINE and HLE-

PORB__BASELINE were submitted, where
HLEPORA__BASELINE is the the average
score of all sentence-level scores, and HLE-
PORB_BASELINE is calculated via the same
sentence-level hLEPOR equation but replac-
ing each factor value with its system-level
counterpart.

4.7 Meteor++_ 2.0 (syntax),
Meteor++_ 2.0 (syntax+copy)

METEOR++ 2.0 (Guo and Hu, 2019) is
a metric based on Meteor (Denkowski and
Lavie, 2014) that takes syntactic-level para-
phrase knowledge into consideration, where
paraphrases may sometimes be skip-grams.
i.e. (protect...from, protect...against). As
the original Meteor-based metrics only pay
attention to consecutive string matching,



they perform badly when reference-hypothesis
pairs contain skip n-gram paraphrases. ME-
TEOR++ 2.0 extracts the knowledge from the
Paraphrase Database (PPDB; Bannard and
Callison-Burch, 2005) and integrates it into
Meteor-based metrics.

4.8 PReP

PREP (Yoshimura et al., 2019) is a method for
filtering pseudo-references to achieve a good
match with a gold reference.

At the beginning, the source sentence is
translated with some off-the-shelf MT sys-
tems to create a set of pseudo-references.
(Here the MT systems were Google Translate
and Microsoft Bing Translator.) The pseudo-
references are then filtered using BERT (De-
vlin et al., 2019) fine-tuned on the MPRC
corpus (Dolan and Brockett, 2005), estimat-
ing the probability of the paraphrase between
gold reference and pseudo-references. Thanks
to the high quality of the underlying MT sys-
tems, a large portion of their outputs is indeed
considered as a valid paraphrase.

The final metric score is calculated sim-
ply with SentBLEU with these multiple ref-
erences.

4.9 WMDO

WMDO (Chow et al., 2019b) is a metric based
on distance between distributions in the se-
mantic vector space. Matching in the seman-
tic space has been investigated for translation
evaluation, but the constraints of a transla-
tion’s word order have not been fully explored.
Building on the Word Mover’s Distance metric
and various word embeddings, WMDO intro-
duces a fragmentation penalty to account for
fluency of a translation. This word order ex-
tension is shown to perform better than stan-
dard WMD, with promising results against
other types of metrics.

4.10 YiSi-0, YiSi-1, YiSi-1_ srl, YiSi-2,
YiSi-2_ srl

YiSi (Lo, 2019) is a unified semantic MT qual-
ity evaluation and estimation metric for lan-
guages with different levels of available re-
sources.

YiSi-1 is a MT evaluation metric that mea-
sures the semantic similarity between a ma-
chine translation and human references by
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aggregating the idf-weighted lexical semantic
similarities based on the contextual embed-
dings extracted from BERT and optionally in-
corporating shallow semantic structures (de-
noted as YiSi-1_srl).

YiSi-0 is the degenerate version of YiSi-1
that is ready-to-deploy to any language. It
uses longest common character substring to
measure the lexical similarity.

YiSi-2 is the bilingual, reference-less version
for MT quality estimation, which uses the con-
textual embeddings extracted from BERT to
evaluate the crosslingual lexical semantic simi-
larity between the input and MT output. Like
YiSi-1, YiSi-2 can exploit shallow semantic
structures as well (denoted as YiSi-2_srl).

4.11 QE Systems

In addition to the submitted standard metrics,
10 quality estimation systems were submitted
to the “QE as a Metric” track. The submitted
QE systems are evaluated in the same settings
as metrics to facilitate comparison. Their de-
scriptions can be found in the Findings of the
WMT 2019 Shared Task on Quality Estima-
tion (Fonseca et al., 2019).

5 Results

We discuss system-level results for news task
systems in Section 5.1. The segment-level re-
sults are in Section 5.2.

5.1 System-Level Evaluation

As in previous years, we employ the Pearson
correlation (r) as the main evaluation measure
for system-level metrics. The Pearson correla-
tion is as follows:

S (Hi = H)(M; = M)
Vi (H — )2\ (M; — D)2

(1)

where H; are human assessment scores of all
systems in a given translation direction, M;
are the corresponding scores as predicted by
a given metric. H and M are their means,
respectively.

Since some metrics, such as BLEU, aim to
achieve a strong positive correlation with hu-
man assessment, while error metrics, such as
TER, aim for a strong negative correlation we
compare metrics via the absolute value |r| of a



de-en fi-en gu-en kk-en It-en ru-en zh-en

n 16 12 11 11 11 14 15
Correlation 7| 7| 7| 7| 7] 7| 7]
BEER 0.906 0.993 0.952 0.986 0.947  0.915 0.942
BERTR 0.926 0.984 0.938 0.990 0.948 0.971 0.974
BLEU 0.849 0.982 0.834 0.946 0.961 0.879 0.899
CDER 0.890 0.988 0.876 0.967 0.975 0.892 0.917
CHARACTER 0.898 0.990 0.922 0.953 0.955 0.923 0.943
CHRF 0.917 0.992 0.955 0.978 0.940 0.945 0.956
CHRF+ 0.916 0.992 0.947 0.976 0.940 0.945 0.956
EED 0.903 0.994 0.976 0.980 0.929 0.950 0.949
ESIM 0.941 0.971 0.885 0.986 0.989 0.968 0.988
HLEPORA__BASELINE — — — 0.975 — — 0.947
HLEPORB_ BASELINE — — — 0.975 0.906 — 0.947
METEOR++_ 2.0(SYNTAX) 0.887 0.995 0909 0974 0.928 0.950 0.948
METEOR++_ 2.0(SYNTAX+COPY) 0.896 0.995  0.900 0.971 0.927 0.952 0.952
NIST 0.813 0.986 0.930 0.942 0.944 0.925 0.921
PER 0.883 0.991 0.910 0.737 0.947  0.922 0.952
PREP 0.575 0.614 0.773 0.776 0.494 0.782 0.592
SACREBLEU.BLEU 0.813 0.985 0.834 0.946 0.955 0.873 0.903
SACREBLEU.CHRF 0.910 0.990 0.952 0.969 0.935 0.919 0.955
TER 0.874 0.984 0.890 0.799 0.960 0.917 0.840
WER 0.863 0.983 0.861 0.793 0.961 0.911 0.820
WMDO 0.872 0.987 0.983 0.998 0.900 0.942 0.943
Y1S1-0 0.902 0.993 0.993 0.991 0.927 0.958 0.937
Yi1Si-1 0.949 0.989 0.924 0.994 0.981 0.979 0.979
YI1S1-1_ SRL 0.950 0.989 0.918 0.994 0.983 0.978 0.977
QE as a Metric:

IBM1-MORPHEME 0.345 0.740 — — 0.487 - —
IBM1-POS4GRAM 0.339 — - — — — —
LASIM 0.247 — — — — 0.310 —
LP 0.474 — - - — 0.488 -
UNI 0.846 0.930 - - — 0.805 —
UNI+ 0.850 0.924 - - - 0.808 -
Y1S1-2 0.796 0.642 0.566 0.324 0.442 0.339 0.940
Y1SI1-2_ SRL 0.804 — — — — — 0.947

newstest2019

Table 3: Absolute Pearson correlation of to-English system-level metrics with DA human assessment in
newstest2019; correlations of metrics not significantly outperformed by any other for that language pair
are highlighted in bold.
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en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh

n 11 22 12 11 11 12 12 12
Correlation 7| 7| 7| 7| |7 7| 7| 7|
BEER 0.990 0.983 0.989 0.829 0.971 0.982 0.977 0.803
BLEU 0.897 0.921 0.969 0.737 0.852 0.989 0.986 0.901
CDER 0.985 0.973 0.978 0.840 0.927 0.985 0.993 0.905
CHARACTER 0.994 0.986 0968 0.910 0.936 0.954 0.985 0.862
CHRF 0.990 0.979 0.986 0.841 0.972 0.981 0.943 0.880
CHRF+ 0.991 0981 0.986 0.848 0.974 0.982 0.950 0.879
EED 0.993 0.985 0.987 0.897 0.979 0.975 0.967 0.856
ESIM — 0.991 0.957 — 0.980 0.989 0.989 0.931
HLEPORA BASELINE — — — 0.841 0.968 — — —
HLEPORB BASELINE — — — 0.841 0.968 0.980 — —
NIST 0.896 0.321 0.971 0.786 0.930 0.993 0.988 0.884
PER 0.976 0.970 0.982 0.839 0.921 0.985 0.981 0.895
SACREBLEU.BLEU 0.994 0.969 0.966 0.736 0.852 0.986 0.977 0.801
SACREBLEU.CHRF 0.983 0.976 0.980 0.841 0.967 0.966 0.985 0.796
TER 0.980 0.969 0.981 0.865 0.940 0.994 0.995 0.856
WER 0.982 0.966 0.980 0.861 0.939 0.991 0.994 0.875
Y1S1-0 0.992 0.985 0.987 0.863 0.974 0.974 0.953 0.861
Yi1S1-1 0.962 0.991 0.971 0.909 0.985 0.963 0.992 0.951
Y1S1-1 SRL — 0.991 — — — — — 0.948
QE as a Metric:

IBM1-MORPHEME 0.871 0.870 0.084 — — 0.810 — —
IBM1-POS4GRAM — 0.393 — — — — — —
LASIM — 0.871 - — — - 0.823 —
LP — 0.569 — — — — 0.661 —
UNI 0.028 0.841 0.907 — — — 0.919 —
UNI+ — — — — — — 0.918 —
USFD — 0.224 — — — - 0.857 —
USFD-TL — 0.091 — — — — 0.771 —
Y1S1-2 0.324 0.924 0.696 0.314 0.339 0.055 0.766 0.097
YI1S1-2_ SRL - 0.936 - — — - - 0.118

newstest2019

Table 4: Absolute Pearson correlation of out-of-English system-level metrics with DA human assessment
in newstest2019; correlations of metrics not significantly outperformed by any other for that language
pair are highlighted in bold.
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Figure 1: System-level metric significance test results for DA human assessment for into English and
out-of English language pairs (newstest2019): Green cells denote a statistically significant increase in
correlation with human assessment for the metric in a given row over the metric in a given column
according to Williams test.
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given metric’s correlation with human assess-
ment.

5.1.1 System-Level Results

Tables 3, 4 and 5 provide the system-level cor-
relations of metrics evaluating translation of
newstest2019. The underlying texts are part
of the WMT19 News Translation test set (new-
stest2019) and the underlying MT systems are
all MT systems participating in the WMT19
News Translation Task.

As recommended by Graham and Bald-
win (2014), we employ Williams significance
test (Williams, 1959) to identify differences
in correlation that are statistically significant.
Williams test is a test of significance of a dif-
ference in dependent correlations and there-
fore suitable for evaluation of metrics. Corre-
lations not significantly outperformed by any
other metric for the given language pair are
highlighted in bold in Tables 3, 4 and 5.

Since pairwise comparisons of metrics may
be also of interest, e.g. to learn which metrics
significantly outperform the most widely em-
ployed metric BLEU, we include significance
test results for every competing pair of metrics
including our baseline metrics in Figure 1 and
Figure 2.

This year, the increased number of systems
participating in the news tasks has provided a
larger sample of system scores for testing met-
rics. Since we already have sufficiently con-
clusive results on genuine MT systems, we do
not need to generate hybrid system results as
in Graham and Liu (2016) and past metrics
tasks.

5.2 Segment-Level Evaluation

Segment-level evaluation relies on the man-
ual judgements collected in the News Trans-
lation Task evaluation. This year, again we
were unable to follow the methodology out-
lined in Graham et al. (2015) for evaluation of
segment-level metrics because the sampling of
sentences did not provide sufficient number of
assessments of the same segment. We there-
fore convert pairs of DA scores for compet-
ing translations to DARR better /worse prefer-
ences as described in Section 2.3.2.

We measure the quality of metrics’ segment-
level scores against the DARR golden truth us-
ing a Kendall’s Tau-like formulation, which is
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an adaptation of the conventional Kendall’s
Tau coefficient. Since we do not have a to-
tal order ranking of all translations, it is not
possible to apply conventional Kendall’s Tau
(Graham et al., 2015).

Our Kendall’s Tau-like formulation, 7, is as
follows:

_ |Concordant| — | Discordant|
 |Concordant| + |Discordant|

(2)

where Concordant is the set of all human com-
parisons for which a given metric suggests the
same order and Discordant is the set of all
human comparisons for which a given metric
disagrees. The formula is not specific with re-
spect to ties, i.e. cases where the annotation
says that the two outputs are equally good.

The way in which ties (both in human and
metric judgement) were incorporated in com-
puting Kendall 7 has changed across the years
of WMT Metrics Tasks. Here we adopt the
version used in WMT17 DARR evaluation.
For a detailed discussion on other options, see
also Machacek and Bojar (2014).

Whether or not a given comparison of a pair
of distinct translations of the same source in-
put, s; and so, is counted as a concordant
(Conc) or disconcordant (Disc) pair is defined
by the following matrix:

Metric
S1 <Sp 8] =82 S] > Sy
g5 s1 <sy | Conc Disc Disc
g S1 = S2 — — —
T s; >s9 | Disc Disc Conc
In the notation of Machacek and Bojar

(2014), this corresponds to the setup used in
WMT12 (with a different underlying method
of manual judgements, RR):

Metric
WMTI12 | < = >
g < |1 -1 1
E = |X X X
S e

The key differences between the evaluation
used in WMT14-WMT16 and evaluation used
in WMT17-WMT19 were (1) the move from
RR to daRR and (2) the treatment of ties. In
the years 2014-2016, ties in metrics scores were
not penalized. With the move to daRR, where
the quality of the two candidate translations



de-cs de-fr fr-de

n 11 11 10

Correlation 7| 7| 7|

BEER 0.978 0.941 0.848
BLEU 0.941 0.891 0.864
CDER 0.864 0.949 0.852
CHARACTER 0.965 0.928 0.849
CHRF 0.974 0.931 0.864
CHRF+ 0.972 0.936 0.848
EED 0.982 0.940 0.851
ESIM 0.980 0.950 0.942

HLEPORA_BASELINE  0.941 0.814 —
HLEPORB BASELINE 0.959 0.814 —
NIST 0.954 0.916 0.862

PER 0.875 0.857 0.899
SACREBLEU-BLEU 0.869 0.891 0.869
SACREBLEU-cHRF 0.975 0.952 0.882
TER 0.890 0.956 0.895
WER 0.872 0.956 0.894
Y1S1-0 0.978 0.952 0.820
Yi1S1-1 0.973 0.969 0.908
Y1S1-1_SRL — — 0.912
QE as a Metric:

IBM1-MORPHEME 0.355 0.509 0.625
IBM1-POS4GRAM — 0.085 0.478
Y1S1-2 0.606 0.721 0.530

newstest2019

Table 5: Absolute Pearson correlation of system-level metrics for language pairs not involving English
with DA human assessment in newstest2019; correlations of metrics not significantly outperformed by
any other for that language pair are highlighted in bold.
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Figure 2: System-level metric significance test results for DA human assessment in newstest2019 for
German to Czech, German to French and French to German; green cells denote a statistically significant
increase in correlation with human assessment for the metric in a given row over the metric in a given
column according to Williams test.

74



de-en fi-en gu-en kk-en lt-en ru-en zh-en

Human Evaluation DARR DARR DARR DARR DARR DARR DARR
n 85,365 38,307 31,139 27,094 21,862 46,172 31,070
BEER 0.128 0.283 0.260 0.421 0.315 0.189 0.371
BERTR 0.142 0.331 0.291 0.421 0.353 0.195 0.399
CHARACTER 0.101 0.253 0.190 0.340 0.254 0.155 0.337
CHRF 0.122 0.286 0.256 0.389 0.301 0.180 0.371
CHRF+ 0.125 0.289 0.257 0.394 0.303 0.182 0.374
EED 0.120 0.281 0.264 0.392 0.298 0.176 0.376
ESIM 0.167 0.337 0.303 0.435 0.359 0.201 0.396
HLEPORA BASELINE — — — 0.372 — — 0.339
METEOR++_ 2.0(SYNTAX) 0.084 0.274 0.237 0.395 0.291 0.156 0.370
METEOR++_ 2.0(SYNTAX-+COPY) 0.094  0.273 0.244  0.402  0.287 0.163  0.367
PREP 0.030 0.197 0.192 0.386 0.193 0.124 0.267
SENTBLEU 0.056 0.233 0.188 0.377 0.262 0.125 0.323
WMDO 0.096 0.281 0.260 0.420 0.300 0.162 0.362
YI1S1-0 0.117 0.271 0.263 0.402 0.289 0.178 0.355
Yi1Si-1 0.164 0.347 0.312 0.440 0.376 0.217 0.426
Y1S1-1 SRL 0.199 0.346 0.306 0.442 0.380 0.222 0.431
QE as a Metric:

IBM1-MORPHEME —0.074 0.009 — — 0.069 — —
IBM1-POS4GRAM —0.153 — — — — — —
LASIM —0.024 — — — — 0.022 —
LP —0.096 - - — —  —0.035 —
UNI 0.022 0.202 — — — 0.084 —
UNI+ 0.015 0.211 - — - 0.089 —
YI1S1-2 0.068 0.126 —0.001 0.096 0.075 0.053 0.253
YI1SI-2  SRL 0.068 - - — - - 0.246

newstest2019

Table 6: Segment-level metric results for to-English language pairs in newstest2019: absolute Kendall’s
Tau formulation of segment-level metric scores with DA scores; correlations of metrics not significantly
outperformed by any other for that language pair are highlighted in bold.
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en-cs en-de en-fi en-gu en-kk en-lt en-ru en-zh
Human Evaluation DARR DARR DARR DARR DARR DARR DARR DARR
n 27,178 99,840 31,820 11,355 18,172 17,401 24,334 18,658
BEER 0.443 0.316 0.514 0.537 0.516 0.441 0.542 0.232
CHARACTER 0.349 0.264 0.404 0.500 0.351 0.311 0.432 0.094
CHRF 0.455 0.326 0.514 0.534 0.479 0.446 0.539 0.301
CHRF+ 0.458 0.327 0.514 0.538 0.491 0.448 0.543 0.296
EED 0.431 0.315 0.508 0.568 0.518 0.425 0.546 0.257
ESIM - 0.329 0.511 - 0.510 0.428 0.572 0.339
HLEPORA_BASELINE - — — 0.463 0.390 - — —
SENTBLEU 0.367 0.248 0.396 0.465 0.392 0.334 0.469 0.270
Y1S1-0 0.406 0.304 0.483 0.539 0.494 0.402 0.535 0.266
Yi1S1-1 0.475 0.351 0.537 0.551 0.546 0.470 0.585 0.355
Y1S1-1_SRL — 0.368 — — — — —  0.361
QE as a Metric:
IBM1-MORPHEME —0.135 —0.003 —0.005 — —  —0.165 — —
IBM1-POS4GRAM —  —=0.123 - — - — — —
LASIM — 0.147 - — - — —0.24 -
LP - =0.119 — — — —  —0.158 —
UNI 0.060 0.129 0.351 — — — 0.226 —
UNI+ — — — — — - 0.222 —
USFD —  —=0.029 — - — - 0.136 —
USFD-TL - —=0.037 — - — - 0.191 —
YI1S1-2 0.069 0.212 0.239 0.147 0.187 0.003 —0.155 0.044
Y1S1-2 SRL — 0.236 — — — — — 0.034

newstest2019

Table 7: Segment-level metric results for out-of-English language pairs in newstest2019:

absolute

Kendall’s Tau formulation of segment-level metric scores with DA scores; correlations of metrics not
significantly outperformed by any other for that language pair are highlighted in bold.

de-cs de-fr fr-de

Human Evaluation DARR DARR DARR
n 35,793 4,862 1,369
BEER 0.337 0.293 0.265
CHARACTER 0.232 0.251 0.224
CHRF 0.326 0.284 0.275
CHRF+ 0.326 0.284 0.278
EED 0.345 0.301 0.267
ESIM 0.331 0.290 0.289
HLEPORA BASELINE 0.207 0.239 —
SENTBLEU 0.203 0.235 0.179
Y1S1-0 0.331 0.296 0.277
Y1S1-1 0.376 0.349 0.310
Y1S1-1 SRL — — 0.299
QE as a Metric:
IBM1-MORPHEME 0.048 —0.013 —0.053
IBM1-POS4GRAM — —0.074 —0.097
Y1SI1-2 0.199 0.186 0.066

newstest2019

Table 8: Segment-level metric results for language
pairs not involving English in newstest2019: ab-
solute Kendall’s Tau formulation of segment-level
metric scores with DA scores; correlations of met-
rics not significantly outperformed by any other for
that language pair are highlighted in bold.
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is deemed substantially different and no ties
in human judgements arise, it makes sense to
penalize ties in metrics’ predictions in order to
promote discerning metrics.

Note that the penalization of ties makes our
evaluation asymmetric, dependent on whether
the metric predicted the tie for a pair where
humans predicted <, or >. It is now impor-
tant to interpret the meaning of the compar-
ison identically for humans and metrics. For
error metrics, we thus reverse the sign of the
metric score prior to the comparison with hu-
man scores: higher scores have to indicate bet-
ter translation quality. In WMT19, the origi-
nal authors did this for CharacTER.

To summarize, the WMT19 Metrics Task
for segment-level evaluation:

e ensures that error metrics are first con-
verted to the same orientation as the hu-
man judgements, i.e. higher score indi-
cating higher translation quality,

excludes all human ties (this is already
implied by the construction of DARR
from DA judgements),



de-en

P

ibm.posagram

yntax.

yntax.copy.
ibm1.morpheme

Méfeor._2.0.5)

Meteor.._2.0.5)

cougoean
Firfizguciy
gEoleggRles
32 288
£3 848
2% gd
28 g
g ]
§= =
3
=
zh-en

Yisi2

yntax.
PReP
visi2_srl

yntax.copy.

CharacTER
sentBLEU

Meteor.._2.0.5

hLEPORa_baseline

Meteor.._2.0.5)

JepEzecsEazy

gEYEFEGHULS

>°%°NM>EQ =
g =
38
£33
(5]
en-lt

SEEEZR3TEY
BEEYUTEB o
= w wZ J = £
SCegutsglss
g 8
g 2
5

Figure 3: DARR segment-level metric significance test results for into English and out-of English language
pairs (newstest2019): Green cells denote a significant win for the metric in a given row over the metric

Yisi-1_sil
ESIM

Yisi-0
CharacTER

WMDO
Meteor++_2.0(syntax+copy)
Meteor++_2.0(syntax)

i
YiSi-2_sil

UNI
LASIM
ibm1-morpheme
ibm1-posagram

Yisi-1_srl

Yisi-1

ESIM

BERT

BEER

WMDO

Yisi-0
Meteor++_2.0(syntax+copy)
Meteor++_2.0(syntax)
chrF+

EED

chrF

PReP

sentBLEU
hLEPORa_baseline
CharacTER

Yisi-2

Yisi-1_srl

Meteor++_2.0(syntax)
Meteor++_2,0(syntax+copy)

Yisi-2_stl

Yisi-1
chrF+
BEER

chrF

ESIM

EED
Yisi-0
CharacTER
sentBLEU
UNI

Yisi-2
ibm1-morpheme

ibm1.morpheme

Yisi-1
chrF+

chrF

BEER
ESIM

EED

Yisi-0
sentBLEU
CharacTER
Yisi-2
ibml-morpheme

ibm1.morpheme

Yisi.1

ESIM
EED
chrk.

BEER
chrF

Yisi.0

fi-en

Meteor++_20(syntax)
Meteor++_2.0(syntax+copy)
Yisi-0

CharacTER

sentBLEU

UNI+

UNI

PReP

visi-2
ibm1-morpheme

Yisi0

yntax.
CharacTER

yntax.copy.

sentBLEU

Meteor.._2.0.5
ibm1.morpheme

Meteor.._2.0.5,

It-en

visi-1_srl
Yisi-1
ESIM
BERTr
BEER
chrF+
chrF
WMDO

EED
Meteor++_2.0(syntax)
Yisi-0
Meteor++_2.0(syntax+copy)
sentBLEU

CharacTER

ibm1-morpheme

% izenf@sge
foglga
g s E§s 5
5 g%
R H
g
B
3
=
Il visi-1
chrF+
chrfF
BEER
EED
Yisi-0
sentBLEU
CharacTER
YiSi-2
B u
ibm1-morpheme
FELERsaEYE:
® £ 5 (7] @ >
soeCg¥sahsT 2
8 5
o 8 5
& = £
© o
£
2

EED

Yisi-1

Yisi-0

chrF+

BEER

chrF

CharacTER
sentBLEU
hLEPORa_baseline
Yisi-2

chrF.
BEER
chrf

sentBLEU

CharacTER
hLEPORa_baseline

en-ru

Yisi-1
ESIM
EED
chrF+
BEER
chrF
YiSi-0
sentBLEU
CharacTER
UNI

UNI+
USFD-TL
USFD
Yisi-2

sentBLEU
CharacTER
UNI

UNL.
USFD.TL
USFD
Yisi.2

LP

LASIM

in a given column according bootstrap resampling.

77

PReP
visi2

yntax.
CharacTER

SentBLEU

or._2.0.5

Meteor.._2.0.syntax.copy.

ru-en

yntax.copy.

Yisi1_srl

Meteor.._2.0.5,

en-de

oxoFNsSz 2ol
EEEN:IE
SoaNs 258
§52° 7 §'g
558 £ 3
© o

£

2

iBEZoLtazEy
@ o551

>w$‘“>°°@, "_&

-

PoE

S

hLEPORa_baseline

ESIM
chrF
chrF.
YiSi.0
EED
BEER

sentBLEU
CharacTER

Meteor++_2.0(syntax+copy)
Meteor++_2.0(syntax)
PReP

CharacTER

sentBLEU

visi-2

Yisi-1_srl

Meteor++_2.0(syntax+copy)
WMD
Meteor++_2.0(syntax)
CharacTER

sentBLEU

PReP

Yisi-1_sl
Yisi-1

YiSi-0

CharacTER

sentBLEU

Yisi-2_srl

YiSi-2

LASIM

UNI

ibm1-morpheme
FD

USFD-TL
LP

ibm1-posagram

ibm1.pos4gram

YiSi-1
EED

BEER
ESIM
Yisi-0
chrF+

chrF
sentBLEU
hLEPORa_baseline
CharacTER
Yisi-2

Yisi-1_srl
Yisi-1
ESIM

chrF

chrF+
sentBLEU
YiSi-0

EED

BEER
CharacTER
YiSi-2
YiSi-2_srl

Yisi.2_srl



de-cs de-fr

EEEEEEEEEEE - ANEEEEEEEEEE vis- Yisi-1
| | ]| B ee0 [ [ ] [ ] EED Yisi-1_stl

B BEER HE Yisi-0 ESIM

Esim | BEER chiF+

Yisi-0 || ESIM Yisi-0

chr+ | chrF+ chrF

[ | chrF £ED

chrF

CharacTER
hLEPORa_baseline
sentBLEU

Yisi-2
ibm1-morpheme

Yisi.1
EED
BEER
ESIM
Yisi.0
chrf.

chrF
Yisi.1
EED
YiSi.0
BEER
ESIM
chrF.

chrF
CharacTER
sentBLEU

CharacTER
hLEPORa_baseline

hLEPORa_baseline

ibm1.morpheme

CharacTER BEER
CharacTER
sentBLEU
Yisi-2
ibm1-morpheme
ibm1-pos4gram

hLEPORa_baseline
sentBLEU

Yisi-2
ibm1-morpheme
ibm1-posagram

&
4]
s

o
£
g
s
gt
gsa
E
=
Es
E5

€S
ch

@ >
g
)
S E
£5
£5
5]

Yisi.1_srl

Figure 4: DARR segment-level metric significance test results for German to Czech, German to French
and French to German (newstest2019): Green cells denote a significant win for the metric in a given row
over the metric in a given column according bootstrap resampling.

e counts metric’s ties as a Discordant pairs.

We employ bootstrap resampling (Koehn,
2004; Graham et al., 2014b) to estimate con-
fidence intervals for our Kendall’s Tau for-
mulation, and metrics with non-overlapping
95% confidence intervals are identified as hav-
ing statistically significant difference in perfor-
mance.

5.2.1 Segment-Level Results

Results of the segment-level human evaluation
for translations sampled from the News Trans-
lation Task are shown in Tables 6, 7 and 8,
where metric correlations not significantly out-
performed by any other metric are highlighted
in bold. Head-to-head significance test results
for differences in metric performance are in-
cluded in Figures 3 and 4.

6 Discussion

This year, human data was collected from
reference-based evaluations (or “monolin-
gual”) and reference-free evaluations (or
“bilingual”).  The reference-based (mono-
lingual) evaluations were obtained with the
help of anonymous crowdsourcing, while
the reference-less (bilingual) evaluations were
mainly from MT researchers who committed
their time contribution to the manual evalua-
tion for each submitted system.

6.1 Stability across MT Systems

The observed performance of metrics depends
on the underlying texts and systems that par-
ticipate in the News Translation Task (see Sec-
tion 2). For the strongest MT systems, distin-
guishing which system outputs are better is
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sacreBLEU-BLEU

2018161412108 6 4

Figure 5: Pearson correlations of SACREBLEU-
BLEU for English-German system-level evalua-
tion for all systems (left) down to only top 4 sys-
tems (right). The y-axis spans from -1 to +1, base-
line metrics for the language pair in grey.

hard, even for human assessors. On the other
hand, if the systems are spread across a wide
performance range, it will be easier for metrics
to correlate with human judgements.

To provide a more reliable view, we created
plots of Pearson correlation when the under-
lying set of MT systems is reduced to top n
ones. One sample such plot is in Figure 5, all
language pairs and most of the metrics are in
Appendix A.

As the plot documents, the official correla-
tions reported in Tables 3 to 5 can lead to
wrong conclusions. SACREBLEU-BLEU cor-
relates at .969 when all systems are considered,
but as we start considering only the top n sys-
tems, the correlation falls relatively quickly.
With 10 systems, we are below .5 and when
only the top 6 or 4 systems are considered,
the correlation falls even to the negave val-
ues. Note that correlations point estimates
(the value in the y-axis) become noiser with
the decreasing number of the underlying MT
systems.

Figure 6 explains the situation and illus-



0.5 T T T T
0.45
0.4
0.35

0.3

SacreBLEU-BLEU

0.25

0.2

Ai«II systems

0.15 L L

-0.5 0.5

DA

Figure 6

trates the sensitivity of the observed correla-
tions to the exact set of systems. On the full
set of systems, the single outlier (the worst-
performing system called EN__DE__TASK) helps
to achieve a great positive correlation. The
majority of MT systems however form a cloud
with Pearson correlation around .5 and the top
4 systems actually exhibit a negative corre-
lation of the human score and SACREBLEU-
BLEU.

In Appendix A, baseline metrics are plotted
in grey in all the plots, so that their trends can
be observed jointly. In general, most baselines
have similar correlations, as most baselines use
similar features (n-gram or word-level features,
with the exception of CHRF). In a number of
language pairs (de-en, de-fr, en-de, en-kk, 1t-
en, ru-en, zh-en), baseline correlations tend to-
wards 0 (no correlation) or even negative Pear-
son correlation. For a widely applied metric
such as SACREBLEU-BLEU, our analysis re-
veals weak correlation in comparing top state-
of-the-art systems in these language pairs, es-
pecially in en-de, de-en, ru-en, and zh-en.

We will restrict our analysis to those lan-
guage pairs where the baseline metrics have an
obvious downward trend (de-en, de-fr, en-de,
en-kk, lt-en, ru-en, zh-en). Examining the top-
n correlation in the submitted metrics (not in-
cluding QE systems), most metrics show the
same degredation in correlation as the base-
lines. We note BERTR as the one exception
consistently degrading less and retaining pos-
itive correlation compared to other submitted
metrics and baselines, in the language pairs
where it participated.
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For QE systems, we noticed that in some in-
stances, QE systems have upward correlation
trends when other metrics and baselines have
downward trends. For instance, LP, UNI, and
UNI+ in the de-en language pair, YISI-2 in
en-kk, and UNI and UNI+ in ru-en. These
results suggest that QE systems such as UNI
and UNI+ perform worse on judging systems
of wide ranging quality, but better for top per-
forming systems, or perhaps for systems closer
in quality.

If our method of human assessment is sound,
we should believe that BLEU, a widely ap-
plied metric, is no longer a reliable metric for
judging our best systems. Future investiga-
tions are needed to understand when BLEU
applies well, and why BLEU is not effective
for output from our state of the art models.

Metrics and QE systems such as BERTR,
ESIM, Yi1S1 that perform well at judging
our best systems often use more semantic
features compared to our n-gram/char-gram
based baselines. Future metrics may want to
explore a) whether semantic features such as
contextual word embeddings are achieving se-
mantic understanding and b) whether seman-
tic understanding is the true source of a met-
ric’s performance gains.

It should be noted that some language pairs
do not show the strong degrading pattern with
top-n systems this year, for instance en-cs, en-
gu, en-ru, or kk-en. English-Chinese is partic-
ularly interesting because we see a clear trend
towards better correlations as we reduce the
set of underlying systems to the top scoring
ones.

6.2 Overall Metric Performance
6.2.1 System-Level Evaluation

In system-level evaluation, the series of Y1SI
metrics achieve the highest correlations in sev-
eral language pairs and it is not significantly
outperformed by any other metrics (denoted
as a “win” in the following) for almost all lan-
guage pairs.

The new metric ESIM performs best on 5
language languages (18 language pairs) and
obtains 11 “wins” out of 16 language pairs in
which ESIM participated.

The metric EED performs better for lan-
guage pairs out-of English and excluding En-



glish compared to into-English language pairs,
achieving 7 out of 11 “wins” there.

6.2.2 Segment-Level Evaluation

For segment-level evaluation, most language
pairs are quite discerning, with only one or
two metrics taking the “winner” position (of
not being significantly surpassed by others).
Only French-German differs, with all metrics
performing similarly except the significantly
worse SENTBLEU.

Y1S1-1 SRL stands out as the “winner” for
all language pairs in which it participated.
The excluded language pairs were probably
due to the lack of semantic information re-
quired by YI1S1-1_SRL. YISI-1 participated
all language pairs and its correlations are com-
parable with those of Y1S1-1_ SRL.

ESIM obtain 6 “winners” out of all 18 lan-
guages pairs.

Both YiSt and ESIM are based on neu-
ral networks (YISI via word and phrase em-
beddings, as well as other types of available
resources, ESIM via sentence embeddings).
This is a confirmation of a trend observed last
year.

6.2.3 QE Systems as Metrics

Generally, correlations for the standard
reference-based metrics are obviously better
than those in “QE as a Metric” track, both
when using monolingual and bilingual golden
truth.

In system-level evaluation, correlations for
“QE as a Metric” range from 0.028 to 0.947
across all language pairs and all metrics but
they are very unstable. Even for a single
metric, take UNI for example, the correla-
tions range from 0.028 to 0.930 across language
pairs.

In segment-level evaluation, correlations for
QE metrics range from -0.153 to 0.351 across
all language pairs and show the same instabil-
ity across language pairs for a given metric.

In either case, we do not see any pattern
that could explain the behaviour, e.g. whether
the manual evaluation was monolingual or
bilingual, or the characteristics of the given
language pair.
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6.3 Dependence on Implementation

As it already happened in the past, we had
multiple implementations for some metrics,
BLEU and cHRF in particular.

The detailed configuration of BLEU and
SACREBLEU-BLEU differ and hence their
scores and correlation results are different.

CHRF and SACREBLEU-CHRF use the same
parameters and should thus deliver the same
scores but we still observe some differences,
leading to different correlations. For instance
for German-French Pearson correlation, CHRF
obtains 0.931 (no win) but SACREBLEU-
CHRF reaches 0.952, tying for a win with other
metrics.

We thus fully support the call for clarity by
Post (2018b) and invite authors of metrics to
include their implementations either in Moses
scorer or sacreBLEU to achieve a long-term
assessment of their metric.

7 Conclusion

This paper summarizes the results of WMT 19
shared task in machine translation evaluation,
the Metrics Shared Task. Participating met-
rics were evaluated in terms of their correla-
tion with human judgement at the level of
the whole test set (system-level evaluation),
as well as at the level of individual sentences
(segment-level evaluation).

We reported scores for standard metrics re-
quiring the reference as well as quality estima-
tion systems which took part in the track “QE
as a metric”, joint with the Quality Estimation
task.

For system-level, best metrics reach over
0.95 Pearson correlation or better across sev-
eral language pairs. As expected, QE sys-
tems are visibly in all language pairs but they
can also reach high system-level correlations,
up to .947 (Chinese-English) or .936 (English-
German) by YISI-1 SRL or over .9 for multi-
ple language pairs by UNIL.

An important caveat is that the correlations
are heavily affected by the underlying set of
MT systems. We explored this by reducing
the set of systems to top-n ones for various ns
and found out that for many language pairs,
system-level correlations are much worse when
based on only the better performing systems.
With both good and bad MT systems partic-



ipating in the news task, the metrics results
can be overly optimistic compared to what we
get when evaluating state-of-the-art systems.

In terms of segment-level Kendall’'s 7 re-
sults, the standard metrics correlations varied
between 0.03 and 0.59, and QE systems ob-
tained even negative correlations.

The results confirm the observation from the
last year, namely metrics based on word or
sentence-level embeddings (Y1SI and ESIM),
achieve the highest performance.
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Abstract

We share the findings of the first shared task on
improving robustness of Machine Translation
(MT). The task provides a testbed representing
challenges facing MT models deployed in the
real world, and facilitates new approaches to
improve models’ robustness to noisy input and
domain mismatch. We focus on two language
pairs (English-French and English-Japanese),
and the submitted systems are evaluated on
a blind test set consisting of noisy comments
on Reddit' and professionally sourced transla-
tions. As a new task, we received 23 submis-
sions by 11 participating teams from universi-
ties, companies, national labs, etc. All submit-
ted systems achieved large improvements over
baselines, with the best improvement having
+22.33 BLEU. We evaluated submissions by
both human judgment and automatic evalua-
tion (BLEU), which shows high correlations
(Pearson’s 7 = 0.94 and 0.95). Furthermore,
we conducted a qualitative analysis of the sub-
mitted systems using compare-mt?, which
revealed their salient differences in handling
challenges in this task. Such analysis pro-
vides additional insights when there is occa-
sional disagreement between human judgment
and BLEU, e.g. systems better at producing
colloquial expressions received higher score
from human judgment.

1 Introduction

In recent years, Machine Translation (MT) sys-
tems have seen great progress, with neural mod-
els becoming the de-facto methods and even ap-
proaching human quality in news domain (Hassan
et al., 2018). However, like other deep learning
models, neural machine translation (NMT) models
are found to be sensitive to synthetic and natural
noise in input, distributional shift, and adversarial

Ywww.reddit .com
https://github.com/neulab/compare-mt

examples (Koehn and Knowles, 2017; Belinkov
and Bisk, 2018; Durrani et al., 2019; Anastasopou-
los et al., 2019; Michel et al., 2019). From an
application perspective, MT systems need to deal
with non-standard, noisy text of the kind which is
ubiquitous on social media and the internet, yet
has different distributional signatures from cor-
pora in common benchmark datasets.

The goal of this shared task is to provide a
testbed for improving MT models’ robustness
to orthographic variations, grammatical errors,
and other linguistic phenomena common in user-
generated content, via better modelling, training,
adaptation techniques, or leveraging monolingual
training data. Specifically, the shared task aims to
bring improvements on the following challenges:

e To improve NMT’s robustness to ortho-
graphic variations, grammatical errors, infor-
mal language, and other linguistic phenom-
ena or noise common on social media.

* To explore effective approaches to leverage
abundant out-of-domain parallel data.

* To explore novel approaches to leverage
abundant monolingual data on the Web (e.g.,
tweets, Reddit comments, commoncrawl,
etc.).

* To thoroughly investigate and understand the
overall challenges in translating social me-
dia text and identify major themes of efforts
which needs more research from the commu-
nity.

In this first iteration, the shared-task used the
MTNT dataset (Michel and Neubig, 2018) that
contains noisy social media texts and their trans-
lations between English (Eng) and French (Fra)
and English and Japanese (Jpn), in four translation
directions: Eng—Fra, Fra—+Eng, Eng—Jpn, and

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 91-102
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics



Jpn—Eng. We describe the dataset and the task
setup in Section 3. The shared-task attracted a to-
tal of 23 submissions from 11 teams. The teams
employed a variety of methods to improve robust-
ness. A specific challenge was the small size of
the in-domain noisy parallel dataset. We summa-
rize the participating systems in Section 4 and the
notable methods in Section 5. The contributions
were evaluated both automatically and via a hu-
man evaluation. The results demonstrate a signifi-
cant progress of the state-of-the-art in MT robust-
ness, with multiple teams surpassing the shared-
task baseline by a large margin. These results are
discussed in Section 6.

We hope that this task leads to more efforts from
the community in building robust MT models.

2 Related Work

The fragility of neural networks (Szegedy et al.,
2013) has been shown to extend to neural machine
translation models (Belinkov and Bisk, 2018;
Heigold et al., 2017) and recent work focused on
various aspects of the problem. From the identi-
fication of the causes of this brittleness, to the in-
duction of (adversarial) inputs that trigger the un-
wanted behavior (attacks) and making such mod-
els robust against various types of noisy inputs
(defenses); improving robustness has been receiv-
ing increasing attention in NMT.

While Koehn and Knowles (2017) mentioned
domain mismatch as a challenge for neural ma-
chine translation, Khayrallah and Koehn (2018)
addressed noisy training data and focus on the
types of noise occurring in web-crawled corpora.
Michel and Neubig (2018) proposed a new dataset
(MTNT) to test MT models for robustness to the
types of noise encountered in the Internet and
demonstrated that these challenges cannot be over-
come by simple domain adaptation techniques
alone.

Belinkov and Bisk (2018) and Heigold et al.
(2017) showed that NMT systems are very sensi-
tive to slightly perturbed input forms, and hinted at
the importance of injecting noisy examples during
training, also known as adversarial examples. Fur-
ther research proposed several methods of generat-
ing and using noisy examples as NMT input to ad-
vance the understanding and improve the transla-
tion quality. Following machine vision, two major
branches being explored when generating noisy
examples, i) white box methods, where adversarial
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examples are generated with access to the model
parameters (Ebrahimi et al., 2018; Cheng et al.,
2018a,b, 2019) and ii) black-box attacks, where
examples are generated without accessing model
internals (Zhao et al., 2018; Lee et al., 2018; ?;
Anastasopoulos et al., 2019; Vaibhav et al., 2019);
see Belinkov and Glass (2019) for a categoriza-
tion of such work. In particular, some have fo-
cused on specific variations of naturally-occurring
noise, such as grammatical errors produced by
non-native speakers (Anastasopoulos et al., 2019)
or errors extracted from Wikipedia edits (Belinkov
and Bisk, 2018). It has also been shown that
adding synthetic noise does not trivially increase
robustness to natural noise (Belinkov and Bisk,
2018) and may require specific recipes (Karpukhin
etal., 2019).

Michel et al. (2019) recently emphasized the
importance of meaning-preserving perturbations
and along with Cheng et al. (2019) demonstrated
the utility of adversarial training without sig-
nificantly impairing performance on clean data
and domain. Durrani et al. (2019) showed that
character-based representations are more robust
towards noise compared to such learned using
BPE-based sub-word units in the task of machine
translation.

3 Task

This is the first year we introduce the robustness
task. The goal of the task setup is to exam-
ine MT systems’ performance on non-standard,
noisy, user-generated text, which often resemble
mixed challenges around orthographic variations,
grammar errors, domain shift and stylistic lexical
choice, etc. We use the MTNT dataset (Michel
and Neubig, 2018) as a testbed for the above-
mentioned robustness challenges. To give readers
an idea of the natural “noise” present in the MTNT
dataset, and the challenges for MT systems to ro-
bustly understand and translate them, we provide
some examples of input variations:

* Spelling/typographical errors: accross
(across), recieve (receive), tant (temps)

¢ Grammatical errors: a tons of, there are
less people

* Spoken language and internet slang:
wanna, chais pas, tbh, smh, mdr



* Code switching: This is so kawaii, C’est trop
mainstream

¢ Profanity/slurs: f*ck, m*rde

Readers are encouraged to refer to Michel and
Neubig (2018) for more details. This year’s task
probes MT robustness for two language pairs,
French to/from English and Japanese to/from En-
glish.

3.1 Task Setup

The task includes two tracks, constrained and un-
constrained depending on whether the system is
trained on a predefined training datasets or not.
The two tracks are evaluated by the same auto-
matic and human evaluation protocol, however,
they are compared separately.

For the constrained system track, the task speci-
fies two types of training data in addition to MTNT
train set:

* “Out-of-domain” parallel data: This facil-
itates MT model’s capability to perform su-
pervised learning from examples with differ-
ent distribution such as lexical choice, lan-
guage style, genre etc. For example, paral-
lel corpora from WMT news translation task,
subtitles and TED talks are specified.

* Monolingual data: We encourage partic-
ipants to develop novel solutions to learn
from unlabelled data, improve existing semi-
supervised approach such as backtranslation.
We provide both in-domain (MTNT) and out-
of-domain (News Commentary, News Crawl,
etc) monolingual data.

3.2 Training Data

In the constrained setting, participants were al-
lowed to use the WMTIS5 training data® for
Eng«+Fra and any of the KFTT (Neubig, 2011),
JESC (Pryzant et al.) and TED talks (Cettolo et al.,
2012) corpora for Jpn«<>Eng. Additionally, the use
of the MTNT corpus (Michel and Neubig, 2018)
was allowed in order to adapt models on limited
in-domain data.

3.3 Test Data

The test sets were collected following the same
protocol as the MTNT dataset, i.e. collected from

http://www.statmt.org/wmt15/
translation—-task.html
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Reddit, filtered out for noisy comments using a
sub-word language modeling criterion and trans-
lated by professional translators. The statistics of
the test sets are reported in Table 1.

3.4 Evaluation protocol

The system outputs were evaluated by profes-
sional translators. The translators were presented
the original source sentence, the reference and the
system output side by side. The order between the
reference and the system output was randomized
by the user interface. The translators rated both
the reference and the translation on a scale from
1 to 100. For both the original source sentence
and the reference, the original text was presented
except for Eng-Jpn where the Japanese reference
tokenized with KyTea was presented in order to
be consistent with the systems’ outputs. The user
interface for annotation is illustrated in Figure 1.

We also evaluated BLEU (Papineni et al., 2002)
for each system using SacreBLEU (Post, 2018).
For all language pairs except Eng-Jpn, we used
the original reference and SacreBLEU with the
default options. In the case of Eng-Jpn, we used
the reference tokenized with KyTea and the option
——tokenize none.

4 Participants and System Descriptions

We received 23 submissions from 11 teams. Ex-
cept two submissions on the Eng-Fra language
pair, all systems used the constrained setup. Be-
low we briefly describe the systems from the 8
teams which submitted corresponding system de-
scription papers:

Baidu & Oregon State University’s submission
(Zheng et al., 2019): Their system is based on
the Transformer implementation in OpenNMT-
py (Klein et al., 2017). The main methods ap-
plied in their submission are: domain-sensitive
data mixing and data augmentation with back-
translation. For data mixing, they used a special
symbol on the source side to indicate the data do-
main. For data augmentation, they back-translate
from a target language to its noisy source. The
intuition, also observed by Michel and Neubig
(2018), is that the source sentences are noisier
than their target translations. They include out-of-
domain clean data during this step and differenti-
ate data types with a special symbol on the target
side. In addition, they also run a model ensemble.



Please use the below guide

1-10 Completely incorrect

The translation is completely incorrect and inaccurate. It bears no resemblance to the source string and there are major grammar mistakes and/or typos, or the meaning is impossible to

understand.

ines to give your rate:

11-30 Overall meaning is different / lost

The translation has a few correct keywords from the source string, but the overall meaning is different, or lost, or impossible to understand.

21-50 Major grammar mistakes / major typos
The translation represents parts of the source string, but does not cover the overall meaning, or there are major grammar mistakes and/or major typos.
51-70 Understandable, with few translation errors / grammar mistakes
The translation is understandable and represents the overall meaning of source string. There are a few translation errors, grammar mistakes, and/or major typos.
71-90 Very good translation, only a couple of minor mistakes
The translation renders the spurce string in the target language very closely. Only a couple of minor grammar mistakes and/or miner types are present.
91-100 Accurate translation, no mistakes

The translation renders the source string in the target language accurately. There are no mistakes.

ORIGINAL

I Mean | hit max this menth.

I think the worst clapping | experienced was
at the hands of a Gem Knights player who got
out multiple beastly fusions on turn 1 before
Silent Magician could even negate the fusion.

Figure 1: Annotation interface for human evaluations.

TRANSLATIONS

Je veux dire, je frappe max ce mois-ci.

Rate (4) (X
Very good translation, only a couple of miner
mistakes

Je veux dire que J'ai atteint max ce mois-ci.

Rate (B) (XD
Very good translation, only a couple of minor
mistakes

Je pense que le pire moment que jai vécu a
été provoqué par un joueur de Chevalier-
germnme qui a sorti plusieurs fusions bestiales
au premier tout avant que le Magicien
Silencieux ne puisse méme annuler la fusion.

rate (4) (D
i with few tr ion errors /

grammar mistakes

Je pense que la pire clague que jai vécue était
aux mains d'un joueur de Gem Knights qui a
fait de multiples fusions au tour 1 avant gque
Silent Magian puisse méme annuler la fusion.

rate (8) (D
Very good translation, only a couple of miner
mistakes
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COMMENTS

#1

#2




‘Eng—Fra Fra-Eng Eng-Jpn Jpn-Eng

# samples ‘ 1,401 1,233 1,392 1,111
# source tokens 20.0k 19.8k 20.0k 18.7k
# target tokens 22.8k 19.2k 33.6k 13.4k

Table 1: Statistics of the test sets.

The team experimented with the Fra—Eng and
Eng—Fra translation directions, obtaining 43.6
and 36.4 BLEU-cased, respectively (3rd place in
both). Their ablations show significant benefit
from domain-sensitive training (+3 BLEU), with
additional improvements from back-translation
and ensembling.

CMU’s submission (Zhou et al., 2019): This
submission only participated in the Fra—Eng di-
rection. They proposed the use of tied multitask
learning, where the noisy source sentences are
first decoded by a same-language denoising de-
coder, and both information is passed on to the
translation decoder. This approach requires data
triples of noisy source, clean source, translation,
which they created by data augmentation over the
provided data, using tag-informed translation sys-
tems trained on either noisy (MTNT) or clean (Eu-
roparl) data. As the participants point out though,
their performance improvements seems to be at-
tributed to data augmentation and not to the inter-
mediate denoising decoder.

CUND’s submission (Helcl et al., 2019): They
participated in Eng—Fra and Fra—Eng direc-
tions, following a classical two stage approach, i)
training of a base model using a mix of parallel
(WMT15 Eng-Fra News Translation) and back-
translated monolingual data (from News Crawl
and Europarl - excluding News Discussions), ii)
fine-tuning of the base model using the training
portion of the MTNT dataset. All models follow
the Transformer-Big architecture, with the hyper-
parameters and optimization recipe from the 2018
WMT News Translation shared task submission of
CUNI, without ensembles. For both Eng-Fra and
Fra-Eng directions, fine-tuning brought about 2+
BLEU points on top of the base models with the
Transformer-Big architecture, whereas improve-
ments were substantially larger when the base
models were RNN-Based MTNT baselines, about
8+ BLEU points. Participants emphasized the
importance of their strong Transformer-Big base
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model which was already 10+ BLEU points better
than the MTNT baseline provided by the shared
task. The effect of individual partitions of the base
model training set (parallel and backtranslated-
mono) on final system quality is not experi-
mented. Finally, participants point out one pecu-
liarity they’ve noticed in the train/validation par-
titioning of the original MTNT dataset; validation
source sentences being started with the letter “Y”
followed by alphabetically sorted sentences (test
partition not effected).

FOKUS’ submission (Grozea, 2019): This
team participated in three directions: Eng—Fra,
Fra—Eng and Jpn—Eng. For the Eng—Fra and
Fra—Eng language pairs, the submissions are un-
constrained systems, where the model was trained
on the medical domain corpus provided by the
WMT biomedical shared task #. Despite the train-
ing data being out-of-domain, removing “low-
quality” parallel data such as “Subtitles” as the au-
thor hypothesized helped to bring 2 to 4 BLEU
points improvement over the baseline models.
Their Jpn—Eng submission is a constrained sys-
tem, using the same model architecture as the
Eng—Fra language pair. To improve robustness,
they introduced synthetic noise (omitting and du-
plicating letters) in the training data to both source
and target sentences.

JHU’s submission (Post and Duh, 2019): This
submission participated in the Fra—Eng and
Jpn<>Eng tasks. The participants used data dual
cross-entropy filtering for reducing the monolin-
gual data, then back-translate these, and train their
Transformer models (Vaswani et al., 2017). They
compared Moses tokenization+Byte Pair Encod-
ing (BPE) (Sennrich et al., 2016), and sentence-
piece (Kudo and Richardson, 2018) (without any
pre-processing) and found the two comparable,
and that using larger sentence-piece models im-
proved over smaller ones. For Jpn<+Eng (both di-

“http://www.statmt.org/wmt19/biomedical-translation-
task.html



rections) they first used both in-domain (MTNT)
and out-of-domain data (other constrained), and
then continued training (fine-tune) using MTNT
only. They also reported many results from their
hyper-parameter search (albeit without a clear rec-
ommendation). The final submission is an ensem-
ble of 4 models.

NaverLabsEurope(NLE)’ submission (Bérard
et al., 2019): The participants carried substan-
tial effort to clean the CommonCrawl data, ap-
plying length filtering (length ratio threshold),
language identification-based filtering, and atten-
tion based filtering. They used the Transformer-
Big architecture for Fra—Eng and Jpn—Eng, and
Transformer-Base for the Eng—Jpn direction.
The participants incorporated several methods
to encourage robustness (detailed ablations on the
effect of each method were not provided). They
lowercase all data. However in order to preserve
casing information in the input, they propose a
technique called inline casing which adds addi-
tional casing tags (one per non-lowercased sub-
word) in the sequence. Emojis were replaced with
a special symbol. Natural noise based on manually
defined noise rules was added on the source side of
the training data. Lastly, MTNT monolingual data
was back-translated to be used during training of
the final system. They trained their system on all
available data with special tags for each domain
and for each data type e.g. real, back-translated, or
noisy data. They found that adding tags is as good
as fine-tuning the system, allowing for more flex-
ibility at test time. Their final submission with an
ensemble of 6 systems for Eng—Jpn and ensem-
bles of 4 systems for the other language directions
performed the best in the evaluation campaign.

NICT’s submission (Dabre and Sumita, 2019):
The authors used Transformer models to train their
systems and employed two strategies namely: 1)
mixed fine-tuning and ii) multilingual models for
making the systems robust. The former helps as
the in-domain data is available in a very small
quantity. Using a mix of in-domain and out-
domain data for fine-tuning helps overcome the
problem of adjusting learning rate, applying better
regularization and other complicated strategies. It
is not clear how these two methods contributed to-
wards making the models more robust. According
to the authors, mixed fine-tuning and multilingual
training (bidirectional) helped. In the error analy-
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sis, they found that their system performs poorly in
translating emojis. The segmentation errors gen-
erated by KyTea resulted in further errors in the
translation.

NTT’s submission (Murakami et al., 2019):
The participants submitted systems for the
Eng—Jpn and Jpn—Eng directions in the con-
strained setting. Their techniques include the
placeholder mechanism for copying non-standard
tokens (emojis, emoticons, etc), back-translation,
fine-tuning on in-domain corpus, and ensem-
ble. Especially, the placeholder mechanism pro-
vides +1.4 BLEU and +0.7 BLEU points for
Jpn—Eng and Eng—Jpn respectively. Finetun-
ing provides a larger improvement for Eng—Jpn
(+1.2 BLEU) than Jpn—Eng (-0.3 BLEU). Their
model is Transformer-Base configuration, where
they demonstrated its capacity to noise-robustness
can be further improved by the above-mentioned
techniques.

S Summary of Methods

In this section, we give a common theme and sum-
mary of methods applied by the various partici-
pants.

Data Cleaning Data cleaning played an impor-
tant part in training successful MT systems in this
campaign. Unlike other participants, the win-
ning team Naver Labs Bérard et al. (2019) and
NTT (Murakami et al., 2019) applied data clean-
ing techniques in order to filter noisy parallel sen-
tences. They filtered i) identical sentences on
source and target side, ii) sentences that belonged
to a language other than the source and target lan-
guage, iii) sentences with length mismatch, and iv)
also applied attention-based filtering. Data clean-
ing gave an improvement of more than 5 BLEU
points with substantial reduction in the hallucina-
tion of the model for the winning team.

Placeholders Training and test data contained
tokens (such as emoticons) which do not require
translation. Murakami et al. (2019) and Bérard
et al. (2019) preserved these in a preprocessing
step using special placeholders and copied them
in the translation output. Murakami et al. (2019)
reported a gain of up to 1.4 BLEU points by using
placeholders.

Data Augmentation Other than handling noisy
data, one of the challenges related to this task was



data sparsity. All the participants back-translated
in-domain monolingual data and used synthetic
data as part of their training pipeline. In addition,
Bérard et al. (2019) created a noisy version of all
the available in-domain and out-of-domain data by
randomly replacing words with their noisy vari-
ants. For training, they appended source sentences
with a tag <noisy> to distinguish them from the
original data. Zhou et al. (2019) used translation
systems using placeholders in order to create both
clean versions of the noisy in-domain datasets, as
well as noisy versions of the clean out-of-domain
dataset. To get additional data, other than back-
translation, the JHU team (Post and Duh, 2019)
used cross-entropy based filtering to select top 1
million sentences from Gigaword, CommonCrawl
and the UN corpus. Adding large filtered data gave
then an improvement of +5.8 BLEU points.

Domain-aware Training In order to differenti-
ate different data, real from synthetic, in-domain
from out-domain, several participants used addi-
tional tags. Zheng et al. (2019); Bérard et al.
(2019) used domain tags during training to in-
dicate data domain. Bérard et al. (2019) addi-
tionally included data type tags (real or back-
translated) for further categorization of the train-
ing data. Compared to fine-tuning, adding tags
provides them additional flexibility, resulting in a
generalized system, robust towards a variety of in-
put data.

Fine-tuning Along with the noisy in-domain
MTNT data, general domain data typically made
available for WMT campaign was also allowed
for this task. Most participants (Murakami et al.,
2019; Dabre and Sumita, 2019; Helcl et al., 2019)
trained on general domain data and fine-tuned the
models towards the task. Murakami et al. (2019)
did not see a consistent improvement with fine-
tuning. Due to the small size of the in-domain
data, Dabre and Sumita (2019) fine-tuned on a mix
of in-domain and a subset of the out-of-domain
data.

Ensembles To benefit from the different trained
models and to make the performance more stable,
many participants performed ensemble over
their models. Murakami et al. (2019), Bérard et al.
(2019), Zheng et al. (2019), and Post and Duh
(2019) ensembled between 4 and 6 checkpoints
of their model for the final submission. They
observed a consistent performance improvement

97

over using a single model.

6 Results

In this section we describe quantitative results, and
also perform a qualitative analysis of the results.

6.1 Quantitative Results

The quantitative analysis of the submitted systems
yields fairly consistent results. On automatic eval-
uation (BLEU) the best system across all transla-
tion directions is the NaverLabsEurope(NLE) one.
The same system received also the highest hu-
man judgment scores, with the exception of the
Eng—Jpn task, where the NTT system was ranked
higher. Overall, the correlation between human
judgments and BLEU is very high. For Eng—Fra,
the Pearson’s correlation coefficient is 0.94, while
for the other three tasks it is over 0.97.

Human Evaluation The results of human eval-
uation following the evaluation protocol described
in Section 3.4 are outlined in Table 2.

Automatic Evaluation The automatic evalua-
tion (BLEU) results of the Shared Task are sum-
marized in Table 3.

6.2 Qualitative Analysis

In order to discover salient differences be-
tween the methods, we performed analysis using
compare-mt (Neubig et al., 2019), and present
a few of the salient findings below.

Stronger Submissions were Stronger at Every-
thing: The submissions to the track achieved
a wide range of BLEU and human evaluation
scores. In our analysis we found that the systems
at the higher end of the spectrum with regards to
BLEU also tended to be the best by most other
measures (human evaluation, word F-measure by
various frequency buckets, sentence-level scores,
etc.). Because of this, we limit our remaining anal-
ysis to the top three systems in the Fra—Eng and
Eng—Fra tracks, and the top two systems in the
Eng—Jpn and Jpn—Eng tracks.

Generalization to Words not in Adaptation
Data is Essential: The MTNT corpus provides
a small amount of training data that can be used
to adapt systems to the task of translating social
media. One large distinguishing factor between
the best-performing system by Naver Labs Europe
(NLE) and the second- or third-place systems was



Syst Human judgment scores (RANK)
ystem Eng—Fra Fra—Eng Eng—Jpn Jpn—Eng

Constrained

Baidu+OSU | 71.5(2) 80.6 (3) - -

CMU - 58.2 (6) - -

CUNI 66.3 (3) 82.0(2) - -

FOKUS - - - 48.5 (5)

JHU - 76.3 (4) 58.5(3) 65.4(3)

NaverLabs 75.5(1) 853 (1) 63.9(22) 741(1)

NTT - - 66.5 (1) 71.3(2)

NICT - - 44.7(4) 491 4)
Unconstrained

FOKUS | 52.5(4) 62.6(5) - -

Table 2: Average human judgments over all submitted systems (the higher the better). The systems’ rank for each
translation direction is shown in parentheses. The best system is highlighted.
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Figure 2: Word F-measure by frequency in the MTNT
training data for Fra-Eng.

performance on words that were not included in
this training data that nonetheless appeared in the
test set. We show the example of word-level F-
measure bucketed by frequency of the words in
the MTNT test set for Fra—FEng in Figure 2. From
this figure we can see that the NLE system does a
bit better in all frequency categories, but the dif-
ference is particularly stark for words that appear
only once or not at all in the MTNT training set.

Proper Handling of Casing is Important: One
other innovation performed by the NLE team was
lowercasing of words and separate prediction of
casing information. This modeling decision appar-
ently resulted in significantly better results partic-
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Figure 3: Word F-measure by casing of the words in
the target: all lower-case, title case, all upper-case, or
other.

ularly on words that were written in all upper-case,
as demonstrated in the results of word F-measure
by casing in the target language, demonstrated for
Eng—Fra in Figure 3. In addition, we show an
example for Fra—Eng in Table 4, where the NLE
system translates upper-case characters perfectly,
but the CUNI system struggles.

Special Handling of Special Characters is Bene-
ficial: Special characters such as Emojis or sym-
bols were difficult for some systems. Interest-
ingly, even among the top systems, some Sys-
tems were better at handling different varieties of
these characters than others. As an example, in
Jpn—Eng, the NTT system performed better on
Japanese-style smileys written with standard char-



BLEU (RANK)

System Eng—Fra Fra—Eng Eng—Jpn Jpn—Eng
Baseline | 221 25.6 8.4 5.8
Constrained
Baidu+OSU | 36.39 (3) 43.59 (3) - -
CMU - 32.25 (5) - -
CUNI 3849 (2) 44.83(2) - -
FOKUS - - - 6.42 (5)
JHU - 40.24 (4) 14.67 (3) 12.01 (3)
NaverLabs | 41.39 (1) 47.93 (1) 17.73 (1) 16.41 (1)
NTT - - 16.86 (2) 14.82(2)
NICT - - 11.09 (4)  7.56 (4)
Unconstrained
FOKUS ‘ 24.22 (4) 29.94 (6) - -

Table 3: Automatic evaluation (BLEU, cased) over all submitted systems, with the system’s rank in parentheses.

The best system is highlighted.

Output BLEU+1
Ref | From Sri Lanka, to Russia, to the United States , to Japan I mean
it ’s a market THAT GOES EVERYWHERE .
CUNI | from sri lanka , to russia , to the united states , to japon I mean it 33.0
’s a market QUI VA PARTOUT .
NLE | From Sri Lanka , to Russia, to the United States , to Japan I mean 100
it ’s a market THAT GOES EVERYWHERE .
Table 4: An example of handling of casing in two Fra—Eng systems
‘ Output BLEU+1 NTT system had trouble generating the appropri-
~ ate number of symbols in the appropriate places,
Ref | Kawaii & (%« w + A) while the NLE system was more robust in this re-
NTT | Cute (* + o - A) LU——
NLE | It ’s cute . 0.0
Ref N e Colloquial Expressions are Key: There was
NTT 0.0 also a marked difference among the top systems in
NLE B J 100 their ablh'ty to produce the more informal register
reflected in the MTNT test data. We show an ex-

Table 5: Examples of translation results on special
characters.

acters, while the NLE system performed better on
Unicode-standard Emojis, as shown in Table 5.

Non-standard Sentence Structure can be Diffi-
cult: Some systems also found sentences with
unusual structures, including brackets or other
types of punctuation interspersed with actual text,
particularly difficult. For example, Table 6 shows
an example of Jpn—Eng sentences where the
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ample in Table 7 of n-grams that the NTT system
was better at producing than the NLE system. All
of these are relatively colloquial ways of express-
ing common function word phrases (1. “is not do-
ing”, 2. “but”, 3. “lots”, 4. “right?”, 5. “but,”)
that can also be expressed with more formal ex-
pressions. Clearly the NTT system is producing
a slightly less formal register than the NLE sys-
tem, although a manual examination of the outputs
found that even the NTT system was still com-
monly producing register that was more formal
than is commonly found on social media. This
may be attributed to the fact that the NTT system



| Output BLEU+1
Ref | * * ] (# mm-e9 ) [ * * Because there ’s now protection * * ] ( #
mm-e4 )
NTT | o % s %) (# m-eQ ) [ % % % s s s s s s sk s sk % sk % % % _e4 hecause 14.3
there is more protection . )
NLE | *** (#mm-e9 ) [ * * Because there is already protection * * ] ( 72.0
#mm-e4 )

Table 6: An example of translation results on as sentence with an unusual number of special symbols.

n-gram | NTT NLE
L Twin 5 0
2. Rk 4 0
3. 2L 4 0
4 h 3 0
5. el 3 0

Table 7: Examples of n-grams where one the NTT
Eng—Jpn system was more accurate than the NLE sys-
tem

performed fine-tuning on the MTNT data, moving
it towards a more appropriately colloquial register.

7 Conclusions

As a new WMT shared task, this year we focused
on building MT systems which are robust to in-
put variations commonly observed in informal lan-
guage, social media text etc.

From a methodological perspective, the “con-
strained” setup of the task encouraged participants
to leverage both out-of-domain parallel data and
in-domain monolingual data to improve perfor-
mance. Some techniques were utilized by multi-
ple participants and proved their effectiveness in
boosting MT models’ robustness to noisy input
and domain mismatch, including data cleaning,
domain-aware training, data augmentation (in-
cluding backtranslation and copying place-holder
tags), finetuning, etc.

In terms of evaluation, we found an automatic
metric (BLEU) to be roughly consistent with hu-
man judgment. Qualitative analysis found that
strong baseline systems were important, but on
top of this additional methods specifically aimed
at trying to handle various types of noise found in
social media text were effective and necessary to
further improve within the upper echelons of sys-
tems submitted to the shared task.
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There are several directions to be explored in
the future editions of the task. First, it can exhibit a
separate track for “probing” models’ robustness so
as to understand current models’ weaknesses. Sec-
ond, it could further disentangle improvements for
different challenges, e.g., due to noise in training
data or due to distribution shift at test time. Con-
trolling the kind of noise introduced, e.g. natural
vs. artificial, may be useful in this regard.
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Abstract

The University of Edinburgh participated in
the WMT19 Shared Task on News Translation
in six language directions: English<>Gujarati,
English<>Chinese, German—English, and
English—Czech. For all translation direc-
tions, we created or used back-translations
of monolingual data in the target language
as additional synthetic training data. For
English<>Gujarati, we also explored semi-
supervised MT with cross-lingual language
model pre-training, and translation pivoting
through Hindi. For translation to and from Chi-
nese, we investigated character-based tokeni-
sation vs. sub-word segmentation of Chinese
text. For German—English, we studied the im-
pact of vast amounts of back-translated train-
ing data on translation quality, gaining a few
additional insights over Edunov et al. (2018).
For English—Czech, we compared different
pre-processing and tokenisation regimes.

1 Introduction

The University of Edinburgh participated in
the WMT19 Shared Task on News Transla-
tion in six language directions: English-Gujarati
(EN++GU), English-Chinese (EN<«+>ZH), German-
English (DE—EN) and English-Czech (EN—CS).
All our systems are neural machine translation
(NMT) systems trained in constrained data condi-
tions with the Marian' toolkit (Junczys-Dowmunt
etal., 2018). The different language pairs pose very
different challenges, due to the characteristics of
the languages involved and arguably more impor-
tantly, due to the amount of training data available.

Pre-processing For EN<«>ZH, we investigate
character-level pre-processing for Chinese com-
pared with subword segmentation. For EN—CS,
we show that it is possible in high resource settings
to simplify pre-processing by removing steps.

'nttps://marian-nmt.github.io

Exploiting non-parallel resources For all lan-
guage directions, we create additional, synthetic
parallel training data.

For the high resource language pairs, we look
at ways of effectively using large quantities of
backtranslated data. For example, for DE—EN,
we investigated the most effective way of com-
bining genuine parallel data with larger quantities
of synthetic parallel data and for CS—EN, we fil-
ter backtranslated data by re-scoring translations
using the MT model for the opposite direction.
The challenge for our low resource pair, EN<>GU,
is producing sufficiently good models for back-
translation, which we achieve by training semi-
supervised MT models with cross-lingual language
model pre-training (Lample and Conneau, 2019).
We use the same technique to translate additional
data from a related language, Hindi.

NMT Training settings In all experiments, we
test state-of-the-art training techniques, including
using ultra-large mini-batches for DE—EN and
EN<+ZH, implemented as optimiser delay.

Results summary Automatic evaluation results
for all final systems on the WMT19 test set are sum-
marised in Table 1. Throughout the paper, BLEU
is calculated using SACREBLEU? (Post, 2018) un-
less otherwise indicated. A selection of our final
models are available to download.?

2  Gujarati < English

One of the main challenges for translation between
English<+Gujarati is that it is a low-resource lan-
guage pair; there is little openly available paral-
lel data and much of this data is domain-specific
and/or noisy (cf. Section 2.1). Our aim was there-
fore to experiment how additional available data
https://github.com/mijpost/sacreBLEU

*See data.statmt.org/wmt19_systems/ for our
released models and running scripts.
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Lang. direction BLEU Ranking
EN—GU 16.4 1
GU—EN 21.4 2
EN—ZH 344 7
ZH—EN 27.7 6
DE—EN 35.0 9
EN—CS 27.9 3

Table 1: Final BLEU score results and system rank-
ings amongst constrained systems according to auto-
matic evaluation metrics.

can help us to improve translation quality: large
quantities of monolingual text for both English and
Gujarati, and resources from Hindi (a language re-
lated to Gujarati) in the form of monolingual Hindi
data and a parallel Hindi-English corpus. We ap-
plied semi-supervised translation, backtranslation
and pivoting techniques to create a large synthetic
parallel corpus from these resources (Section 2.2),
which we used to augment the small available par-
allel training corpus, enabling us to train our final
supervised MT models (Section 2.3).

2.1 Data and pre-processing

We trained our models using only data listed for
the task (cf. Table 2). Note that we did not have
access to the corpora provided by the Technology
Development for Indian Languages Programme, as
they were only available to Indian citizens.

Lang(s) Corpus #sents  Ave. len.
Parallel data
EN-GU Software data 107,637 7.0
Wikipedia 18,033 21.1
Wiki titles v1 11,671 2.1
Govin 10,650 17.0
Bilingual dictionary 9,979 1.5
Bible 7,807 26.4
Emille 5,083 19.1
GU-HI  Emille 7,993 19.1
EN-HI Bombay IIT 1.4M 13.4
Monolingual data
EN News 200M 23.6
GU Common crawl] 3.7M 21.9
Emille 0.9M 16.6
Wiki-dump 0.4M 17.7
News 0.2M 154
HI Bombay IIT 45.1M 18.7
News 23.6M 17.0

Table 2: EN-GU Parallel training data used. Average
length is calculated in number of tokens per sentence.
For the parallel corpora, this is calculated for the first
language indicated (i.e. EN, GU, then EN)

We pre-processed all data using standard scripts
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from the Moses toolkit (Koehn et al., 2007): nor-
malisation, tokenisation, cleaning (of training data
only, with a maximum sentence length of 80 to-
kens) and true-casing for English data, using a
model trained on all available news data. The
Gujarati data was additionally pre-tokenised using
the IndicNLP tokeniser* before Moses tokenisation
was applied. We also applied subword segmenta-
tion using BPE (Sennrich et al., 2016b), with joint
subword vocabularies. We experimented with dif-
ferent numbers of BPE operations during training.

2.2 Creation of synthetic parallel data

Data augmentation techniques such as backtransla-
tion (Sennrich et al., 2016a; Edunov et al., 2018),
which can be used to produce additional synthetic
parallel data from monolingual data, are standard
in MT. However they require a sufficiently good
intermediate MT model to produce translations that
are of reasonable quality to be useful for training
(Hoang et al., 2018). This is extremely hard to
achieve for this language pair. Our preliminary
attempt at parallel-only training yielded a very
low BLEU score of 7.8 on the GU—EN devel-
opment set using a Nematus-trained shallow RNN
with heavy regularisation,’ and similar scores were
found for a Moses phrase-based translation system.

Our solution was to train models for the creation
of synthetic data that exploit both monolingual and
parallel data during training.

2.2.1 Semi-supervised MT with cross-lingual
language model pre-training

We followed the unsupervised training approach in
(Lample and Conneau, 2019) to train two MT sys-
tems, one for EN«»GU and a second for HI-GU.®
This involves training unsupervised NMT models
with an additional supervised MT training step. Ini-
tialisation of the models is done by pre-training
parameters using a masked language modelling
objective as in Bert (Devlin et al., 2019), individ-
ually for each language (MLM, which stands for
masked language modelling) and/or cross-lingually
(TLM, which stands for translation language mod-
elling). The TLM objective is the MLM objective

4 anoopkunchukuttan.github.io/indic_

nlp_library/

SLearning rate: 5 x 10™*, word dropout (Gal and Ghahra-
mani, 2016): 0.3, hidden state and embedding dropout: 0.5,
batch tokens: 1000, BPE vocabulary threshold 50, label
smoothing: 0.2.

®We used the code available at https://github.
com/facebookresearch/XLM



applied to the concatenation of parallel sentences.
See (Lample and Conneau, 2019) for more details.

2.2.2 EN and GU backtranslation

We trained a single MT model for both language
directions EN—GU and GU—EN using this ap-
proach. For pre-training we used all available
data in Table 2 (both the parallel and monolin-
gual datasets) with MLM and TLM objectives.
The same data was then used to train the semi-
supervised MT model, which achieved a BLEU
score of 22.1 for GU—EN and 12.6 for EN—GU
on the dev set (See the first row in Table 5). This
model was used to backtranslate 7.3M of mono-
lingual English news data into Gujarati and 5.1M
monolingual Gujarati sentences into English.’

System and training details We use default ar-
chitectures for both pre-training and translation: 6
layers with 8 transformer heads, embedding dimen-
sions of 1024. Training parameters are also as per
the default: batch size of 32, dropout and attention
dropout of 0.1, Adam optimisation (Kingma and
Ba, 2015) with a learning rate of 0.0001.

Degree of subword segmentation We tested the
impact of varying degrees of subword segmenta-
tion on translation quality (See Figure 1). Contrary
to our expectation that a higher degree of segmen-
tation (i.e. with a very small number of merge oper-
ations) would produce better results, as is often the
case with very low resource pairs, the best tested
value was 20k joint BPE operations. The reason for
this could be the extremely limited shared vocabu-
lary between the two languages® or that training on
large quantities of monolingual data turns the low
resource task into a higher one.

2.2.3 HI—GU translation

Transliteration of Hindi to Gujarati script We
first transliterated all of the Hindi characters into
Gujarati characters to encourage vocabulary shar-
ing. As there are slightly more Hindi unicode char-
acters than Gujarati, Hindi characters with no cor-
responding Gujarati characters and all non-Hindi
characters were simply copied across.

Once transliterated, there is a high degree of
overlap between the transliterated Hindi (HG) and
the corresponding Gujarati sentence, which is
demonstrated by the example in Figure 2.

"We were unable to translate all available monolingual
data due to time constraints and limits to GPU resources.

8Except for occasional Arabic numbers and romanised
proper names in Gujarati texts.
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Figure 1: The effect of the number of subword op-

erations on BLEU score during training for EN—GU
(calculated on the newsdev2019 dataset).

Our parallel Gujarati-Hindi data consisted of ap-
proximately 8,000 sentences from the Emille cor-
pus. After transliterating the Hindi, we found that
9% of Hindi tokens (excluding punctuation and
English words) were an exact match to the corre-
sponding Gujarati tokens. However, we did have
access to large quantities of monolingual data in
both Gujarati and Hindi (see Table 2), which we
pre-processed in the same way.

The semi-supervised HI<»GU system was
trained using the MLM pre-training objective de-
scribed in Section 2.1 and the same model architec-
ture as the EN«+>GU model in Section 2.2.2. For
the MT step, we trained on 6.5k parallel sentences,
reserving the remaining 1.5k as a development set.
As with the EN«<>GU model, we investigated the
effect of different BPE settings (5k, 10k, 20k and
40k merge operations) on the translation quality.
Surprisingly, just as with EN<+GU, 20k BPE op-
erations performed best (cf. Table 3), and so we
used the model trained in this setting to translate
the Hindi side of the IIT Bombay English-Hindi
Corpus, which we refer to as HI2GU-EN.

10k
16.0

20k
16.3

40k
14.6

BPE | 5k
BLEU | 15.4

Table 3: The influence of number of BPE merge opera-
tions on HI-GU BLEU score measured using BLEU
scores on the development set

2.2.4 Finalisation of training data

The final training data for each model was the con-
catenation of this parallel data, the HI2GU-EN



GU: Ay Adldell-lycls Al 520 3t e~ RilE1s Hl oS [HAMd el .
HI:  39®! Graumgdd 1% 64 3R & fdfbeqd & Uy Fafia S |
HG: GHSsl Aldel-lyds A5 52 AR e~ RlER1s & W (HauMd o2l .

THEM CAREFULLY

Gloss:

CLEAN DO AND TEETH DOCTOR POSS TO REGULARLY GO .

‘Carefully clean them and go to the dentist regularly.’

Figure 2: Tllustration of Hindi-to-Gujarati transliteration (we refer to the result as HG), with exact matches indi-

cated in red and partial matches in blue.

translated data and the back-translated data for that
particular translation direction (See Table 4).

All synthetic data was cleaned by filtering out
noisy sentences with consecutively repeated char-
acters or tokens. As for the genuine parallel data,
we choose only to use the following corpora, which
contain an average sentence length of 10 tokens or
more: Emille, Govin, Wikipedia and the Bible (a
total of approximately 40k sentences). All data
was pre-processed using FastBPE® with 30k BPE
merge operations.

#sents
Training data source EN—-GU GU—EN

Genuine parallel data 42k 42k

HI2GU-EN parallel data 1.1M 1.1IM
Backtranslated monolingual 4.5M 7.1M
Total 5.6M 8.2M

Table 4: Summary of EN—GU and GU—EN training
data, once filtering has been applied to synthetic data.

2.3 Supervised MT training

We trained supervised RNN (Miceli Barone et al.,
2017) and transformer models (Vaswani et al.,
2017) using the augmented parallel data augmented
described in Section 2.2.4. For both model types,
we train until convergence and then fine-tuned them
on the 40k sentences of genuine parallel data, since
synthetic parallel data accounted for more than
99% of total training data in both translation direc-
tions. Results are shown in Table 5, our final model
results being shown in bold.

2.3.1 RNN

Our RNN submission was a BiDeep GRU
sequence-to-sequence model (Miceli Barone et al.,
2017) with multi-head attention. The implemen-
tation and configuration are the same as in our
submission to WMT 2018 (Haddow et al., 2018),
except that we use 1 attention hop with 4 attention

°github.com/glample/fastBPE.qgit

heads, with a linear projection to dimension 256
followed by layer normalisation. Other model hy-
perparameters are encoder and decoder stacking
depth: 2, encoder transition depth: 2, decoder base
level transition depth: 4, decoder second level tran-
sition depth: 2, embedding dimension: 512, hidden
state dimension: 1024. Training is performed with
Adam in synchronous SGD mode with initial learn-
ing rate: 3 x 1074, label smoothing 0.1, attention
dropout 0.1 and hidden state dropout 0.1. For the
final fine-tuning on parallel data we increase the
learning rate to 9 x 10~ and hidden state dropout
to 0.4 in order to reduce over-fitting.

2.3.2 Transformer

We trained transformer base models as defined
in (Vaswani et al., 2017), consisting of 6 en-
coder layers, 6 decoder layers, 8 heads, with
a model/embedding dimension of 512 and feed-
forward network dimension of 2048.

We used synchronous SGD, a learning rate of
3 x 10™* and a learning rate warm-up of 16,000.
We used a transformer dropout of 0.1.

Our final primary systems are ensembles of four
transformers, trained using different random seed
initialisations. We also experimented with adjust-
ing the weighting of the models,'® providing gains
for EN—GU but not for GU—EN, for which equal
weighting provided the best results. Our final
translations are produced using a beam of 12 for
EN—GU and 60 for GU—EN.

2.4 Experiments and results

We report results in Table 5 on the official devel-
opment set (1998 sentences) and on the official
test sets (998 sentences for EN—GU and 1016 sen-
tences for GU—EN). Our results indicate that both
the additional synthetic data as well as fine-tuning
provide a significant boost in BLEU.

The weights for EN—GU the were manually chosen
guided by the individual BLEU scores of the models.
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EN—GU GU—EN

System Dev Test Dev Test
Semi-sup. 126  11.8 221 155
RNN

+ synth. data 142 114 234 147

+ fine-tuning 152 11.7 243 15.7
Transformer

+ synth. data 150 143 238 18.6

+ fine-tuning 169 151 259 20.6

+ Ensemble-4 179 165 272 214

+ Weighted Ensemble  18.1 16.4 - -

Table 5: BLEU scores on the development and test sets
for EN—GU. Our final submissions are marked in bold.
Synthetic data is the HI2GU-EN corpus plus backtrans-
lated data for that translation direction and fine-tuning
is performed on 40k sentences of genuine parallel data.

3 Chinese < English

Chinese<»English is a high resource language pair
with 23.5M sentences of parallel data. The lan-
guage pair also benefits from a large amount of
monolingual data, although compared to English,
there is relatively little in-domain (i.e. news) data
for Chinese. Our aim for this year’s submission
was to test the use of character-based segmenta-
tion of Chinese compared to standard subword seg-
mentation, exploiting the properties of the Chinese
writing system.

3.1 Data and pre-processing

For ZH+EN we pre-processed the parallel data,
which consists of NewsCommentary v13, UN data
and CWMT, as follows. The Chinese side of the
original parallel data is inconsistently segmented
across different corpora so in order to get a consis-
tent segmentation, we desegmented all the Chinese
data and resegmented it using the Jieba tokeniser
with the default dictionary.!! We then removed
any sentences that did not contain Chinese charac-
ters on the Chinese side or contained only Chinese
characters on the English side. We also cleaned
up all sentences containing links, sentences longer
than 50 words, as well as sentences in which the
number of tokens on either side was > 1.3 times
the number of tokens on the other side, following
Haddow et al. (2018). After pre-processing, the
corpus size was 23.6M sentences. We applied BPE
with 32,000 merge operations to the English side
of the corpora and then removed any tokens appear-
ing fewer than 10 times (which were mostly noise),

"nttps://github.com/fxsjy/jieba
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ending up with a vocabulary size of 32,626. For the
Chinese side we attempted two different strategies:
A character-level BPE model and a word-level BPE
model.

Character-level Chinese A Chinese character-
level model is not the same as an English char-
acter level model, as it is relatively common for
Chinese characters to represent whole words by
themselves (in the PKU corpus used for the 2005
Chinese segmentation bakeoff (Emerson, 2005), a
Chinese word contains on average 1.6 characters).
As such, a Chinese character-level model is much
more similar to using a BPE model with very few
merge operations on English. We hypothesised
that using raw Chinese characters in tokenised text
makes sense as they form natural subword units.

We segmented all Chinese sentences into charac-
ters, but kept non-Chinese characters unsegmented
in order to allow for English words and numbers
to be kept together as individual units. We then
applied BPE with 1,000 merges, which splits the
English words in the corpora into mostly trigrams
and numbers as bigrams. From the resulting vocab-
ulary we dropped characters occurring fewer than
10 times, resulting in a vocabulary of size 8,535.

We found that this segmentation strategy was
successful for translating into Chinese, however
produces significantly worse results when translat-
ing from Chinese into English.

Word-level Chinese For word-level Chinese, we
took the traditional approach to Chinese pre-
processing, where we applied BPE on top of the
tokenised dataset. We used 33,000 merge opera-
tions and removed tokens occurring fewer than 10
times, resulting in a vocabulary size of 44,529.

3.2 Iterative backtranslation

We augmented our parallel data with the same
backtranslated ZH<«+EN as used in Sennrich et al.
(2017), which consists of 8.6M sentences for
EN—ZH from LDC and 9.7M sentences taken
from Newscrawl for ZH—EN. After training the
initial systems, we added more backtranslations
for both language pairs. For the Chinese side, we
used Newscrawl (2.1M sentences) as well as a re-
translation of a section of LDC, ending up with
9.5M sentences. For the English side we trans-
lated an additional section of Newscrawl, ending
up 38M sentences in total. Much to our disappoint-
ment, we found that the extra backtranslation is not
very effective at increasing the BLEU score, likely



because we did not perform any specific domain
adaptation for the news domain.

3.3 Architecture

We used the transformer architecture and three sep-
arate configurations.

Transformer-base This is the same architecture
as described in Section 2.3.2.

Transformer-big 6 encoder layers, 6 decoder
layers decoder, 16 heads, a model/embedding di-
mension of 1024, a feedforward network dimension
of 4096 and a dropout of 0.1. For character-level
Chinese, the number of layers was increased to 8
on the Chinese side. We found transformer-big to
be quite fiddly to train and requires significant hy-
perparameter exploration. Unfortunately we were
unable to find hyperparameters that work effec-
tively for the ZH-EN direction.

Transfomer-base with larger feed-forward net-
work We test Wang et al.’s (2018) recommenda-
tion to use the base transformer architecture and
increase the feed-forward network (FFNN) size to
4096 instead of using a transformer-big model.

Ultra-large mini-batches We follow Smith
et al.’s (2018) recommendation to dramatically in-
crease the mini-batch size towards the end of train-
ing in order to improve convergence.'?> Once our
model stopped improving on the development set,
we increased the mini-batch size 50-fold by delay-
ing the gradient update (Bogoycheyv et al., 2018) to
avoid running into memory issues. This increases
the average mini-batch size to 13,500 words.

3.4 Results

We identified the best single system for each lan-
guage direction (Tables 6 and 7) and ensembled
four models trained separately using different ran-
dom seeds. We also trained right-to-left models,
but they got lower scores on the development set
and also did not seem to help with ensembling. Our
final submission to the competition achieved 28.9
for ZH—EN and 34.4 for EN—ZH.

4 German — English

Following the success of Edunov et al. (2018) in
WMT18, we decided to focus on the use of large
amounts of monolingual data in the target language.

I2We thank Elena Voita for alerting us to this work.
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System BLEU

Word-level segmentation for ZH

Transformer-base 34.8

Character-level segmentation for ZH

Transformer-base 35.1
+ Larger FFNN 35.6
Transformer-big 35.7

+ Ultra-large mini-batches 36.1

Table 6: EN—ZH results on the development set.

System BLEU

Word-level segmentation for ZH

Transformer-base 24.1
+ Larger FENN 23.7

+ Ultra-large mini-batches 244

+ Ultra-large mini-batches 24.2
Transformer-big 11.3

Character-level segmentation for ZH

Transformer-base 20.4

Table 7: ZH—EN results on the development set.

In addition, we performed fine tuning on data se-
lected specifically for the test set prior to transla-
tion, similar to the method suggested by Farajian
et al. (2017), but with data selection for the entire
test set instead of individual sentences.

4.1 Approach

Our approach this year is summarised as follows.

1. Back-translate all available mono-lingual En-
glish NewsCrawl data (after filtering out very
long sentences). As can be seen in Table 8, the
amount of monolingual data vastly outweighs
the amount of parallel data available.

2. Train multiple systems with different blends
of genuine parallel, out-of-domain data and
back-translated in-domain data. We did
not use any data from CommonCrawl or
Paracrawl to train these base models.

3. For a given test set, select suitable training
data from the pool of all available training data
(including CommonCrawl and Paracrawl) for
fine-tuning, based on n-gram overlap with the
source side of the test set, focusing on rare
n-grams that occur fewer than 50 times in the
respective sub-corpus'? of training data.

BFor practical reasons, we sharded the training data based

on provenance. In addition, each year of the backtranslated
news data was treated as a separate sub-corpus.



Corpus Type # of sent. pairs  # of tokens' (DE) # of tokens (EN)
Europarl v9 parallel 1.82 M 48.66 M 51.15M
Rapid 2019 parallel 148 M 30.56 M 3095 M
News Commentary parallel 033 M 851 M 851 M
CommonCrawl!

as distributed parallel 240 M 56.87 M 60.83 M

filtered parallel 0.87M 19.54 M 20.23 M
ParaCrawl v3?2

as distributed parallel 31.36 M 596.66 M 630.50 M

filtered parallel 16.66 M 328.14 M 343.68 M
News Crawl 2007-2018  English® 199.74 M 4,764.26 M 4,805.45 M

! continuous sequences of letters, digits, or repetitions of the same symbol; otherwise, a single symbol.
2 used for fine-tuning but not for training the base models, filtered as described in Section 4.4.
3 German side obtained by back-translation with a model from our participation in WMT]18.

Table 8: Training data used for German—English translation.

4. Finally, we translate with an ensemble over
several check-points of the same training run
(best BLEU prior to fine-tuning, fine-tuned,
best mean cross-entropy per word if different
from best BLEU, etc.).

4.2 Data Preparation

4.2.1 Tokenisation Scheme

For tokenisation and sub-word segmentation, we
used SentencePiece!* (Kudo and Richardson,
2018) with the BPE segmentation scheme and a
joint vocabulary of 32,000 items.

4.3 Back-translation

We back-translated all of the available English
NewsCrawl data using one of the models from our
participation in the WMT18 shared task.

4.4 Data Filtering

The CommonCrawl and ParaCrawl datasets con-
sist of parallel data automatically extracted from
web pages from systematic internet crawls. These
datasets contain considerable amounts of noise and
poor quality data. We used dual conditional cross-
entropy filtering (Junczys-Dowmunt, 2018) to rank
the data in terms of estimated translation quality,
and only retained data that scored higher than a
threshold determined by cursory inspection of the
data by a competent bilingual at various threshold
levels. Table 8 shows the amounts of raw and fil-
tered data. For training, we limited the training
data to sentence pairs of at most 120 SentencePiece
tokens on either side (source or target).
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4.5 Model Training
4.5.1 Initial Training

To investigate the effect of the blend of genuine
parallel and back-translated news data on transla-
tion quality, we trained five transformer-big mod-
els (cf. Section 3.3) with different blends of back-
translated and genuine parallel data.

We used a dropout value of 0.1 between trans-
former layers and no dropout for attention and
transformer filters. We used the Adam optimiser
with a learning rate of 0.0002 and linear warm-
up for the first 8K updates, followed by inverted
squared decay.

Figure 3 shows the learning curves for these
five initial training runs as validated against the
WMT18 test set. Note that the BLEU scores are in-
flated, as they were computed on the sub-word units
rather than on de-tokenised output. The curves sug-
gest that adding large amounts of training data does
improve translation quality in direct comparison
between the different training runs. However, com-
pared to last year’s top system submissions, these
systems were still lagging behind.

4.5.2 Continued training with increased
batch size

Similar to our EN«+ZH experiments, we exper-
iment with drastically increasing the mini-batch
size by increasing optimiser delay (cf. Section 3.3).
Figure 4 shows the effect of increased mini-batch
sizes of ca. 9K, 13K, and 22K sentence pairs, re-
spectively. The plot shows drastic improvements
in the validation scores achieved.

Yhttps://github.com/google/
sentencepiece
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Figure 3: Learning curve for different blends of genuine parallel and synthetic back-translated data. Note that the
BLEU scores are inflated with respect to SACREBLEU as they are calculated on BPE-segmented data.
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Figure 4: Effect of increased batch size for training and of tuning on data selected for the test set. The red line
shows the learning curve for the original training settings (mini-batches of ca. 1,200 sentence pairs). The other
lines are the learning curves for models that were initialised with the model parameters of another model at some
point in its training process (specifically: at the point where the new learning curve branches off), and then trained
with increased batch sizes on the same data (blue and magenta lines), or on data specifically selected to contain
rare n-grams that also occur in the test / validation set.
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4.5.3 Fine-tuning on selected data

As alast step, we selected data specifically for the
test set and continued training on this data for one
epoch of this data. For the WMT18 test set, this
gives a significant boost over the starting point, as
the black line in Figure 4 shows.

4.6 Results and Analysis

Due to resource congestion, we were not able to
train our models to convergence in time for submis-
sion. The point where the black line in Figure 4
branches off shows the state of our models prior to
tuning for a specific test set.

For our submission to the shared task, we ensem-
bled four models:

e an untuned model trained on a blend of 75%
back-translated data and 25% genuine parallel
data

e checkpoint models after 500, 2000, and 3000
updates with batches of ca. 13K sentences on
data selected specifically for the WMT19 test
set. This data included data from Common-
Crawl and Paracrawl.

With a BLEU score of 36.7 (35.0 cased) — as
opposed to 44.3 (42.8 cased) for the top-performing
system — our results were disappointing. Apart
from a probably suboptimal choice of training hy-
perparameters, what else went wrong?

Post-submission analysis In order to understand
the effect of back-translations better, we evalu-
ated our systems on a split of test sets from past
years into “forward” (German is the original source
language) and “reverse” (the source side of the
test set are German translations of texts originally
written in English). The results are shown in Ta-
ble 9. As we can see, most of the gains from using
back-translations are concentrated in the “reverse’
section of the test sets. The same also holds for
Edunov et al.’s (2018) results on the WMT18 test
sets for en—de. Notice how it outperforms the
top-performing system (Microsoft Marian) on the
reverse translation direction but lags behind in the
forward translation.

We see two possible reasons for this phe-
nomenon. The first is that back-translations pro-
duce synthetic data that is closer to the reverse

’

'>We thank Barry Haddow for pointing this out to us and
for providing us with the split test sets and the split numbers
for the Microsoft and Facebook systems.
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scenario: translating back from the translation into
the source. The second reason is that the reverse
scenario offers a better domain match: newspapers
tend to report relatively more on events and issues
relating to their local audience. A newspaper in
Munich will report on matters relating to Munich;
the Los Angeles time will focus on matters of in-
terest to people living in Southern California.

This became evident when we investigated some
strange translation errors that we observed in our
submission to the shared task. For example, our sys-
tem often translates “Miinchnerin” (woman from
Munich) as ‘miner’, ‘minder’, or ‘mint’ and “Schre-
bergarten” (allotment garden) as ‘shrine’ (Ger-
man: Schrein). When we checked our back-
translated training data for evidence, we noticed
that these are systematic translation errors in our
back-translations. While the word “Miinchnerin” is
frequent in our German data, women from Munich
are rarely mentioned as such in English newspa-
pers. With BPE breaking up rare words into smaller
units, the system learned to translate “min” (possi-
bly from “min|t” (as in the production facility for
coins), which is “Miin|ze” or “Miin|zprigeanstalt”
in German) into “Miin”. Once “Miin” was chosen
in the decoder of the MT system, the German lan-
guage model favored the sequence Miin|ch|nerin
over Miin|ze or the even rarer Miinzprdgeanstalt.

These findings suggest that back-translated data
as well needs curation for domain match and sys-
tematic translation errors.

Since this year’s test sets consist only of the
(more realistic) “forward” scenario, we were not
able to replicate the gains we observed for previous
test sets when adding more back-translated data.

5 English — Czech

English-Czech is a high-resource language pair in
the WMT News Translation shared task. For our
submission to the EN—CS track, we investigated
the effects of simplifying the data pre-processing
and training data filtering, and experimented with
larger architectures of the Transformer model.

5.1 Data and pre-processing

For English—Czech experiments we use all paral-
lel corpora available to build a constrained system
except CommonCrawl, which is noisy and rela-
tively small compared to the CzEng 1.7 corpus!®

Yhttps://ufal.mff.cuni.cz/czeng/
czengl?



WMTI15 WMT16 WMT17 WMT18
System batch! fwd rev fwd rev fwd rev fwd rev
10% back-translated, 90% parallel 12K 204 349 277 444 251 37.8 285 46.7
25% back-translated, 75% parallel 12K 200 377 275 475 249 398 275 494
50% back-translated, 50% parallel 12K 202 383 282 488 259 408 283 513
75% back-translated, 25% parallel 12K 209 39.0 294 497 266 41.7 29.6 524
90% back-translated, 10% parallel 12K 212 386 290 496 268 415 29.7 528
75% back-translated, 25% parallel 1.2K 209 39.0 294 497 26.6 41.7 296 524
75% back-translated, 25% parallel 9K 232 412 318 51.8 287 442 326 563
75% back-translated, 25% parallel 13K 232 409 31.8 513 286 441 324 562
75% back-translated, 25% parallel 22K 232 412 31.8 513 287 442 324 562
75/25, with tuning for WMT18 22K 236 413 325 516 289 440 332 56.7
Microsoft Marian 2018 (en—de) 52.5 41.6
Edunov et al. (2018) (en—de) 45.8 46.1

! batch size in sentence pairs

Table 9: Contrastive evaluation (BLEU scores) of performance on genuine German — English (fwd) translation
vs. English source restoration from text originally translated from English into German (rev).

(Bojar et al., 2016). We clean the data following
Popel (2018) by removing sentence pairs that do
not contain at least one Czech diacritic letter. Dupli-
cated sentences, sentences with <3 or >200 tokens,
and sentences with the ratio of alphabetic to non-
alphabetic characters <0.5 are also removed. The
final parallel training data contains 44.93M sen-
tences. For back-translation we use approximately
80M English and Czech monolingual sentences
from NewsCrawl (Bojar et al., 2018), which we
cleaned in a similar manner.

Preprocessing Dev 2017 2018
Tc+Tok+BPE 268 23.0 222
Tc+Tok+ ULM 26.7 229 223
ULM (raw text) 267 229 229
+ Resampling 267 222 218

Table 10: Comparison of different pre-processing
pipelines for EN—CS according to BLEU. Tc¢ stands
for truecasing, Tok for tokenisation.

We aimed to explore whether, in a high-resource
setting, the common pre- and post-processing
pipelines that usually include truecasing, tokeni-
sation and subword segmentation using byte pair
encoding (BPE) (Sennrich et al., 2016b) can be
simplified with no loss to performance. We replace
BPE with the segmentation algorithm based on a
Unigram Language Model (ULM) from Sentence-
Piece, which is built into Marian. In both cases
we learn 32k subword units jointly on 10M sam-
pled English and Czech sentences. We gradually
remove the elements of the pipeline and find no
significant difference between the two segmenta-
tion algorithms (Table 10). We do observe a per-

formance drop when subword resampling is used,
but this has been shown to be more effective par-
ticularly for Asian languages (Kudo, 2018). For
the following English-Czech experiments, we use
ULM segmentation on raw text.

5.2 Experiment settings

We use the transformer-base and transformer-big
architectures described in Section 3.3. Models are
regularised with dropout between transformer lay-
ers of 0.2 and in attention of 0.1 and feed-forward
layers of 0.1, label smoothing and exponential
smoothing: 0.1 and 0.0001 respectively. We op-
timise with Adam with a learning rate of 0.0003
and linear warm-up for first 16k updates, followed
by inverted squared decay. For Transformer Big
models we decrease the learning rate to 0.0002.
We use mini-batches dynamically fitted into 48GB
of GPU memory on 4 GPUs and delay gradient
updates to every second iteration, which results in
mini-batches of 1-1.2k sentences. We use early
stopping with a patience of 5 based on the word-
level cross-entropy on the newsdev2016 data set.
Each model is validated every 5k updates, and we
use the best model checkpoint according to uncased
BLEU score.

Decoding is performed with beam search with a
beam size of 6 with length normalisation. Addition-
ally, we reconstruct Czech quotation marks using
regular expressions as the only post-processing step
(Popel, 2018).

5.3 Experiments and Results

Results of our models are shown in Table 11.
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Lang. System Dev 2017 2018
EN-CS Transformer-base 267 229 229
+ Data filtering 271 234 226
Transformer-base 326 28.8 303
CS-EN + Back-translation ~ 37.3 319 324
Base + Back-transl. 28.4  25.1 25.1
EN-CS  — Transformer-big 29.6 263  26.2
+ Ensemble x2 29.6  26.5 26.3

Table 11: BLEU score results for EN-CS experiments.

We first trained single transformer-base models
for each language direction to serve as our base-
lines. We then re-score the EN—CS training data
using the CS—EN model and filter out the 5% of
data with the worst cross-entropy scores, which is
a one-directional version of the dual conditional
cross-entropy filtering, which we also used for our
EN—DE experiments. This improves the BLEU
scores on the development set and newstest2017.
Next, we back-translate English monolingual data
and train a CS—EN model, which in turn is used
to generate back-translations for our final systems.
The addition of back-translated data improves the
Transformer Base model by 1.7-2.5 BLEU, which
is less than the improvement from iterative back-
translations reported by (Popel, 2018). A Trans-
former Big model trained on the same data is ca.
1.1 BLEU better.

Due to time and resource constraints we train and
submit a EN—CS system (this was the only lan-
guage direction for English-Czech this year) con-
sisting of just two transformer-big models trained
with back-translated data. Our system achieves
28.3 BLEU on newstest2019, 2.1 BLEU less then
the top system, which ranks it in third position.

6 Summary

This paper reports the experiments run in develop-
ing the six systems submitted by the University Ed-
inburgh to the 2019 WMT news translation shared
task. Our main contributions have been in different
exploitation of additional non-parallel resources,
in investigating different pre-processing strategies
and in the testing of a variety of NMT training
techniques. We have shown the value of using addi-
tional monolingual resources through pre-training
and semi-supervised MT for our low-resource lan-
guage pair EN-GU. For the higher resource lan-
guage pairs, we also exploit monolingual resources
in the form of backtranslation. For GU—EN in
particular we study the effect on translation quality
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of varying the ratio between between genuine and
synthetic parallel training data. For EN—ZH, we
showed that character-based decoding into Chinese
produces better results than the standard subword
segmentation approach. In EN—CS, we also stud-
ied the effects of pre-processing, by showing that
in such a high resource setting, a simplified pre-
processing pipeline can be highly successful.

Our low resource language pairs, EN—GU and
GU—EN systems were ranked 1st and 2nd respec-
tively out of the constrained systems according to
the automatic evaluation. For the high resource
pairs, our EN—CS system ranked 3rd, EN—ZH
and ZH—EN ranked 7th and 6th respectively and
DE—EN ranked 9th.
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Abstract

This paper describes the Global Tone Commu-
nication Co., Ltd.’s submission of the WMT19
shared news translation task. We participate in
six directions: English to (Gujarati, Lithuanian
and Finnish) and (Gujarati, Lithuanian and
Finnish) to English. Further, we get the best
BLEU scores in the directions of English to
Gujarati and Lithuanian to English (28.2 and
36.3 respectively) among all the participants.
The submitted systems mainly focus on back-
translation, knowledge distillation and rerank-
ing to build a competitive model for this task.
Also, we apply language model to filter mono-
lingual data, back-translated data and parallel
data. The techniques we apply for data filter-
ing include filtering by rules, language models.
Besides, We conduct several experiments to
validate different knowledge distillation tech-
niques and right-to-left (R2L) reranking.

1 Introduction

We participated in the WMT shared news trans-
lation task and focus on the bidirections: English
and Gujarati, English and Lithuanian, as well as
English and Finnish. Our neural machine transla-
tion system is developed as transformer (Vaswani
et al., 2017a) architecture and the toolkit we used
is Marian (Junczys-Dowmunt et al., 2018). Since
BLEU (Papineni et al., 2002) is the main ranking
index for all submitted systems, we apply BLEU
as the evaluation matrix for our translation system.
In addition to data filtering, which is basically the
same as the techniques we applied in WMT 2018
last year, we verify different knowledge distilla-
tion and reranking techniques to improve the per-
formance of all our systems.

For data preprocessing, the basic methods in-
clude punctuation normalization, tokenization,
truecase and byte pair encoding(BPE) (Sennrich
et al., 2015b). Besides, human rules and language

{beichao, zonghao, yuanconghu, liugingming, fanbaoyong}@gtcom.com.cn

model are also involved to clean English parallel
data, monolingual data and synthetic data. Re-
gard to the techniques on model training, back-
translation (Sennrich et al., 2015a), knowledge
distillation and R2L reranking (Sennrich et al.,
2016) are applied to verify whether these tech-
niques could improve the performance of our sys-
tems.

In order to explore the application of knowledge
distillation technology in the field of neural ma-
chine translation, we conduct a number of exper-
iments for sequence-level knowledge distillation
and sequence-level interpolation (Kim and Rush,
2016). Another, R2L reranking didn’t get the bet-
ter performance in last year experiment. In order
to improve the performance of R2L reranking, we
increase the beam size step by step, and explore
the effect of any combination for R2L. models with
every step.

This paper is arranged as follows. We firstly
describe the task and provided data information,
then introduce the method of data filtering, mainly
in the application of language model. After that,
we describe the techniques on transformer archi-
tecture and show the conducted experiments in de-
tail of all directions, including data preprocessing,
model architecture, back-translation and knowl-
edge distillation. At last, we analyze the results
of experiments and draw the conclusion.

2 Task Description

The task focuses on bilingual text translation in
news domain and the provided data is show in
Table 1, including parallel data and monolin-
gual data. For the direction between English
and Lithuanian, the parallel data is mainly from
Europarl v9, ParaCrawl v3, Wiki Titles vl and
Rapid corpus of EU press releases (Rozis and
Skadin§, 2017). For the direction between English

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 116-121
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics



direction number of sentence
en-lt parallel data 4.21M
en-gu parallel data 155K
en-fi parallel data 9.17M
en monolingual data 18M
It monolingual data 3.09M
gu monolingual data 4.35M
fi monolingual data 18M
en-gu unconstrained data 4.63M

direction number of cleaned data
en-lIt parallel data 4.08M
en-gu parallel data 77K
en-fi parallel data oM
en monolingual data 17.6M
It monolingual data 2.92M
gu monolingual data 4.28M
fi monolingual data 15M
en-gu unconstrained data 4.55M

Table 1: Task Description.

and Gujarati the parallel data is from Wiki Titles
v1, Bible Corpus, OPUS (Tiedemann, 2012) and
govin crawled corpus, as well as our own parallel
data. Thus, this direction is unconstrained. The
Corpus, from Europarl v9, ParaCrawl v3, Wiki
Titles v1 and Rapid corpus of EU press releases,
are used to the directions between English and
Finnish. Another, monolingual data we used are
News crawl, Europarl and Europarl v9. All direc-
tions we participated are new for this year, we use
newsdev2019 as our development set.

3 Data Filtering

The methods of data filtering by human rules are
mainly the same as we did in English to Chi-
nese(Bei et al., 2018) last year, but language mod-
els are used to clean all data, including monolin-
gual data, parallel data and synthetic data. We use
Marian to train the transformer language model for
each language (i.e. English, Gujarati, Lithuanian
and Finnish). We introduce this section in two
condition:

e For monolingual data and synthetic data
(i.e. back-translate data from target side and
knowledge distillation from source side), Ev-
ery sentence are scored by language model,
and the score for sentence is calculated as fol-
lows:

Scorep,

\Y% Lsentence

Here Score;,, is score of language model for
sentence, and Lgeptence 1S length of sentence
in token level.

Scoresentence =

e For parallel data, considering scores of two
sides, we combine the two side score of par-
allel data with liner:

Scorecompine = AxScoregc+(1—=N)Scoreg
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Table 2: Number of cleaned data.

Here, A is 0.5. According the sorted score for each
sentence or sentence pair, we clean the sentences
that is obviously not influence. Table 2 shows the
number of cleaned data.

4 Back-translation

It has been proved that back translation (Sennrich
et al., 2015a) is an effective way to improve the
translation quality, especially in low-resource con-
dition. Same as we did in last year, we firstly train
models from target to source, then we use these
model to translate the provided monolingual data
in target side onto source side. Besides, the tar-
get parallel data is also translated to source side. It
should be noticed that the ratio of parallel data and
synthetic data is 1:1.

Joint-training (Zhang et al., 2018) is another
method which has been proved that it can im-
prove the performance of back-translation. In an-
other perspective, back-translation is the first step
of joint-training. When getting the best model
from back-translation, we consecutively translate
the monolingual data from the target side of par-
allel data and mix parallel data and synthetic data
with the ratio of 1:1. Then the new training set
is used to train a new model until there is no im-
provement. We only repeated this procedure twice
due to the time limitation.

5 Knowledge Distillation

5.1 Sequence-level Knowledge Distillation

Sequence-level Knowledge distillation describes
the method of training a smaller student network
to perform better by learning from a teacher net-
work. Knowledge distillation suggests training by
matching the student’s predictions to the teacher’s




predictions. We consider two different kinds of
methods to improve the performance for NMT:

e Ensemble Teacher As according (Freitag
et al., 2017), we translate the source side sen-
tences of parallel data with ensemble mod-
els and get the synthetic target side sentences.
The synthetic data is applied to training.

R2L Teacher Inspired by (Wang et al., 2018)
(Hassan et al., 2018), we translate the source
side sentences of parallel data to target side
with R2L. model to improve L2R model.

To avoid bad translation, we filter the synthetic
data with BLEU score lower than 30.

5.2 Sequence-level Interpolation

After sequence-level Knowledge distillation, the
trained models are fine-tuned with n-best knowl-
edge distillation data. The n-best knowledge dis-
tillation data is from the n-best translation from
sequence-level knowledge distillation with differ-
ent kinds of teachers. For every translation with
the same source side sentence in an n-best trans-
lation, we extract the highest BLEU score and get
the n-best knowledge distillation data.

6 R2L Reranking

Last year we didn’t get better result with applying
R2L reranking technique from English to Chinese.
And we found out that the reason is we didn’t in-
crease the beam size step by step and didn’t use
all combination of R2L models. Therefore, to in-
crease search space and get better translation, we
applied the above procedure this time.

7 Experiment

This section describes the all experiments we con-
ducted and illustrates how we get the evaluation
result step by step.

7.1 Model Architecture

We use transformer big model to train our model
with Marian according (Vaswani et al., 2017b).
The model configuration and the training param-
eters are show in Table 3 and Table 4 respectively.

7.2 Date preprocessing

Both of parallel data and monolingual data
are fully filtered.  After that, we normalize
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configuration value
architecture transformer
word embedding 1024
Encoder depth 6
Decoder depth 6
transformer heads 16
size of FFN 4096
transformer dropout attention 0.1
transformer dropout FFN 0.1

Table 3: The main model configuration.

parameters value
maximum sentence length 100
learning rate 0.0003
label-smoothing 0.1
optimizer Adam
learning rate warmup 16000
clip gradient 5

Table 4: The main training parameters.

the punctuation of all sentences by normalize-
punctuation.perl in Moses toolkit (Koehn et al.,
2007). We apply tokenizer and truecaser in Moses
toolkit for English, Lithuanian and Finnish sen-
tences and use polyglot ! to tokenize Gujarati sen-
tences. Finally, BPE is applied on tokenized En-
glish, Lithuanian, Finnish and Gujarati sentences
respectively. Here, the BPE merge operation is set
to 30000, and the vocabulary size is 30500.

7.3 Training Step

Here we introduce the training step in detail.

e Baseline model We use transformer big
model to train our baseline model with only
parallel data cleaned by human rules and
language model. Besides, R2L models are
trained with the same data with 4 different
seeds.

Back-translation When getting the baseline
model, we decode monolingual data in tar-
get side to source side with ensemble mod-
els trained from source side to target side.
For example, if we want to train an English
to Gujarati model with synthetic data, using
Gujarati-to-English baseline model to trans-
late Gujarati sentences to English. Then, the
translated English sentences are filtered by

"https://github.com/aboSamoor/polyglot



language model. The synthetic data and par-
allel data, which are mixed with ratio of 1:1,
are applied to train back-translation model.

Joint Training When getting the back-
translation model, repeat back-translation
step until there is no improvement. We re-
peated this step twice.

Sequence-level Knowledge Distillation Dif-
ferent from back-translation, we use different
teachers of source-to-target model to trans-
late the source sentence of parallel data to
target side. For example, we use English-to-
Gujarati model to translate English sentences
to Gujarati. Compared with golden reference,
each translation with the BLEU score lower
than 30 will be removed. Considering the
low-resource condition, we mix parallel data,
synthetic data and knowledge distillation data
with ratio of 1:1:1 to train the new model.

Sequence-level Interpolation After
sequence-level  knowledge  distillation,
the best models are fine-tuned with the n-best
knowledge distillation data.

Ensemble Decoding To get the best perfor-
mance over all models efficiently, we use
GMSE Algorithm (Deng et al., 2018) to se-
lect models.

R2L Reranking To enlarge search space,
we increase the beam size step by step and
rescore it with all combination of R2L. mod-
els for each step. Here, the step size is 10 and
maximum beam size is 200.

8 Result and analysis

Table 5, Table 6, Table 7, Table 8, Table 9 and Ta-
ble 10 show the BLEU score we evaluated on de-
velopment set for English to Lithuanian, Lithua-
nian to English, English to Gujarati, Gujarati to
English, English to Finnish and Finnish to English
respectively.

For back-translation, we observe that it is the
most effective method with an improvement from
1.54 to 4.87 BLEU score, especially in low-
resource condition. And joint training can im-
prove the BLEU score slightly from 0.12 to 0.29.
For knowledge distillation, sequence-level knowl-
edge distillation gets an improvement of BLEU
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model BLEU score
baseline 22.56
back-translation 27.43
joint training 27.72
sequence-level KD 27. 83
sequence-level interpolation 27.97
ensemble decoding 28.22
R2L reranking 28.37

Table 5: The case-insensitive BLEU score of English
to Lithuanian.

score ranging from 0.09 to 1.03, and sequence-
level interpolation has 0.12 to 0.21 BLEU score
improvement. When ensemble decoding, GMSE
algorithm gets the improvement ranging from 0.22
to 0.55. After increasing search space and combin-
ing the R2L. models, reranking can still improve
the result by 0.1 to 0.17 BLEU score.

9 Summary

This paper describes GTCOM’s neural machine
translation systems for the WMT19 shared news
translation task. For all translation directions, we
build systems mainly from data aspect, including
acquiring more quantities and higher quality data.
Besides, decoding strategies such as GSME algo-
rithm and R2L reranking give us more robust and
high quality translation. Finally, the directions of
English to Gujarati (unconstrained) and Lithua-
nian to English get the best case-sensitive BLEU
score of all systems.
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Abstract

We build parfda Moses statistical machine
translation (SMT) models for most language
pairs in the news translation task. We experi-
ment with a hybrid approach using neural lan-
guage models integrated into Moses. We ob-
tain the constrained data statistics on the ma-
chine translation task, the coverage of the test
sets, and the upper bounds on the translation
results. We also contribute a new testsuite for
the German-English language pair and a new
automated key phrase extraction technique for
the evaluation of the testsuite translations.

1 Introduction

Parallel feature weight decay algorithms
(parfda) (Bicici, 2018) is an instance se-
lection tool we use to select training and language
model instances to build Moses (Koehn et al.,
2007) phrase-based machine translation (MT)
systems to translate the test sets in the news
translation task at WMT19 (Bojar et al., 2019).
The importance of parfda increase with the
increasing size of the parallel and monolingual
data available for building SMT systems. In
the light of last year’s evidence that shows that
parfda phrase-based SMT can obtain the 2nd
best results on a testsuite in the English-Turkish
language pair (Bigici, 2018) when generating the
translations of key phrases that are important for
conveying the meaning, we obtain phrase-based
Moses results and its extension with a neural
LM in addition to the n-gram based LM that we
use. We experiment with neural probabilistic LM
(NPLM) (Vaswani et al., 2013). We record the
statistics of the data and the resources used.
Our contributions are:

* a test suite for machine translation that is out
of the domain of news task to take the chance
of taking a closer look at the current status of

Parallel Train ]

LM Data

e <_ParFDA _
l Language Model P h /
S _ L

Moses SMT

Test i — 71,
Source Translation/ /Language | /

/ Model // Model |/

- A - /
{\\ \/VL<
>Decoding

— | Translations

Figure 1: parfda Moses SMT workflow.

SMT technology used by the task participants
when translating 38 sentences about interna-
tional relations concerning cultural artifacts,

* parfda Moses phrase-based MT results and
data statistics for the following translation di-
rections:

— English-Czech (en-cs)
— English-Finnish (en-fi), Finnish-English
(fi-en),

— English-German (en-de), German-
English (de-en),
— English-Kazakh  (en-kk), Kazakh-

English (kk-en),
— English-Lithuanian (en-It), Lithuanian-
English (It-en),
— English-Russian
English (ru-en),

(en-ru),  Russian-

* upperbounds on the translation performance
using lowercased coverage to identify which
models used data in addition to the parallel
corpus.

The sections that follow discuss the instance se-
lection model (Section 2), the machine translation
model (Section 3), the testsuite used for evaluating
MT in en-de and de-en, and the results.

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 122—128
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics



ST Training Data LM Data

Data #word S M) #word T (M) #sent (K) tcov #word M) tcov
en-cs C 587.2 659.8 44436 0.758 1439.6  0.835
en-cs parfda 111.4 98.4 2474 0.693 3713 0.779
en-de C 832.6 879.0 39959  0.792 4252.0 0.864
en-de parfda 139.0 130.7 2467  0.736 450.8 0.795
de-en C 879.0 832.6 39959  0.865 12382.8 0.92
de-en parfda 132.6 141.3 2441  0.827 487.8 0.871
en-fi C 96.2 125.3 5657 0.528 15989 0.746
en-fi parfda 73.9 56.1 2168 0.512 419.1 0.676
fi-en C 130.1 100.4 6254 0.783 12382.8  0.926
fi-en parfda 51.1 66.4 2021 0.771 416.8 0.869
en-kk C 1.6 1.9 204 0.262 173.5 0.576
en-kk parfda 1.9 1.5 202 0.242 175.0 0.576
kk-en C 1.9 1.6 204 0.591 12382.8  0.907
kk-en parfda 1.5 1.9 202 0.584 337.7 0.835
en-It C 38.2 45.0 2191  0.532 15234  0.539
en-It parfda 45.0 38.2 2191  0.532 310.7 0.539
It-en C 45.0 38.2 2191  0.794 12382.8 0.933
It-en parfda 34.1 40.5 1877 0.754 383.5 0.89
en-ru C 212.0 181.9 9296  0.738 11459.4  0.888
en-ru parfda 92.3 80.0 2260 0.713 469.0 0.803
ru-en C 181.7 211.8 9287 0.857 12382.8  0.937
ru-en parfda 78.2 90.5 2212 0.839 437.0 0.894

Table 1: Statistics for the training and LM corpora in the constrained (C) setting compared with the parfda
selected data. #words is in millions (M) and #sents in thousands (K). tcov is target 2-gram coverage.

scov tcov
1 2 3 4 5 1 2 3 4 5
en-cs | 0.9762 0.8399 0.5686 0.2809 0.1085 | 0.9792 0.7557 0.3985 0.1646 0.0618
en-de | 0.9673 0.8683 0.6288 0.3301 0.1296 | 0.96 0.7916 0.5102 0.2438 0.0898
en-fi 0.9535 0.779 0.4829 0.2122 0.0745 | 0.9009 0.5283 0.2337 0.0849 0.0229
en-kk | 0.8399 04643 0.1623 0.0363 0.0075 | 0.7404 0.262 0.0648 0.0104 0.0017
en-lt 0.9519 0.7214 0.3896 0.1374 0.0355 | 0.909 0.5324 0.2125 0.0663 0.0156
en-ru | 0.9743 0.8251 0.5362 0.2434 0.0813 | 0.9606 0.7384 0.4102 0.1794 0.0673

Table 2: Constrained training data lowercased source feature coverage (scov) and target feature coverage (tcov) of

the test set for n-grams.

2 Instance Selection with parfda

parfda parallelize feature decay algorithms
(FDA) (Bicici and Yuret, 2015), a class of instance
selection algorithms that decay feature weights,
for fast deployment of accurate SMT systems.
Figure 1 depicts parfda Moses SMT workflow.
We use the test set source sentences to select
the training data and the target side of the selected
training data to select the LM data. We decay the
weights for both the source features of the test set
and the target features that we already select to in-
crease the diversity. We select about 2.2 million
instances for training data and about 12 million
sentences for each LM data not including the se-
lected training set, which is added later. Table 1
shows size differences with the constrained dataset
(C).! We use 3-grams to select training data and 2-
grams for LM data and split the hyphenated words

Available at
parfdaWMT2019

https://github.com/bicici/
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using the “—a” option of the tokenizer used in
Moses (Sennrich et al., 2017). tcov lists the tar-
get coverage in terms of the 2-grams of the test
set. The maximum sentence length is set to 126.
Table 2 lists the lowercased coverage of the test set
by the constrained training data of WMT19.

3 Machine Translation with Moses,
kenlm and nplm, and PRO

We train 6-gram LM using ken1m (Heafield et al.,
2013). For word alignment, we use mgiza (Gao
and Vogel, 2008) where GIZA++ (Och and Ney,
2003) parameters set max-fertility to 10, the num-
ber of iterations to 7,5,5,5,7 for IBM models
1,2,3,4, and the HMM model, and learn 50 word
classes in three iterations with the mkcls tool dur-
ing training. We use “~mbr” option when de-
coding the test set.> The development set con-

As
ing

practiced
task

in the parallel corpus filter-
http://www.statmt.org/wmt19/



BLEU de-en fi-en kk-en It-en en-cs en-de en-fi  en-kk en-It
kenlm 0.309 0.202 0.105 0.225 0.152 0.235 0.127 0.029

nplm 0.292 0.18 0.215 0.142 0.119 0.029 0.073
bilingual nplm 0.102 0.03

kenlm + nplm 0.307 0.226 0.156 0.238 0.03 0.078
kenlm with hyphen splitting | 0.3074 0.2024 0.0999 0.2245 0.1522 0.2395 0.1294 0.03 0.0828

Table 3: parfda BLEU cased results with different LM on text that is not hyphen splitted compared with after

hyphen splitting.
BLEU de-en fi-en kk-en It-en ru-en ‘en-cs en-de en-fi  en-kk en-lIt en-ru
parfda 0.3074 0.2024 0.0999 0.2245 0.3179 | 0.1522 0.2395 0.1294 0.03 0.0828 0.1846
topC 0.428 033 0305 0.365 0.401 0.299 0.449 0.274 0.111 0.191 0.363
-parfda
avg diff 0.1405

Table 4: parfda results compared with the top results in WMT19 and their difference.

tains up to 5000 sentences randomly sampled from
previous years’ development sets (2013-2018) and
remaining come from the development set for
WMTI19. We obtain robust optimization results
using monotonically increasing n-best list size in
the beginning of tuning with pairwise ranking op-
timization (PRO) (Hopkins and May, 2011; Bigici,
2018). This allows us to find parameters whose
tuning score reach 1% close to the best tuning pa-
rameter set score in only 4 iterations but we still
run tuning for 21 iterations. Truecasing updates
the casing of words according to the most com-
mon form. We truecase the text before building
the SMT model as well as after decoding and then
detruecase before preparing the translation, which
provided better results than simply detruecasing
after decoding (Bigici, 2018).

We trained nplm LM in 10 epochs. We also ex-
perimented with bilingual nplm, which uses nplm
in a bilingual setting to use both the source and
the target context and builds a LM on the training
set (Devlin et al., 2014). Both np1m and bilingual
nplm can be used with Moses as a feature within
its configuration file.* On average, results in Ta-
ble 3 shows that using only nplm decrease the
scores and improvements are obtained when both
nplm and kenlm are used. However, the gain
from splitting hyphenated words is more and it is
a less computationally demanding option. kenlm
takes about 20 minutes whereas building a single
nplm model took us 11.5 to 14.25 days or 1000
times longer and it takes about 56 GB space on
the disk.

parallel-corpus-filtering.html

‘nttp://www.statmt.org/moses/?n=
FactoredTraining.BuildingLanguageModel#
ntoc32
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parfda results at WMT19 are in Table 4 us-
ing BLEU over tokenized text where we compare
with the top constrained submissions (topC). All
top models use NMT in 2019 and most use back-
translations, which means that their tcov is upper
bounded by LM tcov. topC is 14.05 BLEU points
on average better than parfda in 2019 and the
difference was 12.88 in 2018.

4 Translation Upper Bounds with tcov

We obtain upper bounds on the translation perfor-
mance based on the target coverage (tcov) of n-
grams of the test set found in the selected parfda
training data using lowercased text. For a given
sentence 7", the number of OOV tokens are iden-
tified:

OO0V, = round((1—tcov)*|T'|) (1)

where |T”| is the number of tokens in the sen-
tence. We obtain each bound using 500 such in-
stances and repeat for 10 times. tcov BLEU bound
is optimistic since it does not consider reorder-
ings in the translation or differences in sentence
length. Each plot in Figure 2 locates tcov BLEU
bound obtained from each n-gram and from n-
gram tcovs combined up to and including n and
B locates the parfda result and % locates the
top constrained result. Based on the distance be-
tween the top BLEU result and the bound, we can
obtain a sorting of the difficulty of the translation
directions in Table 5.

5 German-English Testsuite

We prepared a MT test suite that is out of the
domain of news translation task to take a closer

*We use the results from matrix.statmt.org.
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BLEU distance translation direction bits % info.
0.0041 en-de 5 order  log, 25! 83.7  16.8%
0.0092 en-kk S _choice log, 10'25 4152 83.2%
0.0277 en-ru total log, 25! x 10 498.9  100.0%
0.0296 en-fi
0.0372 de-en ©  order log, 10! 21.8 8.6%
0.0407 kk-en E choice log, 107 2325  91.4%
0.0594 It-en S Ttotal  log, 10! x 1077 254.3  100.0%
0.0722 en-It
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0.0943 e &  choice log, 102 664.4  75.6%
0.1365 en-cs 2 Bz 200 ' =
: total log, 50! x 10 878.6 100.0%
Table 5: Difficulty of translation directions based on 5 order  log, 12§é 695.2 80.7%
the distance of the top result to the upper bound. 5 _choice log, 10 166.1  19.3%
total _ log, 125! x 10°° 861.3  100.0%

look at the current status of SMT technology used
by the task participants to translate 38 sentences
about international relations concerning cultural
artifacts in German and English. The sentences
and their translations are available at https:
//github.com/bicici/SMTData sourced
from the press releases of the Prussian Cultural
Heritage Foundation.> The scores of participants
are in Table 10 in terms of BLEU (Papineni et al.,
2002) and F} (Bigici, 2011) scores. However, such
automatic evaluation metrics treat the features or
n-grams equivalently or group them based on their
length, without knowledge about their frequency
in use or significance in conveying the meaning.
Word order in a sentence does not contain the
majority of information (Landauer, 2002) for vo-
cabulary size |V| > n where n is the average
sentence length. For n = 25 words with |V| =
10° with equivalent representation using n = 10
phrases with |[V| = 107 or using n = 50 BPE
tokens with |V| = 10% or using n = 125 chars

‘http://www.preussischer-kulturbesitz.
de
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Table 6: Information contribution from granular parts
of a sentence.

with |[V| = 10? have differring contribution to
the information of the sentence in bits from to-
ken order or choice (Table 6). If we use keyword
subsequences for I based evaluation, we would
cover about 91% of the information in a sentence
whereas if we include punctuation characters, they
will contribute at most 19.3%.

Key phrase identification is important since
when scores are averaged, important phrases that

are missing only decrease the score by W
P

for BLEU calculation for a phrase of length |p|
over N, phrases with length |p|. We extend our
evaluation of the testsuite translations using key-
words (Bigici, 2018).

We automate key phrase identification within a
reference set of NV sentences by selecting among
Nx candidate n-grams that:

* are representative and few



. T
min X' (aX, - X - +1

( P l _ﬂXc Nx ) .

s.t. Xg(X-L)>0.5Ly min. coverage
0<X<1
a=1,=2

Variables:
X € RVx phrase selection vector
X, € RNVx phrase probability vector
X, € RVx phrase count vector
L € RVx phrase length vector
Ly € RN sentence length vector
X, € RV*Nx  phrase distribution matrix

Table 7: Optimization constraints.
system F #match  # in reference
online-B 0.869 63 82
Facebook FAIR  0.8531 61 82
NEU 0.8286 58 82
MLLP-UPV 0.8286 58 82
online-Y 0.8286 58 82
MSRA 0.8201 57 82
RWTH_Aachen 0.8201 57 82
UCAM 0.8201 57 82
online-A 0.8029 55 82
online-G 0.7941 54 82
parfda 0.7761 52 82
PROMT_NMT 0.7761 52 82
TartuNLP-c 0.7761 52 82
uedin 0.7761 52 82
dfki-nmt 0.7481 49 82
JHU 0.6557 40 82
online-X 0.4381 23 82

Table 8: de-en testsuite F; scores with key phrases.

* cover significant portion of the text
* are frequent (X, for counts of phrases)

* are less likely to be found (X, for the proba-
bility of phrases)

and formulate the task as a linear program in Ta-
ble 7. We use up to 6-grams and set minimum cov-
erage of each sentence to 0.5. We removed some
stop words from the phrases: of’, the’, "and’, "of
the’, ’a’, ’an’ and replaced those parts with °.*?’
and obtained regular expressions. The key phrases
we obtain are listed in Table 9. The key phrases
are used to evaluate using the F score (Table 10).
We plan to extend this work towards more objec-

tive key phrase evaluation methods.

6 Conclusion

We use parfda for building task specific MT
systems that use less computation overall and re-
lease our engineered data for training MT systems.
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We also contribute a new testsuite for the German-
English language pair and a new automated key
phrase extraction technique for evaluation.
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A de-en Testsuite Sentences

Southwestern Alaska has been inhabited

been granted by .*? community
Hermann Parzinger

They live in seven communities

speaking groups .*? Indians immigrated

Ethnological Museum

aim .*? building up
Chugach Alaska Corporation

objects

exhibition module in

Chugach
northwest coast

ethnographic observations than by tales

goods from Chenega Island
to protect people from danger

were therefore removed unlawfully from

indications are that
graves were opened solely for

Ethnological

are two broken masks

cultural heritage
Indians immigrated

items concerned are grave goods

origin .*? history
contacts with Europe existed since

Prince William Sound

grave goods identified in
color on these ones indicates
live in seven communities

Chugach people exist today
journey is .*? impressive

consent had been granted by
virtual presentation .*? all

proposal to this effect from

President
nineteenth century for

museum at

Corporation asked .*? Ethnological Museum

diplomatic note in support
indigenous peoples

it was decided to return

Memorandum .*? Understanding with
has been inhabited for thousands

American northwest coast
now be returning them to

Table 9: Key phrases for the de-en testsuite.

Table 10: Testsuite BLEU and F? results.
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Abstract

This paper describes the neural machine trans-
lation (NMT) systems of the LIUM Labora-
tory developed for the French <+ German news
translation task of the Fourth Conference on
Machine Translation (WMT 2019). The cho-
sen language pair is included for the first time
in the WMT news translation task. We de-
scribe how the training and the evaluation data
was created. We also present our participa-
tion in the French <+ German translation direc-
tions using self-attentional Transformer net-
works with small and big architectures.

1 Introduction

Since the start of the WMT translation shared
tasks in 2006, English has been involved in the
majority of translation directions. Few exceptions
have been seen in 2012 and 2013 where Czech was
also proposed as source and target for several lan-
guage pairs. This overwhelming disparity is due to
the fact that English is available in large quantity,
in both monolingual and bilingual corpora.

We think that this may be problematic for re-
search purposes since considering English (either
as source or target language) may hide many lin-
guistic problems. For example, considering gen-
der agreement, which does not exist in English,
translating from English is harder because of the
lack of source side information, and translating
towards English is simpler since the agreement
should be ignored. Generally speaking, English is
a rather morphologically impoverished language,
for instance having few gender agreement cases
or conjugated verb forms. This contrasts with
French and German where number and gender
agreements are very frequent. That is why we in-
troduced two new translation directions involving
two European languages, namely French and Ger-
man.

Jane Wottawa
LIUM, Le Mans Université

jane.wottawa@univ-lemans.fr

Loic Barrault
LIUM, Le Mans Université

loic.barrault@univ-lemans.fr

2 DE<«+FR language pair

Training data

The training data for this language pair was cre-
ated by cross-matching the training data from the
previous WMT shared tasks for the EN-FR and
EN-DE language pairs. The details of the corpora
are provided in Table 1 in which we provide the
original sizes of EN-FR and EN-DE corpora and
the extracted parallel corpora in DE-FR. Overall,
we were able to create a German-French parallel
corpus with 153.2M and 171.1M words respec-
tively.

Development and test data

The data collected for the FR<+DE language pair
has been created from several online news web-
sites. The development and test sets have been
created from news articles in both French and Ger-
man. The development set is the fruit of a col-
laboration with the Faculty of Literature and Hu-
manities of the University of Le Mans during sev-
eral Digital Humanities (DH) lab sessions. The
purpose of these quality sessions is twofold: on
the first hand, students would learn and compre-
hend the inherent concepts of using a computer
assisted translation (CAT) tool in the context of
DH classes (Baillot et al., 2019). On the other
hand, the translated data is intended to be used
for Machine Translation research purposes. This
process led to a 1512 sentences' development cor-
pus distributed during the WMT2019 shared task.
While creating the development data we intention-
ally mixed (to some degree) the translation di-
rections, therefore 462 sentences were translated
from French to German and the reverse for the re-
maining 1050 sentences. The same process has

'The translations have been revised by professors from
the Faculty of Literature and Humanities in order to reach the
desired quality

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 129-133
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics



FR-EN DE-EN FR-DE
M 1.9M 1M
europarl-v7 (52.5M/50.3M) | (44.6M/47.9M) |  (46M / 41M)
Common Craul 32M 2.4M 622Kk
(76.6M/70.7M) | (47M/51.3M) | (14M/12.2M)
ParaCranl 40.4M 31.8M 72M
(663M/640M) | (467M/502M) | (110.6M/99.6M)
18k
dev03-14 - - (417.1k/369.5k)

Table 1: Training corpora statistics (number of sentences) for FR<>DE News translation shared task. The second
line of each cell corresponds to the number of tokens in French followed by the number of tokens in German.

been followed for the test set creation: 335 of
the 1701 test sentences have been produced from
French documents and the 1366 remaining pairs
from German documents. We note that 756 out of
the German 1366 German sentences in the test set
have been translated into French by professional
translators®>. The dev and test sets are freely dis-
tributed and available for download?.

#lines | #token FR | #token DE
dev2019 | 1512 33833 28733
test2019 | 1701 38138 31560

Table 2: FR-DE dev and test set statistics.

3 LIUM Submissions

All our systems are constrained as we only used
the supplied parallel data (described in table 1)
with additional back-translations created from a
subset of the monolingual news data made avail-
able by the shared task organizers.
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For our submissions we used the Transformer
(Vaswani et al., 2017) sequence-to-sequence
model as implemented in fairseq (Ott et al., 2019).
Transformer is the state of the art NMT model
which rely on a multi-headed attention applied as
self-attention to source and target sentences. Our
models are based on both small and big Trans-
former configurations. All experiments with the
big transformer are models with 6 blocks in the
encoder and decoder networks following the con-
figuration described in (Ott et al., 2018). With re-
spect to the small transformer model, we also used

Model Description

2This was carried out by LinguaCustodia
3dev and test sets can be downloaded from https://
github.com/lium-1lst/euelections

a 6 blocks encoder and decoder network with an
embedding layer of size 512, a feed-forward layer
with an inner dimension of 1024, and a multi-
headed attention with 4 attention heads.

We use a vocabulary of 35K units based on a
joint source and target byte pair encoding (Sen-
nrich et al., 2016). We set the batch size to 2048
tokens and maximum sentence length to 150 BPE
units, in order to fit the big Transformer configu-
ration to our GPUs (NVIDIA GeForce GTX 1080
Ti with 11 GB RAM).

3.2 Data Preparation

Our preparation pipeline consists of a pre-
processing step performed using scripts from
Moses (Koehn et al., 2007). We replace the uni-
code punctuation, normalize the punctuation and
remove the non-printing characters before the tok-
enization. After the tokenization step, we perform
a cleaning stage where all source and target sen-
tences with an overlapping rate higher than 65%
are deleted. Statistics of the training corpora af-
ter the cleaning process are presented in table 2.
These values should be contrasted with those of
table 1 to assess the effect of the cleaning process.
As it can be seen from tables 1 and 2, the effect
of the cleaning step is more pronounced for the
noisy parallel corpora (i.e. ParaCrawl and Com-
mon Crawl). For the europarl-v7 corpus, more
than a thousand lines are removed after cleaning
which mainly corresponds to English sentences in
both languages: FR and DE as well as sentences
with long lists of numbers.

In addition to the available parallel data, we
have used monolingual News Crawl articles as
additional synthetic bilingual data. We used
only news 2018 from which we selected a sub-
part based on cross-entropy data selection method
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#lines | #token FR | #token DE de — fr dev (BLEU)
europarl-v7 1.7M 45 9M 40.9 1. Small Transformer (x1) 25.39
Common Crawl | 585k 13M 11M +Ensemble (x2) 25.81
ParaCrawl 6.7"M 107M 95M +Ensemble (x5) 25.92
dev08-14 18k 417.1k 369.5k 2. Big Transformer (x1) 26.27
Table 3: Training corpora statistics for FR<»DE sys- +Ensemble (x2) 27.04
tems after the cleaning process. +Ensemble (x5)* 27.61

(Moore and Lewis, 2010). Data selection was per-
formed with the europarl corpus as in-domain data
and using the XenC Toolkit (Rousseau, 2013). By
doing this, we were able to extract 3.4M German
sentences out of the 38.6M sentences of the mono-
lingual German 2018 News Crawl corpus. Sim-
ilarly, 3.3M sentences were extracted out of the
8.2M monolingual French 2018 News Crawl.

4 Experiments and Results

In this section, we first present the results for Ger-
man to French translation direction followed by
the French to German direction. We use BLEU
as evaluation metric (Papineni et al., 2002) and all
reported scores are calculated using case-sensitive
detokenized BLEU with multi-bleu.pl. All results
use beam search with a beam width of 12 and
length penalty of 1.

4.1 German to French

In this section we present the results for German
to French direction. We have tried three different
configurations differentiated by the training data
used to create the NMT system. For each of these
configurations, we trained a small and a big trans-
former model.

Given the prior knowledge about the noisy qual-
ity of the ParaCrawl corpus, we first tried to train
some NMT systems with all available parallel data
from table 3 except ParaCrawl. Table 4 contains
the results for this setting. We report the re-
sults with the best checkpoint and an ensemble-
decoding with 2 and 5 checkpoints for small and
big Transformer versions. As expected, the big
transformer outperforms the small version and we
obtain an improvement of 1.69 BLEU point for the
ensemble-decoding of 5 checkpoints.

Table 5 shows the BLEU scores when the
ParaCrawl corpus is used. We obtain almost the
same results for small transformer version while
there is a small improvement of 0.46 BLEU point

131

Table 4: BLEU results for DE—FR NMT systems us-
ing all training data but ParaCrawl corpus.

for the big model compared to the results reported
in table 4 (without ParaCrawl).

de — fr dev (BLEU)
1. Small Transformer (x1) 25.18
+Ensemble (x2) 25.59
+Ensemble (x5) 25.93
2. Big Transformer (x1) 26.83
+Ensemble (x2) 27.80
+Ensemble (x5) 28.07

Table 5: BLEU results for DE —FR NMT systems with
all training data including ParaCrawl.

Table 6 contains our results for WMT2019
training data with back-translation®.  As ex-
pected, adding back-translations improves the re-
sults for both configurations: an increase of about
1% BLEU point is observed for small and big
transformer models compared to the same sys-
tems without back-translation (see systems labeled
”+Ensemble (x5)” in Table 4).

de — fr dev (BLEU)
1. Small Transformer (x1) 26.64
+Ensemble (x2) 26.95
+Ensemble (x5) 26.99
2. Big Transformer (x1) 27.65
+Ensemble (x2) 28.40
+Ensemble (x5) 28.63

Table 6: BLEU results for DE —FR NMT systems with
back-translation training data and without ParaCrawl
parallel data.

“The FR—DE back-translations have been created using
the small transformer (x1) system from table 7



Asterisk (*) in Table 4 marks our submitted
model for German to French official evaluation.
This model obtains a BLEU score of 33.4. Our
best system with back-translation was also sub-
mitted after the evaluation deadline and obtain a
BLEU score of 34.6.

4.2 French to German

We performed the same set of experiments as
German to French. Table 7 shows the BLEU
scores when NMT systems are trained without the
ParaCrawl corpus. Unlike the German to French
direction, only a small improvement is observed
by using the big transformer architecture com-
pared to the small one (21.18 with big model and
21.08 for small model).

fr — de dev (BLEU)
1. Small Transformer (x1) 20.28
+Ensemble (x2) 20.73
+Ensemble (x5) 21.09
2. Big Transformer (x1) 20.42
+Ensemble (x2) 21.03
+Ensemble (x5) 21.18

Table 7: Results in terms of BLEU for FR —DE NMT
systems using all the available training data except the
ParaCrawl corpus.

As for the DE—Fr direction, we also trained sys-
tems by adding ParaCrawl data and results are pre-
sented in Table 9. As was formerly the case with
DE—Fr, no improvement is observed by adding
the Paracrawl corpus to the small transformer
model. The model works less well than without
Paracrawl and a drop of 0.4% BLEU points is ob-
served when we compare the ”+Ensemble (x5)” of
small transformer models from tables 7 and 8. For
the big transformer model there is an improvement
of 0.76 BLEU point when the Paracrawl corpus is
included in the training data.

Table 9 presents the results when the training
set is extended with back-translated data>. Re-
sults shows a consistent improvement with back-
translated data. We note an improvement of
0.4 BLEU points in comparison with the best
small and big transformer models without back-
translation. Asterisk (*) in Table 9 marks our sub-
mitted model for French to German official evalu-
ation.

5The DE—FR back-translations have been created using
the small transformer (x1) system from Table 4
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fr — de dev (BLEU)
1. Small Transformer (x1) 20.15
+Ensemble (x2) 20.29
+Ensemble (x5) 20.65
2. Big Transformer (x1) 21.37
+Ensemble (x2) 21.80
+Ensemble (x5) 21.94

Table 8: Results in terms of BLEU for FR —DE NMT
systems using all the available training data including
ParaCrawl corpus.

fr — de dev (BLEU)
1. Small Transformer (x1) 21.15
+Ensemble (x2) 21.45
+Ensemble (x5) 21.50
2. Big Transformer (x1) 21.82
+Ensemble (x2)* 22.03
+Ensemble (x5) 22.34

Table 9: Results in terms of BLEU for the FR—DE
NMT systems with back-translation training data but
without ParaCrawl] parallel data.

5 Conclusion

In this paper, we presented the LIUM partici-
pation to the WMT2019 news translation shared
task. This year we have added for the first time
the French-German language pair to the WMT
news translation task. The parallel training data
were created by cross-matching the EN-FR and
EN-DE training data from previous WMT shared
tasks. The LIUM has participated in the Ger-
man <> French translation task with an ensem-
ble of neural machine translation models based on
the Transformer architecture. Our models were
trained using a cleaned subset of the provided
training dataset, and synthetic parallel data gen-
erated from the provided monolingual corpora.
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Abstract

This paper describes the University of Mary-
land’s submission to the WMT 2019 Kazakh
to English news translation task. We study the
impact of transfer learning from another low-
resource but related language. We experiment
with different ways of encoding lexical units
to maximize lexical overlap between the two
language pairs, as well as back-translation and
ensembling. The submitted system improves
over a Kazakh—only baseline by +5.45 BLEU
on newstest2019.

1 Introduction

Neural Machine Translation (NMT) outperforms
traditional phrase-based statistical machine trans-
lation provided that large amounts of parallel data
are available (Bahdanau et al., 2014; Sennrich
et al.,, 2017; Vaswani et al., 2017). However,
it performs poorly under low-resource conditions
(Koehn and Knowles, 2017).

While much work addresses this problem via
semi-supervised learning from monolingual text
(Sennrich et al., 2016; He et al., 2016), we fo-
cus on transfer learning from another language
pair (Zoph et al., 2016; Nguyen and Chiang, 2017;
Lakew et al., 2018). In this setting, an NMT sys-
tem is firstly trained using auxiliary parallel data
from a so-called “parent” language pair and then
the trained model is used to initialize a “child”
model which is further trained on a low-resource
language pair. Similar approaches that support
cross-lingual transfer learning for Multi-lingual
NMT train a model on the concatenation of all data
instead of employing sequential training (Gu et al.,
2018; Zhou et al., 2018; Wang et al., 2019).

Transfer learning has been found effective in
submissions to WMT in previous years: Kocmi
et al. (2018) reported improvements of +2.4
BLEU on the low-resource Estonian—English

marine@cs.umd.edu

translation task by transfer learning from
Finnish—English. Interestingly, Kocmi and
Bojar (2018) observed that the transfer learn-
ing approach is still effective when there is no
relatedness between the ‘“child” and “parent”
language-pairs and also hypothesize that the size
of the parent training set is the most important fac-
tor leading to translation quality improvements.
However, previous work has also empirically
validated that transfer learning benefits most
when “child”-“parent” languages belong to the
same or linguistically similar language family
(Dabre et al., 2017). Specifically, Nguyen and
Chiang (2017) showed consistent improvements
in two Turkic languages via transfering from
another related, low-resource language.

Taking those recent results into consideration,
our main focus at WMT19 is to examine transfer
learning for the Kazakh—English language pair us-
ing additional parallel data from Turkish—English.
While using distinct writing systems, both source
languages belong to the Turkic language family
and preserve many morphological and syntactic
features common for that group (Kessikbayeva
and Cicekli, 2014). As a result, they constitute a
suitable “child”-“parent” language-pair choice for
exploring transfer learning between related low-
resource languages. In this direction, we conduct
experiments to address the following questions:

e How can we represent lexical units to exploit
vocabulary overlap between languages? We
compare bilingual and monolingual byte-pair
encoding models with the recently proposed
soft decoupled encoding model.

e How can we leverage both “child” and “par-
ent” parallel data to obtain synthetic back-
translated data from monolingual resources?
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2 Approach

Our method follows a simple strategy used in
Wang et al. (2019) for multilingual training: we
directly train NMT models on the concatenation
of parallel data covering both the “child” and “par-
ent” languages with no metadata to distinguish be-
tween them.!

Within this framework, we study the impact of
(a) different lexical representations that attempt
to maximize parameter sharing across related lan-
guages, (b) romanization to increase overlap be-
tween Turkish and Kazakh which are originally
written in distinct scripts, (c) synthetic training
data obtained by back-translation.

2.1 Lexical Units

How can we define lexical units to maximize
information sharing across related source lan-
guages? We compare different configurations of
sub-word segmentations using different variants
of the standard Byte-Pair Encoding (BPE) frame-
work (Sennrich et al., 2016), and compare them
with the Soft Decoupled Encoding framework
that exploits character n-gram representations of
words instead of sub-words (Wang et al., 2019).

Joint BPEs (JBPEs) BPEs are learned jointly
from the concatenation of “child” and “parent”
parallel data. The advantage of this strategy
is that the sub-word segmentations of related
words in the two languages are encouraged to
be more aligned; thus enabling the sharing of
their representations on the source side due
to a larger vocabulary overlap. Although, the
“child” language might be “overwhelmed” by
the “parent” language when there is a significant
difference in the amount of their data (Neubig and
Hu, 2018). This could lead to over-segmentation
of the “child” language and subsequently limit the
expressive power of the NMT system.

Separate BPEs (SBPEs) BPEs are learned
separately for each language. This framework
was found to be effective in the multilingual
setting, especially for translation from extremely
low-resource languages (Neubig and Hu, 2018).
However, learning the merging operations sepa-
rately might lead to unaligned sub-units between

'We did not experiment with sequential training of the
“parent” and “child” language pairs to establish a fair com-
parison between our BPE-based models and the SDE model
that opts for joint training.
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the two languages that fail to exploit relationships
between their lexical representations.

Soft Decoupled Encoding (SDE) Small dis-
crepancies in the spelling of words that share
the same semantics across the two languages
could lead to different segmented sub-units and
hinder the lexical-level sharing between them.
To take into account those spelling differences,
we further experiment with the SDE encoding
framework that is not based on any pre-processing
segmentation.  Specifically, SDE represents a
word as a decomposition of two components:
a character encoding that models the language-
specific spelling of the word and a latent semantic
embedding that captures its language-agnostic
semantics. Following, we briefly summarize the
main SDE components as proposed in Wang et al.
(2019):

Lexical embedding Each word w is first decom-
posed to its bag of character n-grams (BoN(w)).
Let C be the number number of character n-grams
in the vocabulary and D be the dimension of the
corresponding character n-gram embeddings. To
acquire a lexical representation c(w), the word is
looked up to an embedding matrix W, € RE*P
as shown below:

c(w) = tanh(BoN(w) - W) (1)

Language Specific Transformation Next each
word is passed through a language dependent
transformation. For each language L; a matrix
Wy, € RP*P js learned and the transformed em-
beddings ¢;(w) is computed:

¢i(w) = tanh(c(w) - Wr,) )

Latent Semantic Embedding The shared semantic
concepts among languages are represented by a
matrix W, € R9*P | where S corresponds to the
number of semantic concepts a language can ex-
press. The latent embeddings of a word w is then
given as:

3)

Finally, the SDE embedding of word w is
extracted as a combination of the language-
dependent lexical encoding and the latent embed-
ding:

€latent (W) = Softmax(c;(w) - WST) - W

“)

espE(W) = elatent (W) + ci(w)



Encoding Original Romanized

Word molekiil MOJIEKYJIA, molekuel molekula
SBPEs m_ol_ek_iil MOJI_€K_YJiI_a m_ol_ek_uel mol_ek_ul_a
JBPEs mol_ek_iil MOJI_€K_ yJI_a mol_ek_uel mol_ek_ula
Word fosfor docdop fosfor fosfor
SBPEs f os_for d_oc_dop f_os_for f_os_for
JBPEs fos_for ¢_oc_dop fos_for fos_for
Word kalamar KaJIbMap kalamar kalmar
SBPEs kal_am_ar K_aJib_ Map kal_am_ar kalm_ar
JBPEs kal am_ar K_aJlb_ Map kalam_ar kal _mar

Table 1: Examples of words sharing significant lexical overlap in Kazakh and Turkish among with their corre-

sponding sub-words segmentations.

2.2 Romanization

Given that the provided Kazakh and Turkish data
are written in the Cyrillic and Latin scripts respec-
tively, we investigate the impact of mapping text
in the two languages into a common orthography.
We transliterate both the “child” and the “parent”
data using a transliteration tool” that applies the
same romanization rules to encourage more over-
lap between child and parent data. Table 1 illus-
trates how romanization makes shared vocabulary
and similarity between the two languages more ex-
plicit than using the original scripts.

Table 2 summarizes the statistical overlap on
the source side vocabularies between the two lan-
guages for different lexical encodings with and
without romanization. This analysis indicates that
using the original script can be seen as an attempt
to explore transfer learning when the lexical-level
sharing between the two languages is limited. On
the other hand, the vocabulary overlap between
them is significantly increased once we romanize
the data.

2.3 Synthetic Data

We further explore different ways to incorporate
target-side English monolingual data provided
by the competition into low-resource NMT.
Following the widely used back-translation ap-
proach (Sennrich et al., 2016), we create synthetic
parallel data and then train new NMT models on
the mixture of real and synthetic parallel data.

Empty source baseline The source side of each
monolingual example sentence is linked to an

ttps://www.isi.edu/~ulf/uroman.html
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Method Romanization # Merge op. Overlap

v K 0.44

X 0.13
JBPEs

v 64K 0.33

X 0.11

v 39K 0.18

X 0.04
SBPEs

v 64K 0.13

X 0.04

n-gram Overlap

v 4 0.67

SDE 4 5 0.62

Table 2: Statistical overlap results between the vocab-
ularies of the “child” and “parent” languages on the
source sides for different encoding schemes. # Merge
op. refers to the number of merge operations when
BPEs are explored. For the SDE method we compute
the overlap between the n-gram character vocabularies
(e.g., n-gram=4 corresponds to n={1,2,3,4}).

empty sentence (denoted by an artificial <null>
token).

Back-translation We create synthetic source
sentences from automatically back-translating
each target (English) sentence into the source
language (Kazakh). Within this setting, we only
use the original English-Kazakh parallel data
to train a model that translates in the opposite
direction.

Back-translation+transfer Given the data
scarcity of the Kazakh parallel data we also
attempt to incorporate both Kazakh and Turkish
data to train a model that translates in the opposite
direction. In order to produce output that is
more similar to our main language of interest, we



introduce two artificial tokens (<2kk>, <2tr>)
at the beginning of the input sentence to indicate
the target language the model should translate to
(Johnson et al., 2017). After the reversed system
is trained we back-translate each target sentence
to a Kazakh synthetic sentence.’

3 Model Configuration

Our NMT systems are built upon the publicly
available code* of Wang et al. (2019) and are
sequence-to-sequence 1-layer attentional long-
short term memory units (LSTMs) with a hidden
dimension of 512 for both the encoder and the de-
coder. The word embedding dimension is kept at
128, and all other layer dimensions are set to 512.
We use a dropout rate of 0.3 for the word embed-
ding and the output vector before the decoder Soft-
max layer. The batch size is set to be 1500 words.
We evaluate by development set BLEU score (Pa-
pineni et al., 2002) for every 2500 training batches.
For training, we use the Adam optimizer with a
learning rate of 0.001. We use learning rate de-
cay of 0.8, and stop training if the model perfor-
mance on development set doesn’t improve for 5
evaluation steps. We run each experiment with 3
different random seeds.

4 Data and Pre-processing

Parallel Data We use all the parallel data avail-
able for the Kazakh—English shared task except for
the Wikipedia Titles as they consist of very short
sentences (approximately 3 words each). Specif-
ically, the “child” training data consist of about
7.5K sentence pairs from the News Commentary
Corpus, and 98K sentence pairs from the English-
Kazakh crawled corpus®. Additionally, we used
approximately 200K Turkish—English sentence-
pairs from the Setimes2 Corpus that are provided
by the WMT18 competition.

Monolingual For the Empty source and Back-
translation methods of creating synthetic data we
used the target-side of the Turkish—English par-
allel corpus as monolingual data. For the Back-
Translation+transfer experiment we used 100K
randomly selected sentences from the News Com-
mentary corpus, excluding sentences with less
than 5 words and more than 50 words.

3Each English sentence of the monolingual corpus is aug-
mented with a <2kk> token at the beginning.

‘nttps://github.com/cindyxinyiwang/SDE
>We didn’t filter out any sentence pairs from this corpus.
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Pre-processing We process all corpora consis-
tently. We tokenize the sentences and perform
truecasing with the Moses scripts (Koehn et al.,
2007). For all the experiments we consistenly use
8K BPEs on the English target side. We exper-
iment with {32,64}K merge operations for the
models using BPE encoding and {4,5} n-grams
for the SDE framework. To establish a fair com-
parison between the source language representa-
tions, we consistently use the same encoding for
English words (target side) using BPEs learned on
the concatenation of all the English data.

Tuning and Testing Data The official news-
dev2019 is used as the validation set, and news-
test2019 is used as the test set.

5 Experiments

Starting from Baseline BPE-based NMT systems
trained using only the Kazakh data provided by
the competition, we conduct the following experi-
ments.

5.1 Byte Pair Encoding

Table 3 presents our results of 3 runs using
{32,64}K merge operations in total for each ex-
periment. Generally, both Joint and Separate BPE
segmentation strategies, with and without roman-
ization improve BLEU over the Baseline. Pre-
vious empirical results on transfer learning for
extremely low-resource languages indicated that
training the BPE operations separately for the
“child” and “parent” languages has a large posi-
tive effect on the performance of the model (Wang
et al., 2019). By contrast, JBPEs and SBPEs per-
form comparably well in almost all configurations
here. This could be attributed to our less imbal-
anced setting where the ratio of “child”’-“parent”
data is 1 : 2, and the child language therefore con-
tributes more to sub-word segmentation rules.

The best BLEU score is achieved using 32K
JBPEs on the romanized data which is consistent
with the configuration with the largest vocabulary
overlap, according to Table 2. However, using
{32,64}K SBPEs on the original data only hurts
BLEU by 0.5 and 1.24, despite the lack of lexical
overlap. This suggests that most of the improve-
ment does not come from the shared encoder vo-
cabulary.



32K BPEs 64K BPEs
Method Original Romanized Original Romanized
Baseline 4.33£0.16 4.49 £ 0.02 4.35+£0.13 4.21+£0.28
JBPEs 9.35£0.10 9.89+0.14 8.65 +£0.27 8.77+0.09
SBPEs 7.10 £ 0.26 9.70 £0.28 8.41 +£0.08 8.85+0.34

Table 3: Kazakh — English BLEU score results on news-test2019 for different BPE configurations and versions

of data.
N-gram Lexical Latent Specific BLEU
4 9.12 +£0.27
4 4 4 8.76 +0.29
4 v 4 6.57 +0.20
v 9.17+0.21
5 4 v 8.69 £ 0.21
4 4 v 6.21 £0.18
Baseline-BPE 8.65 £+ 0.27

Table 4: SDE Experiments using 64K n-grams of the
concatenated corpora. The last line refers to the best
BLEU score using 64K BPEs for comparison.

5.2 Soft-Decoupled Encoding

We compare the BPE results with different con-
figurations of the SDE model. Table 4 presents
average results of 3 runs with different random
seeds, where we use 64K character n-grams as our
vocabulary. The Language Specific Transforma-
tion consistently harms the BLEU score for both
n = 4, 5. This result validates the empirical obser-
vations of Wang et al. (2019); the separate projec-
tion does not help when the “child”-“parent” lan-
guages have a significant surface lexical overlap.
We also observe comparable BLEU results when
we use SDE embeddings or lexical embeddings
(where the latent embedding is not taken into ac-
count) to encode the semantics of words. The best
BLEU scores are achieved for the lexical encoding
using either 4-grams or 5-grams of words.

In both cases we observe that the n-gram mod-
els perform sligthly better than the best BPE
model that uses the same number of merge oper-
ations as the n-gram vocabulary size (we refer to
that model as Baseline-BPE on Table 4). However,
we do not adopt SDE in our submitted system as
the small BLEU score improvement comes with
higher computational cost when compared to the
BPE models.
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5.3 Synthetic Data

Finally we experiment with back-translation of
monolingual English corpora. All experiments
used romanized text segmented with 32K BPE
merge operations. Table 5 compares 3 different
ways of using the same English data extracted
from the target side of the Turkish—English paral-
lel corpus. Each target sentence is coupled with a
synthetic Kazakh sentence (Back-translation), an
empty source sentence as a control (Empty) or a
real Turkish sentence (Transfer). The ratio of real
to additional data is kept to 1 : 2 in all cases.

NMT training does not benefit from the back-
translated data as it achieves nearly the same
BLEU as the baseline model. Suprisingly empty
source sentences yield better results than back-
translation, suggesting that the synthetic back-
translations are of low quality. Translating into
Kazakh is challenging given the small amount of
data available, especially for translating from a
morphologically poor to a morphologically rich
language. Finally, using real Turkish data on the
source side achieves the best improvement over
the baseline system (+4.4 BLEU).

Method Synthetic BLEU
Baseline 4.49
Empty v 5.26
Back-Translation v 4.64
Transfer 9.89

Table 5: Experiments using 200K monolingual data ex-
tracted from the target side of Turkish—English parallel
corpus. The Baseline system is trained only on Kazakh
data.

Given that in all these 3 experiments the de-
coder model was trained on the exact same English
data, these results suggest that the transfer learning
benefits both the encoder and decoder models.



Method Synthetic BLEU
Baseline-Transfer 9.89
Empty v 9.17
Back-Translation v 9.38
+ ensemble(4)* v 9.94

Table 6: Experiments using additional 100K News
Commentary monolingual data. The Baseline system is
trained on the concatenation of Kazakh—Turkish paral-
lel data. The x symbol denotes our primary submission
for human evaluation.

Finally, we attempt to combine Kazakh and Turk-
ish parallel data to back-translate 100K additional
monolingual data to Kazakh via training a NMT
model that has control over the output language,
as can be seen in Table 6. In this experiment our
Baseline-Transfer system refers to the best model
trained on the concatenation of “child” and “par-
ent” data. In contrast to the previous experiment
we now combine Kazakh, Turkish and synthetic
data with aratio 1 : 2 : 1. We observe that in both
cases (Back-translation, Empty) the BLEU score
of the system trained on the augmented data fails
to outperform the Baseline-Transfer performance,
possibly due to the fact that the real Kazakh data
have been “overwhelmed” by the auxiliary ones
(Poncelas et al., 2018). However, we could as-
sume that the quality of the back-translated data
is slightly better once we utilized the Turkish data
(given that it performs better than the Empty ex-
periment).

Finally, the last row of Table 6 reports the
BLEU score of our primary submission.® Specif-
ically, the submitted model is an ensemble ob-
tained by averaging the output distributions of
4 models trained on Kazakh, Turkish and Back-
Translated using different random seeds.

6 Conclusion

This paper presents the University of Maryland’s
NMT system for WMT 2019 Kazakh — English
news translation task. Specifically, we explored
how to improve neural machine translation of a
low-resource language by incorporating parallel
data from a related, also low-resource language.

The Baseline-Transfer model slightly under-performed
the Baseline-Transfer+Back-Translation model on the devel-
opment set. Given that we did not have access to test data
during evaluation time, our primary submission was based on
evaluation on the development set.
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Our empirical results validate that transfer learn-
ing benefits BLEU even when transfering from a
low-resource language pair. Furthermore, our re-
sults suggest that translation quality (in terms of
BLEU score) of the language-pair of focus is most
benefited when the surface-level parameter shar-
ing between the lexical representations of the two
related languages is maximized. Finally, we ob-
served that NMT training with synthetic data is
sensitive to the quality of the back-translation.
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Abstract

This paper presents the participation of
DBMS-KU Interpolation system in WMT19
shared task, namely, Kazakh-English language
pair. We examine the use of interpolation
method using a different language model or-
der. Our Interpolation system combines a di-
rect translation with Russian as a pivot lan-
guage. We use 3-gram and 5-gram language
model orders to perform the language trans-
lation in this work. To reduce noise in the
pivot translation process, we prune the phrase
table of source-pivot and pivot-target. Our ex-
perimental results show that our Interpolation
system outperforms the Baseline in terms of
BLEU-cased score by +0.5 and +0.1 points in
Kazakh-English and English-Kazakh, respec-
tively. In particular, using the 5-gram language
model order in our system could obtain better
BLEU-cased score than utilizing the 3-gram
one. Interestingly, we found that by employ-
ing the Interpolation system could reduce the
perplexity score of English-Kazakh when us-
ing 3-gram language model order.

1 Introduction

This paper describes our participation in the
WMT19 shared task. We call our system DBMS-
KU (Database Management System - Kumamoto
University) Interpolation as we use our labora-
tory and university name, as well as we utilize
Interpolation method in our experiments. We
choose news translation task and focus on Kazakh-
English (and vice versa) language pair.
Kazakh-English is a new shared task for this
year, that is, no experience system description
from previous WMT. Kazakh-English could be
considered as low resource language pair due to
the limitation of parallel corpora and morpholog-
ical tools. Another challenge is the difference in
the writing system between Kazakh and English
languages. Kazakh uses Cyrillic letters, while En-
glish uses the alphabet. Different writing system

between language pair needs specific attention in
the tokenization step because of its segmentation
results that affect the BLEU-cased score. Thus,
we are motivated to solve this intriguing and chal-
lenging task.

Kazakh to English machine translation has
been explored in Statistical Machine Transla-
tion (SMT) (Assylbekov and Nurkas, 2014;
Kuandykova et al., 2014; Kartbayev, 2015a,b) and
Neural Machine Translation (NMT) (Myrzakhme-
tov and Kozhirbayev, 2018). Assylbekov and
Nurkas (2014) have shown an interesting result
that different n-gram and neural LSTM-based lan-
guage models were able to reduce the perplexity
score, i.e., giving better translation result. For this
reason, we consider investigating different n-gram
language model order in this work.

Interpolation has been used in Language Model
(LM) (Allauzen and Riley, 2011; Liu et al., 2013;
Heafield et al., 2016) and in Translation Model
(TM) (Bisazza et al., 2011; Sennrich, 2012; Rosa
et al., 2015). Also, the interpolation has been
used in pivot language as a strategy to over-
come the limitation of parallel corpora (Dabre
et al., 2015; Hoang and Bojar, 2016; Kunchukut-
tan et al., 2017). Pivot strategy arises as a pre-
liminary assumption that there are enough paral-
lel corpora between source-pivot (SRC-PVT) and
pivot-target (PVT-TRG) languages. Currently, En-
glish as lingua franca has more datasets compared
to other languages. Thus, pivot researchers com-
monly use English as a bridge between source to
target (Paul et al., 2013; El Kholy et al., 2013;
Ahmadnia et al., 2017; Dabre et al., 2015; Trieu,
2017). However, Paul et al., (2013) and Dabre et
al., (2015) have shown that using non-English as
pivot language could be a better option to improve
the translation results for particular language pair.
Since Kazakh-English is categorized as low re-
source language pair, we adopt the pivot and in-
terpolation strategies in our translation model.
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In this work, we consider examining two sys-
tems, namely, Baseline and Interpolation. The
Baseline system is a direct translation between
each language pair, while Interpolation one is a
combination of pivot and direct translation mod-
els. We use Russian as our pivot language with
3-gram and 5-gram language model orders in each
system. Our experimental results are encouraging
and indicate that using Interpolation system could
obtain better BLEU-cased score than employing
Baseline one when translating both Kazakh to En-
glish (KK-EN) and English to Kazakh (EN-KK).

This paper is organized as follows. Section 2
explains the data preprocessing and experiment
setup for each system. Section 3 shows and dis-
cusses the obtained results. Section 4 provides the
conclusion and future direction of this work.

2 Case Study and Experiment Setup

In this section, we describe the case study, dataset,
and experiment of this study.

2.1 Kazakh to English Machine Translation

Kazakh language is an agglutinative and highly in-
flected language that belongs to the Turkic group
(Makhambetov et al., 2013). This rich morphol-
ogy leads to a different length of phrases when
translating from English to Kazakh (Assylbekov
and Nurkas, 2014). Therefore, the translation
of KK-EN and vice versa is a challenging task.
Moreover, the KK-EN is considered as low re-
source language pair due to the limitation of par-
allel corpora and morphological tools.

2.2 Data and preprocessing

We used a dataset provided by WMT19 organizer.
Thus, our system was considered as a constrained
system. To prepare parallel datasets, we cleaned
the dataset by using our script because the original
dataset had blank lines and unsynchronized sen-
tences between source and target parallel corpora.
In the Interpolation system, we used Russian-
English dataset from WMT18. The dataset statis-
tics of training (train) and development (dev) for
Baseline and Interpolation systems are given in
Table 1.

After cleaning the dataset, we followed dataset
preprocessing as in (Myrzakhmetov and Kozhir-
bayev, 2018), namely, tokenizing, normalizing
punctuation, recasing, and filtering the sentences.
Tokenizing was used to separate the token and
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punctuation by inserting spaces. Our tokenization
results were based on words. Thus, the obtained
sentences of the tokenization results were longer
than the original sentences. Since long sentences
could cause problems in the training process, we
removed the sentences with a length of more than
80 words. This process was called filtering the
sentences. Normalizing punctuation was to con-
vert the punctuation for being recognized by the
decoder system. Recasing was to change the ini-
tial words into their most probable casing in order
to reduce the data sparsity. All preprocessing steps
were done by using scripts from Moses (Koehn
et al., 2007).

2.3 Experiment setup

We used open source Moses decoder (Koehn et al.,
2007) and Giza++ for word alignment, Ken-LM
(Heafield, 2011) for language model, and MERT
(Och, 2003) for tuning the weight. The transla-
tion results were measured by five automatic eval-
uations provided by the organizer, namely BLEU,
BLEU-cased, TER, BEER 2.0, and CharacTER.
However, in this paper, we used the BLEU-cased
because it is the main comparison metric in the
evaluation system'.

We built two systems, namely, Baseline and In-
terpolation. The Baseline system is a direct trans-
lation between KK-EN and vice versa. Mean-
while, the Interpolation system is the combination
of direct translation with pivot phrase table. Pivot
phrase table was produced by merging the source
to pivot (SRC-PVT) and pivot to target (PVT-
TRG) by using Triangulation method (Hoang and
Bojar, 2015). We built the Interpolation phrase ta-
ble as follows:

e Constructing a phrase table from SRC-PVT
and PVT-TRG systems and pruning the
phrase table with filter-pt (Johnson et al.,
2007). The pruning activity was intended to
minimize the noise of SRC-PVT and PVT-
TRG phrase tables.

Merging two pruned phrase tables by us-
ing the Triangulation method (Hoang and
Bojar, 2015). The result was called
TmTriangulate phrase table.

Combining TmTriangulate and direct
translation model with dev phrase table as

"http://matrix.statmt.org/



Dataset ‘ Sentences ‘ Average Sentence Length ‘ Vocab
Baseline system

Train

news-commentary-v14.en-kk.kk | 9,619 18.0857 29,142

news-commentary-v14.en-kk.en | 9,619 22.1487 16,742

Dev

newsdev2019-enkk.kk 2,068 18.0164 11,389

newsdev2019-enkk.en 2,068 22.2316 7,726

Language Model

news-commentary-v14.kk 12,707 17.2109 -

news-commentary-v14.en 532,560 21.5762 -
Interpolation system

Train

news-commentary-v14.kk-ruru | 7,230 23.6836 27,819

news-commentary-v14.kk-ru.kk | 7,230 20.1187 24,627

news-commentary-vl4.en-ru.en | 97,652 23.0416 51,566

news-commentary-v14.en-ru.ru | 97,652 21.3508 126,476

Dev

news-commentary-v14.kk-ru.ru | 2,000 20.8755 11,841

news-commentary-v14.kk-ru.kk | 2,000 18.048 10,561

newstest2018-ruen.dev.en 3,000 20.975 10,108

newstest2018-ruen.dev.ru 3,000 17.3293 17,091

Language Model

news-commentary-v14.kk 12,707 17.2109

news-commentary-v14.en-ru.ru | 114,375 21.2678

news-commentary-vl4.en-ru.en | 114,375 22.9811

Table 1: Dataset statistic for Baseline and Interpolation systems

Language Pair ‘ 3-gram LM ‘ 5-gram LM
KK-EN

1. Baseline system 2.6 29

2. Interpolation system 2.7 3.4
EN-KK

1. Baseline system 0.8 0.8

2. Interpolation system 0.9 0.9

Table 2: BLEU-cased score results

references. We used linear interpolation with
backoff mode and exploited combine-ptables
tools (Bisazza et al., 2011). The result was
called Interpolation phrase table.

3 Results and Discussions

In this section, we show the obtained automatic
evaluation results using BLEU-cased score. We
also discuss the effect of the different language
model order with the BLEU-cased score. Further-
more, we analyze the perplexity score on Interpo-
lation system.

3.1 Language model effects on BLEU-cased
score

In this paper, we conducted experiments for two
language model orders, i.e., 3-gram and 5-gram,
and two systems, viz., Baseline, and Interpolation.
As shown in Table 2, the 5-gram language model
order had more significant influence than the 3-
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gram one on the BLEU-cased score for KK-EN
translation in both Baseline and Interpolation sys-
tems. The improvement in KK-EN was obtained
by +0.3 and +0.7 points for Baseline and Interpo-
lation systems, respectively. However, the BLEU-
cased score for EN-KK could not be improved in
terms of the language model order. These results
might indicate that the language model order in-
fluenced the BLEU-cased score.

In terms of the translation system, the Interpo-
lation system obtained higher BLEU-cased score
than the Baseline one for all language model
and translation directions. The improvement of
BLEU-cased score from Baseline to Interpolation
system for KK-EN using 3-gram and 5-gram was
+0.1 and +0.5 points, respectively. Meanwhile, the
improvement from Baseline to Interpolation Sys-
tem for EN-KK was +0.1 for both 3-gram and 5-
gram orders. These results indicated that the use
of pivot language in the Interpolation system com-
bined with longer language model also had a sig-
nificant influence on the BLEU-cased score.

Also, we found that the KK-EN obtained higher
BLEU-cased score than the EN-KK in terms of
the translation direction. This result might be
influenced by the number of target LM datasets
in each translation direction. As shown in Ta-
blel, KK-EN had 532,560 sentences, while EN-



KK had 12,707 sentences. The translation direc-
tion of KK-EN, that is, having almost 42 times
larger number of sentences than EN-KK, could ob-
tain a higher BLEU-cased score than that of EN-
KK. This result indicated that the number of the
target LM dataset in the experiments might be able
to improve the BLEU-cased score.

Although our obtained BLEU-cased score was
relatively low, we showed that by combining Base-
line and pivot parallel corpora with different LM
order was a valuable effort compared with using
direct parallel corpora only. Moreover, the im-
provement of BLEU-cased score could be influ-
enced by the language model order, the translation
system, and the target monolingual LM dataset.

3.2 Perplexity effects on Interpolation system

Language model (LM) is one of the SMT com-
ponents to ensure how good is the model by us-
ing perplexity as measurement. Lower perplex-
ity score indicates better language models, while
high perplexity score represents that the language
model has poor quality. We show the perplexity
score of the target language test dataset according
to each n-gram language model trained on the re-
spective training dataset in Table 3.

As shown in Table 3, the lowest perplexity score
for KK-EN was obtained by the 5-gram Base-
line system, i.e., 45.51. Thus, the best model for
KK-EN was 5-gram Baseline system. However,
we found that the difference of perplexity score
for 5-gram model between Baseline and Interpo-
lation systems was not quite significant, i.e., 5.42.
Specifically, the perplexity of 5-gram of Baseline
was 45.51, while the perplexity of 5-gram of In-
terpolation was 50.93. This finding might indi-
cate that pivot language with interpolation system
could be a beneficial approach in the translation
process.

In EN-KK, the lowest perplexity score was ob-
tained by 5-gram Baseline system, i.e., 77.18.
Thus, the best model for EN-KK was 5-gram
Baseline system. However, we found that the dif-
ference of perplexity score between 5-gram Base-
line and 3-gram Interpolation systems was not
quite significant, i.e., 2.16. Specifically, the per-
plexity of 5-gram of Baseline was 77.18, while the
perplexity of 3-gram of Interpolation was 79.34.
This finding might indicate that using the interpo-
lation system with 3-gram model only could re-
duce the perplexity score of EN-KK that using the
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longer n-gram language model, i.e., 5-gram. Nev-
ertheless, it would be better to study further the
cause of this finding in the future.

4 Conclusion and future work

We examined the effect of different LM order
with linear interpolation method for participating
in WMT19 shared task, namely, Kazakh-English
language pair. Our Interpolation system utilized
the combination of direct translation, i.e., Base-
line, with Russian as our pivot language. We
used 3-gram and 5-gram language model orders
in our Baseline and Interpolation systems. The
BLEU-cased score of using Interpolation system
could outperform that of utilizing Baseline one.
This good performance of Interpolation system
was obtained by using 3-gram and 5-gram lan-
guage model orders for both Kazakh to English
(KK-EN) and English to Kazakh (EN-KK) trans-
lations. We found that the Interpolation system in-
dicated a different effect on each of KK-EN and
EN-KK in terms of the perplexity score. In KK-
EN, the pivot language with interpolation system
could be an option in the translation process be-
cause the difference of perplexity score between
Baseline and Interpolation was not quite signifi-
cant. Interestingly, we found that the Interpolation
system using 3-gram language model order could
reduce the perplexity score compared with utiliz-
ing longer n-gram one in EN-KK.

In this shared task, we used standardized to-
kenizer from Moses. In the future, it must be
worthwhile to use specific Kazakh and Russian
tokenizers as their results will affect the BLEU-
case scored. Another pivot language that has the
same language family or has the same word order
with the Kazakh language could also be a valu-
able effort. In addition, the use of different n-
gram can also be taken into account for the next
future research. Furthermore, the utilization of
morph-based language modeling can also be ap-
plied to the system. Finally, the different interpo-
lation scheme in another MT model, i.e., NMT,
with out-domain dataset should be investigated to
overcome the sparse of Kazakh resources.
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Language pair

3-gram LM

5-gram LM

KK-EN

1. Baseline system

- Incl OOVs: 829.59
- Excl OOVs: 77.79

- Incl OOVs: 617.36
- Excl OOVs: 45.51

2. Interpolation system

- Incl OOVs: 1034.50
- Excl OOVs: 94.72

- Incl OOVs: 762.79
- Excl OOVs: 50.93

EN-KK

1. Baseline system

- Incl OOVs: 328.940
- Excl OOVs: 103.27

- Incl OOVs: 256.138
- Excl OOVs: 77.185

2. Interpolation system

- Incl OOVs: 256.13
- Excl OOVs: 79.34

- Incl OOVs: 276.85
- Excl OOVs: 85.40

Table 3: Perplexity results

Research, Technology and Higher Education of
the Republic of Indonesia).
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Abstract

This paper describes Lingua Custodia’s sub-
mission to the WMT’ 19 news shared task for
German-to-French on the topic of the EU elec-
tions. We report experiments on the adapta-
tion of the terminology of a machine trans-
lation system to a specific topic, aimed at
providing more accurate translations of spe-
cific entities like political parties and person
names, given that the shared task provided no
in-domain training parallel data dealing with
the restricted topic. Our primary submission to
the shared task uses backtranslation generated
with a type of decoding allowing the insertion
of constraints in the output in order to guaran-
tee the correct translation of specific terms that
are not necessarily observed in the data.

1 Introduction

A sub-task of the WMT’ 19 News Translation
shared task has been jointly organized by the Uni-
versity of Le Mans and Lingua Custodia: the
translation of news articles dealing with the topic
of the 2019 European Parliament elections for the
French-German language pair. This brings back
French, a language absent from the News Transla-
tion task since 2015, and pairs it with German, a
morphologically richer language than English. Fi-
nally, the EU election topic brings new challenges
to the task.

Such a restriction of the domain to a single topic
makes the task very different from the translation
of any news data. We propose to roughly define a
domain according to two majors dimensions:

e Syntactic structure. The European election
topic probably has no or few syntactic and
stylistic differences with the general news do-
main, since we are in both cases dealing with
news articles with the same characteristics.
On the other hand, sentences in newspapers
are generally longer than in casual discourse.

e Terminology. A specific topic implies a spe-
cific terminology. For instance, the system
should not attempt a literal translation of the
German politician’s name Wagenknecht. It
should also be aware of the specific transla-
tions of political party names in the press of
the target language: the French party France
Insoumise should not be translated into Ger-
man. Furthermore, the French movement
gilets jaunes (yellow vests) is refered to in
the German press as Gelbwesten, and a lit-
eral translation, such as gelbe Westen, is in-
accurate.

There exist efficient methods for domain adap-
tation in neural MT (Luong and Manning, 2015;
Chu and Wang, 2018). The experiments intro-
duced in this paper attempt to explore techniques
that help to specifically adapt the terminology of
a system to a restricted topic. However, a seri-
ous difficulty stands in the way: among the paral-
lel data provided for the task, only 1,701 sentence
pairs deal with the EU elections (development set).
Recent monolingual data in German and French is
available and contains several sentences using the
required terminology, but we then lack the correct
translations of the terms of interest.

This paper describes Lingua Custodia’s at-
tempts to specifically control the terminology gen-
erated by a Machine Translation (MT) system, us-
ing only the data provided at the Conference. The
resulting German-to-French system was submitted
at WMT’ 19.

In the first section, we provide an overview of
our baselines and point out several terminology
issues. We then describe our experiments with
constrained decoding to control terminology. The
last section introduces an attempt to relax the hard
constraints applied to the decoder.

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 147-154
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics



2 Baseline

The training parallel data provided for the task
consisted of nearly 10M sentences, including
Europarl (Koehn, 2005), Common-crawl, News-
commentary and BicleanerQO7. The former was the
biggest (over 7M sentences) and also the noisiest
corpus, containing bad characters, short phrases
with only numbers, lists of products, sentences in
the wrong language, obviously machine translated
sentences, etc.

2.1 Data selection

We have performed a filtering of the Bicleaner07
corpus in order to reduce the impact of noisy sam-
ples on the MT system, using LC_Pruner, a in-
house system that was submitted at the First Auto-
matic Translation Memory Cleaning Shared Task
(Barbu et al., 2016). The system extracts several
monolingual and bilingual features that are fed to
a random forest classifier aimed at predicting if
a sentence pair is a good translation and whether
each sentence is well formed. It is based on the
following features:

e Total sentence pair length
e Source/target length ratio

Average token length

Uppercase token count comparison
Source/target punctuation comparison

Source/target number comparison

Language identification using langid.py (Lui
and Baldwin, 2012)

Cognates
Source and target language model scores
Hunalign scores (Varga et al., 2007)

Zipporah adequacy scores (Xu and Koehn,
2017), using a probabilistic bilingual dictio-
nary computed on Europarl.

Random forest parameters are optimized using
expert feedback on a set of parallel sentences au-
tomatically selected by the model across several
iterations. We have run 3 iterations, assessing the
quality of 20 sentence pairs each time. The re-
sult is a binary classification of each sentence pair
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based on a score between 0 and 1. We have exper-
imented with two selection criteria, keeping sen-
tence pairs scoring above 0.5 and above 0.8, which
led to respectively nearly 4M and 2M finally ac-
cepted sentences. The results are introduced in
Section 2.3.

2.2 System setup

German and French pre-processing was performed
using in-house normalization and tokenization
tools. Truecasing models were learnt, using Moses
scripts (Koehn et al., 2007), on the monolingual
news data provided at the Conference, on all 2017-
2018 data for French and 10M sentences from
2018 for German. A shared French-German BPE
vocabulary (Sennrich et al., 2016b) was built with
30k merge operations on all the parallel data avail-
able for the task, except Bicleaner07.

We have trained baseline systems for French-
German in both directions. Transformer base
(Vaswani et al., 2017) models were trained using
the Sockeye toolkit (Hieber et al., 2017) on two
Nvidia 1080Ti GPU cards. Most of the standard
hyper-parameters have been used. The model di-
mension included 512 units. The initial learning
rate was set to 0.0003 with a warmup on for 30k
updates. Due to the small quantity of training data
available, we decided to slightly increase dropout
between layers (0.2) and label smoothing (0.2).
Validations were performed every 20k updates and
patience was set to 15. Since this setup contained
no training data relevant to the EU election topic,
we decided to hold out the provided development
set for another purpose, and used a general news
domain test set: Newstest-2012. We finally wished
to sample more sentence pairs from news-related
corpora during training. Since no such method is
implemented in the Sockeye toolkit for minibatch
generation, we simply trained the baselines on a
single copy of Bicleaner07 and Common-crawl,
and took two copies of Europarl and 6 of News-
commentary.

2.3 Results and terminology issues

The systems were tested on the official devel-
opment set, Euelections-dev-2019, as well as
Newstest-2013 and the official test set Newstest-
2019. BLEU scores were computed with Sacre-
BLEU (Post, 2018) and are shown in Table 1.
Experiments with different data filtering crite-
ria for the Bicleaner(O7 corpus were introduced in
subsection 2.1. We observe that keeping a bigger



French-to-German

Euelections-dev-2019  Newstest-2013  Newstest-2019
Baseline 25.98 23.48 26.94
German-to-French
Euelections-dev-2019  Newstest-2013  Newstest-2019
LC_Pruner 2M 31.07 27.49 33.04
LC_Pruner 4M 30.96 27.29 33.16

Table 1: BLEU scores for French-German baselines

set of data does not lead to any clear improve-
ments, at least in terms of BLEU. Thus we have
kept LC_Pruner 2M as the main baseline for fur-
ther training in Section 4.1.

The translation from English into German of
Euelections-dev-2019 by our baseline shows con-
sistent terminology issues. The systems has diffi-
culties translating the name of the movement gilets
Jjaunes (yellow vests). Out of the 19 occurrences
of the expression in the French source, only 4 are
correctly translated as the compound Gelbwesten.
We noted several translations as gelbe Westen, the
translation of the adjective jaunes only, as well
as full omissions. We also noted that the French
party France Insoumise was translated litterally as
unbeugsame Frankreich, instead of simply being
copied, the name of the politician Nicolas Dupont-
Aignan was translated as Nicolas Dumont-Aignan,
etc. Our best baseline translates the German side
of this test into French with the same kind of dif-
ficulties: Gelbwesten is sometimes translated as /a
veste jaune, etc.

3 Terminology control

We argue that a system specialized in a specific
topic should be able to provide the right transla-
tions for terms that are relevant to this topic. The
baselines we have just introduced fail to trans-
late important terminology. We now seek to adapt
these baselines to the EU election terminology.

3.1 Constrained decoding

One way to integrate such knowledge of a specific
terminology into the MT system is by using con-
strained decoding (Hokamp and Liu, 2017). The
Grid Beam Search algorithm guarantees the pres-
ence of one or several given phrases in the MT
output. This method does not require any change
in the model or its parameters, thus the algorithm
does not model any sort of token-level source-to-
target relation, but simply forces the beam search
to go through the target constraint. The challenge
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for the decoder is then to correctly insert the con-
strained phrase in the rest of the sentence.

Post and Vilar (2018) proposed a variant of this
algorithm with a significant lower computational
complexity. We used their implementation avail-
able in the Sockeye toolkit.

3.2 Lexicon extraction

We have extracted bilingual lexicons from two
sources: the official development set provided for
the task (Euelections-dev-2019), and the monolin-
gual French and German data made available at
WMT.

3.2.1 Parallel EU election data

We have decided to use the official development
set (Euelections-dev-2019) as the main source of
terminology, for the simple reason that it is the
only parallel data available containing the specific
terminology of the EU elections with reliable hu-
man translations.

Alignments were learnt using Fastalign (Dyer
et al., 2013) on a concatenation of News-
commentary and Euelections-dev-2019, and we
used them to extract a phrase table from the for-
mer with the Moses toolkit. We removed a phrase
pair whenever the probability of the German side,
given the French side, was below 0.5. This en-
sured that we never keep more than one translation
for a French phrase!.

The resulting phrases were furthermore filtered
according to their domain. We computed Moore-
Lewis (Moore and Lewis, 2010) scores of the
source French phrases. The out-of-domain lan-
guage model was computed on the French side
of the parallel data (section 2), and the in-domain
model on the French monolingual news data 2018
available at WMT. Although this corpus does not
contain exclusively articles about the EU elec-
tions, we believe its terminology distribution may

'Since there can be several French translations for one
German phrase, the current terminology can only be used for
translation into German.



be closer to what is observed in Euelections-
dev-2019, because the corpus relates more recent
news. We kept the best 2000 phrase pairs accord-
ing to their Moore-Lewis score.

Finally, we kept the phrase pairs for which the
German side appeared at least once in the Ger-
man monolingual news 2018 corpus, in order to
filter out obviously bad expressions that remained.
We ended up with 773 phrase pairs, among which
could be found the correct translation of gilets
Jjaunes (yellow vests).

3.2.2 Monolingual news data

As an attempt to address the issue of person name
mistranslations, we extracted named entities from
the French monolingual news 2018 corpus. First,
we tagged the corpus with an in-house French
named entity recognizer. We then computed the
tagged named entity occurrence counts over the
same corpus and removed the ones occurring less
than 9 times. The translations of the extracted ex-
pressions into German are unknown, so we looked
for the named entities that are not translated, but
copied into German. We therefore kept the en-
tries that had an occurrence count higher than 9
in the German news monolingual 2018 corpus. As
a result, the name Poutine in French would be re-
moved because it translates into a different word in
German (Putin), whereas Dupont-Aignan would
be kept, as it stays the same in both languages.
This procedure produced nearly 20k phrase pairs.
Prior to inference, constraints extracted from
the development set are applied every time a
source-side constraint is found in the source sen-
tence to be translated. Named Entity constraints
extracted from monolingual data are applied in a
different way. The same named entity classifier as
above is used to tag the source sentence and a con-
straint is applied when: 1. the source constraint
matches a part of the sentence ; 2. the matched
sentence part has been tagged as a named entity.
We are well aware that bilingual terminology
extraction is a complex task and that more so-
phisticated models need to be investigated. We
chose to employ these simple heuristics only be-
cause we lacked time. We did run experiments
with tools, allowing us to extract bilingual lexi-
cons from monolingual data, namely Muse (Con-
neau et al., 2017) and BiLex (Zhang et al., 2017).
However, we found them not suited for our re-
quirements, because 1. the global quality of the
lexicons was too low to be inserted in a MT de-
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coder as hard constraints, and 2. only single-
word phrases were extracted and we wished to ex-
tract multi-word expressions as well. Future work
should include methods for phrase pair extraction
from monolingual data (Marie and Fujita, 2018;
Artetxe et al., 2019).

3.3 Constrained French-to-German baseline

The scores of the French-to-German baseline with
and without constraints are shown in Table 2. We
used a beam size of 20 for constrained decoding,
as recommended in the Sockeye documentation 2,
and a default beam size of 5 for the unconstrained
decoding. The final models are averages of the 4
best checkpoints in terms of BLEU on the valida-
tion set. Applying constraints to Euelections-dev-
2019 adds 2 BLEU points to the baseline, but this
should not be considered as an improvement, since
parts of the reference translations were inserted as
constraints. We observe that constrained decod-
ing has nearly no impact on the BLEU score for
Newstest-2013, and that it even slightly degrades
the score for Newstest-2019.

The low impact of the constraints on Newstest-
2013 may be explained by the fact that this set
is irrelevant with regard to the EU election topic,
leading to the insertion of few constraints: 465
constraints were inserted in 3000 sentences. As
a comparison, 751 constraints were inserted in the
1701 sentences of Newstest-2019. Looking more
closely at the outputs of the different systems,
we observed several cases where : 1. the con-
straint was erroneously inserted in the sentence;
2. the insertion of a constraint seemed to dis-
turb the decoder, which resulted in broken sen-
tences. Table 3 illustrates a case where the con-
straint helped to correct a mistranslation, but both
issues occurred. The French party France In-
soumise was translated litterally by the baseline
into Ununterwiirfiges Frankreich, and one of our
constraints successfully forced the right transla-
tion of this expression. First, the subject of the
first clause (les populistes de gauche) has been re-
placed by the constraints, which should have been
inserted in the end of the sentence, like in the base-
line. Second, the constrained output ignores the
whole section about the raise of classical populist
parties.

Although several constraints may potentially

https://awslabs.github.io/sockeye/
inference.html



25.98
27.87

Baseline
+ Constraints

Euelections-dev-2019

Newstest-2013
23.48
23.42

Newstest-2019
26.94
26.66

Table 2: BLEU scores for French-to-German with constrained decoding

Source

Meéme si les populistes de gauche ont bien moins de succes en Europe que les acteurs d’extréme-droite, ils peuvent encore s’imposer,
comme le montre 1’ascension de partis classiques d’opposition tels que Podemos en Espagne et La France Insoumise en France.

Constraints Podemos, France Insoumise

English Even if left-wing populists have far less success in Europe than right-wing actors, they can still prevail, as evidenced by the rise of
classic opposition parties such as Podemos in Spain and France Insoumise in France.
Baseline Obwohl die Linkspopulisten in Europa deutlich weniger erfolgreich sind als die Rechtsextremen, konnen sie sich immer noch durchsetzen,

wie der Aufstieg klassischer Oppositionsparteien wie Podemos in Spanien und Frankreichs Ununterwiirfiges Frankreich zeigt.

+ Constraints
aber sie konnen sich noch immer durchsetzen.

Podemos in Spanien und France Insoumise in Frankreich haben zwar deutlich weniger Erfolg als rechtsextreme Populisten,

Reference

Auch wenn die Linkspopulisten in Europa weitaus weniger erfolgreich sind als die Rechts-aulen-Player, konnen sie sich durchaus Geltung
verschaffen, wie der Aufstieg klassischer Herausforderer-Parteien wie Podemos in Spanien und La France Insoumise in Frankreich zeigt.

Table 3: Example of French-to-German translation with and without constrained decoding (Newstest-2019)

help the adaptation of a MT system to the spe-
cific terminology of the EU elections, it may be
possible that the positive impact it could have on
BLEU is mitigated by the broken translations the
constraints tend to produce.

4 Relaxed use of constraints

We assume that the strict insertion of termi-
nology through constrained decoding sometimes
breaks output sentences, partly because the de-
coder would have never generated such an expres-
sion by itself. More specifically, the decoder as-
signs a low probability to the constrained phrase,
which leads to a harmful disruption during the
beam search.

Using parallel data containing the required ter-
minology to fine-tune a system is an obvious good
way to adapt a system, and it has the advantage to
leave the decoder unchanged. Although we have
no such data available for training, we do have
monolingual French data that contains at least a
big part of the EU election terminology we wish
to acquire: the monolingual news 2018 corpus re-
leased within the shared task. We could use our
French-to-German baseline to backtranslate these
sentences (Sennrich et al., 2016a), but this would
have the effect of introducing mistranslations in
the source, which would break the strict source-
target mapping we need to learn. For instance, if
the French phrase gilets jaunes is backtranslated as
gelbe Westen, the final German-to-French system
would learn to translate gelbe Westen into French,
but could very well still produce erroneous transla-
tions of the correct source expression Gelbwesten.
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To address this issue, we propose to apply the
strict constraints (section 3.1) to the French-to-
German baseline used for backtranslation. Al-
though we condemn ourselves to certain broken
translated outputs, we have the guarantee that the
extracted constraints will be learnt by the system.
Another advantage of this strategy is that the con-
straints are inserted in different contexts, which
should help the decoder learn to insert constrained
terms in the output sentences more correctly.

4.1 Synthetic parallel datasets

The French news monolingual corpus 2018 comes
under the general news domain. We attempted to
extract the sentences dealing with the EU election
topic using Moore-Lewis data selection strategy
(Moore and Lewis, 2010). We chose the French
side of Euelections-dev-2019 as our in-domain
corpus, with the hope that it will favor sentences
containing the constraints we have extracted from
it, in order to maximize the presence of constraint
pairs in the backtranslated data. We finally se-
lected the best 2M sentences in terms of Moore-
Lewis score.

We provide both constrained and unconstrained
translations for the resulting French sentences, us-
ing the same beam sizes as in Section 3.3. The
constrained setup inserted 673,670 phrases in 2M
German sentences.

4.2 Results

We used the German-to-French baseline trained on
2M sentences from Bicleaner07 (section 2.3) as a
starting point for fine-tuning using the constrained



Euelections-dev-2019
Baseline 31.07
Unconstrained 34.06
Constrained 34.04
Ensemble 34.31

Newstest-2013  Newstest-2019

27.49 33.04
28.07 35.64
27.99 35.45
28.10 35.62

Table 4: BLEU scores for German-to-French systems fine-tuned on backtranslated data

and unconstrained versions of the backtranslation.
The backtranslated data was mixed with Europarl
and News-commentary corpora. We first tried to
use Newstest-2012 for validation, but only a slight
improvement was observed throughout the train-
ing in terms of BLEU. In order to avoid stopping
the training too early, we finally decided to run val-
idation on Euelections-dev-2019. This most cer-
tainly led to overestimated BLEU scores, since
the backtranslation data has been selected accord-
ing to its proximity to this development set (sec-
tion 4.1). However, it allowed the stopping crite-
rion to fire later during training.

The final models we introduce are averages
of the 4 best checkpoints in terms of BLEU on
Euelections-dev-2019. We also provide results for
an ensemble of 8 checkpoints (4 best constrained
and 4 best unconstrained). We kept the same
hyper-parameters as described in Section 2.2, ex-
cept we lowered the learning rate from 0.0003 to
0.0001, used no warmup, and ran more frequent
validations (every 10k updates).

The result of these fine-tuning procedures are
shown in Table 4. Both backtranslation setups
provide the best improvements we observed on
Newstest-2019 ( +2.5). However, we see no signif-
icant difference between the constrained and un-
constrained setups. This could be expected, since
our experiment was focused on a small set of terms
we wished the systems to generate, which can only
lead to local improvements with low impact on the
BLEU score. The ensemble of 8 models combin-
ing both setups is our primary submission to the
shared task.

We have run a small analysis of the outputs
given by both setups for Newstest-2019. We
observed that the constrained system correctly
copied the German name Alexander Gauland®,
whereas the unconstrained system erroneously
translated the first name into Alexandre. The
constrained system also translated europdischen
Vermdogenssteuer (European wealth tax) into the

3Constraint: Alexander Gauland — Alexander Gauland
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acronym ISF européen®*, which seems more usual
in the press about the EU elections, compared to
the litteral translation of the unconstrained sys-
tem as impdt européen sur la fortune. Several
phrases that were in our extracted constraints were
correctly translated by the unconstrained system
as well. Unconstrained backtranslation (Sennrich
et al., 2016a) thus seems to be sufficient to adapt
the terminology of a system to a specific system,
at least in our setup with few low-quality automat-
ically extracted lexical constraints. However, both
systems produce consistent errors on terms that we
failed to capture in constraints, which leads us to
think that higher quality constraints should have a
bigger positive impact on terminology adaptation.

5 Conclusions

We have described Lingua Custodia’s submission
to WMT’ 19 News Translation shared task. We at-
tempted to adapt the terminology of a MT system
to the EU election topic without relevant parallel
training data. Forcing the decoder to generate spe-
cific terms can help, although it disturbs the de-
coder, which may lead to broken output sentences.
Using hard constraint insertion to generate back-
translated target monolingual data showed no im-
provement in terms of BLEU scores, but we have
observed local improvements in the generated ter-
minology. The system that has been submitted to
the shared task is an ensemble of both constrained
and unconstrained models.

Lexically constrained decoding is highly depen-
dent on the quality of the bilingual constraints
available. In future work, we plan to search for
other techniques for automatic lexical constraint
extraction in order to improve recall and reach a
better terminology coverage. We also plan to in-
vestigate new techniques to relax the hard con-
straints applied to the decoder, in order to impose
less disturbance to the beam search and avoid bro-
ken output sentences.

*Constraint: Vermdgenssteuer — ISF
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Abstract

In this article, we describe the TALP-UPC
research group participation in the WMT19
news translation shared task for Kazakh-
English. Given the low amount of parallel
training data, we resort to using Russian as
pivot language, training subword-based statis-
tical translation systems for Russian-Kazakh
and Russian-English that were then used to
create two synthetic pseudo-parallel corpora
for Kazakh-English and English-Kazakh re-
spectively.  Finally, a self-attention model
based on the decoder part of the Transformer
architecture was trained on the two pseudo-
parallel corpora.

1 Introduction

Attention-based models like the Transformer ar-
chitecture (Vaswani et al., 2017) or the Dynamic
Convolution architecture (Wu et al., 2019) are
currently the dominant approaches for Machine
Translation (MT). Nevertheless, these architec-
tures offer best results when trained on large train-
ing corpora. When faced with a low-resource sce-
nario, other supporting techniques are needed in
order to obtain good translation results. In the
WMT19 news translation shared task, two low-
resourced language pairs where proposed, namely
Gujarati-English and Kazakh-English.

In this report, we describe the participation
of the TALP Research Group at Universitat
Politecnica de Catalunya (UPC) at the WMT19
news translation shared task (Barrault et al., 2019)
in Kazakh—English and English—Kazakh trans-
lation directions.

The amount of available parallel Kazakh-
English data is very low. In order to overcome this
problem in the frame of the shared task, we made
use of Russian as an pivot language. This way, we
used English-Russian and Kazakh-Russian data to
train intermediate translation systems that we then

used to create synthetic pseudo-parallel Kazakh-
English data. This data enabled us to train the final
Kazakh-English translation systems.

This work is organized as follows: in section
2 we describe some techniques normally used in
low-resource scenarios, to frame our proposal; in
section 3 we provide an overview of other works
addressing Kazakh-English as language pair for
translation; in section 4 we study the available data
sets, both in terms of amount and quality of the
data, and describe the processing performed over
it; in section 5 we describe the proposed system,
together with the details about, including the data
augmentation techniques used and the final NMT
model trained; in section 6 we describe the ex-
periments carried out to evaluate the translation
quality prior to submitting and the obtain results;
finally, in section 7 we describe the conclusions
drawn from this work.

The source code used for the data download,
data preparation and training of the pivot and fi-
nal systems is available at https://github.
com/noe/wmtl19-news—-lowres.

2 Low-resource NMT

There are several different approaches that can im-
prove translation quality in under-resourced sce-
narios. In this section, we provide an overview of
some of the dominant techniques and justify their
application in the frame of this shared task.

While for low resource languages there is lim-
ited parallel data, monolingual data is often avail-
able in greater quantities. A common strategy to
integrate this monolingual data into the NMT sys-
tem is back-translation (Sennrich et al., 2016a),
which consists in generating synthetic data by
translating monolingual data of the target language
into the source language that would be then fed to
the system to further train it.

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 155-162
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics



Another common scenario is that few or no par-
allel data is available between the source and target
languages but there is a third language or pivot. for
which there is parallel data to both source and tar-
get. In this case, two systems can be trained, one
from the source to the pivot language and another
from the pivot to the target language. Inference
will be performed as a cascade using the source to
pivot system output as synthetic data to input to
the pivot to the target system, obtaining a source
to target translation.

An alternative to this approach could be the gen-
eration of a synthetic pseudo-parallel corpus of
translated data between the source and target lan-
guage through the pivot, and train a system as done
in the back translation approach.

Finally, multilingual systems are recently show-
ing nice improvements. Among the different types
of multilingual systems there are the many-to-one
approaches and the many-to-many approaches.
The former is aiming to translate to one single
language and can simply concatenate source lan-
guages (Zoph and Knight, 2016; Tubay and Costa-
jussa, 2018). However, the latter either needs to
use independent encoders and decoders (Schwenk
and Douze, 2017; Firat et al., 2016; Escolano
et al., 2019) or when using universal encoder and
decoders (Johnson et al., 2017) needs to add a tag
in the source input to let the system know to which
language it is translating. This many-to-many sys-
tems are an alternative to pivot systems. However,
most these multilingual systems are not able to
achieve the level of performance of pivot systems
yet.

In the frame of the WMT19 news translation
shared task several of the aforementioned tech-
niques are applicable.

An English+Russian—Kakakh multilingual
system could be trained, but the amount of
Kazakh-Russian data is much larger than Kazakh-
English, which would bias the encoder toward
Russian; as Russian is not similar to English this
would decrease the effectiveness of the approach,
as opposed to what happens for similar languages
(Casas et al., 2018b).

Back-translation could also be applied in this
context, but the amount of Kazakh monolingual
data is not very large and it is crawled data, with
presumably low quality. It could have been used
additionally to other techniques, though.

Finally, pivoting approaches are also applicable
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to this scenario. The cascade approach, however,
would not allow to profit from the existing parallel
English-Kazakh data, making the pseudo-parallel
corpus approach the most sensible option.

3 Related Work

In this section we provide an overview of the dif-
ferent approaches proposed in the literature for
Kazakh-English machine translation.

The Apertium Rule-based Machine Transla-
tion (RBMT) system (Forcada et al., 2011) of-
fers a generic platform to implement transfer-
based rule systems for translation. This platform
was used by Assem and Aida (2013) and Sun-
detova et al. (2014) to implement transfer rules for
English—Kazakh and Kazakh—English respec-
tively.

Assylbekov and Nurkas (2014) and Bekbulatov
and Kartbayev (2014) studied the effectiveness of
Statistical Machine Translation (SMT) of Kazakh
to English with different segmentation strategies,
trying to cope with the large amount of surface
forms of Kazakh in relation to the low amount
of available training data. Kartbayev (2015) stud-
ied the influence of different alignment models in
SMT for Kazakh to English SMT.

Finally, Tukeyev et al. (2019) study the appli-
cation of NMT to Kazakh to English translation
by augmenting the training data with synthetically
sentences generated with a rule-based procedure
that computes variations of surface forms over
simple sentence templates.

4 Corpora and Data Preparation

In order to train our MT systems, we used the data
made available by the shared task organizers, in-
cluding the not only Kazakh-English data but also
the English-Russian and Kazakh-Russian data to
train pivot translation systems. In this section we
describe the data used for each language pair and
the processing applied to each of them in order to
compile appropriate training datasets.

4.1 Kazakh-English

The available parallel Kazakh-English corpora for
the shared task included News Commentary v14,
Wiki Titles vl and a crawled corpus prepared by
Bagdat Myrzakhmetov of Nazarbayev University.

Wiki Titles accounts for half of the available
parallel segments, but its sentences are around 2
tokens long in average. Therefore, we decided not



to include it in the training data, to avoid biasing
the trained systems toward short translations.

After concatenating the training corpora, we
used the standard Moses scripts to preprocess
them, including tokenization, truecasing and
cleaning. The statistics of the resulting training
data are shown in table 1.

Table 1: Summary statistics of the Kazakh-English
training data.

Lang. Sents. Words Vocab. Lpax  Lmean
Kazakh 99.6K 1.2M  139.6K 85 11.7
English ’ 1.5M 853K 102 14.9

The WMT organization split a part of News
Commentary to use as development'. From this
data, we left 500 parallel sentences as hold-out to
assess final system translation quality and left the
remaining 1566 segments as development data.

4.2 English-Russian

The available parallel English-Russian corpora for
the shared task included News Commentary v14,
Wiki Titles vl, Common Crawl corpus, ParaCrawl
v3, Yandex Corpus and the United Nations Paral-
lel Corpus v1.0 (Ziemski et al., 2016).

Following the rationale exposed for the English-
Kazakh Wiki Titles data, we also dropped the
English-Russian Wiki Titles data.

Among the other corpora, some are of very
large size. In order to assemble a manageable final
training dataset and taking into account the high
presence of garbage in the crawled datasets, before
combining the individual corpora, we filtered each
corpus and selected from each a random sample of
segments.

For the filtering, we applied heuristic criteria
based on our visual inspection of the data, in-
cluding elimination of lines with repeated separa-
tion characters (like ++++ or ———-), elimination
of fixed expressions (like The time is now,
which appeared several times in some corpora)
and eliminating lines with high ratio of numbers
and punctuation characters.

For the random sample, from UN Corpus we
took 2M segments out of 23M, from Common
Crawl we took 200K out of 900K, from ParaCrawl
we took 4M out of 12M and from the Yandex Cor-
pus we took all the 1M segments. These sam-

!The part of News Commentary provided as development
data was excluded from the training set.
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ples were then combined and went through stan-
dard processing with Moses scripts, including to-
kenization, truecasing and cleaning. After com-
bining them, we applied Moses corpus cleaning
with more aggressive settings (sentences between
5 and 80 words and a maximum length ratio of 3.0
between source and target). From the combined
corpus, we extracted 4000 random lines as devel-
opment data and 1000 segments as hold out test
set, leaving the rest for training. The statistics of
the resulting training data are shown in table 2.

Table 2: Summary statistics of the English-Russian
training data.

Lang. Sents. Words Vocab. Lpax Lmean
Russian 125.6M  3.2M 30 20.7
English 1449M 2.0M 80 23.9

4.3 Kazakh-Russian

The available parallel Kazakh-Russian corpora for
the shared task included News Commentary v14
and a crawled Russian-Kazakh corpus prepared by
Bagdat Myrzakhmetov of Nazarbayev University.

After concatenating the training corpora, we
used the Moses scripts for preprocessing, includ-
ing tokenization, truecasing and cleaning, using
the same settings as for the aggressive English-
Russian data cleaning described before. From the
combined corpus, we extracted 4000 lines as de-
velopment data and 1000 segments as hold out test
set, leaving the rest for training. The statistics of
the resulting training corpus are shown in table 3.

Table 3: Summary statistics of the Russian-Kazakh
training data.

Lang. Sents. Words Vocab. Lpax Lmean
Russian 49M 78.8M  1.4M 96 18.9
Kazakh ' 753M  1.6M 70 18.0

5 System Description

The amount of available parallel training data for
English-Kazakh is scarce. When an NMT system
is directly trained on this data, the resulting trans-
lation quality is very low, as shown in section 6.
Given the amount of available English-Russian
and Kazakh-Russian parallel training data, we de-
cided to use Russian as pivot language. Tak-
ing into account the availability of some paral-
lel Kazakh-English data, the pivoting approach
that best suits this case is to prepare pseudo-
parallel English-Kazakh and Kazakh-English cor-



pora based on the Russian data and then combine
it with the parallel English-Kazakh data. Further
justification of the technique used can be found in
section 2.

In pivoting approaches, the final translation
quality does not get influenced significantly if syn-
thetic data is used for the source language side;
on the other hand, using synthetic data for the tar-
get language side results in degraded translation
quality in the final system (Casas et al., 2018a;
Costa-Jussa et al., 2019). Therefore, we will
create two different pseudo-parallel corpora for
English—Kazakh and Kazakh—English.

In order to create the English—Kazakh syn-
thetic data, we translated the Russian side of the
Russian-Kazakh corpus into English. To per-
form this translation, we need an intermediate
Russian—English system. We made use of the
Russian-English corpus to train this pivot system.

In order to create the Kazakh—English syn-
thetic data, we translated the Russian side of the
Russian-English corpus into Kazakh. To per-
form this translation, we need an intermediate
Russian—Kazakh system. We made use of the
Russian-Kazakh corpus to train this pivot system.

The preparation and training of the two pivot
translation systems is further described in section
5.1

Once the synthetic data was prepared by means
of the pivot translation systems, we combined each
synthetic corpus with the parallel data, obtaining
the respective training datasets for the two transla-
tion directions. This is further described in section
5.2.

Finally, we trained the English—Kazakh and
Kazakh—English translation systems on the pre-
viously described mix of parallel and synthetic
corpora. The NMT model used is presented in sec-
tion 5.3.

5.1 Pivot SMT Systems

For the Russian—English and Russian—Kazakh
pivot translation systems we decided to use Moses
(Koehn et al., 2007), a popular phrase-based
Statistical Machine Translation (SMT) software
package. The use of pivot approaches for SMT has
been studied previously, like the works by De Gis-
pert and Marino (2006), Wu and Wang (2007) or
Utiyama and Isahara (2007).

Another option would have been to use a Neu-
ral Machine Translation (NMT) approach, but this
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would have required large amounts of GPU time
to translate the pseudo-parallel corpora.

While the English language presents simple
morphology, Russian is morphologically rich and
Kazakh is agglutinative. Therefore, the amount
of surface forms in a word-level vocabulary of
the two latter languages is very high. This way,
we decided to apply subword-level tokenization
before training the SMT systems. For this, we
used Byte-Pair Encoding (BPE) (Sennrich et al.,
2016b) to extract a vocabulary of subword parts
based on frequency statistics. We prepared sep-
arate BPE vocabularies for each language, with
32K merge operations each. Although not fre-
quent, there are some precedents for subword tok-
enization in SMT, like the work by Kunchukuttan
and Bhattacharyya (2016, 2017).

The use of subword tokenization leads to longer
token sequence lengths compared to the usual
word-based vocabularies of SMT systems. In
order to cope with this fact, we configured the
subword-based SMT systems to have longer n-
gram order for their Language Models (LM) and
phrase tables: the typical n-gram order used is 3
and we used 6. All other Moses configuration
settings are the standard ones, using KenLM as
language model (Heafield, 2011; Heafield et al.,
2013) and MGIZA++ (Gao and Vogel, 2008) for
alignment.

The data used to create the respective target-side
LMs consisted of the target side of the parallel data
used for training. Some improvement could have
been gained by using the available extra monolin-
gual English and Kazakh data for the LMs.

5.2 Combination of Parallel and Synthetic
Data

The process followed to combine the parallel data
with the synthetic data was the same for English-
Kazakh and for Kazakh-English: we oversam-
pled at 300% the parallel data and concatenated
it with the synthetic data, obtaining the final train-
ing datasets on which the translation systems for
the submissions were trained.

5.3 Joint Source-Target Self-Attention NMT

The translation system trained on the augmented
Kazakh-English data and used for the final WMT
submissions is based on the architecture proposed
by (He et al., 2018; Fonollosa et al., 2019). This
approach is based on the self-attention blocks
from (Vaswani et al., 2017), but breaks from the



Table 4: BLEU scores (cased) of the Rule-based baseline (RBMT), the Moses system trained on the parallel
Kazakh-English data with word-level tokenization (SMT(w)), the Moses system trained on the parallel Kazakh-
English data with subword-level tokenization (SMT(sw)), the NMT system trained on the parallel Kazakh-English
data, and the final systems trained on the augmented pseudo-parallel corpus data (NMT pseudo-p.)

Direction RBMT SMT (w) SMT (sw) NMT NMT pseudo-p.

Kazakh—English ~ 1.51 6.34 7.48 2.32 21.00

English—Kazakh  1.46 3.53 3.82 1.42 15.47
encoder-decoder structure and has only a single RBMT system with data-driven systems is
decoder block that is fed both the source and target not fair (see (Koehn, 2010) §8.2.7) but we
sentences, therefore learning joint source-target included it to have a broader picture.

representations from the initial layers. This model
resembles how a language modeling architecture
is trained and used for inference.

The positional encodings are applied separately
to source and target. An extra embedded vector

e Statistical Machine Translation with word-
level tokenization (SMT(w)): we trained a
Moses system on the parallel Kazakh-English
data, using normal word-level tokenization

representation is added to the combination of to- e Statistical Machine  Translation  with

ken and position in order to distinguish source and subword-level  tokenization (SMT(sw)):

target parts. we trained a Moses system on the parallel
The attention weights can be masked to control Kazakh-English data, using BPE tokeniza-

the receptive fields (Fonollosa et al., 2019). Both tion with 10K merge operations>. Moses

source-source and target-target receptive fields are default values were used for the rest of

constrained to a local window around each to- configuration settings .

ken, while target-source receptive fields are un- ) )

constrained. e Neural Machine Translation (NMT): we

The hyperparameter configuration used was the trained a Trapsformer m(?del on the Para}“el
same as the one originally used by the authors for I'(azakl.l—Engmh data, usmg BPE tokeniza-
WMT’ 14 English-German (14 layers, 1024 as em- tion with 10K merge operations, separately
bedding dimensionality, feedforward expansion of for source and target' We useg the jfalrseq
dimensionality 4096 and 16 attention heads). (Ott et al., 2019) implementation with the

For Kazakh-English we used separate BPE vo- same hyperparame.ters ?S the _IWSLT model,
cabularies with 32K merge operations, while for namely an embedc.hng dlmen519na11ty of 512,
English-Kazakh we used a joint BPE vocabulary 6 layers of attention, 4 attention .head.s and
with 32K merge operations, together with shared 1924 fpr the feedwordward expansion dimen-
source-target embeddings. sionality.

The translation quality BLEU scores of the
aforedescribed baselines were very low, as shown

In order to assess the translation quality of the in table 4.

systems, we computed the BLEU score (Papineni In order to evaluate the pivot translation systems

et al., 2002) over the respective held out test sets. ~ described in section 5.1, we also measured the
As there is not much literature of current NMT  BLEU scores in the respective held out test sets,

approaches being applied to English-Kazakh, we obtaining 36.05 BLEU for the Russian—English

prepared different baselines to gauge the range of ~ System and 21.06 for the Russian—Kazakh sys-
BLEU values to expect: tem. With these pivot systems, we created two

pseudo-parallel synthetic corpora, merged them
e Rule-based machine translation system  with the parallel data and trained a self-attention
(RBMT): we used the Apertium systtm  NMT model that obtained BLEU scores one or-

(Forcada et al., 2011; Sundetova et al., 2014;  der of magnitude above the chosen baselines, as
Assem and Aida, 2013), which is based on  shown in table 4.

transfer rules distilled from linguistic knowl- 2The low number of BPE merge operations is justified
edge. Using the BLEU score to compare an  with the low amount of training data

6 Experiments and Results
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When we tested the final Kazakh— English sys-
tem on the shared task test set, we identified sev-
eral sentences that remained completely in Cyril-
lic script. In order to mitigate this problem, we
trained a SMT system on the augmented Kazakh-
English data and used it for the sentences that had
a large percentage of Cyrillic characters. This
lead to a mere 0.1 increase in the case-insensitive
BLEU score and no change for the uncased one.

7 Conclusion

In this article we described the TALP-UPC sub-
missions to the WMT19 news translation shared
task for Kazakh-English. Our experiments show-
case the effectiveness of pivoting approaches for
low resourced scenarios, making use of SMT to
support the data augmentation process, while us-
ing the more effective attention-based NMT ap-
proaches for the final translation systems.
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Abstract

We describe here the experiments we per-
formed for the news translation shared task of
WMT 2019. We focused on the new German-
to-French language direction, and mostly used
current standard approaches to develop a Neu-
ral Machine Translation system. We make use
of the Tensor2Tensor implementation of the
Transformer model. After carefully cleaning
the data and noting the importance of the good
use of recent monolingual data for the task, we
obtain our final result by combining the output
of a diverse set of trained models through the
use of their ”checkpoint agreement”.

1 Introduction

The 2019 edition of WMT’s news translation
shared tasks was proposing the German-French
pair for the first time. The inclusion of two not-so-
closely related languages which both have a richer
morphology than English is interesting and can in
theory provide additional challenges to the more
English-X pairs most frequently used for Machine
Translation. Due to the rather large computation
time investment required by the training of a mod-
ern Neural Machine Translation system, we fo-
cused on the German-to-French direction.

Overall, our submission mostly relied on care-
fully following current best practices for Neural
MT, while trying to analyze results and find sim-
ple ways to improve them. We used a Trans-
former sequence-to-sequence model (Vaswani
etal.,2017) as our base system. After cleaning and
selecting data, we ran experiments with different
settings, and finally tried to combine the results of
all of these models. In these combination, we tried
to use what we dubbed “’checkpoint agreement” as
a proxy to measure the confidence of a system in
its translation.

We could obtain a final improvement of more
than +3.5 BLEU over the baseline trained only on

Sadao Kurohashi
Graduate School of Informatics
Kyoto University
kuro@i.kyoto-u.ac. jp

bilingual data. However, the greater part of this
improvement was simply due to the addition of
relevant monolingual data.

2 Basic setting

All of our experiments are based on the Trans-
former sequence-to-sequence model (Vaswani
et al., 2017). We used the Tensor2Tensor im-
plementation! (Vaswani et al., 2018). For hyper-
parameters, we used the predefined “big” setting
of Tensor2Tensor:

e 0 layers for the encoder

6 layers for the decoder

Hidden size of 1024

Feed-forward hidden size of 4096

16 attention heads

A dropout of 0.3 was used during training.
Training was done with the Adam (Kingma and
Ba, 2014) algorithm.

Like Popel and Bojar (2018), we also observed
that parallel training on a large number of GPUs
(thus with a larger effective batch size) was lead-
ing to a better final results than only using one or
two GPUs at once. We therefore always ran train-
ing on five to eight GPUs in parallel’>. Using a
per-GPU batch size of 2048 tokens, this means our
effective batch-size was in the range of 10 000 to
16 000 tokens.

Except when indicated otherwise, training was
run for at least 500 000 iterations on 8 GPUs (with
more iterations when using fewer GPUs to keep
the number of training epochs roughly equivalent).

"https://github.com/tensorflow/tensor2tensor

*Since we are using a shared computation environment, it
was not practical to always have a batch of 8 GPUs available
for training.
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3 Data preprocessing

3.1 Data used

For bilingual data, we used the provided cor-
pora: europarl (= 1.7M sentence pairs), com-
mon crawl(= 620k sentence pairs) and news-
commentary (= 255k sentence pairs). We did not
use the paracrawl corpus.

In addition, we also used the 2018 set of the
news crawl corpus (= 8M sentences) as additional
monolingual data.

3.2 Data cleaning

Inspecting the training data exposed some minor
issues, most notably of encoding and mixed lan-
guages (eg. Spanish and English sentences in the
French part of the corpus).

Encoding issues were mostly due to sentences
encoded in the “Latin-1” character set being mixed
with "UTF-8” encoded sentences. Encoding was
fixed using the convenient Python library ft fy>
(Speer, 2019). In addition, we removed all uncom-
mon* special unicode characters: such characters
waste embeddings/softmax capacity for no bene-
fits.

In order to remove non-French/German sen-
tences from the corpus, we chose to apply a sim-
ple heuristic that was fast enough to be applied
to millions of sentences. Comparing corpuses
of French, German, English, Spanish and Por-
tuguese, we selected “characteristics” words and
characters that were frequent in French or German
but rare or inexistent in other languages (eg. char-
acter ’¢” or words “mais”, “donc” for French).
We then filtered out any sentence longer than 4
words that did not contain any of these character-
istics words/characters. A few dozen thousands
sentences were filtered out this way, with a rate
of false positive empirically estimated at less than
1%.

3.3 Subwords units

As is now common practice, we tokenized all
data with subwords units. We relied on the
subword tokenization algorithm implemented in
Tensor2Tensor. This algorithm is different from
the popular BPE tokenization algorithm (Sennrich

3https://github.com/Luminosolnsight/python-ftfy

4our definition for uncommon was any character whose
frequency rank was beyond 500 and that was not appearing
in any sentence of the dev set.

et al., 2015b), but is expected to be similarly ef-
ficient. We targeted a joint subword vocabulary
of 32 000 units. In other experiments we had ob-
served that smaller subword vocabulary size can
work better for language pairs with many common
prefixes (such as Spanish and Portuguese); this did
not seem to be the case here.

4 The importance of recent news data

4.1 Baseline Experiment and Error Analysis

We ran a first baseline experiment using the setting
described in section 2 and the cleaned bilingual
data of section3. We obtained a cased BLEU score
of 33.18.

Manual inspection of the results showed us that
the trained model could have serious trouble trans-
lating terms or personal names who had only re-
cently appeared in the news. A typical exam-
ple would be the translation of German “Gelb-
westen” (”Yellow vests”) into French Gibiers
jaunes” (”Yellow game>”), instead of the correct
”Gilets jaunes”. The “Yellow vests” are a French
protest movement that appeared during 2018 fall,
and has received much attention in news from that
time into 2019. The collocation ”Gilets jaunes” is
therefore unlikely to appear in the bilingual train-
ing data (which is typically older), which explains
why the model seems to prefer the similar (in
terms of subwords units) ”Gibiers jaunes”.

Another common problem was the literal trans-
lation of German terms that are normally quoted
as-is in French News. For example, the Ger-
man political Party ”Die Linke” ("The Left”) was
translated as ’le parti de gauche” (’the left-wing
party”), even though French journalists usually
refer to it with its German name (’le parti Die
Linke”).

4.2 Backtranslating recent news

The problem above prompted us to make use of
the provided monolingual data, which includes
more recent pieces of news. We used backtrans-
lation (Sennrich et al., 2015a), which is currently
the most popular approach for using monolingual
data in NMT. Concretely, we trained a French-to-
German model with the sam bilingual data, and
backtranslated into German the 2018 section of
the news crawl data. We expect that using the
data from previous years would have been useful
as well, but we focused on the year 2018, first out

Swith the meaning of “hunted animal”, not (board) game.
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of concern with time constraints, and second con-
sidering the most recent pieces of news should be
by far the most relevant to translate the develop-
ment set and the test set (which are mostly made
of recent news).

We added the backtranslated data to the bilin-
gual data and trained a new model. The new model
had a cased BLEU score of 35.92, almost a 3
BLEU improvement. Manual inspection showed
a large improvement in the translation of recent
terms (eg. "Gelbwesten” was now correctly trans-
lated as “Gilets jaunes”). However, the problem
of litterally translating terms such as ”Die Linke”
remained.

4.3 Checkpoint Averaging

In order to improve results further, we tried check-
point averaging®. Averaging was done over 20
checkpoints, each checkpoint being taken with a
one hour interval. This led to a modest improve-
ment of +0.2 BLEU.

S Output combination

An efficient technique for improving the results
of a given Neural MT system is to train several
models and to compute their ensemble transla-
tions. The ensemble translation is obtained by let-
ting each model predict the probability of the next
words to be generated, and then combine these
probabilities to choose which word is actually gen-
erated to create the final translation. The price for
the improved translation quality is an increase in
training time, decoding time and memory usage
proportional to the number of models used.

In the course of this shared task, we trained sev-
eral different models, but could not use classic en-
semble techniques to combine them, due to several
factors: absence of a ready-made ensemble im-
plementation in Tensor2Tensor and models being
trained with different preprocessing (eg. different
subword units). This is why we considered a sim-
ple system combination algorithm that proved to
be useful.

5.1 Checkpoint agreement

While we could have used some more advanced
system combination techniques, such as (Freitag
et al., 2014), we experimented with the idea that
what we call ”checkpoint agreement” gives us use-

Susing the t2t-avg-all script (Popel and Bojar, 2018).
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ful indication about the reliability of a given trans-
lation.

The idea is, essentially, to keep many check-
points for each models (as in section 4.3). Each
checkpoint can be used to generate a translation
candidate. If all checkpoints generate the same
translation candidate, we can have higher confi-
dence in the translation than if they all generate
different translation candidates. Further, if twenty
checkpoints lead to a set of, say, three different
translations, we can have more confidence in the
translation that was generated by the most check-
point. This provides us with a model-independent
and implementation-independent way to estimate
the confidence we can have in the output of a
model. We empirically check to which extent this
is true in section 5.2.

Then, in section 5.3, we make use of this check-
point agreement to simply combine the output of
different systems.

5.2 Empirical evaluation of checkpoint
agreement

We first evaluate this idea with the checkpoints of
a single model. The first thing to verify is whether
different checkpoints actually produce different
translations. Using the same checkpoints as in sec-
tion 4.3 (ie. 20 one-hour-spaced checkpoints), we
compute the translations they generate for the de-
velopment set. We find that for 9% of the input
sentences, the 20 checkpoints generate the same
translation. For 2% of the input sentences, they
all produce distinct translations. For the remain-
ing 89% of inputs, there therefore exists at least
one translation candidate generated by at least two
checkpoints.

If, for each input, we select the most often gen-
erated translation candidate, we obtain a BLEU
score improvement of +0.3 ("selection by check-
point agreement” in table 1). This is a bit bet-
ter than simply doing checkpoint averaging, but
of course it takes 20 times more decoding time to
obtain a translation.

5.3 Models output combination through

checkpoint agreement

Given that we now have a model-independent way
of estimating the reliability of a translation, we can
use this to combine the output of different models.
This is what we try here.



Model Dev cased BLEU | Improvement
Baseline (bilingual data only) 33.18 -
+2018 news data (monolingual) 35.92 +2.74
Checkpoint averaging 36.12 +0.2
Selection through checkpoint agreement 36.23 +0.31
All Models combined with Checkpoints agreement 36.73 +0.81

Table 1: Cased-BLEU score on the development set for the different experiments. Improvements of checkpoint
averaging and checkpoint agreement combination are computed with respect to the “Baseline+2018 monolingual

data” BLEU.

5.3.1 Combined models

The additional models we trained include:

e A model with a subword vocabulary size of
8000

e A model with a subword vocabulary size of
512

e A model trained with a reversed French-side
word order

The models with alternative vocabulary size
were trained to evaluate the effect of the coarse-
ness of the subword segmentation on the final
quality. We had observed this can have an impor-
tant impact on language pairs with many common
substrings (like Spanish and Portuguese), but did
not find it to give better results for German-French.

The model trained with a reversed French-side
order was to evaluate if the model could produce
better results by generating the translation from
right-to-left. Again, we did not find this to lead
to better results in our case.

Note that we could not combine these models
with a “classic” ensemble of models: due to dif-
ferent subwords units or word order generation,
these models cannot compute consistent ~’next-
word” probabilities that could be easily combined.

5.3.2 Results

We combine the results of our models through
a simple “majority vote” weighted by the con-
fidence deduced from the checkpoint agreement.
We could possibly obtain better results by inte-
grating the confidence score given by checkpoint
agreement in a more complex system combination
algorithm such as Freitag et al. (2014).

We obtain an improvement of +0.8 BLEU ("All
Models Checkpoints combination” in table 1).
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6 Conclusion

We experimented with the translation of German
into French in the context of the WMT 2019
shared tasks. Our approach mostly followed the
currently known best practices. We detailed how
we cleaned an pre-processed the training data, and,
in particular, we found it crucial for the task to
make good use of recent monolingual data. We
also evaluated the idea that a set of checkpoints
from a given training run can be used to evalu-
ate the confidence in the quality of the output of
a model. We used this to combine simply the out-
put of a set of different models.

References

Markus Freitag, Matthias Huck, and Hermann Ney.
2014. Jane: Open source machine translation sys-
tem combination. In Proceedings of the Demonstra-
tions at the 14th Conference of the European Chap-
ter of the Association for Computational Linguistics,
pages 29-32.

Diederik P Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization. arXiv preprint
arXiv:1412.6980.

Martin Popel and Ondfej Bojar. 2018. Training tips
for the transformer model. The Prague Bulletin of
Mathematical Linguistics, 110(1):43-70.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2015a. Improving neural machine translation
models with monolingual data. arXiv preprint
arXiv:1511.06709.

Rico Sennrich, Barry Haddow, and Alexandra Birch.
2015b. Neural machine translation of rare words
with subword units. In WMT2015.

Robyn Speer. 2019. ftfy. Zenodo. Version 5.5.

Ashish Vaswani, Samy Bengio, Eugene Brevdo, Fran-
cois Chollet, Aidan N. Gomez, Stephan Gouws,
Llion Jones, Lukasz Kaiser, Nal Kalchbrenner, Niki
Parmar, Ryan Sepassi, Noam Shazeer, and Jakob



Uszkoreit. 2018. Tensor2tensor for neural machine
translation. CoRR, abs/1803.07416.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in neural information pro-
cessing systems, pages 5998—6008.

167



NICT’s Supervised Neural Machine Translation Systems
for the WMT19 News Translation Task

Raj Dabre*and Kehai Chen* and Benjamin Marie* and Rui Wang* and
Atsushi Fujita and Masao Utiyama and Eiichiro Sumita
National Institute of Information and Communications Technology, Kyoto, Japan
{raj.dabre, khchen,bmarie,wangrui}@nict.go. jp
{atsushi.fujita,mutiyama,eiichiro.sumita}@nict.go.jp

Abstract

In this paper, we describe our supervised
neural machine translation (NMT) systems
that we developed for the news translation
task for Kazakh<>English, Gujarati«<>English,
Chinese<»English, and English—Finnish
translation directions. We focused on
leveraging multilingual transfer learning
and back-translation for the extremely low-
resource language pairs: Kazakh<>English
and Gujarati<»English translation. For the
Chinese<+English translation, we used the
provided parallel data augmented with a
large quantity of back-translated monolingual
data to train state-of-the-art NMT systems.
We then employed techniques that have
been proven to be most effective, such as
back-translation, fine-tuning, and model en-
sembling, to generate the primary submissions
of Chinese<+English. For English—Finnish,
our submission from WMTI18 remains a
strong baseline despite the increase in parallel
corpora for this year’s task.

1 Introduction

Neural machine translation (NMT) (Cho et al.,
2014; Sutskever et al., 2014; Bahdanau et al.,
2015) has enabled end-to-end training of a trans-
lation system without needing to deal with word
alignments, translation rules, and complicated de-
coding algorithms, which are the characteristics of
phrase-based statistical machine translation (PB-
SMT) (Koehn et al., 2007). NMT performs well in
resource-rich scenarios but badly in resource-poor
ones (Zoph et al., 2016). With the aid of mul-
tilingualism, transfer learning, and monolingual
corpora, researchers have shown that the transla-
tion quality in a low-resource scenario can be sig-
nificantly boosted (Zoph et al., 2016; Firat et al.,
2016; Sennrich et al., 2016a). Furthermore, unsu-
pervised NMT (Lample et al., 2018) has enabled

*equal contribution

translation in a scenario where only monolingual
corpora are available.

In this paper, we describe all the sys-
tems for Kazakh<>English, Gujarati<>English,
Chinese<>English, and English—Finnish, that we
developed and submitted for WMT 2019 under the
team name “NICT.” In particular our observations
can be summarized as follows:

Kazakh—English translation heavily benefits
from the existence of Russian as a pivot
language in the form of a Russian—Kazakh
corpus which can be used to generate a
pseudo-parallel Kazakh—English corpus from
the Russian—English corpus.

Gujarati—English translation can be dras-
tically improved by training a robust
Hindi—English model and fine tuning it on
the Gujarati—English corpus.

Chinese<«>English translation can benefit from
back-translation, model ensembling, and
fine-tuning based on the development data.

English—Finnish translation generated by our
WMTI18’s NMT system (Marie et al., 2018)
remains a strong baseline despite the avail-
ability of larger bilingual corpora for training
this year.

Noisy parallel corpora for back-translation
leads to poor quality pseudo-parallel data
which leads to poor translations.

Kindly refer to the overview paper (Bojar et al.,
2019) for additional details about the tasks, com-
parisons to other submissions, human analyses
and insights.

2 The Transformer NMT Model

The Transformer (Vaswani et al., 2017) is the
current state-of-the-art model for NMT. It is a
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sequence-to-sequence neural model that consists
of two components: the encoder and the decoder.
The encoder converts the input word sequence into
a sequence of vectors. The decoder, on the other
hand, produces the target word sequence by pre-
dicting the words using a combination of the pre-
viously predicted word and relevant parts of the
input sequence representations. The reader is en-
couraged to read the original paper (Vaswani et al.,
2017) for a deeper understanding.

3 Kazakh<«>English Task

3.1 Use of Pseudo-Parallel Data

In this paper, we rely on a highly reliable
data-augmentation technique known as back-
translation (Sennrich et al., 2016a). This tech-
nique relies on a L2—L1 model to translate an
L2 monolingual corpus, thereby yielding a large
L1-L2 pseudo-parallel corpus for L1—L2 trans-
lation. The final L1—L2 translation quality de-
pends on the quality of the pseudo-parallel corpus
which in turn depends on L2—L1 translation qual-
ity. For a low-resource L1-L2 pair, this approach
is rather infeasible.! However, the existence of a
pivot-language, L3, can prove beneficial. In this
situation, we can assume large L.3-L1 and L3-L2
corpora. Using a robust L3—L1 model, we can
translate the L3 side of the L3-L2 corpus to ob-
tain a high quality L1-L2 pseudo-parallel corpus
(Firat et al., 2016).

In our participation, we regard Russian as the
helping language, L3.

3.2 Datasets

We used the official Kazakh—English, Kazakh—
Russian, and Russian-English datasets provided
by WMT. All three datasets belong to the news
domain. After filtering the Kazakh—English par-
allel corpus using the “clean-corpus.perl” script in
Moses (Koehn et al., 2007),2 we obtained 98,602
(noisy) sentence pairs.

We filtered the Kazakh—Russian corpus of
5,063,666 lines according to the scores provided
with the corpus files. The real-valued scores
ranged from O to a maximum value of 11. Since
higher scores meant better pairs, we filtered the
corpora using the thresholds 1, 2, 3, 4, and 5 and

"We had initially experimented with the large Kazakh
and English monolingual corpora for back-translation but ob-
served no benefits.

https://github.com/moses—smt/
mosesdecoder
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trained NMT models on the filtered corpora. We
found out that a threshold of a score of at least 1
gave a corpus of 2,905,538 lines and performs the
best on a development set.> Using scores of 2, 3,
and 4 gave slightly lower BLEU scores on the de-
velopment set and thus we decided to use as large
a corpus as possible.

We used 4,596,000 lines* of Russian sentences,
randomly selected from the 12,061,155 sentences
Russian—English corpus, for back-translation. No
other type of pre-processing was performed.

3.3 Systems

We used the tensor2tensor’ version 1.6 implemen-

tation of the Transformer (Vaswani et al., 2017)
model. We used the default hyper-parameters in
tensor2tensor for all our models with the exception
of the number of training iterations. Unless men-
tioned otherwise we used the Transformer “base”
model hyper-parameter settings with a 21° =
32,768 sub-word vocabulary which was learned
using tensor2tensor’s internal tokenization and
sub-word segmentation mechanism. We learned
separate sub-word vocabularies for the source and
target languages.

During training, a model checkpoint was saved
every 1000 iterations. All models were trained
till convergence on the WMT19’s official devel-
opment set BLEU score. We averaged the last
N model checkpoints and used it for decoding
the test sets. NN is 20 for Kazakh<>English. The
choice of IV depended on the number of iterations
for convergence which in turn depended on the
size and quality of the data used to train models.
We chose the beam size and length penalty by tun-
ing on the development set. We did not ensem-
ble multiple models although it could possibly im-
prove the translation quality even further.

We first trained Russian—Kazakh and
Russian—English models for back-translation
purposes.  The Russian—Kazakh model was
trained for 300,000 iterations on one GPU
with a batch size of 2048 words and the

3We chose a set of 2,000 sentences, not included in the
training set, to monitor convergence.

“Due to lack of time, we were unable to back-translate all
Russian sentences before the task deadline. After the dead-
line we experimented with back-translating all Russian sen-
tences but did not observe any appreciable improvements in
translation quality.

Shttps://github.com/tensorflow/
tensor2tensor



IGNORE
BLEU IGNORE IGNORE
Task BLEU cased | BLEU (11b) BLlEﬂ-;;ised BLEU-cased-norm TER | BEER 2.0 | CharactTER | Rank
Kazakh—English | 28.1 26.2 28.1 26.2 26.2 0.670 0.555 0.701 3/9
English—Kazakh 6.4 6.4 6.4 6.4 7.8 0.926 0.418 0.841 8/9
Gujarati—English | 18.6 17.2 18.6 17.2 17.3 0.733 0.508 0.705 5/10
English—Gujarati | 10.5 10.5 10.5 10.5 10.6 0.856 0.448 0.785 6/8

Table 1: Results for Kazakh<>English and Gujarati<>English tasks. These scores are simply copied from the

official runs list.

Russian—English for 100,000 iterations® on two
GPUs with a batch size of 4096 words. We
used the Russian—English model to translate
the Russian side of the Russian—Kazakh corpus
into English. On the other hand, we used the
Russian—Kazakh model to translate the Russian
side of the Russian—-English corpus into Kazakh.
We used greedy decoding (to save time) with a
length penalty of 1.0 in both cases.

Both Kazakh—English and English—Kazakh
models were trained only on the pseudo-parallel
data, using two GPUs with a batch size of 4096
words, till the convergence of BLEU on the de-
velopment set. As a result, the Kazakh—English
model was trained for 200,000 iterations, whereas
the English—Kazakh model was trained for
220,000 iterations. For both translation directions,
decoding was done using a beam of size 10 and
length penalty of 0.8 (determined by tuning on the
development set).

3.4 Results

Refer to rows 1 and 2 of Table 1 for the various au-
tomatic evaluation scores. For Kazakh—English
our submitted system achieved a cased BLEU
score of 26.2 placing our system at 3rd rank out
of 9 primary systems. On the other hand, our
English—Kazakh performed poorly with its sys-
tem achieving a BLEU score of 6.4 placing it at
8th out of 9 primary systems.

Initially, we had experimented with back-
translating English monolingual corpora to
Kazakh using models trained on the Kazakh—
English parallel corpora. However, this led to
a BLEU score of less than 15. After repeated
experimentation we realized that the Kazakh—
English parallel corpus was of extremely poor
quality and hence decided to experiment with
Russian as a pivot language. We trained a
multilingual English-Russian—-Kazakh model

SGiven that the Russian—English corpus contains over
12M sentence pairs, training for more iterations could give
better results.

and pivot translation (Firat et al., 2016) gave
a BLEU of around 18 which motivated us to
exploit the Russian—Kazakh data. The main
lesson we learned was: always exploit a pivot
language whenever possible instead of relying
on a parallel corpus of bad quality. Note once
again that our submissions did not involve the use
of the Kazakh—English corpus provided by the
organizers.

4 Gujarati<»English Task

4.1 Fine-Tuning for Transfer Learning

In addition to the approaches in Section 3.1, we
also use fine-tuning for transfer learning. Zoph
et al. (2016) proposed to train a robust L3—L1
parent model using a large L3-L1 parallel corpus
and then fine-tune it on a small L2-L.1 corpus to
obtain a robust L2—L1 child model. The under-
lying assumption is that the pre-trained L3—L1
model contains prior probabilities for transla-
tion into L1. The prior information is divided
into two parts: language modeling information
(strong prior) and cross-lingual information (weak
or strong depending on the relationship between
L3 and L2). Dabre et al. (2017) have shown that
linguistically similar L3 and L2 allow for better
transfer learning. As such, we transliterate L3
to L2 before pre-training a parent model. This
could help in faster convergence, ensure cognate
overlap, and potentially lead to a better translation
quality.

In this participation, we used Hindi as the help-
ing language, L3.

4.2 Datasets

We used the official Gujarati—-English and Hindi—
English datasets provided by WMT. The Gujarati—
English corpus contains 28,683 sentence pairs be-
longing to the news and Wiki domains. We
also used the ILCI Gujarati—English corpus (Jha,
2010) of 44,777 sentence pairs belonging to the
tourism and health domains. In total the size
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of the Gujarati-English parallel corpus is 73,460
sentence pairs. The Hindi-English corpus of
1,492,827 sentence pairs contains sentence pairs
belonging to multiple domains.

We used around 2,700,919 lines of Gujarati
monolingual corpora (of which approximately
244,919 lines were from the news domain) for
back-translation.” We mapped the script on the
Hindi side of the Hindi—English corpus to Gujarati
using the Indic languages toolkit.® No other type
of pre-processing was performed.

We had initially experimented with a large En-
glish monolingual corpus for back-translation but
observed no benefits.

4.3 Systems

Most training details, including the size of sub-
word vocabulary, are same as those in Section 3.3.
The only exception is the number of checkpoints
we averaged before decoding which is 10 instead
of 20. This is because Gujarati<>English mod-
els converged rather quickly and hence were not
trained for a long period of time.

We first trained a bi-directional
Gujarati<>English model® using the parallel
corpora mentioned above, for 60,000 iterations on
one GPU with a batch size of 2048 words. We
then used this model to translate Gujarati mono-
lingual data into English using greedy decoding
with a length penalty of 1.0. We also pre-trained
a Hindi—English model where the scripts on the
Hindi side was mapped to those in Gujarati. This
model was trained for 90,000 iterations on one
GPU with a batch size of 4096 words.

We then trained a Gujarati—English model
by fine-tuning the Hindi—English model on the
Gujarati—English data for an additional 15,000 it-
erations'” on one GPU with a batch size of 4096
words. We also trained a English—Gujarati model
using the pseudo-parallel corpus by training for
60,000 iterations'! on one GPU with a batch size

"During back-translation, some parts of the monolingual
corpus remained untranslated due to out-of-memory errors
caused by very long input sentences.

$https://github.com/anoopkunchukuttan/
indic_nlp_library

“We chose a bi-directional model because we observed
higher BLEU scores on the development set compared to a
unidirectional model.

10Fine-tuning converges quickly.

"'Given the size of the pseudo-parallel corpus we expected
to train for much longer but observed convergence rather
quickly. It is likely that our generated corpus was quite noisy
and hence the models had limited learning potential.
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of 2048 words. For both cases, decoding was done
using a beam of size 10 and length penalty of 0.8.

4.4 Results

Refer to rows 3 and 4 of Table 1 for the various au-
tomatic evaluation scores. For Gujarati—English
our submitted system run achieved a cased BLEU
score of 17.2 placing our system at Sth position
out of 10 primary systems. On the other hand, our
English—Gujarati performed poorly with its sys-
tem run achieving a BLEU score of 10.6 placing it
at 6th position out of 8 primary systems.

Similar to our experience in Kazakh<+English,
using the NMT models trained using Gujarati—
English parallel corpora for back-translation, led
to poor translation quality. Our Gujarati—English
system achieved less than 10 BLEU when rely-
ing on a naive back-translation approach. As
such, we decided to rely on transfer learning
by fine-tuning a Hindi—English model on the
Gujarati-English corpus. In WMT19, Hindi
was the only language linguistically similar to
Gujarati and hence we did not explore other
resource-rich language pairs. Other participants
used Czech-English for transfer learning and
achieved similar success. On the other hand, only
the pseudo English—Gujarati corpus was avail-
able for developing the English—Gujarati system.
Due to lack of time, we did not try using our
transfer learning based Gujarati—English model
for back-translation. Given that our submitted
Gujarati—English system is over 8 BLEU points
higher than the naive back-translation based sys-
tem, we expect that English—Gujarati has a huge
potential for improvement.

As in the case of Kazakh«+English, we noted
that it is extremely beneficial to leverage a helping
language, such as Hindi, for improving translation
quality.

5 Chinese<>English Tasks

5.1 Datasets

The training data for the Chinese<+English
(ZH<+EN) translation tasks consists of two parts:
1) we selected the first 10 million lines of the
News Crawl 2016 English corpus according to our
last year’s finding (Marie et al., 2018), 2) the cor-
responding synthetic data was generated through
back-translation (Sennrich et al., 2016a). We ap-
plied tokenizer and truecaser of Moses (Koehn



IGNORE IGNORE
Task System BLEU BLEU IGNORE BLEU-cased BLEU- TER | BEER 2.0 | CharactTER
cased | BLEU (11b)
(11b) cased-norm

Single model 24.1 23.3 24.1 233 23.5 0.667 0.574 0.643

ZHoEN +back-translation 26.6 25.3 26.6 25.3 25.5 0.652 0.585 0.632
+fine-tuning 28.7 27.5 28.7 27.5 27.7 0.621 0.599 0.613

+ensemble five models | 32.3 31.0 323 31.0 31.3 0.599 0.615 0.569

Single model 30.3 30.3 0.4 0.4 2.2 0.999 0.304 0.839

EN—ZH +back-translation 31.8 31.8 0.6 0.6 2.6 0.999 0.315 0.765
+fine-tuning 33.1 33.1 0.0 0.0 2.3 1.000 0.319 0.747

+ensemble five models | 34.5 34.5 0.7 0.7 2.6 0.999 0.326 0.734

Table 2: Results for ZH<«+EN translation task. “Single model” denotes that it was trained by only using the first
10M lines of the News Crawl-2016 English corpus as training data. These scores are simply copied from the

official runs list.

et al., 2007) to the English sentences. Jieba!? was
used to tokenize the Chinese sentence. For clean-
ing, we filtered out sentences longer than 80 to-
kens in the training data.

5.2 Systems

We used Marian toolkit (Junczys-Dowmunt et al.,
2018)'3 to build competitive NMT systems based
on the Transformer (Vaswani et al., 2017) archi-
tecture. We used the byte pair encoding (BPE)
algorithm (Sennrich et al., 2016b) for obtaining
the sub-word vocabulary whose size was set to
50,000. The number of dimensions of all input
and output layers was set to 512, and that of the
inner feed-forward neural network layer was set to
2048. The number of attention heads in each en-
coder and decoder layer was set to eight. During
training, the value of label smoothing was set to
0.1, and the attention dropout and residual dropout
were set to 0.1. The Adam optimizer (Kingma
and Ba, 2014) was used to tune the parameters of
the model. The learning rate was varied under a
warm-up strategy with warm-up steps of 16,000.
All NMT models for ZH«++EN tasks were consis-
tently trained on four P100 GPUs. We validated
the model with an interval of 5,000 batches on the
development set and selected the best model ac-
cording to BLEU (Papineni et al., 2002) score on
the newsdev2018 data set.

We performed the following training run inde-
pendently for five times to obtain the models for
ensembling. First, an initial model was trained
on the provided parallel data and used to gener-
ate pseudo-parallel data through back-translation.
A new model was then trained from scratch on
the mixture of the original parallel data and the
pseudo-parallel data. The new model was further

Phttps://github.com/fxsjy/jieba
Bhttps://marian-nmt.github.io
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fine-tuned on the concatenation of newsdev2017
and newstest2017 data sets for 20 epochs. Finally,
we decoded the newstest2019 test set with an en-
semble of the five fine-tuned models to generate
the primary submissions for the ZH<EN task.

5.3 Results

Table 2 shows the results of ZH«+>EN tasks. It
is obvious that the back-translation, fine-tuning,
and ensemble methods are greatly effective for the
ZH<+EN tasks. In particular, the ensemble gave
more improvements on the ZH—EN task over
the “Single model+back-translation+fine-tuning”
model than the EN—ZH task. In addition, these
three methods can incrementally improve transla-
tion performance of the Transformer NMT.

6 English—Finnish Task

For the translation direction English— Finnish, we
used the exactly same NMT models and system
used to generate our last year’s submission (Marie
et al., 2018). We did not exploit the new larger
parallel data provided for this year. For this year,
we only submitted the output produced by the en-
semble of our three NMT models. Our system
was ranked third for the task according to BLEU-
cased, at 23.2 BLEU points, which is 4.2 BLEU
points below the best system submitted to the task.

7 Conclusion

In this paper, we have described our primary sys-
tems whose translations we have submitted to
WMT2019. In general, we found that back-
translation, fine-tuning, and ensembling are the
most effective means of maximizing the transla-
tion quality for all language pairs. In addition to
this, we have observed that leveraging a helping
language, such as Russian for Kazakh<>English



translation and Hindi for Gujarati—English trans-
lation, can lead to large benefits as compared to
using only parallel corpora and back-translation.
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Abstract

This paper describes the University of Syd-
ney’s submission of the WMT 2019 shared
news translation task. We participated in the
Finnish—English direction and got the best
BLEU(33.0) score among all the participants.
Our system is based on the self-attentional
Transformer networks, into which we inte-
grated the most recent effective strategies from
academic research (e.g., BPE, back transla-
tion, multi-features data selection, data aug-
mentation, greedy model ensemble, rerank-
ing, ConMBR system combination, and post-
processing). Furthermore, we propose a novel
augmentation method Cycle Translation and
a data mixture strategy Big/Small paral-
lel construction to entirely exploit the syn-
thetic corpus. Extensive experiments show
that adding the above techniques can make
continuous improvements of the BLEU scores,
and the best result outperforms the baseline
(Transformer ensemble model trained with
the original parallel corpus) by approximately
5.3 BLEU score, achieving the state-of-the-art
performance.

1 Introduction

Neural machine translation (NMT), as a succinct
end-to-end paradigm, has resulted in massive leap
in state-of-the-art performances for many lan-
guage pairs (Kalchbrenner and Blunsom, 2013;
Sutskever et al., 2014; Bahdanau et al., 2015;
Gehring et al., 2017; Wu et al., 2016; Vaswani
et al., 2017). Among these encoder-decoder net-
works, the Transformer (Vaswani et al., 2017),
which solely uses along attention mechanism
and eschews the recurrent or convolutional net-
works, leads to state-of-the-art translation qual-
ity and fast convergence speed (Ahmed et al.,
2017). Although many Transformer-based vari-
ants are proposed (e.g., DynamicConv (Wu et al.,
2019), sparse-transformer (Child et al., 2019)), our
preliminary experiments show that their perfor-
mances are unstable compared to the traditional

dacheng.taol@sydney.edu.au

# | cycle translated sample sentence pair

1 | She stuck to her principles even when
some suggest that in an environment of-
ten considered devoid of such thing there
are little point.

2 | She insists on her own principles, even
if some people think that it doesn’t make
sense in an environment that is often con-
sidered to be absent.

Table 1: Example of difference between original sen-
tence (line 1) and cycle translated result (line 2). Pre-
trained BERT model using all available English cor-
pora show that the Loss decreased from 6.98 to 1.52.

Transformer. Traditional Transformer therefore
was employed as our baseline system. In this pa-
per, we summarize the USYD NMT systems for
the WMT 2019 Finnish—English (FI—EN) trans-
lation task.

As the limitation of time and computation re-
sources, we only participated in one challenging
task FI—-EN, which lags behind other language
pairs in translation performance (Bojar et al.,
2018). We introduce our system with three parts.

First, at data level, we find that the data qual-
ity of both parallel and monolingual is unbalanced
(i.e., contains a large number of low quality sen-
tences). Thus, we apply several features to se-
lect the data after pre-processing, for example, lan-
guage models, alignment scores etc. Meanwhile,
in order to fully utilize monolingual corpus, not
only back translation (Sennrich et al., 2015) is
adopted to back translate the high quality monolin-
gual sentences with target-to-source(T2S) model,
we also propose Cycle Translation to improve
the low-quality sentences, in turn resulting in cor-
responding high-quality back translation results.
Note that unlike text style transfer task (Shen et al.,
2017; Fu et al., 2018; Prabhumoye et al., 2018)
which transfers text to specific style (e.g., political

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 175-182
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics
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Figure 1: The schematic structure of the three main stages of the USYD-NMT. They are data preparation stage,
model training stage and inference phrase. For brevity, here Mono, Para, and Valid represent the monolingual,

parallel and validation data respectively.

slant, gender), we aim to improve the fluency of
sentences, for instance, through cycle translation,
low quality sentence in Table 1 becomes more flu-
ent in terms of language model score. The top dia-
gram of Figure 1 depicts data preparation process
concretely.

As to model training in the middle part
of Figure 1, we empirically introduced
Big/Small parallel construction strategy to
construct training data for different models. The
intuition is all the data are advantageous and can
be fully exploited by different models, thus we
train 8 Transformer_base models (M gnq1 X 8) by
using different small scale corpus constructed by
small parallel construction method and a Trans-
former_big model (Mp;, x 1) based on the big
parallel construction method. In the meantime, a
right-to-left model (M,.9;) is trained.

In addition, in inference phrase, we comprehen-
sively consider the ensemble strategies at model
level, sentence level and word level. For model
level ensemble, while brutal ensemble top-IN or
last-M models may improve translation perfor-
mance, it is difficult to obtain the optimal result.
Hence we employ Greedy Model Selection based
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Ensembling (GMSE) (Partalas et al., 2008; Deng
et al., 2018). For sentence level ensemble, we
keep top n-best for multi-features reranking. And
for word aspect, we adopt the confusion network
decoding (Bangalore et al., 2001; Matusov et al.,
2006; Sim et al., 2007) with using the consen-
sus network minimum Bayes risk (MBR) crite-
rion (Sim et al., 2007). After combination, a post-
processing algorithm is employed to correct in-
consistent number and years between the source
and target sentences. The bottom part of Figure 1
shows the inference process.

Our omnivorous model achieved the best
BLEU (Papineni et al., 2002) scores among sub-
mitted systems, demonstrating the effectiveness
of the proposed approach. Theoretically, our ap-
proach is not specific to the Finnish—English lan-
guage pair, i.e., it is universal and effective for any
language pairs. The remainder of this article is or-
ganized as follows: Section 2 will describe each
component of the system. In Section 3, we intro-
duce the data preparing details. Then, the exper-
imental results are showed in Section 4. Finally,
we conclude in Section 5.



model_parameters | M _small | M big Category Features
num_stack 6 6 NMT Features T2S score (Sennrich et al., 2016)
hidden_size 512 1024 BERT LM (Devlin et al., 2018)
FFN_size 2048 4096 LM Features Transformer LM (Bei et al., 2018)
num_heads 8 16 N-gram LM (Stolcke, 2002)
p-dropout 0.1 0.3 Alignment Features | IBM model 2 (Dyer et al., 2013)

Table 2: Model differences between base and big.

2 Approach

2.1 Neural Machine Translation Models

Given a source sentence X = x1,...,x77, NMT
model factors the distribution over target sentence
Y =, ...,y into a conditional probabilities:

T+1

p(Y1X;0) = [ p@ilvos—1, 212/ 6)
t=1

(1

where the conditional probabilities are parameter-
ized by neural networks.

The NMT model consists of two units: an en-
coder and a decoder. The encoder is assumed that
it can adequately represent the source sentence.
Then, the decoder can recursively predict each tar-
get word. Parameters of encoder, decoder and
attention mechanism are trained to maximize the
likelihood with a cross-entropy loss applied:

Ly =1logp(Y[X;0)
T+1

=Y logp(yilyo:t—1, z1:7750)
=1

2)

Concretely, an self-attentional encoder-decoder
architecture (Vaswani et al., 2017) was selected
to capture the causal structure. For training
with different size of corpus, we employ the
Transformer_base (M _base) and Transformer_big
(M _big) in our structure, see Table 2.

2.2 Data Selection Features

Inspired by (Bei et al., 2018), where their system
shows data selection can obtain substantial gains,
we deliberately design criteria for parallel and
monolingual corpus. Both of them employ rule-
based features, count features, language model
features. And for parallel data, word alignment-
based features, T2S translation model score fea-
tures are applied. The feature types are described
in Table 3. Our BERT language model used here is
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Rule-based features | Illegal characters (Bei et al., 2018)

Word count

Count Features -
‘Word count ratio

Table 3: Features for data selection.

trained from scratch by the open-source tool! with
target side data.

According to our observations, by using above
multiple data selection filters, issues like misalign-
ment, translation error, illegal characters, over
translation and under translation in terms of length
could be significantly reduced.

2.3 Cycle Translation for Low-quality Data

Although the data selection procedure has pre-
served relatively high quality monolingual data,
there are still a large batch of data is incomplete or
grammatically incorrect. To address this problem,
we proposed Cycle Translation (denoted as C7 (+),
as Figure 2) to improve the mono-lingual data that
below the quality-threshold (According to our em-
pirical ablation study in section 4, the latter 50%
will be cycle translated in our submitted system).

2.4 Back Translation for monolingual corpus

Back-translation (Sennrich et al., 2015; Bojar
et al., 2018), translating the large scale mono-
lingual corpus to generate synthetic parallel data
by Target-to-Source pretrained model, has been
widely utilized to improve the translation quality
since adding the synthetic data into parallel data
can enhance the in-domain information over the
original corpus distributions, allowing the transla-
tion model to be more robust and deterministic.

2.5 Greedy Model Selection Based Ensemble

Model ensemble is a typical boosting technique,
which refers to combining multiple models to re-
duce stochastic differences in the output that may
not be avoided at a single run. Also normally, en-
semble model outperforms the the best single one.

"https://github.com/huggingface/
pytorch-pretrained-BERT
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kN S2T(T2S(x)) -

Mono

Figure 2: The Cycle Translation process, into which
we feed the low quality monolingual data z, and then
correspondingly obtain the improved data C7 () (de-
noted as S27(T2S5(x)) in figure). Note that models
marked in red and green represent the T2S and S2T
model trained by M 4,,,41; With the processed given par-
allel corpus, the red arrows indicate the data flows of
the opposite language type of the inputs. The dotted
double-headed arrow between the input = and the final
output C7 (x) means that they share the semantics but
differs in fluency.

In neural machine translation, we generally en-
semble several checkpoints saved during a single
model training. However, our preliminary experi-
ments show that both top-N or last-M ensembling
approaches could only bring very insignificant im-
provements but consume a lot of GPU resources.

To overcome this issue, we adopt greedy model
selection based ensembling(GMSE), which tech-
nically follows the instruction of (Deng et al.,
2018).

2.6 Reranking n-best Hypotheses

As the NMT decoding being generally from left
to right, this leads to label bias problem (Laf-
ferty et al., 2001). To alleviate this problem, we
rerank the n-best hypotheses through training a k-
best batch MIRA ranker (Cherry and Foster, 2012)
with multiple features on validation set. The fea-
ture pool we integrated include left-to-right (L2R)
translation model, (right-to-left) R2L translation
model, (target-to-source) T2S translation model,
language model, IBM model 2 alignment score,
and word count ratio. After multi-feature rerank-
ing, the best hypothesis of each model (My;, X 1,
Mgman X 8 and R2L model) was retained for sys-
tem combination.

2.6.1 Left-to-right NMT model

The L2R feature refers to the original translation
model that could generate the n-best list. During
reranking training, we keep the original perplexity
score evaluated by this L2R model as L2R feature.
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Figure 3: The System Combination process, into which
we feed each system/model with the source sentence
x, in turn obtain corresponding 1-best result My, (),
Mmanr (2)s oo Mgmanz(z),Mpar(z) (Note that
the 1-best result here of each system was already
reranked). After pooling all system results, we can per-
form the ConMBR system combination decoding and
obtain the final target side results.

2.6.2 Right-to-Left NMT Model

The R2L NMT model using the same training data
but with inverted target sentences (i.e., reverse tar-
get side characters “a b ¢ d’—“d ¢ b a”). Then,
inverting the hypothesis in the n-best list such that
each sequence can be given a perplexity score by
R2L model.

2.6.3 Target-to-Source NMT Model

The T2S model was initially trained for back-
translation, we can employ this model to assess
the translation adequacy as well by adding the T2S
feature to reranking feature pool.

2.6.4 Language Model

Besides above features, we employ language mod-
els as an auxiliary feature to give the fluent sen-
tences better scores such that the results are easier
to understand by human.

2.6.5 Word Count Ratio

To alleviate over-translation or under-translation
in terms of length, we set the optimal ratio of
Ly + Lep to 0.76 according to the corpus-based
statistics. We use the deviation between the ratio
of each sentence pair and this optimal ratio as the
score.



src Siltalan edellinen kausi liigassa oli
2006-07
pred | Siltala’s previous season in the
league was 2006 at 07
+post | Siltala’s previous season in the
league was 2006-07
Table 4: Example of the effectiveness of post-

processing in handling inconsistent number translation.

Data Sentences
filtered parallel corpus 5,831,606
reconstructed mono 82,773,126
filtered synthetic parallel | 75,940,978
small construction(x8) 11,663,212
big construction 151,751,856

Table 5: Data statistics after data preparation

2.7 System Combination

As is shown in Figure 3, in order to take full ad-
vantages of different models(M ;g <1, Mg %8
and R2L model), we adopted word-level combi-
nation where confusion network was built. Con-
cretely, our method follows Consensus Network
Minimum Bayes Risk (ConMBR) (Sim et al.,
2007), which can be modeled as

3)

where FE.,, was obtained as backbone through
performing consensus network decoding.

EConMBR = argminE’[’(Elv Econ)

2.8 Post-processing

In addition to general post-processing strate-
gies (i.e., de-BPE, de-tokenization and de-
truecase 2), we also employed a post-processing
algorithm (Wang et al., 2018) for inconsistent
number, date translation, for example, “2006-07"
might be segmented as “2006 -@ @ 07” by BPE,
resulting in the wrong translation “2006 at 07”.
Our post-processing algorithm will search for the
best matching number string from the source sen-
tence to replace these types of errors, see Table 4.

3 Data Preparation

We used all available parallel corpus > for
Finnish—English except the “Wiki Headlines”

https://github.com/moses—smt/
mosesdecoder/tree/master/scripts

3both parallel and monolingual corpus can be ob-
tained from: http://www.statmt.org/wmt19/
translation—-task.html
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due to the large number of incomplete sentences,
and for monolingual target side English data,
we selected all besides the “Common Crawl”
and “News Discussions”. The criteria is inspired
by (Marie et al., 2018), who won the first place in
this direction at WMT18. Table 5 shows the final
corpus statistics. More details are as follows:

Parallel Data: We use the criteria in sec-
tion 2.2, the overall criteria are following:

e Remove duplicate sentence pairs.

e Remove sentence pairs containing illegal

characters.

Retain sentence pairs between 3 and 80 in
length.

Remove sentence pairs that are too far from
the best ratio(L ; : L,=0.76)

Remove pairs containing influent English
sentences according to a series of LM fea-
tures.

Remove inadequate translation sentence pairs
according to Mg score.

Remove sentence pairs with poor alignment
quality according to IBM model 2.

After data selection, there are approximately
5.8M parallel sentences.

Monolingual Data: For our Finnish—English
system, back translation was performed for mono-
lingual English data. Before back-translation,
we filter them according to the aforementioned
criteria in section 2.2 and concurrently, the scores
of each sentence is obtained. After monolingual
selection, there are 82M sentences remained,
which is still a gigantic scale. We cycle translate
the last 25%, 50% and 75% of it in terms of the
LM scores to empirically identify the optimal
threshold and improve the fluency of monolingual
corpora. In doing so, all monolingual corpus is
kept at relatively high quality.

Synthetic Parallel Data: The synthetic parallel
data also needs to be filtered by alignment score
and word count ratio to alleviate poor translation.
Further filtration retains 75M synthetic data.

On the other hand, previous works have shown
that the maximum gain can be obtained by mixing



# | Models news-test18 | news-testl9 | Agpe
1 Baseline(original_parallel + ensemble) 21.8 27.3 —

2 | Mgmai(selected_parallel) 22.6 27.9 +0.70
3 | +synthetic 23.9 28.8

4 | +GMSE 24.2 29.2

5 | +reranking 24.6 29.5

6 | +post processing 24.8 29.6 +2.65
7 | Cycle translation + B/S construction 25.3 30.9 +3.55
8 | +GMSE 25.9 31.7

9 | +reranking 26.3 324

10 | +system combination 26.6 32.8

11 | +post processing 26.7 33.0 +5.30

Table 6: FI—-EN Results on newstest2018 and newstest2019. The submitted system is the last one.

#| CT Ratio || Val. A
Il (0% [2262 -
2| [25%] || 23.18 +0.56
3| [50%] || 23.70 +1.08
4| [75%] || 23.07 +0.45

Table 7: Different experimental settings that employed
different cycle translation thresholds. Val. denotes that
the results are reported on validation set.

the sampled synthetic and original corpus in a
ratio of 1:1 (Sennrich et al., 2015, 2016). The
size of the synthetic corpus is generally larger
than the parallel corpus, thus partial sampling is
required to satisfy the 1-1 ratio. However, such
sampling leads to waste of enormous synthetic
data. To address this issue, we argue that a better
construction strategy can be introduced to make
full use of the synthetic corpus, subsequently
leading to better translation quality.

Small Parallel Construction: We randomly
sampled approximate 5.8M corpus from the
shuffled synthetic data for 8 times and mix them
with parallel data respectively.

Big Parallel Construction: The aim of big
construction is to fully utilize the synthetic data.
To achieve this, we repeated the parallel corpus 13
times and then mixed it with all synthetic corpora.

4 Experiments

The metric we employed is detokenized case-
sensitive BLEU score. news-test2018 is uti-
lized as validation set and test set is officially
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released news-test2019. Training set, val-
idation set and test set are processed consis-
tently. Both Finnish and English sentences are
performed tokenization and truecasing with Moses
scripts (Koehn et al., 2007). In order to limit the
size of vocabulary of NMT models, we adopted
byte pair encoding (BPE) (Sennrich et al., 2016)
with 50k operations for each side. All the model
we trained are optimized with Adam (Kingma and
Ba, 2014). Larger beam size may worsen trans-
lation quality (Koehn and Knowles, 2017), thus
we set beam_size=10 for each model. All models
were trained on 4 NVIDIA V100 GPUs.

In order to find the optimal threshold in cy-
cle translation procedure, we first report our ex-
perimental results on validation data set with dif-
ferent thresholds, which ranges from [0%, 25%,
50%, 75%]. Intuitively, the quality improvement
of monolingual sentences afforded by cycle trans-
lation could bring better synthetic parallel data,
subsequently leading to more accurate translation
model. Thus, this ablation experiment was trained
with synthetic parallel corpus only with differ-
ent cycle translation ratios on Transformer_base
model. As is shown in Table 7, when cycle trans-
lation threshold is 50%, the model could achieve
the relatively best performance. We therefore set
the cycle translation ratio to 50% in our following
main experiment.

Our main experiment is shown in Table 6, our
baseline system is developed with the M.
configuration using the original parallel corpus
and last-20 ensemble strategy. Unsurprisingly,
the baseline system relatively performs the worst
in Table 6. The Mg, configuration trained
with selected parallel data improves BLEU by



+0.7 points. According to exp.[3-6], adding
these components can lead to continuous im-
provements. Notably, with Cycle Translation and
Big/Small parallel construction strategy, our sys-
tem could obtains +3.55 significant improvement.
And exp.[8-11] show that with performing GMSE,
multi-features reranking, ConMBR system combi-
nation and post-processing, our system further im-
proved the BLEU score from 30.9 to 33.0 on the
official data set news—-test2019, which sub-
stantially outperforms the baseline by 5.3 BLEU
score.

5 Conclusion and Future Work

This paper presents the University of Sydney’s
NMT systems for WMT2019 Finnish—English
news translation task. @ We leveraged multi-
dimensional strategies to improve translation qual-
ity in three levels: 1) At data level, in addition to
using various data selection criteria, we proposed
cycle translation to improve monolingual sentence
fluency. 2) For model training, we trained mul-
tiple models with R2L corpus and big/small par-
allel construction corpus respectively. 3) As for
inference, we prove the effectiveness of multi-
features rescoring, ConMBR system combination
and post-processing. We find that cycle transla-
tion and B/S construction approach bring the most
significant improvement for our system.

In future work, we will apply the beam+noise
method (Edunov et al., 2018) to generate robust
synthetic data during back translation, we assume
that this method combined with our proposed cy-
cle translation strategy can bring greater improve-
ment. Also, we would like to investigate hyper-
parameter optimization for neural machine trans-
lation to avoid empirical settings.
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Abstract

This paper describes the UdS-DFKI submis-
sion to the WMT2019 news translation task
for Gujarati—English (low-resourced pair) and
German—English (document-level evaluation).
Our systems rely on the on-line extraction of
parallel sentences from comparable corpora
for the first scenario and on the inclusion of
coreference-related information in the training
data in the second one.

1 Introduction

This document describes the systems and ex-
periments conducted to participate in the news
translation tasks of WMT 2019 for Gujarati—
English (gu—en, low-resourced language pair) and
German—English (de—en, document-level evalua-
tion). We use different approaches to tackle each
setting.

Machine translation (neural, statistical or rule-
based), usually operates on a sentence-by-
sentence basis. However, when translating a co-
herent document, surrounding sentences may con-
tain information that needs to be reflected in
a local sentence. In our experiments for the
document-level task in en2de, we explore how
the information beyond sentence level can be
made available to a neural machine translation
(NMT) system by modifying —tagging— the data
in order to include this knowledge. In a similar
way, multilingual NMT systems have already been
successfully built by only tagging the source data
with the knowledge of the target language (John-
son et al., 2017; Ha et al., 2016). With this ap-
proach, we incorporate the knowledge that car-
ries coreferences through a text in every sentence.
We expect to improve the translation of ambigu-
ous items such as pronouns in English, so we
just tackle a specific number of problems and not
translation quality in general.

The approach for the low-resource setting is
completely different. In this case, we use a neural
architecture that allows us to extract parallel data
from comparable corpora and filter noise from the
available parallel data. The additional data ob-
tained in this way is then used to train SMT mod-
els, which we compare to a baseline trained on the
available parallel data only to observe the effects
of the extraction and filtering.

Below, we describe our coreference-aware sys-
tem for en2de (Section 2) and our low-resourced
approach for en—gu (Section 3). Finally we sum-
marise our findings in Section 4.

2 Coreference-Aware
English-to-German System

2.1 Data Preparation

Our system makes use of the annotation of coref-
erence mentions through documents in the source
side of the corpus. Documents are annotated
with coreference chains using a neural-network-
based mention-ranking model as implemented by
the Stanford CoreNLP tool (Manning et al.,
2014)!. The tool detects pronominal, nominal and
proper names as mentions in a chain. For every
mention, CoreNLP extracts its gender (male, fe-
male, neutral, unknown), number (singular, plural,
unknown), and animacy (animate, inanimate, un-
known). This information is not added directly but
used to enrich the MT training data by applying a
set of heuristics implemented in DocTrans?:

e We enrich pronominal mentions with the
head of the chain

'This system achieves a precision of 80% and recall of
70% on the CoNLL 2012 English Test Data (Clark and Man-
ning, 2016).

https://github.com/cristinae/
DocTrans/
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— Pronoun ”’I” is not enriched with any coref-
erence information

— We clean the head by removing articles
and Saxon genitives and we only consider
heads with less than 4 tokens in order to
avoid enriching a word with a full sentence

e We enrich nominal mentions including

proper names with the gender of the head

e The head itself is enriched with she/he/it/they
depending on its gender and animacy

The example below shows how we tag the
cleaned version of the head of the chain (fish skin)
before a pronominal mention (it):

baseline:

I never cook with it.

coref:

I never cook with <b_crf> fish skin <e_crf> it.

In order to be able to do this processing, we
need documents and that limits the amount of cor-
pora we can use. Even though all the corpora
made available for the shared task have document
boundaries, ParaCrawl, for instance, has a mean of
1.06 sentences per document which makes it use-
less within our approach.

2.2 Corpus

Monolingual corpora. We use a subset of the
NewsCrawl corpus in English and German (years
2014, 2017 and a part of 2018, named as ss-
NewsCrawl in Table 1) to calculate word em-
beddings as explained in Section 2.3. We first
use langdetect’ to extract only those sentences
that are in the desired language and compile the
final corpora to have a similar number of sub-
word units (Sennrich et al., 2016a) in both lan-
guages and years (~ 4.10%). The corpus is fur-
ther cleaned, tokenised, truecased (with Moses
scripts4) and BPEd (with subword-nmt’). The vo-
cabulary of the BPE model depends on the system
and is detailed in Section 2.3.

Parallel corpora. Due to the restrictions ex-
plained in Section 2.1, we use the parallel corpora
made available for the shared task in different pro-
portions. Our base system uses CommonCrawl,

*https://pypi.org/project/langdetect/

‘nttps://github.com/moses-smt/
mosesdecoder/tree/master/scripts

Shttps://github.com/rsennrich/
subword-nmt
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#lines Small Large
Monolingual
ssNewsCrawl en 176,220,479 x1 x1
ssNewsCrawl de 220,443,585 x1 x1
Parallel
CommonCrawl 2,394,878 x1 x4
Europarl 1,775,445 x1 x4
NewsCommentary 328,059 x4 x16
Rapid 1,105,651 x1 x4
ParaCrawlFiltered 12,424,790 x0 x1

Table 1: Number of lines of the monolingual and par-
allel corpora used in the en2de translation systems for
the base and large configurations. The second and third
columns show the amount of oversampling (or dilution)
used in both cases.

Europarl, News Commentary and Rapid Corpus.
Our large system also uses the ParaCrawl corpus
but in a diluted way. The purpose of the dilution
is to try to minimise the fact that due to the nature
of our system we cannot use single sentences (in-
trasentence dependencies are already learned by
an NMT system) or back-translations (quality is
not good enough to extract coreference chains in a
source sentence that is an automatic translation).
CommonCrawl, Europarl and News Commen-
tary are cleaned, tokenised, truecased and BPEd
with the same tools as the monolingual corpus.
For the Rapid corpus, we performed an additional
cleaning: since some German sentences were
missing umlauts, we removed all the sentences
that contained any word clearly missing an umlaut
such as europishen or erklrte. For ParaCrawl, we
first removed sentence pairs that were not detected
as English and German sentences by langdetect
and afterwards we removed sentences with emoji,
bullets, and specific tokens such as http, pdf, €, or
hotel, etc. With this, we reduce the corpus size by
more than half of the sentences. The final number
of sentences for all the corpora used for training
are provided in Table 1. Notice that we do over-
sampling for the News Commentary corpus as it is
supposed to have a similar domain to the test set.

2.3 Neural Machine Translation Systems

Our NMT systems are trained using the trans-
former architectures implemented in the Marian
toolkit (Junczys-Dowmunt et al., 2018). We
use two architectures base and big as defined in



Vaswani et al. (2017):

Transformer base. 6-layer encoder—decoder
with 8-head self-attention, a 2048-dim hidden
feed-forward, and 512-dim word vectors. Grow-
ing learning rate from 0 to 0.0003 till update
16,000 (warmup). Decaying learning rate after-
wards. Adam optimisation with 51=0.9, 52=0.98
and e=1e-09. Tied target embeddings.

Transformer big. As Transformer base but with
word embeddings with 1024-dim, 4096-dim hid-
den feed-forward layers, learning rate of 0.0002
with the same warmup and decay. 52=0.998.

Using these architectures as basis, we train sev-
eral models on 4 TITAN X GPUs using an adap-
tive batch size that differ on:

e Corpus size. Small vs. Large as defined in
Table 1

Vocabulary. Joint en—de BPE with 40K sub-
word units (join) vs. separated vocabularies
with 50K subword units each (all the other
models).

Initial word embeddings. Source and target
initialisation with monolingual embeddings
estimated with word2vec® (Mikolov et al.,
2013) (Emb) vs. source and target initialisa-
tion with bilingual embeddings mapped using
vecmap7 (Artetxe et al., 2017) (EmbMap) vs.
no initialisation (all the other models).

Annotation. No annotation (Baseline) vs.
tags with coreference information (all the
other models).

Ensembling. Combinations of the previous
models at decoding time.

The terms in parenthesis refer to the models
in Table 2. Model names are structured as
architectureVocabulary-Annotation
—-Embeddings—-Corpus.

2.4 Results

Table 2 shows the BLEU scores of the different
models and ensembles on newstest-2017 (valida-
tion) and news-test2018 (test). The first block
presents the results of a baseline system with-
out any document-level information; the second
block shows the models explored to determine the
best configuration; and the third block summarises

*https://github.com/tmikolov/word2vec
"https://github.com/artetxem/vecmap
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Model newsl7 newsl8
Baseline

MO1:trBig-Baseline-Small 25.82  37.62
MO02:trBig-Baseline-Large 27.07  40.38
Coreference-Aware

MO3:trBase-Join-Small 20.00  29.08
MO04:trBase-Small 2474  36.56
MO5:trBase-Large 2635 38.74
Mo06:trBase-Emb-Large 16.15  22.20
MO07:trBase-EmbMap-Large ~ 26.72  39.12
MO8:trBig-Small 25.85  37.55
MO9:trBig-Large 26.38  38.53
M10:trBig-EmbMap-Large 2633 39.12
M11:trBig-2-Large 27.42  40.07
M12:trBig-2-EmbMap-Large  27.28  40.28
Ensembling

MO05-M07-M10 27.18  40.92
MO07-M09 2729  40.10
MO05-M07-M09 2724 40.56
MO05-M07-M09-M10 27.31 4098
MO05-M07-M10-M11 27.58  41.58
MO07-M10-M11-M12 27.62 42.82

Table 2: BLEU scores of the models trained for the
en2de translation task. The boldfaced ensembled
model was submitted as the primary submission; the
best performing model with boldfaced BLEU scores
was not ready at submission time.

the ensembling combinations explored in order to
chose our primary submission.

The first thing to notice is that in terms of BLEU
systems with and without coreference annota-
tions are not significantly different (MO1 vs. MOS;
MO02 vs. M09/M11). Since we are modifying only
specific aspects of the translation —few words in a
document—, we do not obtain large improvements
according to automatic evaluation measures, but
we expect differences in translation quality ac-
cording to human evaluators.

The vocabulary turned out to be critical. A
system with a joint vocabulary of 40K subword
units (M03) is 5-6 BLEU points below its counter-
part with 50k units and independent vocabularies
(MO04).

Embeddings are not that decisive. An ini-
tialisation of the system using bilingual embed-
dings slightly improves the results (MO7 vs. M0O5;
M10vs.M09; M12vs.M11). Using monolingual
embeddings implies a very slow training. M06 in



Table 2 is 10 BLEU points below its counterpart
with bilingual embeddings (M07), but the training
was far from converging even when running for
more days.

As expected, increasing the size of the corpus
and the number of parameters of the architec-
ture is beneficial for the final translation quality.
The former has the only disadvantage of needing
more time and computing power. The latter even if
achieving around 2 BLEU points of improvement
(MO04 vs. M05; M08 vs. M09) does not allow us to
use document level information during training for
part of the data.

An ensemble of different high performing mod-
els showed better results than the combination of
the last check-points of the best model. Differ-
ent combinations are reported in Table 2, all of
them using a beam search of size 10 which also
performed better than the default value of 6. The
best ensemble comes from the combination of the
four best performing individual models, but unfor-
tunately the two best performing models were not
ready at submission time. M11 and M12 are the
same as M09 and M10 before convergence and
were the ones used in the ensembled translation
as our primary submission.

3 English—-Gujarati Systems

3.1 Corpus

Monolingual corpora. The monolingual corpora
were used mainly as additional data for training
word-embeddings in en and gu. For English we
use the same NewsCrawl selection as for en—de
(ssNewsCrawl). For Gujarati we use the 2018 ver-
sion of NewsCrawl and CommonCrawl.

To further increase the available data size for
training Gujarati embeddings as well as to add
similar content to the English word embeddings,
we crawled additional Gujarati news pages and, if
existent, their English counterparts. This yielded
an increase of about 2M monolingual Gujarati
sentences. While crawling for the news articles,
articles written during the period from which the
test corpus newstest2019 was created® were not in-
cluded in the creation of these data sets. The num-
ber of sentences and tokens extracted from each
news outlet is shown in Table 3.

Wikipedia (WP) is a popular source for com-
parable documents. In order to later extract paral-

8September-November 2018
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lel sentences from it, the WP dumps’ for English
and Gujarati are downloaded. Only the subset of
articles that are linked across both languages us-
ing Wikipedia’s langlinks are extracted. That is,
an article is only taken into account if there is
a linked article in the other language. For these
purposes, we use WikiTailor (Barrén-Cedefio
et al., 2015)'° to obtain the intersection of articles
of both languages. We additionally use the en—gu
WP reference which was made available for WMT
2019. The monolingual WP in Gujarati is added to
the monolingual data for training the embeddings.

Parallel corpora. We use the concatenation
of several parallel corpora available for the en—
gu news translation task to train the base model.
Firstly, the bible corpus'! as well as two corpora
specially made for WMT2019'? are used, namely
a crawled corpus (WMT19 Crawl) and a localisa-
tion corpus extracted from OPUS!3 (WMT Local-
isation). Lastly, the Translation Quality Estima-
tion (TQE) dataset for Indian languages (Nisarg
etal., 2018), which essentially is the concatenation
of two corpora by the Indian Languages Corpora
Initiative, which focus on the health and tourism
domain each. For development, we use the first
999 sentences from the English-Gujarati version
of newsdev2019. Further, we report results on the
final newstest2019 corpus.

Pre-processing. All English corpora (exclud-
ing the evaluation corpora) undergo the same pre-
processing. After being sentence split, the corpora
are normalized, tokenized and truecased using
standard Moses scripts (Koehn et al., 2007a). A
byte-pair-encoding (BPE) (Sennrich et al., 2016b)
of 40 k merge operations trained jointly on en—gu
data respectively is applied accordingly. Dupli-
cates are removed and sentences with more than
50 tokens are discarded. In order to enable a
multilingual setup, language tokens indicating the
designated target language are prepended to each
source sentence. As the English—Gujarati setting
is bilingual, this reduces to each Gujarati sentence
starting with the language token <en>, and each
English sentence with <gu>.

Gujarati corpora are normalized and romanized

“Downloaded from https://dumps.wikimedia.
org/ on January 2019.

Ohttps://github.com/cristinae/
WikiTailor

"http://christos—c.com/bible/

Phttp://www.statmt .org/wmt19/
translation-task.html

Bhttp://opus.nlpl.eu/



# sentences

Monolingual

ssNewsCrawl en 176,220,479
CommonCrawl gu 3,729,406
NewsCrawl gu 244919
WP Edition gu 4,280,531
Crawled

Divya Bhaskar gu 563,072
News18 en 460,097
News18 gu 193,455
Gujarat Samachar gu 121,349
Sandesh gu 892,196
Zeenews en 466,449
Zeenews gu 244,191
Parallel

Bible en—gu 7,807
WMT19 Crawl en—gu 10,650
WMT19 Localisation en—gu 107,637
TQE en—gu 50,000
WP Reference en—gu 18,033
Comparable

WP Comparable en 546,924
WP Comparable gu 143,120

Table 3: Size of the corpora used for the en—gu models.

using the Indic NLP Library.'* The roman-
ized corpora are then tokenized using Moses. As
the romanization is case sensitive, no true-casing
is performed. The shared BPE is applied.

Cross-lingual word embeddings. We initialize
the unsupervised NMT model using cross-lingual
embeddings. These are trained using monolingual
data only. For the English embeddings, we use ss-
NewsCrawl, as well as the English crawled data.
For Gujarati all Gujarati data available in Table 3
is used. The initial monolingual embeddings (of
size 512) are trained using word2vec!>. The
two embeddings are then projected into a com-
mon multilingual space using vecmap!'® (Artetxe
et al., 2017) . We extract all numerals that occur
in both monolingual corpora in order to supply a
small seed dictionary for training that is not lin-
guistically motivated. After having projected the
embeddings into the same space, they are merged
into a single cross-lingual embedding. Whenever
a word in the two languages is a homograph, one
of the two was chosen randomly.

3.2 Neural Machine Translation System

For training our models, we use both SMT and a
transformer architecture. While the SMT is used

“https://github.com/anoopkunchukuttan/
indic_nlp_library

Bhttps://github.com/tmikolov/word2vec

¥https://github.com/artetxem/vecmap
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to provide a first model for back-translations as
well as to train the final model submitted, the
transformer is used in-between to extract addi-
tional data from Wikipedia.

The transformer is trained using OpenNMT-py
(Klein et al., 2017) and is defined as follows: 6-
layer encoder-decoder with 8-head self-attention
and 2048-dim hidden feed-forward layers. Adam
optimization with A=2 and beta2=0.998; noam
learning rate decay (as defined in Vaswani et al.
(2017)) with 8000 warm-up steps. Labels are
smoothed (¢=0.1) and a dropout mask (p=0.1) is
applied. As is common for transformers, posi-
tion encodings and Xavier parameter initialization
(Glorot and Bengio, 2010) are used.

3.3 Statistical Machine Translation System

The second family of systems we use in this set-
ting is statistical machine translation (SMT). We
expect these systems to perform better when the
number of parallel sentences is small. SMT sys-
tems are trained using standard freely available
software. We estimate a 5-gram or 4-gram lan-
guage model using interpolated Kneser—Ney dis-
counting with SRILM (Stolcke, 2002) depend-
ing on the language and the size of the mono-
lingual corpus. Word alignment is done with
GIZA++ (Ochand Ney, 2003) and both phrase ex-
traction and decoding are done with the Moses
package (Koehn et al., 2007b). The optimisa-
tion of the feature weights of the model is done
with Minimum Error Rate Training (MERT) (Och,
2003) against the BLEU (Papineni et al., 2002)
evaluation metric. Our model considers the lan-
guage model, direct and inverse phrase probabili-
ties, direct and inverse lexical probabilities, phrase
and word penalties, and a lexicalised reordering.

3.4 Results

We train our SMT and NMT in four steps, yielding
the following models:

1. SMT},.se: Train an SMT model on the con-
catenation of all parallel training data listed
in Table 3 (~194 k pairs). This is then used
to back-translate 4 k (2 k per language direc-
tion) pairs of the monolingual data available.

NMTcytract: Initialize Transformer with the
pre-trained word-embeddings. The trans-
former is used to extract additional data from
en—gu Wikipedias as well as the crawled



BLEU dev BLEU nt2019
Reference  en2gu gu2en en2gu gu2en
NMTextract 4.65 10.64 3.10 8.60
SMThase 8.77 12.90 690 10.20
SMTextract  9.15 13.08 690 10.50
SMT.an 8.93 14.08 7.10  10.80

Table 4: BLEU scores achieved on the internal devel-
opment set and the official newstest2019. Scores on the
development set are calculated using multi-bleu
on the tokenized outputs, while the results on new-
stest2019 are those calculated by the WMT matrix. Pri-
mary system submissions are in bold.

Zeenews and NewsI8 articles. It is also used
to filter the back-translations produced by
SMTy,,¢ as well as the parallel corpus avail-
able. The extraction is performed using the
joint NMT learning and extraction frame-
work described in Ruiter et al. (2019). There,
we use the margin-based function (Artetxe
and Schwenk, 2018) for scoring both word
embedding and hidden-state representations.
This results in an extracted and filtered cor-
pus of ~275 k sentences; a slight increase to
the original parallel data available to us de-
spite the filtering of less useful pairs.

. SMTxtract: SMT model, trained on the cor-
pus that resulted from the extraction and fil-
tering performed by NMTextract -

. SMT.;;: SMT model, trained on both the ex-
tracted and filtered corpus by NMTex¢ract, as
well as the parallel data available, resulting in
~475 k training pairs used.

Due to time constraints we could not apply any
system combination technique on the individual
systems. However, due to the big gap in perfor-
mance between SMT and NMT we do not expect
significant improvements.

Table 4 shows translation quality as measured
by BLEU for both the neural and statistical sys-
tems with the different data configurations.

The filtering and extraction performed by
NMTeytract led to a small increase in BLEU for
SMTextract and SMTyy, indicating that the filter-
ing was based on positive decisions. However,
when taking into account that the average number
of extracted pairs from WP was steadily around
1.6 k pairs, and comparing them with the 18 k
pairs in the en—gu WP reference, it becomes clear
that extraction did not obtain high recall. This is
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most likely due to three difficulties that the system
encounters in this setting: 7) Not enough compara-
ble data was available to adapt the internal repre-
sentations (word embeddings and hidden states) to
the data, meaning that the extraction performance,
which is bound to the extraction decisions of the
representations, stays below its potential. ¢¢) The
lack of monolingual data to train high-quality gu
embeddings as well as ii7) the rareness of homo-
graphs in this rather distant language pair makes
the initialization difficult. Extraction in the first
epochs is usually dependent on such homographs
and a lack thereof reduces the number of identifi-
able pairs in the initialization phase of the model.

4 Conclusions

We presented two approaches for the WMT 2019
news translation shared task. We participated in
the en2de task with a data-based coreference-
aware NMT system. The corpus is enriched with
this document-level information at sentence level
so that the standard training procedure can be
used. However, the amount of data we can use is
smaller than in the standard pipeline and therefore
the global quality can be damaged. We expect the
manual evaluation to show improvements on the
tackled phenomena such as gender translation.
For the en-gu task, we used a NMT architecture
that can be trained on comparable corpora. In this
case we downloaded news web pages as well as
linked Wikipedia articles in Gujarati and English
to extract and train on. Our experiments show that
very few sentences could be used from this corpus
and our results are close to the baseline one can
get with the available parallel resources. Given the
final amount of data, our state-of-the-art SMT sys-
tem performed clearly better than our NMT one.
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Abstract

This paper describes the Neural Machine
Translation system of IIIT-Hyderabad for
the Gujarati—English news translation shared
task of WMT19. Our system is based
on encoder-decoder framework with attention
mechanism. We experimented with Multilin-
gual Neural MT models. Our experiments
show that Multilingual Neural Machine Trans-
lation leveraging parallel data from related lan-
guage pairs helps in significant BLEU im-
provements upto 11.5, for low resource lan-
guage pairs like Gujarati-English.

1 Introduction

Neural Machine Translation (Luong et al., 2015;
Bahdanau et al., 2014; Johnson et al., 2017; Wu
et al., 2017; Vaswani et al., 2017) has been re-
ceiving considerable attention in the recent years,
given its superior performance without the de-
mand of heavily hand crafted engineering ef-
forts. NMT often outperforms Statistical Machine
Translation (SMT) techniques but it still struggles
if the parallel data is insufficient like in the case of
Indian languages.

The bulk of research on low resource NMT has
focused on exploiting monolingual data or parallel
data from other language pairs. Some recent meth-
ods to improve NMT models that exploit mono-
lingual data ranges from back-translation (Sen-
nrich et al., 2015a), dual NMT (He et al., 2016)
to Unsupervised MT models (Lample et al., 2017;
Artetxe et al., 2017; Lample et al., 2018). Trans-
fer Learning is also a promising approach for low
resource NMT which exploits parallel data from
other language pairs (Zoph et al., 2016; Nguyen
and Chiang, 2017; Kocmi and Bojar, 2018). Typ-
ically it is achieved by training a parent model in
a high resource language pair, then using some of
the trained weights as the initialization for a child

Dipti Misra Sharma
IIIT Hyderabad
dipti@iiit.ac.in

model and further train it on the low-resource lan-
guage pair. Other promising approach for improv-
ing translation performance for low resource lan-
guages is Multilingual Neural Machine Transla-
tion. It has been shown that exploiting data from
other language pairs & joint training helps in im-
proving the translation performance of NMT mod-
els. (Ha et al., 2016; Firat et al., 2016; Johnson
et al., 2017).

This paper describes the NMT system of IIIT-
H for WMT19 evaluation. We participated in
the Gujarati—English news translation task. We
used an attention-based encoder-decoder model as
our baseline system and used Byte Pair Encoding
(BPE) to enable open vocabulary translation. We
then leverage Hindi-English parallel corpus in a
multilingual setting so as to improve our baseline
system. We basically combined Hindi-English and
Gujarati-English parallel corpus and use it as our
training corpus. Our multilingual system is simil-
iar to Johnson et al. (2017) but we don’t use any
artificial token at the start of source sentences to
indicate the target language. The reason is triv-
ial, that is we have only English as our target
language. We also provide results of our experi-
ments conducted post WMT19 shared task involv-
ing Transformer models.

2 Neural MT Architecture

Our NMT model consists of an encoder and a
decoder, each of which is a Recurrent Neural
Network (RNN) as described in (Luong et al.,
2015). The model directly estimates the posterior
distribution Py(y|x) of translating a source sen-
tence * = (x1,..,2,) to a target sentence y =

(Y1, s Ym) as:

Py(ylz) =[] Po(welyr. v2, - e—1,2) (1)
t=1
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Each of the local posterior distribution
P(ytly1,2 -, Y1—1,x) is modeled as a multi-
nomial distribution over the target language
vocabulary which is represented as a linear
transformation followed by a softmax function on
the decoder’s output vector ﬁfec :

i = AttentionFunction(h$"C, hde®)  (2)

lin>
hdee = tanh(W,[hi; ¢;]) (3)
P(ylyi,y2, ., Yi—1,2) = softmax(WsiLfec; T)
“4)

where ¢, is the context vector, h¢"¢ and h?€ are
the hidden vectors generated by the encoder and
decoder respectively, AttentionFunction(. , .) is
the attention mechanism as shown in (Luong et al.,
2015) and [. ; .] is the concatenation of two vec-
tors.

An RNN encoder first encodes x to a continu-
ous vector, which serves as the initial hidden vec-
tor for the decoder and then the decoder performs
recursive updates to produce a sequence of hidden
vectors by applying the transition function f as:

hiee = (RS, [ e(ye)) (5)

where e(.) is the word embedding operation. Pop-
ular choices for mapping f are Long-Short-Term
Memory (LSTM) units and Gated Recurrent Units
(GRU), the former of which we use in our models.

An NMT model is typically trained under the
maximum log-likelihood objective:

mgax J(G) = meaX E(x,y)wD[log Pg(y|$)] (6)

where D is the training set. Our NMT model
uses a bi-directional RNN as an encoder and a uni-
directional RNN as a decoder with global attention
(Luong et al., 2015) .

3 Multilingual Neural Machine
Translation

Most of the practical applications in Machine
Translation have focused on individual language
pairs because it was simply too difficult to build
a single system that translates to and from many
language pairs. But Neural Machine Translation
was shown to be an end-to-end learning approach
and was quickly extended to multilingual machine
translation in several ways. In Dong et al. (2015),
the authors modify the attention-based encoder-
decoder approach by introducing separate decoder

and attention mechanism for each target language.
In Zoph and Knight (2016), multi-source trans-
lation was proposed where the model has differ-
ent encoders and different attention mechanisms
for different source languages. In Firat et al.
(2016), the authors proposed a multi-way multilin-
gual NMT model using a single shared attention
mechanism but with multiple encoders/decoders
for each source/target language. In this paper, we
adopted the approach proposed in Johnson et al.
(2017), where a single NMT model is used for
multilingual machine translation. We used Hindi-
English as our assisting language pair and com-
bined it with Gujarati-English parallel data to form
a multi source translation system.

4 Experimental setup

4.1 Dataset

In our experiments, we use the Gujarati-English
training data provided by the organisers namely
Wiki Titles, Bible corpus, Localisation Opus,
Wikipedia corpus & crawled corpus. It consists of
around 155K parallel sentences. We used news-
dev2019 as our development corpus. For building
our multilingual model, we used IIT-Bombay par-
allel data (Kunchukuttan et al., 2017) as our Hindi-
English parallel corpus. The top level statistics of
the data used is provided in Table 1.

Table 1: Statistics of our processed parallel data.

’ Dataset Sentences Tokens
IITB Hi-En Train | 15,28,631 | 21.5M /20.3M
Gu-En Train 1,55,767 | 1.68M/ 1.58M
Gu-En Dev 1,997 51.3K /474K
Gu-En Test 1,998 51.5K /47.5K

4.2 Data Processing

We used Moses (Koehn et al., 2007) toolkit for
tokenization and cleaning the English side of the
data. Gujarati and Hindi sides of the data is first
normalized with Indic NLP library' followed by
tokenization with the same library. As our pre-
processing step, we removed all the sentences of
length greater than 80 from our training corpus.

4.3 Subword Segmentation for NMT

Neural Machine Translation relies on first map-
ping each word into the vector space, and tradi-

"https://anoopkunchukuttan.github.io/indic_nlp_library/



tionally we have a word vector corresponding to
each word in a fixed vocabulary. Addressing the
problem of data scarcity and the hardness of the
system to learn high quality representations for
rare words, (Sennrich et al., 2015b) proposed to
learn subword units and perform translation at a
subword level. With the goal of open vocabulary
NMT, we incorporate this approach in our system
as a preprocessing step. In our early experiments,
we note that Byte Pair Encoding (BPE) works bet-
ter than UNK replacement techniques. For our
baseline system, we learn separate vocabularies
for Hindi and English each with 32k merge op-
erations. For our multilingual model, we learn a
joint vocabulary for Hindi and Gujarati & a sepa-
rate vocabulary for English. With the help of BPE,
the vocabulary size is reduced drastically and we
no longer need to prune the vocabularies. After the
translation, we do an extra post processing step to
convert the target language subword units back to
normal words. We found this approach to be very
helpful in handling rare word representations.

4.4 Script Conversion

India is a linguistically rich country having 22 con-
stitutional languages, written in different scripts.
Indian languages are highly inflectional with a rich
morphology, default sentence structure as subject
object verb (SOV) and relatively free word order.
Many of them are structurally similar, also called
as sibling languages. Hindi & Gujarati languages
are such siblings. That is why, we have chosen
Hindi as an assisting language for our multilingual
model.

Although, there are many linguistic similari-
ties between Gujarati & Hindi, both of these lan-
guages are written in different scripts. So, to make
a strong multilingual NMT model, we converted
the script of the Gujarati side of the parallel cor-
pus to Hindi (Devanagari script). We used Indic
NLP Library’s transliteration script for this pur-
pose. We found this approach to be very help-
ful in enabling better sharing between languages
on the encoder side. BPE also enhances the us-
age of script conversion technique. We used script
conversion only with our additional Multilingual
NMT experiments based on Transformer architec-
ture.

4.5 Training Details

The structure of our NMT model is same as in Lu-
ong et al. (2015), an RNN based encoder-decoder
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model with Global Attention mechanism. We used
an LSTM based Bi-directional encoder and a uni-
directional decoder. We kept 4 layers in both the
encoder & decoder with embedding size set to
512. The batch size was set to 64 and a dropout
rate of 0.3. We used Adam optimizer (Kingma and
Ba, 2014) for our experiments. Our multilingual
model is trained with all the same hyperparame-
ters as our baseline model except that the training
data is a combination of Hindi-English & Gujarati-
English parallel data.

5 Results

In this section, we report the BLEU (Papineni
et al.,, 2002) scores on the test sets provided
in WMT19. Our simple NMT model which is
an attention-based LSTM encoder-decoder model
achieves a BLEU score of 6.2 on the test set. Our
multilingual model which is trained with the help
of Hindi-English parallel corpus attains a BLEU
score of 9.8, showing a gain of +3.6 BLEU points
on the same test set.

Table 2: WMT19 evaluation of our systems

System BLEU
encoder-decoder + attention 6.2
Multilingual model 9.8(+3.6)

6 Additional Transformer Experiments

In this section, we present a set of experiments
and results post WMT19 shared task involving the
Transformer (Vaswani et al., 2017) architecture.
We used the Transformer-Base architecture in this
set of experiments with the rest of the pipeline be-
ing kept same as described before. We used 6 lay-
ers in both the encoder decoder with embedding
size set to 512. The batch size was 2048 tokens &
a dropout of 0.3. We used Adam optimizer for our
experiments. During inference time, we averaged
the checkpoints of the model at different epochs
to obtain better results than a single checkpoint.
In the multilingual Transformer experiments, we
employ script conversion technique for its merits
described before.

In table 3, we provide the results of our Trans-
former experiments and also compare it to other
systems submitted to WMT19.



Table 3: Our Transformer models vs other systems at
WMTI19

System | BLEU |
Transformer 4.28
Multilingual Transformer | 15.78 (+11.5)
+ Averaging 16.49 (+0.71)
NICT (Unsupervised MT) 9.6
NICT (Transfer Learning) 18.6
NEU (WMT19 Best) 26.5

7 Conclusion & Future Work

We believe that NMT is a promising approach for
Machine Translation for low resource languages.
But we need various techniques to handle the data
scarcity problem. Transfer Learning and Multilin-
gual Machine Translation are two important areas
of research that tackles this problem. In this paper,
we showed that how Multilingual MT models are
more effective than the individually trained MT
models for a low resource language pair. We pre-
sented our results on the Gujarati—English lan-
guage pair and achieved significant BLEU im-
provements. The Multilingual NMT model we
presented in this paper is a many-to-one model. In
future, we will work on building effective one-to-
many Multilingual NMT systems.
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Abstract

This paper describes the Kingsoft Al Lab’s
submission to the WMT2019 news transla-
tion shared task. We participated in two
language directions: English—Chinese and
Chinese—English. For both language direc-
tions, we trained several variants of Trans-
former models using the provided parallel
data enlarged with a large quantity of back-
translated monolingual data. The best trans-
lation result was obtained with ensemble and
reranking techniques. According to automatic
metrics (BLEU) our Chinese—English sys-
tem reached the second highest score, and our
English—Chinese system reached the second
highest score for this subtask.

1 Introduction

In recent years, the development of sequence-
to-sequence (seq2seq) models have changed the
field of machine translation a lot. This kind of
models replaced traditional statistical approaches
with neural machine translation (NMT) systems
which is based on the encoder-decoder frame-
work. Two years ago, the Transformer model,
which is based on the multi-head attention mech-
anism and feedforward networks, has further ad-
vanced the field of NMT by improving the trans-
lation quality and speed of convergence (Vaswani
et al., 2017; Ahmed et al., 2017). Until now,
a variety of NMT models and advanced tech-
niques have been proposed, leading to better per-
formance of machine translation. We partici-
pated in the WMT19 shared task: the machine
translation of news on English<»>Chinese language
pairs. This paper describes the NMT systems
we submitted for the WMT19 Chinese—English
and English—Chinese machine translation tasks.
For data augmentation, we selected a subset of

*Corresponding author

monolingual corpus as additional datasets and ap-
plied back translation to augment our training cor-
pus. The baseline model in our system was based
on the Transformer architecture. In order to im-
prove the single system’s performance, we experi-
mented with some research findings such as Trans-
former with Relative Position Attention (Shaw
et al., 2018) and Dynamic Convolution Networks
(Wu et al., 2019).

We also proposed our own model architectures
and applied them in the tasks. These architec-
tures improve translation quality a lot and will
be described in the next section. For further im-
provement, we tried different multi-system based
techniques, such as model ensembling and model
reranking. These techniques can improve trans-
lation performance on the basis of a very strong
single system. At the same time, we also designed
some specific strategies to deal with problems dur-
ing ensembling, such as the overflow of memory
space and the slow decoding speed. As a result,
our Chinese—English system achieved the second
highest cased BLEU score among all 15 submitted
constrained systems, and our English—Chinese
system ranked the second out of 12 submitted sys-
tems.

2 Model Features

This section describes five different model archi-
tectures applied to translation tasks. Two of them
come from public research works, while the other
three come from our works. The Transformer was
used as our baseline system.

2.1 Transformer with Relative Position

We used relative position representation in self-
attention mechanism (Shaw et al., 2018) of both
the encoder side and decoder side. Originally, the
Transformer only uses the absolute position in-
formation that calculated by sinusoidal functions,
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lacking of considering the relative position repre-
sentation efficiently. Thus, it is an alternative ap-
proach to incorporate relative position representa-
tion in self-attention mechanism. In contrast to
the absolute position, the relative position repre-
sentation is invariant to the sentence length. We
compared the translation results between whether
using this feature or not, and found that model
with relative position representation performs bet-
ter. We conducted an implement in Fairseq' as an
additional architecture with precise tuning. Exper-
iments showed that this architecture leads to faster
convergence and better performance.

2.2 Dynamic Convolution Network

Different from Transformer based on self-
attention mechanism, Dynamic Convolution Net-
work (Wu et al., 2019) uses a convolution net-
work to replace the self-attention mechanism in
the model framework. It predicts separate con-
volution kernels based solely on the current time-
step in order to determine the importance of con-
text elements. In other word, a Dynamic Convolu-
tion Network has kernels that vary over time as a
learned function of the individual time steps. Ex-
periments showed that Dynamic Convolution Net-
work got better performance and decoded faster
than the original Transformer. This architecture
has already been implemented in Fairseq.

2.3 Linear Combination Transformer

For the better use of each layer’s output in the
Transformer, we proposed a new architecture
called Linear Combination. In the original Trans-
former, each encoder layer only transfers its output
to the next layer and the decoder only accepts the
output of the final encoder layer. In this condition,
some grammar or semantics information may be
lost even residual connections are applied in each
layer. Therefore, we collect each layer’s output
and calculate them as the final output of the en-
coder through a weight-sum function. After this
operation, the final output is transferred to the de-
coder. Additionally, it only increases a few pa-
rameters which are the same as the number of en-
coder layers. The experimental results showed that
the linear combination function leads the model to
perform better.

"https://github.com/pytorch/fairseq

2.4 Transformer with Layer Aggregation

For further research of gaining information of each
layers, we used layer aggregation mechanism both
in the encoder side and decoder side, iterative deep
aggregation for the encoder side, hierarchical deep
aggregation for the decoder side (Yu et al., 2018),
and the linear operation for the encoder side and
decoder side. Hierarchical deep aggregation re-
quires the number of layers to be the power of 2,
so the number of layers in decoder was set to be
8. Originally, the Transformer only utilizes the
top layer’ output of the encoder and decoder, which
misses the opportunity to exploit the useful infor-
mation in other layers. Some recent studies reveal
that simultaneously exposing all layer representa-
tions performs better for natural language process-
ing tasks (Peters et al., 2018; Shen et al., 2018;
Dou et al., 2018). In our experiments, we com-
pared the translation results about whether using
layer aggregation or not, and found that models
with the layer aggregation performed better.

2.5 Encoder Branches with SE-pre in
Transformer

Increasing the width of network can improve the
model performance effectively and recent works
such as Evolved Transformer (So et al., 2019)
have proved this idea. Inspired by this, we pro-
posed a new architecture using multi branches
mechanism in the encoder side, self-attention for
one branch and depthwise separable convolutions
(Kaiser et al., 2017) for the other. The outputs of
different branches are aggregated by gating unit or
just averaging them. We also tried to use SE-pre
method (Hu et al., 2018) to replace residual con-
nection and gained a better performance. To re-
duce the number of parameters, we shared the pa-
rameter of different layers in depthwise separable
convolutions. In source side, the model has a stack
of 6 layers and each layer contains a self-attention
sub-layer, a depthwise separable convolution sbu-
layer, a gating unit and a FFN sub-layer. In target
side, we used the same structure as vanilla decoder
in Transformer. Compared with vanilla Trans-
former, our novel structure outperformed signifi-
cantly in EN-ZH translation task.

3 Experiment Techniques

3.1 Back Translation

Since Sennrich et al. proposed a method which
can translate target side monolingual corpora into
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source side to add synthetic data and exploit large
corpora, back translation has become a routine op-
eration to build a state-of-art system in translation
tasks. Target-side monolingual data plays an im-
portant role in neural machine translation systems,
so we investigated the use of monolingual data for
NMT. In general, we translated monolingual En-
glish sentences into Chinese sentences using our
English—Chinese baseline system and translated
monolingual Chinese sentences into English sen-
tences using our Chinese—English baseline sys-
tem. To improve the quality of the synthetic cor-
pus, we also conducted a strict data filter which
was also used in data preprocessing to exclude bad
sentences with low sentence score.

To select sentences for back-translation, we
trained unsupervised neural language models with
Transformer architectures on target-side bilingual
corpora and used them to score these monolingual
sentences. We chose News-Discuss corpora 2017
and News-Discuss corpora 2018 which contained
about 0.3B sentences totally as our target-side
monolingual corpora in Chinese—English trans-
lation tasks. We first selected about 80M English
sentences from the target-side monolingual corpus
based on language model scores, which reflected
their similarity to the in-domain corpus. Then
we translated them into Chinese sentences and got
about 80M sentence pairs. After that, we trained
another translation model with Transformer archi-
tecture on original bilingual corpora. To calcu-
late bilingual scores for those synthetic sentence
pairs, we used the model to translate source-side
synthetic sentences and scored their losses with
target-side sentences. Finally, we selected 8M sen-
tence pairs with high LM scores and low transla-
tion losses and added them to the original corpus.

For English-Chinese translation task, we used
XMU monolingual corpus® instead of News-
Discuss corpora, because XMU corpus contained
more in-domain and higher-quality Chinese-side
sentences than other monolingual corpora. All
other filter operation was same as Chinese-English
translation task. Finally, We got 3M synthetic data
adding to original corpus.

3.2 Fine-tuning

The Transfer Learning had been used in the field
of Computer Vision for a long time, and it had gen-
erated significant results (Razavian et al., 2014;

*http://nlp.nju.edu.cn/cwmt-wmt/
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Shelhamer et al., 2017; He et al., 2016; Huang
et al., 2017). Recent Researches have shown that
transfer learning can be extended to natural lan-
guage processing (NLP) and reinforcement learn-
ing. Several papers have indicated that transfer
learning and fine-tuning has achieved great suc-
cess in NLP. (McCann et al., 2017; Peters et al.,
2017, 2018; Howard and Ruder, 2018)

In our work of the WMTI19, the News-
Commentary-v14 was chosen as the in-domain
corpus, and the rest of training dataset and the
monolingual back-translation corpus were used as
the out-domain corpus. In order to enlarge the
in-domain corpus, we exploited the algorithm de-
tailed in Duh et al.; Axelrod et al.. Three methods
were used to select sentence pairs from large out-
domain corpus that are similar to the in-domain
corpus, and these sentence pairs were added into
the in-domain corpus. Then these new in-domain
corpus we got were used to fine-tune the base-
line model by continuing training a few steps.
The three methods to select similar sentence pairs
in our experiments as follows: the KenLM, the
Transformer language model, and the tf-idf algo-
rithm.

N- Language Model: According to the work of

Deng et al., the in-domain corpus was set as I and
the out-domain corpus was set as O. A smaller out-
domain corpus o was got from the out-domain cor-
pus by random sampling, and this corpus has sim-
ilar size with corpus 1. Then the KenLM was used
to train 3-gram language models on the source side
and target side of the corpus I and o respectively
(HI—src, HI—tgt, Ho—src and Ho—tgt)- After that,
all the sentence pairs s from out-domain corpus
O were passed into these language models, and
scored by using the bilingual cross-entropy differ-
ence:
[Hl—src(s) - HI—tgt(s)] + [Ho—src(s) - Ho—tgt(s)}
At last, the top 20 sentence pairs with lowest
scores were add into the in-domain corpus to fine-
tune the translation model.

Transformer Language Model: Similar to the
above method, the language model with Trans-
former architecture from Tensor2tensor’® was used
to train the source side and target side of the corpus
I and o respectively. The bilingual cross-entropy
difference was used to get top 20 similar sentence

*https://github.com/tensorflow/tensor2tensor



pairs from the out-domain corpus to generate new
in-domain corpus.

TF-IDF Algorithm: The tf-idf algorithm was
chosen to calculate the similarity of the sentences
in the in-domain corpus and out-domain corpus.
Then we got top 20 similar sentence pairs from
out-domain corpus by using the tf-idf scores.

3.3 Ensemble

Ensemble learning, which trains multiple learn-
ers and combines them, is a widely used tech-
nique in many real-world tasks. Model ensemble
has been successfully applied to neural machine
translation system, it combines the full probability
distribution over the target vocabulary of different
models at each step during sequence prediction.
We implemented model ensemble module in Ten-
sor2tensor and Fairseq, obtained an improvement
of up to 1.2 bleu over the highest single model re-
sult. Noticed that simply increasing the size of an
ensemble does not necessarily improve translation
performance, and brute-force search of all models
is unrealistic. As the number of models increases,
the decoding of ensemble will take more time than
single model, and exceed the limits of computer
resource capacity. So we developed an approach
that is capable of verifying model combination fast
and effectively.

In our algorithm, all the ensemble models are
firstly sorted by performance with beam_size = 4.
At the first iteration, we selected the best N mod-
els and combined them. While it is known that
enlarging beam_size can improve decoding per-
formance, in order to verify model combination
speedily, beam_size was chosen as 1. After that,
we selected the M best model combinations, and
decoding them with beam_size = 4 again to fur-
ther reduce the combination size. Once the first
iteration was finished, we added two or four new
models to the existed model combination, and then
put them into a standard ensemble process de-
scribed above in the second iteration. The itera-
tion loop will continue until all the models have
joined ensemble process. If the number of models
is too large, decoding with CPU can be an alter-
native. Finally, we chose the optimal model com-
binations, and then increased beam_size and mod-
ified the length penalty to gain better translation
performance.

Model and data diversity are important factors
for ensemble system, so we trained diverse mod-
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els depending on different parameters, different
model architectures, and different training data
sets. In order to boost the ensemble performance,
all the models have been fine-tuned. For model en-
semble strategy, it seems intuitive to employ NMT
ensembles by assigning same weights to different
models or simply selecting the maximum output
probability distributions. In this competition, we
adopted a log-avg model ensemble strategy. Both
of the max and avg strategy described above we
have tried, there was no better result observed.

3.4 Rerank

Reranking is a technique to improve translation
quality by choosing potentially better results from
the N-Best list. In order to avoid an N-Best list
with too many noises, we used strong ensemble
systems to generate it. We got an N-Best list with
a size of 200+. Then we used 30+ models to
score the N-Best list. The models details will be
described below. These scores make up several
features to represent a sentence in an N-Best list.
These features we used including:

Word-alignment feature: These features are
generated by using fast-align tools* to score the
N-Best list and their source sentence.

Language model features: These features are
generated by using KenLM and neural language
model to score the N-Best list.

Translation models features: Translation
model can generate sentences from left to right
(L2R) and right to left (R2L), and both source
to target (S2T) and target to source (T2S) models
can be used to get features. Therefore, there are
four kinds (S2T-L2R, T2S-L2R, S2T-R2L, T2S-
R2L) of translation model features. In order to
get features that can represent the N-Best list
more comprehensively, we used translation mod-
els that trained with three kinds of frameworks
(Tensor2tensor, Fairseq and Sockeye’) to generate
features.

After getting these features, K-batched MIRA
algorithm(Cherry and Foster, 2012) which was
implemented in Moses was introduced to the de-
velopment dataset to get a set of weights. At last,
we used these weights to rescore the N-Best list
and got final translation results.

“https://github.com/clab/fast_align
Shttps://github.com/awslabs/sockeye



4 Experiments Settings and Results

4.1 Data

The WMTI18 English<+Chinese translation task
contains 24.22M raw data, and the WMTI19
English«+>Chinese translation task contains
26.17M raw data. There are three high-quality
development set: newstest2017, newsdev2017
and newstest2018.

4.2 Pre-processing and Post-processing

Firstly, we tokenized the English sentences by us-
ing NLTK® toolkit and segmented the Chinese
sentences with Pkuseg’ which was produced by
Peking University. As a routine operation, we ap-
plied BPE (Sennrich et al., 2016b) using Sentence-
piece 8 to enable an open vocabulary which con-
tained about 50k words and subwords. For the data
selection, we removed duplications in the training
data, and designed a filter to exclude bad sentences
according to the sentence score obtained by lan-
guage models and translation models. The final
amount of our training data is about 24M bilin-
gual sentence pairs for EN-ZH tasks, and about
22M bilingual sentence pairs for ZH-EN tasks.

We applied post-processing on the outputs of
these translation tasks. For EN-ZH translation
task, we normalized the punctuations of outputs
through converting the single byte character to
double byte character and removed the space be-
tween Chinese characters. For ZH-EN transla-
tion task, we de-tokenized the outputs by Moses
toolkit.

4.3 Training Details

All models were trained on 8 GPUs using float-
ing point 16 precision and gradients accumulat-
ing (Ott et al., 2018) to employ a bigger batch
size as large as 128 GPUs’. We batched sentence
pairs by approximate length, limited the number
of input and output tokens per batch to 3584 per
GPU and re-shuffled the training corpus between
epochs. Each training batch contained approxi-
mately 450K source tokens and 450K target to-
kens. We also applied a cosine learning rate sched-
ule (Kingma and Ba, 2015; Loshchilov and Hut-
ter, 2017) where the learning rate is first linearly
warmed up for 10K steps from 107 to 1072 and
then annealed following a cosine rate with a single

Shttps://github.com/nltk/nltk
"https://github.com/lancopku/pkuseg-python
8https://github.com/google/sentencepiece

200

System Newsdev2017 Newstest2018
baseline 35.32

+Data filtering 36.62

+Back translation 40.23 42.52
+Model enhancement 40.73 42.98
+fine-tuning 41.33 44.10
+ensemble 41.93 46.10
+rerank 42.20 46.40

Table 1: English—Chinese Systems BLEU results on
newsdev2017 and newstest2018. As for newsdev2017
ensemble step, we only mannually selected two models
for ensembling test but for newstest2018, we applied
our ensemble algorithm on all models.

cycle. During training, the label smoothing was
employed with ¢;; = 0.1 and the dropout rate was
set from 0.1 to 0.3 (Hinton et al., 2012; Pereyra
et al., 2017). The baseline system was trained for
about 25 epochs and saved the last 15 epochs to
perform checkpoint averaging. At last, we vali-
dated the model every 1000 mini-batches against
BLEU on the WMT 17 news translation test set.

4.4 English—Chinese Systems

Table 1 shows the English—Chinese translation
results on the validation set (WMTI18 testset).
We reported character-level BLEU scores calcu-
lated with Moses mteval-v13a.pl script °. For the
baseline system with data filtering, it gained 1.3
BLEU scores compared to the result without fil-
tering. After applying back translation, a single
baseline model can improve by about 3.6 BLEU
scores. That means synthetic data plays an im-
portant role in the success of our system. When
it comes to model enhancement, Table 3 shows
that each advanced model architecture got a bet-
ter performance compared to the baseline model.
After applying different combinations of the tech-
niques described in Section 2 and 3, we got 11
systems. Thanks to these varieties of model archi-
tectures and different data selection strategies, our
ensemble system gained a lot and improved about
2 points in term of BLEU. Then we rescored 200+
n-best lists decoding from different single and en-
semble systems and finally achieved an improve-
ment of 0.3 BLEU score.

4.5 Chinese— English Systems

Table 2 shows the Chinese—English translation
results on the validation set. All results are re-
*https://github.com/moses-

smt/mosesdecoder/blob/master/scripts/generic/mteval-
v13a.pl



System Newstest2017
baseline

+Data filtering

+Back translation 26.41
+Model enhancement 27.00
+fine-tuning 28.49
+ensemble 29.62
+rerank 29.92

Table 2: Chinese—English Systems BLEU results on

newstest2017.
Models EN-ZH ZH-EN

dev17 testl7

Baseline model(Transformer) 40.23 26.41
Relative Transformer 40.73 26.60
Dynamic Convolution Networks 40.10 26.51
Linear Combination Transformer 40.70 27.00
Layer Aggregation Transformer 40.73 26.93
SE-pre in Transformer 40.51 26.72

Table 3: BLEU results for different model architec-
tures. For EN-ZH, It represents the results on news-
dev2017 and for ZH-EN, it represents the results on
newstest2017. All models are trained with synthetic
data after back translation.

ported with cased BLEU scores. We followed ex-
actly the same settings with the English— Chinese
translation system. In this case, the fine-tuning
method brought a substantial improvement about
1.4 BLEU scores, showing the advantages of using
high-quality in-domain data. For model enhance-
ment, each model architecture got nearly the same
BLEU score improvement. Finally, we applied en-
semble and reranking techniques, which provided
1.5 BLEU improvements totally over the best sin-
gle model.

5 Conclusion

We present our NMT systems for WMTI19
Chinese<+English news translation tasks. For both
translation directions, our final systems achieved
substantial improvements up by 4 ~ 5 BLEU score
over baseline systems by integrating the following
technique:

1. Data filtering and model enhancements

2. Back translate the target monolingual data set

3. Fine-tuning with in-domain data

4. System combination and reranking.

As a result, our submitted Chinese—English
system achieved the second highest cased BLEU
score among all 15 submitted constrained systems
and our English—Chinese system ranked the sec-
ond out of 12 submitted systems.
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Abstract

This paper describes the Air Force Research
Laboratory (AFRL) machine translation sys-
tems and the improvements that were devel-
oped during the WMT19 evaluation campaign.
This year, we refine our approach to train-
ing popular neural machine translation toolk-
its, experiment with a new domain adaptation
technique and again measure improvements in
performance on the Russian—English language
pair.

1 Introduction

As part of the 2019 Conference on Machine Trans-
lation (Bojar et al., 2019) news-translation shared
task, the AFRL Human Language Technology
team participated in the Russian—English portion
of'the competition. We build on our strategies from
last year (Gwinnup et al., 2018), adding additional
language ID based data processing and optimizing
subword segmentation strategies. For Russian—
English we again submitted an entry comprising
our best systems trained with Marian (Junczys-
Dowmunt et al., 2018), Sockeye (Hieber et al.,
2017) with Elastic Weight Consolidation (EWC)
(Thompson et al., 2019), OpenNMT (Klein et al.,
2018), and Moses (Koehn et al., 2007) combined
using the Jane system combination method (Fre-
itag et al., 2014).

2 Data and Preprocessing

2.1 Data Preparation

We used and preprocess data as outlined in Gwin-
nup et al. (2018). For all systems trained, we
applied either byte-pair encoding (BPE) (Sen-
nrich et al., 2016) or SentencePiece (Kudo and
Richardson, 2018) subword strategies to address
the vocabulary-size problem.

For this year, we also employed a language 1D
filtering step for the BPE-based systems. Using

the pre-built language ID model developed by the
authors of fastText (Joulin et al., 2016a,b), we de-
veloped a utility that examined the source and tar-
get sentence pairs and discarded that pair if either
side fell below 0.8! probability of the desired lan-
guage. We applied this filtering to all provided par-
allel corpora, removing 33.7% of lines. This pro-
cess was particularly effective when used to filter
the Paracrawl corpus where 57.1% of lines were
removed. Pre and post-filtering line counts for var-
ious corpora are shown in Table 1.

Corpus Total Retained
CommonCrawl 723,256 655,069
newscommentary 290,866 264,089
Yandex 1,000,000 901,307
ParaCrawl 12,061,155 5,173,675
UN2016 11,365,709 9,871,406
Total Lines 25,440,968 16,865,546

Table 1: Training corpus total and retained lines after
fastText filtering

testset wmtl8preproc  wmt19filt
newstest2014 33.0 34.1
newstest2015 28.6 29.6
newstest2016 28.4 29.4
newstest2017 30.8 31.8
newstest2018 26.9 27.9

Table 2: Test set comparison for non-filtered WMT18
training corpus and filtered WMT19 training corpus
measured by SacreBLEU.

A comparison with the organizer-provided par-
allel training data used in our WMTI18 system

"We chose this value arbitrarily; future work will explore
varying this threshold.
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(which is largely the same as the provided paral-
lel data for WMT19 in the Russian—-English lan-
guage pair) on baseline Marian transformer sys-
tems with identical training conditions show that
aggressive language ID based filtering yields an
approximate +1 BLEU point improvement as mea-
sured by SacreBLEU (Post, 2018). These results
are shown in Table 2.

2.2 Exploration of Byte-Pair Encoding
Merge Sizes

One of the problems faced when addressing the
closed-vocabulary problem is the granularity of the
subword units either produced by SentencePiece or
BPE. To that end, we examined varying the num-
ber of BPE merge operations in order to determine
an optimal setting to maximize performance for the
Russian—English language pair.

For the OpenNMT-based systems, a vocabulary
size of 32k entries was employed during training
of a SentencePiece segmentation model?. This vo-
cabulary size was determined empirically from the
training data.

Alternatively, for the BPE-based systems, we
systematically examined varying sizes of BPE
merge operations and vocabulary sizes in 10k in-
crements from 30k to 80k. Results in Table 3 show
that 40k BPE merge operations perform best across
all test sets decoded for this language pair. All
subsequent Marian experiments in this work uti-
lize this 40k BPE training corpus.

3 MT Systems

This year, we focused system-building efforts
on the Marian, Sockeye, OpenNMT, and Moses
toolkits, having explored a variety of parameters,
data, and conditions. While most of our exper-
imentation builds off of previous years’ efforts,
we did examine domain adaptation via continued
training, including Elastic Weight Consolidation
(EWC) (Thompson et al., 2019).

3.1 Marian

As with last year’s efforts, we train multiple
Marian (Junczys-Dowmunt et al., 2018) models
with both University of Edinburgh’s “bi-deep”
(Miceli Barone et al., 2017; Sennrich et al., 2017)
and Google’s transformer (Vaswani et al., 2017)

2SentencePiece was used in part to provide diversity be-
tween our OpenNMT and other systems trained with BPE
data.
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architectures. Network hyperparameters are the
same as detailed in Gwinnup et al. (2018). We
again use newstest2014 as the validation set dur-
ing training.

Utilizing the best-performing BPE parameters
from Section 2.2, we first trained a baseline system
in each of the two network architectures, noting the
Transformer system’s better performance of +0.82
BLEU on average across decoded test sets. An ad-
ditional six distinct transformer models were then
independently? trained for use in ensemble decod-
ing. We then ensemble decoded test sets with all
eight models.

Marian typically assigns each model used in
ensemble decoding a feature weight of 1.0; thus
each model contributes equally to the decoding
process. Borrowing from our Moses training ap-
proach, we utilize a multi-iteration decode and op-
timize feature weights using the “Expected Cor-
pus BLEU” (ECB) metric with the Drem optimizer
(Erdmann and Gwinnup, 2015). We experimented
using newstest2014 and newstest2017 as tun-
ing sets — 2017 did not help performance, but us-
ing 2014 did improve performance by up to +0.9
BLEU* over the non-tuned ensemble.

Scores for all the above-mentioned systems are
shown in Table 4. The best-performing ensemble
(ensemble tunel4) was used in system combina-
tion.

3.2 Sockeye

For our Sockeye (Hieber et al., 2017) systems, we
experimented with continued training (Luong and
Manning, 2015; Sennrich et al., 2015) — a means to
specialize a model in a new domain after a period
of training on a general domain. One downside
of utilizing continued training is the model adapts
“too-well” to the new domain at the expense of
performance in the original domain (Freitag and
Al-Onaizan, 2016). One method to mitigate this
performance drop is to prevent certain parameters
of the network from changing with Elastic Weight
Consolidation (EWC) (Kirkpatrick et al., 2017).
Thompson et al. (2019) conveniently provides an
implementation of this technique in Sockeye.
That work illustrated a use case where the orig-
inal domain is news articles, while the new do-
main is text of patent applications — a marked dif-

31dentical training data and starting parameters except for
random seed.

“This may be due to the choice of newstest2014 for vali-
dation during training.



System  newstest2014 newstest2015 newstest2016 newstest2017 newstest2018
bpe30k 33.7 28.9 28.7 314 27.6
bpe40k 34.1 29.6 29.4 31.8 27.9
bpe50k 33.9 29.2 29.1 31.6 27.8
bpe60k 33.4 29.1 28.7 31.3 27.6
bpe70k 33.0 28.8 28.8 31.2 26.9
bpe80k 32.6 28.7 28.2 31.1 26.9

Table 3: Cased, detokenized BLEU for various test sets and BPE merge-value treatments. Best scores for each test

set are denoted with bold text.

newstest2016 newstest2017 newstest2018

System newstest2014  newstest2015
single bi-deep 32.7 29.0
single transformer 34.1 29.6
untuned ensemble 36.2 31.6
ensemble tunel7 35.3 31.1
ensemble tunel4 371 31.3

28.7 31.3 27.0
29.4 31.8 27.9
30.5 34.2 29.7
30.2 342 29.7
31.2 34.5 30.5

Table 4: Test set comparison for baseline bi-deep, transformer, untuned and tuned ensembles for various test sets
measured in cased, detokenized BLEU. Best scores for each test set are denoted with bold text.

ference in style and content. Here, we created a
news subdomain corpus from the newstest2014
through newstest2017 test sets. The intuition
is that more current events will be discussed in
these test sets than the remainder of the provided
training corpora, allowing better adaptation of new
events in the newest test sets (newstest2018 and
newstest2019.)

We first trained a baseline transformer system
using the best-performing BPE parameters from
Section 2.2, 512-dimension word embeddings, 6
layer encoder and decoder, 8 attention heads, la-
bel smoothing and transformer attention dropout
of 0.1. We then continue-train a model on the
adaptation set described above. We also followed
the Sockeye EWC training procedure, producing a
model more resilient to overfitting due to contin-
ued training. Results for these systems are shown
in Table 5.

We see that the baseline Sockeye transformer
model performs similarly to the baseline single-
model Marian transformer system shown in Table
4. The continued-training system (con’t train) sys-
tem predictably overfit on newstest2014 as ex-
pected, since that test set is a part of the adap-
tation set. Likewise, performance on the out-of-
domain newstest2018 also dropped as a result
of overfitting. The best-performing EWC system’

SEWC applied with weight-decay of 0.001 and learning-
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actually improved performance on 2018 with less-
pronounced overfitting on 2014.

System newstest2014  newstest2018
baseline 334 27.6
con’t train 89.3 24.3
best EWC 48.5 29.5

Table 5: Sockeye system scores for newstest2014
(in-domain) and newstest2018 (out-of-domain) test
sets for various training conditions measured in Sacre-
BLEU.

For system combination outlined later in Section
4, we decoded test sets with an ensemble of the
four highest-scoring model checkpoints from the
best EWC training run.

3.3 OpenNMT-T

Our first Open-NMT system was trained using the
Transformer architecture with the default “Trans-
formerBig” settings as described in Vaswani et al.
(2017): 6 layers of 1024 units, 16 attention heads.
Dropout rates of 0.3 for layers and 0.1 for atten-
tion heads and relu’s. Training data for this sys-
tem utilized the training corpus from our WMT17
Russian—English system (Gwinnup et al., 2017)
consisting of provided parallel and backtranslated

rate of 0.00001



data. This data was then processed with a joint 32k
word vocabulary SentencePiece model.

3.4 OpenNMT-G

For our second OpenNMT system, we first trained
language-specific, 32k word vocabularies using
SentencePiece. WMT news test data from all years
except 2014 and 2017 were used to train Senten-
cePiece. These data, with the addition of the lan-
guage ID filtered ParaCrawl corpus outlined in
Section 2.1, were used for training the system.
WMT news test data from 2014 was used for val-
idation. OpenNMT-tf was used to create the sys-
tem, using the stock “Transformer” model.

3.5 Moses

As in previous years, we trained a phrase-based
Moses (Koehn et al., 2007) system with the same
data as the Marian system outlined in Section 3.1
in order to provide diversity for system combina-
tion. This system employed a hierarchical reorder-
ing model (Galley and Manning, 2008) and 5-gram
operation sequence model (Durrani et al., 2011).
The 5-gram English language model was trained
with KenLM on all permissable monolingual En-
glish news-crawl data. The BPE model used
was applied to both the parallel training data and
the language modeling corpus. System weights
were tuned with the Drem (Erdmann and Gwin-
nup, 2015) optimizer using the “Expected Corpus
BLEU” (ECB) metric.

4 System Combination

Jane system combination (Freitag et al., 2014) was
employed to combine outputs from the best sys-
tems from each approach outlined above. Indi-
vidual component system and final combination
scores are shown in Table 6 for cased, detokenized
BLEU and BEER 2.0 (Stanojevi¢ and Sima’an,
2014) .

S Submission Systems

We submitted the final 5-system combination out-
lined in Section 4 and the four-checkpoint EWC
ensemble detailed in Section 3.2 to the Russian—
English portion of the WMT19 news task evalu-
ation. Selected newstest2019 automatic scores
from the WMT Evaluation Matrix® are shown in
Table 7.

http://matrix.statmt.org
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System BLEU BEER
1. Marian 30.47 0.5995
2. Sockeye EWC  29.43  0.5968
3. OpenNMT-T 26.22  0.5737
4. OpenNMT-G 30.05 0.6017
5. Moses 27.33  0.5836
Syscomb-5 3212 0.6072

Table 6: System combination and input system scores
measured in cased, detokenized BLEU and BEER on
the newstest2018 test set.

System BLEU BEER
afrl-syscombl19  37.2  0.627
afrl-ewc 343  0.613

Table 7: Final submission system scores measured in
cased BLEU and BEER on the newstest2019 test set.

6 Conclusion

We presented a series of improvements to our
Russian—English systems, including improved
preprocessing and domain adaptation. Clever
remixing of older techniques from the phrase-
based MT era enabled improvements in ensem-
bled neural decoding. Lastly, we performed sys-
tem combination to leverage benefits from these
new techniques and favorite approaches from pre-
vious years.
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Abstract

We study several methods for full or partial
sharing of the decoder parameters of multilin-
gual NMT models. Using only the WMT 2019
shared task parallel datasets for training, we
evaluate both fully supervised and zero-shot
translation performance in 110 unique trans-
lation directions. We use additional test sets
and re-purpose evaluation methods recently
used for unsupervised MT in order to evalu-
ate zero-shot translation performance for lan-
guage pairs where no gold-standard parallel
data is available. To our knowledge, this is
the largest evaluation of multi-lingual transla-
tion yet conducted in terms of the total size of
the training data we use, and in terms of the
number of zero-shot translation pairs we eval-
uate. We conduct an in-depth evaluation of
the translation performance of different mod-
els, highlighting the trade-offs between meth-
ods of sharing decoder parameters. We find
that models which have task-specific decoder
parameters outperform models where decoder
parameters are fully shared across all tasks.

1 Introduction

Multi-lingual translation models, which can map
from multiple source languages into multiple tar-
get languages, have recently received significant
attention because of the potential for positive
transfer between high- and low-resource language
pairs, and because of the potential efficiency gains
enabled by translation models which share param-
eters across many languages (Dong et al., 2015;
Ha et al., 2016; Firat et al., 2016; Johnson et al.,
2016; Blackwood et al., 2018; Sachan and Neubig,
2018; Aharoni et al., 2019). Multi-lingual mod-
els which share parameters across tasks can also
perform zero-shot translation, translating between
language pairs for which no parallel training data
is available (Wu et al., 2016; Ha et al., 2016; John-
son et al., 2016).

Although multi-task models have recently been
shown to achieve positive transfer for some com-
binations of NLP tasks, in the context of MT,
multi-lingual models do not universally outper-
form models trained to translate in a single di-
rection when sufficient training data is available.
However, the ability to do zero-shot translation
may be of practical importance in many cases,
as parallel training data is not available for most
language pairs (Wu et al., 2016; Johnson et al.,
2016; Aharoni et al., 2019). Therefore, small
decreases in the performance of supervised pairs
may be admissible if the corresponding gain in
zero-shot performance is large. In addition, zero-
shot translation can be used to generate synthetic
training data for low- or zero- resource language
pairs, making it a practical alternative to the boot-
strapping by back-translation approach that has
recently been used to build completely unsuper-
vised MT systems (Firat et al., 2016; Artetxe et al.,
2018; Lample et al., 2018a,b). Therefore, under-
standing the trade-offs between different methods
of constructing multi-lingual MT systems is still
an important line of research.

Deep sequence to sequence models have be-
come the established state-of-the-art for machine
translation. The dominant paradigm continues to
be models divided into roughly three high-level
components: embeddings, which map discrete to-
kens into real-valued vectors, encoders, which
map sequences of vectors into an intermediate rep-
resentation, and decoders, which use the represen-
tation from an encoder, combined with a dynamic
representation of the current state, and output a
sequence of tokens in the target language condi-
tioned upon the encoder’s representation of the in-
put. For multi-lingual systems, any combination
of encoder and/or decoder parameters can poten-
tially be shared by groups of tasks, or duplicated
and kept private for each task.

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 209-217
Florence, Italy, August 1-2, 2019. ©2019 Association for Computational Linguistics
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Figure 1: The decoder component of the transformer
model (Vaswani et al., 2017). We can share all parame-
ters across all target tasks, or we can create a unique set
of decoder parameters for each task (outer dashed line).
Alternatively, we can create unique attention parame-
ters for each task, while sharing the final feed-forward
layers (inner dotted lines). The possiblility of including
an embedding for the target task is visualized at the bot-
tom of the diagram. Illustration modeled after Sachan
and Neubig (2018).

Our work builds upon recent research on many-
to-one, one-to-many, and many-to-many transla-
tion models. We are interested in evaluating many-
to-many models under realistic conditions, includ-
ing:

1. A highly imbalanced amount of training data
available for different language pairs.
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. A very diverse set of source and target lan-
guages.

. Training and evaluation data from many do-
mains.

We focus on multi-layer transformer models
(Vaswani et al., 2017), which achieve state-of-
the-art performance on large scale MT and NLP
tasks (Devlin et al., 2018; Bojar et al., 2018). We
study four ways of building multi-lingual trans-
lation models. Importantly, all of the models we
study can do zero-shot translation: translating be-
tween language pairs for which no parallel data
was seen at training time. The models use training
data from 11 distinct languages', with supervised
data available from the WMT19 news-translation
task for 22 of the 110 unique translation direc-
tions?. This leaves 88 translation directions for
which no parallel data is available. We try to eval-
uate zero-shot translation performance on all of
these additional directions.

Target Language Specification Although the
embedding and encoder parameters of a multi-
lingual system may be shared across all languages
without any special modification to the model,
decoding from a multi-lingual model requires a
means of specifying the desired output language.
Previous work has accomplished this in different
ways:

e pre-pending a special target-language token
to the input (Wu et al., 2016)

using an additional embedding vector for the
target language (Lample and Conneau, 2019)

using unique decoders for each target lan-
guage (Luong et al., 2016; Firat et al., 2016)

partially sharing some of the decoder param-
eters while keeping others unique to each
target language (Sachan and Neubig, 2018;
Blackwood et al., 2018)

However, to the best of our knowledge, no side-
by-side comparison of these approaches has been
conducted. We therefore train models which are
identical except for the way that decoding into dif-
ferent target languages is handled, and conduct

'cs, DE, EN, FI, FR, GU, KK, LT, RU, TR and ZH
*Note we do not consider auto-encoding, thus the number
of translation directions is 11 — 11 = 110.



a large-scale evaluation. We use only the lan-
guage pairs and official parallel data released by
the WMT task organisers, meaning that all of our
systems correspond to the constrained setting of
the WMT shared task, and our experimental set-
tings should thus be straightforward to replicate.

2 Multi-Task Translation Models

This section discusses the key components of the
transformer-based NMT model, focusing on the
various ways to enable translation into many tar-
get languages. We use the terms source/target task
and language interchangeably, to emphasize our
view that multi-lingual NMT is one instantiation
of the more general case of multi-task sequence to
sequence learning.

2.1 Shared Encoders and Embeddings

In this work, we are only interested in ways of pro-
viding target task information to the model — infor-
mation about the source task is never given explic-
itly, and the encoder is always completely shared
across all tasks. The segmentation model and em-
bedding parameters are also shared between all
source and target tasks (see below for more de-
tails).

2.2 Multi-lingual Decoder Configurations

Figure 1 visualizes the decoder component of the
transformer model, with dashed and dotted lines
indicating the parameter sets that we can replicate
or share across target tasks.

2.2.1 Target Task Tokens (PREPEND)

Wu et al. (2016) showed that, as long as a mech-
anism exists for specifying the target task, it is
possible to share the decoder module’s parameters
across all tasks. In the case where all parameters
are shared, the decoder model must therefore learn
to operate in a number of distinct modes which are
triggered by some variation in the input. A simple
way to achive this variation is by pre-pending a
special "task-token" to each input. We refer to this
method as PREPEND.

2.2.2 Task Embeddings (EMB)

An alternative to the use of a special task token is
to treat the target task as an additional input fea-
ture, and to train a unique embedding for each tar-
get task (Lample and Conneau, 2019), which is
combined with the source input. This technique
has the advantage of explicitly decoupling target
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task information from source task input, introduc-
ing a relatively small number of additional param-
eters. This approach can be seen as adding an ad-
ditional token-level feature which is the same for
all tokens in a sequence (Sennrich and Haddow,
2016). We refer to this setting as EMB.

2.2.3 Task-specific Decoders (DEC)

In general, any subset of decoder parameters may
be replicated for each target language, resulting in
parameter sets which are specific to each target
task. At one extreme, the entire decoder module
may be replicated for each target language, a set-
ting which we label DEC (Dong et al., 2015).

2.2.4 Task-specific Attention (ATTN)

An approach somewhere in-between EMB and
DEC is to partially share some of the decoder
parameters, while keeping others unique to each
task. Recent work proposed creating unique atten-
tion modules for every target task, while sharing
the other decoder parameters (Sachan and Neubig,
2018; Blackwood et al., 2018). The implementa-
tion of their approaches differ significantly — we
propose to create completely unique attention pa-
rameters for each task. This means that for each
of our 11 languages, we have unique context- and
self-attention parameters in each layer of the trans-
former decoder. We refer to this setting as ATTN.

3 Experiments

All experiments are conducted using the
transformer-base  configuration of Vaswani
et al. (2017) with the relevant modifications for
each system discussed in the previous section. We
use a shared sentencepiece® segmentation model
with 32000 pieces. We use all available parallel
data from the WMT19 news-translation task for
training, with the exception of commoncrawl,
which we found to be very noisy after manually
checking a sample of the data, and paracrawl,
which we use only for EN-FI and EN-LT*.

We train each model on two P100 GPUs with an
individual batch size of up to 2048 tokens. Gradi-
ents are accumulated over 8 mini-batches and pa-
rameters are updated synchronously, meaning that
our effective batch size is 2 x 2048 x 4 = 16384
tokens per iteration. Because the task pair for

3https://github.com/google/sentencepiece

*Turkish (TR) is included from the 2018 language pairs
because the task-organizers suggest the possibility of using
TR data to improve KK performance



#seen | #available | # epochs | % budget |

EN-CS | 3,466,692 | 51,136,198 | 0.06 10.7
EN-DE | 2,678,808 | 3,054,632 | 0.88 8.3
EN-FI | 3,466,692 | 6457071 | 0.54 10.7
EN-GU | 1,260,615 | 137,905 | 9.14 3.9
EN-KK | 1,181,827 | 158067 | 747 3.7
EN-LT | 3,624,269 | 2283272 | 1.59 11.2
EN-RU | 5042462 | 11,391,126 | 0.44 15.6
EN-TR | 1575769 | 207,678 | 7.58 49
EN-ZH | 5,846,104 | 14,549,833 | 040 18.1
DE-FR | 4,097,000 | 1980,332 | 2.06 12.7
TOTAL | 32,240,238 | 91,356,114 | - | 100 |

Table 1: Training dataset statistics for our multilingual
NMT experiments. # seen is the total number of seg-
ments seen during training. # available is the num-
ber of unique segments available in the parallel training
datasets. # epochs is the number of passes made over
the available training data — when this is < 1, the avail-
able training data was only partially seen. % budget is
the percentage of the training budget allocated to this
pair of tasks.

each mini-batch is sampled according to our pol-
icy weights and (fixed) random seed, and each it-
eration consists of 8 unique mini-batches, a sin-
gle parameter update can potentially contain infor-
mation from up to 8 unique task pairs. We train
each model for 100,000 iterations without early
stopping, which takes about 40 hours per model.
When evaluating we always use the final model
checkpoint (i.e. the model parameters saved af-
ter 100,000 iterations). We use our in-house re-
search NMT system, which is heavily based upon
OpenNMT-py (Klein et al., 2017).

The sampling policy weights were specified
manually by looking at the amount of available
data for each pair, and estimating the difficulty of
each translation direction. The result of the sam-
pling policy is that lower resource language pairs
are upsampled significantly. Table 1 summarizes
the statistics for each language pair. Note that the
data in each row represents a pair of tasks, i.e.
the total number of segments seen for EN-CS is
split evenly between EN—CS, and CS—EN. Be-
cause we train for only 100,000 iterations, we do
not see all of the available training data for some
high-resource language pairs.

With the exception of the system which
prepends a target task token to each input, the in-
put to each model is identical. Each experimen-
tal setting is mutually exclusive, i.e. in the EMB
setting we do not prepend task tokens, and in the
ATTN setting we do not use task embeddings.

Figure 2 plots the validation performance dur-
ing training on one of our validation datasets. The
language embeddings from the EMB system are
visualized in figure 3.

3.1 Results
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Figure 2: Word-level accuracy on WMT EN-DE 2014
dev set as training progresses. The model which has a
DE-specific decoder achieves the highest accuracy on
this dev set.

o =
1150
h
1351 &
&

11.00

s &
10.75
10.50 u
10.25 L
10.00 & &

110 115 120 125 130

Figure 3: Language embeddings of the EMB system
projected with UMAP (Mclnnes et al., 2018).

We evaluate the performance of our models in
four ways. First, we check performance on the
supervised pairs using dev and test sets from the
WMT shared task. We then try to evaluate zero-
shot translation performance in several ways. We
use the TED talks multi-parallel dataset (Ye et al.,
2018) to create gold sets for all zero-shot pairs
that occur in the TED talks corpus, and evaluate
on those pairs. We also try two ways of evalu-
ating zero-shot translation without gold data. In
the first, we do round-trip translation SRC —

—

Pivor — SRC, and measure performance on
the (SRC,SRC) pair — this method is labeled
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| Evaluation Dataset

EN-CS | newstest2018
EN-DE | newstest2018
EN-FI newstest2018
EN-GU | newsdev2019
EN-KK | newsdev2019
EN-LT newsdev2019
EN-RU | newstest2018
EN-TR | newstest2018
EN-ZH | newstest2018
DE-FR | euelections_dev2019

Table 2: The WMT evaluation dataset used for each
language pair.

PREPEND | EMB | DEC | ATTN |

SUPERVISED 23.4 23.4 | 24.0 | 24.1
ZERO-SHOT-TED 10.6 7.8 ]12.6 | 124
ZERO-SHOT-PIVOT 16.9 18.1 | 14.0 | 15.1
ZERO-SHOT-PARALLEL-PIVOT 13.1 119 | 12.8 | 13.2

Table 3: Overall results for supervised and zero-shot
tasks. Tokenized BLEU scores are computed by con-
catenating all of the hypotheses for all translation di-
rections, and computing BLEU with respect to the
concatenated references. We use the sentencepiece-
segmented hypotheses and references to avoid issues
with tokenization of multi-lingual hypotheses and ref-
erences.

ZERO-SHOT P1vOT. In the second, we use par-
allel evaluation datasets from the WMT shared
tasks (consisting of (SRC, REF) pairs), and trans-

late SRC — P1voT — TRG, then measure per-

formance on the resulting (ﬁ, REF) pairs (see
below for more details), where the pivot and tar-
get language pair is a zero-shot translation task
— this method is labeled ZERO-SHOT PARALLEL
P1vor.

Table 2 lists the WMT evaluation dataset that
we use for each language pair. In the ZERO-SHOT
P1vOT setting, the reference side of the dataset is
used as input.

Table 3 shows global results for all parallel tasks
and all zero-shot tasks, by system. Global scores
are obtained by concatenating the segmented out-
puts for each translation direction, and computing
the BLEU score against the corresponding con-
catenated, segmented reference translations. The
results in table 3 are thus tokenized BLEU scores.

3.2 Parallel Tasks

In the following results, we report BLEU scores
on de-tokenized output, and compute scores using
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PREPEND \ EMB \ DEC \ ATTN \

CS-EN 20.2 20.2 | 20.9 | 20.9
EN-CS 124 12.7 | 13.7 | 13.3
DE-EN 26.2 26.1 | 27.4 | 27.1
EN-DE 23.2 23.4 | 25.7 | 25.2
FI-EN 13.7 13.5 | 14.4 | 14.2
EN-FI 8.3 8.0 9.4 9.2
GU-EN 15.4 154 | 15.7 | 15.4
EN-GU 8.1 7.8 5.1 7.3
KK-EN 14.4 14.0 | 14.3 13.9
EN-KK 5.6 5.2 1.9 4.6
LT-EN 18.6 18.9 | 19.3 | 19.0
EN-LT 12.8 13.0 | 14.4 | 13.7
RU-EN 20.8 20.6 | 21.3 | 21.3
EN-RU 15.5 159 | 17.0 | 16.7
TR-EN 14.8 15.0 | 15.2 | 15.1
EN-TR 10.3 10.0 | 109 | 11.3
ZH-EN 13.5 13.7 | 14.1 | 13.7
EN-ZH 24.2 24.4 | 25.6 | 25.4
FR-DE 18.6 184 | 19.9 | 19.3
DE-FR 21.2 22.1 | 21.7 | 22.6

Table 4: Results for all task pairs in the WMT 2019
news-translation shared task where parallel training
data is available.

sacrebleu . Therefore, we expect BLEU scores to
be equivalent to those used in the WMT automatic
evaluation.

We note that across all but the lowest-resource
tasks, the model with a unique decoder for each
language outperforms all others. However, for
EN—GU and EN—KK, the lowest-resource trans-
lation directions, the unique decoder model fails
completely, probably because the unique parame-
ters for KK and GU were not updated by a sufficient
number of mini-batches (approximately 15,600
for EN—GU and 14,800 for EN—KK).

3.3 Zero-shot Translation Tasks

In order to test our models in the zero-shot set-
ting, we adapt an evaluation technique that has re-
cently been used for unsupervised MT — we trans-
late from the source language into a pivot lan-
guage, then back into the source language, and
evaluate the score of the resulting source-language
hypotheses against the original source (Lample

SBLEU+case . mixed+
lang.<src-lang>-<trg-lang>+
numrefs.l+smooth.exp+tok.<trg-lang>+
version.1.2.19



PREPEND \ EMB \ DEC \ ATTN \

RU—CS—RU 20.9 23.8 | 20.8 | 21.0
RU—DE—RU 14.6 119 | 16.4 | 15.6
RU—EN—RU* 21.7 22.2 | 23.9 | 23.2
RU—FI—RU 11.2 17.0 | 12.1 11.6
RU—FR—RU 13.8 154 | 14.1 15.1
RU—GU—RU 10.3 9.6 3.5 5.1

RU—KK—RU 58 196 | 6 22
RU—LT—RU 16.9 22.0 | 16.5 16.6
RU—TR—RU 7.9 10.2 | 74 7.7
RU—ZH—RU 8.8 10.5 | 9.1 8.5

Table 5: Zero-shot translation results for RU—*—RU
Note that BLEU scores are computed by translating
SRC — P1voT @, and computing the score be-
tween SRC and SRC'. Systems which do not pass the
language identification filter are struck-through and re-
moved from global evaluation. Note that parallel train-
ing data was available for RU—EN.

| PREPEND | EMB | DEC | ATTN |
#Failed Pivot Tasks | 3 | 31 | 1 | 1 |

Table 6: Out of 110 pivot translation tasks, how many
failed the language identification check?

et al., 2018a). This technique allows us to eval-
uate for all possible translation directions in our
multi-directional model.

Aware of the risk that the model simply copies
through the original source segment instead of
translating, we assert that at least 95% of pivot
translations’ language code is correctly detected
by langid®, and pairs which do not meet this
criteria for any system are removed from the
evaluation for all systems (not just for the sys-
tem that failed). For all models except EMB
only RU—KK—RU FI—LT—FI, and ZH—GU—ZH
failed this test, but for the EMB model 31 of the
110 translation directions failed (see tables 6 and
77. This result indicates that models which use
language embeddings may have a more "fuzzy"
representation of the output task, and are much
more prone to copying than other approaches
to multi-lingual MT. However, even for the lan-
guages which passed the language identification
filter, we suspect that some copying is occurring

Shttps://github.com/saffsd/langid.py

"We conduct round trip translation on all 110 directions,
but we only use directions that are (1) not available in the
parallel training data, and (2) pass the language identification
test to compute the global zero-shot translation performance
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for the EMB system, because of the mismatch in
results between the ZERO-SHOT PI1VOT task and
the SUPERVISED, ZERO-SHOT TED, and ZERO-
SHOT PARALLEL PIVOT tasks (see table 3). Table
7 (in appendix) contains the results for all possible
translation directions and all models in the ZERO-
SHOT PIVOT evaluation setting.

3.3.1 Zero-Shot Evaluation on TED Talks
Corpus

We conduct an additional evaluation on some of
the language pairs from the TED Talks multi-
parallel corpus (Ye et al., 2018), which has re-
cently been used for the training and evaluation of
multi-lingual models. We filter the dev and test
sets of this corpus to find segments which have
translations for all of EN, FR, RU, TR, DE, CS, LT,
FI, and are at least 20 characters long, resulting
in 606 segments. Because this corpus is prepro-
cessed, we first de-tokenize and de-escape punc-
tuation using sacremoses®. We then evaluate
zero-shot translation for all possible pairs which
do not occur in our parallel training data, aggre-
gate results are shown in the third row of table 3.

3.4 Discussion

Our results show that a models with either (1) a
completely unique decoders for each target lan-
guage or (2) unique decoder attention parameters
for each target language clearly outperform mod-
els with fully shared decoder parameters in our
setting.

It is plausible that the language-independence
of encoder output could be correlated with the
amount of sharing in the decoder module. Be-
cause most non-English target tasks only have par-
allel training data in English, a unique decoder for
those tasks only needs to learn to decode from En-
glish, not from every possible source task. How-
ever, our results show that the ATTN model, which
partially shares parameters across target languages
only slightly outperforms the DEC model globally,
because of the improved performance of the ATTN
model on the lowest-resource tasks (Table 4, Table
7 (in appendix)).

4 Related Work

Dong et al. (2015); Firat et al. (2016); Ha et al.
(2016); Johnson et al. (2016) and others have

8https://github.com/alvations/sacremoses



shown that multi-way NMT systems can be cre-
ated with minimal modification to the approach
used for single-language-pair systems. Johnson
et al. (2016) showed that simply prepending a
target-task token to source inputs is enough to en-
able zero-shot translation between language pairs
for which no parallel training data is available.

Our work is most similar to Sachan and Neubig
(2018), where many different strategies for shar-
ing decoder parameters are investigated for one-
to-many translation models. However, their eval-
uation setting is constrained to one-to-many mod-
els which translate from English into two target
languages, whereas our setting is more ambitious,
performing multi-way translation between 11 lan-
guages. Blackwood et al. (2018) showed that us-
ing separate attention parameters for each task can
improve the performance of multi-task MT mod-
els — this work was the inspiration for the ATTN
setting in our experiments.

Several recent papers focus specifically upon
improving the zero-shot performance of multi-
lingual MT models (Chen et al., 2017; Arivazha-
gan et al., 2019; Gu et al., 2019; Lu et al., 2018;
Al-Shedivat and Parikh, 2019; Sestorain et al.,
2019).

Concurrently with this work, (Aharoni et al.,
2019) evaluated a multiway MT system on a large
number of language pairs using the TED talks cor-
pus. However, they focus upon EN-* and *-EN,
and do not test different model variants.

5 Conclusions and Future Work

We have presented results which are consistent
with recent smaller-scale evaluations of multi-
lingual MT systems, showing that assigning
unique attention parameters to each target lan-
guage in a multi-lingual NMT system is optimal
when evaluating such a system globally. However,
when evaluated on the individual task level, mod-
els which have unique decoder parameters for ev-
ery target task tend to outperform other configura-
tions, except when the amount of available train-
ing data is extremely small. We have also intro-
duced two methods of evaluating zero-shot trans-
lation performance when parallel data is not avail-
able, and we conducted a large-scale evaluation of
translation performance across all possible trans-
lation directions in the constrained setting of the
WMT19 news-translation task.

In future work, we hope to continue studying
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how multi-lingual translation systems scale to re-
alistic volumes of training data and large numbers
of source and target tasks.
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PREPEND 15.7 19.6 11.4 11.1 8.7 3.6 16.6 17.4 7.8 7.5
EMB cs 9.3 19.9 | 244 12.4 9.3 3.3 284 15.8 | 162 7.5
DEC 17.7 21.3 11.5 13.3 3.3 0.7 14.0 17.8 6.7 7.5

ATTN 17.5 21.6 11.6 13.8 4.5 1.8 14.4 17.4 7.2 7.6

PREPEND 22.3 27.1 16.4 25.3 11.2 5.3 18.3 18.1 12.4 12.3
EMB 415 DE 276 | 386 | 25.1 +9+4 8.5 407 | 23.6 | 299 | 196
DEC 23.4 29.8 15.6 25.8 4.0 0.9 16.2 19.1 11.2 12.2

ATTN 22.8 29.0 15.9 26.3 6.4 2.7 17.1 18.0 11.2 12.1

PREPEND 35.4 37.1 24.6 34.5 22.1 9.3 29.2 32.9 23.3 25.6
EMB 36.5 37.4 EN 25.9 | 356 | 21.5 9.3 30.4 33.9 24.2 26.6
DEC 35.8 37.5 25.8 32.6 10.1 1.6 29.7 33.2 22.8 26.3

ATTN 36.9 36.6 25.9 34.4 15.7 6.2 30.3 33.9 23.6 26.8

PREPEND 12.1 11.0 14.3 7.2 5.6 2.6 B+ 9.2 6.6 6.2
EMB 195 9 14.7 - 8.2 6.2 4.2 238 11.1 1+2-6 68
DEC 11.2 11.7 15.4 9.8 3.0 0.5 10.7 9.9 6.2 5.8

ATTN 12.2 11.5 15.0 10.0 4.2 1.7 10.9 9.8 6.5 5.8

PREPEND 25.6 32.7 31.9 17.8 17.1 7.8 20.5 22.9 16.0 15.3
EMB 26.0 32.0 | 3655 | 204 FR 12.4 5.0 245 | 22.5 15.6 14.1
DEC 25.7 32.9 33.9 18.4 5.9 1.5 20.2 23.6 14.4 15.1

ATTN 26.0 33.2 34.3 19.5 8.5 4.5 21.0 24.6 15.5 15.4

PREPEND 5.1 5.7 8.2 4.2 4.0 2.0 5.3 5.2 3.5 3.9
EMB 53 4.6 7.6 5.4 4.4 GU 1.6 62 3.6 4.2 3.7
DEC 3.5 3.5 5.5 3.2 3.2 0.5 3.6 3.4 2.9 2.7

ATTN 4.9 5.1 7.6 4.4 4.5 1.0 4.6 4.5 4.0 4.0

PREPEND 4.9 4.8 7.1 3.4 2.8 4.3 4.6 4.9 4.4 3.9
EMB 3.4 3.4 6.4 3.8 3.5 +9 KK 3.9 36 4.5 2.4
DEC 1.7 1.8 2.2 1.6 1.5 1.1 1.5 1.7 1.7 1.2

ATTN 3.9 4.0 5.3 3.2 3.2 2.3 3.6 3.9 4.3 3.2

PREPEND 18.8 14.5 17.9 13.8 10.4 9.9 4.7 16.8 10.0 9.0
EMB 365 | 26 18.3 | 367 10.8 10.6 68 LT 18.2 | 19+ 13.7
DEC 16.7 13.6 18.9 12.8 11.6 3.7 0.9 16.1 8.0 8.5

ATTN 17.0 13.9 18.8 12.5 12.4 5.5 1.9 15.7 8.7 9.2

PREPEND 20.9 14.6 21.7 11.2 13.8 10.3 58 16.9 7.9 8.8
EMB 23.8 11.9 22.2 17.0 15.4 9.6 196 | 226 RU 10.2 10.5
DEC 20.8 16.4 23.9 12.1 14.1 3.5 6 16.5 7.5 9.1
ATTN 21.0 15.6 23.2 11.6 15.2 5.1 22 16.6 7.7 8.5

PREPEND 9.1 8.2 13.3 7.4 7.4 8.8 5.6 8.9 7.1 6.4
EMB 27 7.2 12.6 | 46 7.5 6.7 4.1 3 6.6 TR 6.4
DEC 7.2 7.6 13.1 6.5 6.8 2.5 0.7 6.4 5.6 5.3
ATTN 7.3 8.1 13.4 6.6 7.3 3.9 1.9 6.7 5.6 5.3

PREPEND 20.4 19.6 29.0 17.1 174 | 82 8.4 20.2 19.5 17.4
EMB 20.1 16.9 29.4 19.6 17.8 11.9 6.6 22.8 18.3 16.7 ZH
DEC 19.2 19.4 30.2 16.6 17.6 7.2 2.2 19.5 20.1 16.3
ATTN 19.8 20.4 30.0 16.7 18.2 11.0 5.0 18.6 19.4 17.1

Table 7: Pivot-based translation results in all directions, for all models. Rows indicate source language, columns
indicate pivot language. For example, cell (1,2) contains the results for CS—>DE—CS. Runs which did not pass
the language identification filter are struck-through. The MT-matrix (http://matrix.statmt.org/matrix) was the in-
spiration for this rendering.
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Abstract

This paper describes the participation of
the MLLP research group of the Universi-
tat Politecnica de Valéncia in the WMT 2019
News Translation Shared Task. In this edition,
we have submitted systems for the German >
English and German < French language pairs,
participating in both directions of each pair.
Our submitted systems, based on the Trans-
former architecture, make ample use of data
filtering, synthetic data and domain adaptation
through fine-tuning.

1 Introduction

In this paper we describe the supervised Statis-
tical Machine Translation (MT) systems devel-
oped by the MLLP research group of the Univer-
sitat Politecnica de Valencia for the News Trans-
lation Shared Task of the ACL 2019 Fourth Con-
ference on Machine Translation (WMT19). For
this year’s edition, we participated in both di-
rections of the German < English and German
+> French language pairs, using Neural Machine
Translation (NMT) models following the Trans-
former (Vaswani et al., 2017) architecture. Fol-
lowing the lessons learned from last year, we have
continued working on data filtering, and we have
experimented with additional synthetic data tech-
niques and bigger neural network architectures
trained with multi-GPU machines.

This paper is organized as follows. Section 2
describes the data processing steps (including data
filtering and synthetic data generation) carried out
prior to system training. Section 3 describes the
architecture and settings used for our NMT mod-
els, and the different experiments and evaluations
performed are detailed in Section 4. Our conclu-
sions for this shared task are outlined in Section
5.

2 Data preparation

Data preprocessing, corpus filtering and data aug-
mentation are described in the following sections.

2.1 Corpus preprocessing

The data was processed using the standard Moses
pipeline (Koehn et al., 2007). Specifically, we
normalized punctuation, and tokenized and true-
cased data. Additionally, we applied 40K BPE op-
erations (Sennrich et al., 2016b), learned jointly
over the source and target languages, and excluded
from the vocabulary all subwords that did not ap-
pear at least 10 times in the training data. BPE
operations are learned before adding the data ex-
tracted using corpus filtering, described in Section
2.2. Sentences longer than 100 subwords were ex-
cluded from the training data.

2.2 Corpus filtering

The addition of the ParaCrawl corpus to the WMT
shared tasks has placed an increasing importance
in filtering and data selection techniques in order
to take advantage of this additional data. This is
highlighted by the fact that a majority of partici-
pating systems in the WMT18 News Translation
Task (Bojar et al., 2018) apply filtering techniques
to ParaCrawl. Additionally, the experiments car-
ried out for our 2018 submission (Iranzo-Sanchez
et al., 2018) show that using a noisy corpus such
as ParaCrawl without filtering can result in a worse
performance compared with a baseline system that
simply excludes the noisy corpus from the training
data.

We have compared two different approaches to
corpus filtering:

e LM-based filtering (Iranzo-Sanchez et al.,
2018): This approach uses language models
for estimating the quality of a sentence pair,
under the assumption that a low-perplexity

Proceedings of the Fourth Conference on Machine Translation (WMT), Volume 2: Shared Task Papers (Day 1) pages 218-224
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sentence is more likely to be an adequate sen-
tence for training. Using in-domain data, we
train one language model for each language,
and then use them to score the corresponding
side of the sentence pair, giving us perplexity
scores (s,t). The score (perplexity) of a sen-
tence pair is the geometric mean /s - t. We
select sentence pairs with the lowest score.
This is the approach we used for our WMT18
submission.

Dual Conditional Cross-Entropy filtering
(Junczys-Dowmunt, 2018): This approach
computes the sentence pair score by means
of a product of a series of partial scores.

fy) =] fi(z,v) (1)

We have used the same configuration sent for
the WMT18-filtering task, which uses 3 par-
tial scores: a language identification score
(lang), a dual conditional cross-entropy score
(adq), and a cross-entropy difference score
(dom) with a cut-off value of 0.25. The full
details of each of these partial scores is given
in Junczys-Dowmunt (2018). The transla-
tion models for the adq score are Transformer
Base models trained with the Europarl por-
tion of WMT19. In terms of the data for the
dom score, we randomly sampled 1M sen-
tences from NewsCrawl 2016 as in-domain
data, and 1M sentences from ParaCrawl as
out-of-domain data.

We carried out a series of comparisons between
the two techniques, and found out that the cross-
entropy model provides better performance than
the LM-based filtering model. This is consistent
with the fact that the cross-entropy filtering was
the winning submission to the WMT18 Shared
Task on Parallel Corpus Filtering (Koehn et al.,
2018). As a result, we have elected to use the
cross-entropy filtering method for filtering the dif-
ferent versions of the ParaCrawl corpus present in
all language pairs.

2.3 Synthetic source sentences

The use of synthetic data produced by means
of the backtranslation technique (Sennrich et al.,
2016a) is an effective way of benefiting from ad-
ditional monolingual data. Further improvements
are possible if the data is from the same domain
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as the test data. For this reason, we have produced
synthetic data for all the language pairs we have
participated in.

We used the following configuration:

e German — English: We have used 20M sen-
tences from our WMT18 submission (Iranzo-
Sanchez et al., 2018), and an additional 24M
sentences generated using a system with the
same configuration as WMTI18, but trained
with 3 GPUs instead of 1. The monolin-
gual sentences were randomly sampled from
News Crawl 2017.

English — German: We have generated 18M
sentences using our German — English sys-
tem submitted to WMT18, with monolin-
gual sentences randomly sampled from News
Crawl 2017.

German — French: We have generated 10M
synthetic sentences, using the reverse direc-
tion baseline system described in Section
3. The monolingual sentences were sampled
from News Crawl 2015-2018.

French — German: We have generated 18M
synthetic sentences, using the reverse direc-
tion baseline system described in Section
3. The monolingual sentences were sampled
from News Crawl 2017.

Prior to selecting sentences, we filtered out from
the German News Crawl 2017 all sentences that
were written in a language different from German,
using the langid tool (Lui and Baldwin, 2012).
When combining bilingual and synthetic data, the
original bilingual data was upsampled in order to
achieve a 1:1 ratio.

3 System description

This section describes the configuration and deci-
sions adopted for training our NMT systems. We
will first begin by describing the details that are
common to all systems, and we will then move on
to specific details for each of the considered trans-
lation directions.

Our models follow the Transformer architecture
(Vaswani et al., 2017), and are configured based
on the Transformer Base and Transformer Big set-
tings.

The Transformer Base models are trained with
a batch size of 3000 tokens per GPU, whereas



the Transformer Big models use a batch size of
2300 tokens per GPU. We store a checkpoint ev-
ery 10 000 updates, and inference is catried out by
averaging the last 8 checkpoints.

We used the Adam optimizer (Kingma and Ba,
2015) with 51 = 0.9,82 = 0.98. The learning
rate was updated following an inverse square-root
schedule, with an initial learning rate of 0.0005,
and 4000 warm-up updates. All models use 0.1
label smoothing (Szegedy et al., 2016) and 0.1
dropout (Srivastava et al., 2014), with the excep-
tion of the German <> French models, that use 0.3
dropout due to having less training data.

The systems from our WMT18 submission and
this year’s baseline systems were built using the
Sockeye toolkit (Hieber et al., 2017). The rest of
the systems were built using the fairseq toolkit (Ott
et al., 2019), in order to train using Half Precision
and gradient accumulation like in Ott et al. (2018).

3.1 Finetuning

Finetuning (training on a new set of data af-
ter system convergence) has been widely used
as a method for domain-adaptation in NMT sys-
tems (Luong and Manning, 2015; Sennrich et al.,
2016a). Due to the different data sources provided
in the competition, and possible domain mismatch
between training and test data, we have decided
to carry out finetuning in order to improve model
performance. The goal of adapting our models to
the domain of the test data is achieved by using
test sets from previous years as in-domain data for
finetuning.

To carry out finetuning, we set the learning rate
to the value that was being used when training fin-
ished, and we reduced the checkpoint interval in
order to store a checkpoint every 20 updates. Fine-
tuning continues as long as the performance does
not decrease in the appropriate dev set. For the
German <> English systems, we follow the setup
of Schamper et al. (2018), and use test sets from
previous years (newstest08-16) as training data for
the finetuning step. Since this is the first time the
German <> French language pair is included in
WMT, we do not have available test sets from pre-
vious editions, so we resort to using the devl set
as training data, and stop finetuning when perfor-
mance drops in dev2 (see Section 4).
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4 Experimental evaluation

This section describes the experiments and eval-
uation carried out for each of the language direc-
tions, with special emphasis placed in the German
<> English systems.

For the German < English systems, we have
used newstest2017 as dev set, and newstest2018
as test set. Additionally, we report results on this
year’s test set, newstest 2019. For the German <>
French systems, we splitted in half the supplied
euelections dev set into two sets, dev 1 and dev
2, and used the former as dev set and the latter
as test set. We also report the results obtained
in the official test set newstest2019. We report
BLEU scores (Papineni et al., 2002) computed us-
ing SacreBLEU (Post, 2018).

4.1 German — English

Table 1 shows the results obtained by our systems
trained for the German — English direction. As
baselines, we take our WMT18 system, trained
with 1 GPU (this is the configuration that was
used for our WMT18 submission), and the same
setup trained with 3 GPUs. The increase in effec-
tive batch size from 3000 to 9000 tokens results
in an improvement of 1.7 BLEU in newstest2018
and 2.0 BLEU in newstest2019 without any other
change in hyperparameters.

We began our WMT19 experiments by build-
ing a system following the Transformer Big ar-
chitecture, trained in a 4-GPU machine and using
the 20M backtranslations produced for WMT18.
This results in an increase of 0.3 BLEU in new-
stest2018 and 0.6 BLEU in newstest2019. We then
applied gradient accumulation by setting the Up-
date Frequency (UF) to 2. Under this setting, the
model’s weights are updated every two steps (this
simulates a batch size equivalent to training on 8
GPUs). This model obtains a significant improve-
ment in the dev (+0.7 BLEU), and test sets (+1.4
BLEU), however the performance decreases by
0.7 BLEU when evaluating on newstest2019. We
have found no explanation for this phenomenon.
Finetuning on the news in-domain data results im-
proves all previous results, resulting in 47.8 BLEU
in newstest2018 and 39.4 BLEU in newstest2019.

For our final submission, we trained a system
with noisy backtranslations, following the work of
Edunov et al. (2018). We used the previous 20M
backtranslations and appended an additional 24M
generated with the system in row 2 of Table 1. We



BLEU

System GPUs | newstest2018 newstest2019
WMT18 (Transformer Base) 1 44.2 35.6
WMT18 (Transformer Base) 3 459 37.6
Transformer Big, 20M backtrans 4 46.2 38.3
+ UF=2 4 47.6 37.7
+ finetuned 4 47.8 394
+ 24M backtrans, noise (non-converged) 4 47.5 39.9
+ finetuned 4 48.0 39.3
+ 24M backtrans, noise (converged) 4 48.0 40.2
+ finetuned 4 47.9 40.1

Table 1: Evaluation results of German — English systems

added noise to the source side of the synthetic sen-
tence pairs using the technique described by Lam-
ple et al. (2018). Following the setup of Edunov
et al. (2018), bilingual data was not upsampled,
resulting in a ratio of around 1:3 original to syn-
thetic sentences. T