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Introduction

The Eighth Conference on Machine Translation (WMT 2023) took place on Wednesday, December 6
and Thursday, December 7, 2023, immediately preceding the 2023 Conference on Empirical Methods in
Natural Language Processing (EMNLP 2023).

This is the eighth time WMT has been held as a conference. The first time WMT was held as a conference
was at ACL 2016 in Berlin, Germany, the second time at EMNLP 2017 in Copenhagen, Denmark, the
third time at EMNLP 2028 in Brussels, Belgium, the fourth time at ACL 2019 in Florence, Italy, the
fifth time at EMNLP-2020, which was held as an online event due to the COVID-19 pandemic, the sixth
time at EMNLP 2021 at Punta Cana, Dominican Republic, and the seventh time at EMNLP 2022 in Abu
Dhabi, United Arab Emirates. Prior to being a conference, WMT was held 10 times as a workshop.
WMT was held for the first time at HLT-NAACL 2006 in New York City, USA. In the following years
the Workshop on Statistical Machine Translation was held at ACL 2007 in Prague, Czech Republic,
ACL 2008, Columbus, Ohio, USA, EACL 2009 in Athens, Greece, ACL 2010 in Uppsala, Sweden,
EMNLP 2011 in Edinburgh, Scotland, NAACL 2012 in Montreal, Canada, ACL 2013 in Sofia, Bulgaria,
ACL 2014 in Baltimore, USA, EMNLP 2015 in Lisbon, Portugal.

The focus of our conference is to bring together researchers from the area of machine translation and
invite selected research papers to be presented at the conference.

Prior to the conference, in addition to soliciting relevant papers for review and possible presentation, we
conducted 13 shared tasks. These consisted of 13 translation tasks: General translation, Terminology,
Literary translation, Word-level autocompletion, Sign language, Biomedical, Low-resource Indic
language translation, Large-scale machine translation evaluation for African languages, Metrics, Quality
estimation, MT test suites, Automatic post-editing, and Parallel data curation.

The results of all shared tasks were announced at the conference, and these proceedings also include
overview papers for the shared tasks, summarizing the results, as well as providing information about the
data used and any procedures that were followed in conducting or scoring the tasks. In addition, there
are short papers from each participating team that describe their underlying system in greater detail.

Like in previous years, we have received a far larger number of submissions than we could accept for
presentation. WMT 2023 has received 50 full research paper submissions (not counting withdrawn
submissions). In total, WMT 2023 featured 18 full research paper presentations and 71 shared task
presentations.

WMT 2023 featured a panel on the role of large language models for machine translation. The invited
panelists were: Eleftheria Briakou (University of Maryland), Arul Menezes (Microsoft), and José de
Souza (Unbabel).

We would like to thank the members of the Program Committee for their timely reviews. We also
would like to thank the participants of the shared task and all the other volunteers who helped with the
evaluations.

Barry Haddow, Tom Kocmi, Philipp Koehn, and Christof Monz

Co-Organizers
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Abstract While the news domain provided a clear and famil-

This paper presents the results of the General
Machine Translation Task organised as part of
the 2023 Conference on Machine Translation
(WMT). In the general MT task, participants
were asked to build machine translation sys-
tems for any of 8 language pairs (correspond-
ing to 14 translation directions), to be evaluated
on test sets consisting of up to four different do-
mains. We evaluate system outputs with profes-
sional human annotators using a combination
of source-based Direct Assessment and scalar
quality metric (DA+SQM).

1 Introduction

The Eighth Conference on Machine Translation
(WMT23)! was held at EMNLP 2023 and hosted
a number of shared tasks on various aspects of
machine translation (MT). This conference built
on 17 previous editions of WMT as a workshop
or a conference (Koehn and Monz, 2006; Callison-
Burch et al., 2007, 2008, 2009, 2010, 2011, 2012;
Bojar et al., 2013, 2014, 2015, 2016, 2017, 2018;
Barrault et al., 2019, 2020; Akhbardeh et al., 2021;
Kocmi et al., 2022).

Following last year’s shift from focusing mainly
on the news domain, we have continued to explore
the capabilities of “General Machine Translation”.

"http://www2.statmt.org/wmt23/

1

1ar benchmark, we realized the need to test MT in
more diverse settings. Our goal is to assess MT
systems’ ability to handle a broader range of lan-
guage use. How to test general MT performance is
a research question in itself. Countless phenomena
could be evaluated, the most important being:

* various domains (news, medicine, IT, patents,
legal, social, gaming, etc.)

* style of text (formal or spoken language, fic-
tion, technical reports, etc.)

* robustness to non-standard (or noisy) user-
generated content (grammatical errors, code-
switching, abbreviations, etc.)

Evaluating all phenomena is nearly impossible
and creates numerous unforeseen problems. There-
fore, we decided to simplify the problem and start
with an evaluation of different domains. We se-
lected the following domains: news, e-commerce,
social/user-generated content (UGC), speech, and
manuals. They were chosen to represent topics
with different content styles and to be understand-
able for humans without special in-domain knowl-
edge, thus not requiring specialized translators or
human raters for evaluation. Due to limited access

Proceedings of the Eighth Conference on Machine Translation (WMT), pages 1-42
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to monolingual data across all languages, each lan-
guage direction contains only a subset of up to four
domains.

In addition to language pairs evaluated last year:

Czech—Ukrainian,
English«+Chinese,
English—Czech,
English<+German,
English«>Japanese,
English<+Russian,
Ukrainian—English,

we introduce a new language pair to WMT, namely:
English«>Hebrew.

Other than language pairs, there are several dif-
ferences with respect to last year’s task. All lan-
guage pairs are provided with the sentence bound-
aries marked except for English<>German, where
we decided to experiment with paragraph-level
translation. Another significant change for this
year is the unification of our human evaluation
protocol. We no longer rely on reference-based
MTurk evaluation and move the evaluation towards
source-based DA+SQM evaluation (introduced last
year) with professional annotators. Finally, this
year’s shared task included an increased number
of test suites (Section 6), allowing the evaluation
of MT outputs from different perspectives, includ-
ing a range of linguistic phenomena, purposely
difficult sentences, specialist domains, gendered
translations and non-standard UGC translation.

All General MT task submissions, sources, ref-
erences and human judgements are available at
Github 2. The interactive visualization and com-
parison of differences between systems can be
browsed online on an interactive leaderboard’
using MT-ComparEval (Klejch et al., 2015; Su-
darikov et al., 2016).

The structure of the paper is as follows. We
describe the process of collecting, cleaning and
translating the test sets in Section 2 followed by
a summary of the permitted training data for the
constrained track Section 3. We list all submit-
ted systems in Section 4. The human evaluation
approach of DA+SQM is described in Section 5.
Finally, Section 6 describes the test suites and sum-
marises their conclusions.

2https://github.com/wmt—conference/

wmt23-news-systems
*http://wmt.ufal.cz

Summary of the WMT2023 General MT task
The main findings are as follows:

* Large Language Models (LLMs) exhibit
strong performance across the majority of lan-
guage pairs, although this is based only on two
LLM-based system submissions. Test suite
analysis revealed that although GPT4 excelled
in some areas (e.g. UGC translation) strug-
gled with other aspects such as speaker gender
translation and specific domains (e.g. legal),
whereas it ranked lower than encoder-decoder
systems when translating from English into
less-represented languages (e.g. Czech and
Russian)

* We have observed a decline in the number of
submissions into the constrained track. Conse-
quently, we plan to re-evaluate the definition
and the incentives of the constrained track and
consider incorporating open-source LLMs in
future evaluations.

* We demonstrate the feasibility of paragraph-
level German<English tasks, although more
investigation would be required before gener-
alising to all language pairs.

* Professional human translations do not always
guarantee high quality. For Hebrew<>English,
our references are likely to be post-edited
MT, while for Chinese—English, the refer-
ence translation is worse than the majority of
automatic translations.

¢ The manual evaluation results obtained from
DA+SQM and MQM methods yield compara-
ble cluster rankings.

2 Test Data

In this section, we describe the process of collect-
ing data in Section 2.1, followed by the explanation
of preprocessing steps in Section 2.2. Producing
human references is summarized in Section 2.3 and
lastly test set analysis is conducted in Section 2.4.

2.1 Collecting test data

As in the previous years, the test sets consist of
unseen translations collected especially for the task.
This has become even more important with the
rise of LLMs trained on unspecified training data.
To prevent possible contamination, we focused on
collecting as recent data as possible across various



Lang. pair Domain name

Domain type #docs  #segs  #segs/#docs

cs—uk * * 156 2017 12.93
games News 17 180 10.59
news News 35 567 16.20
official Social/UGC 26 347 13.35
personal Social/UGC 31 390 12.58
voice Speech 47 533 11.34
de—en * * 210 549 2.61
manuals Manuals 15 74 493
mastodon Social/UGC 95 103 1.08
news News 47 277 5.89
user_review E-commerce 53 95 1.79
en—{cs,he,ja,ru,uk,zh} * * 192 2074 10.80
mastodon Social/UGC 79 504 6.38
news News 30 516 17.20
speech Meeting notes 25 547 21.88
user_review E-commerce 58 507 8.74
en—de * * 192 557 2.90
mastodon Social/lUGC 79 212 2.68
news News 30 139 4.63
speech Meeting notes 25 113 4.52
user_review E-commerce 58 93 1.60
he—en * * 94 1910 20.32
news News 68 1558 2291
reviews Social/UGC 26 352 13.54
ja—en * * 282 1992 7.06
ad Social/UGC 53 245 4.62
ec Social/UGC 25 255 10.20
news News 37 495 13.38
qa Conversational 118 497 4.21
user_review E-commerce 49 500 10.20
ru—en * * 162 1723 10.64
manuals Manuals 15 505 33.67
news News 54 676 12.52
reviews Social/UGC 93 542 5.83
uk—en * * 132 1826 13.83
clipboard Social/UGC 30 504 16.80
news News 26 514 19.77
other Social/UGC 27 538 19.93
voice Speech 49 270 5.51
zh—en * * 179 1976 11.04
manuals Manuals 14 487 34.79
news News 38 763 20.08
user_review E-commerce 127 726 5.72

Table 1: Test set statistics per direction and domain (rows marked * are over all domains). Note that en—de shares source test
data with the other from-English directions, but as translation and evaluation for both en—de and de—en were carried out on the
paragraph level (a segment therefore being a paragraph rather than a sentence), this results in a lower number of segments per
document. The domain name is as indicated in the released test sets and domain type indicates the broader domain category.

domains. This task is incredibly difficult and needs
further investigation in future years. There are three
main limitations:

* Finding sources with different domains.

* Finding data that are in the public domain or
under open licenses.

* Finding recently created data to minimize
the risk of them being part of the training
pipelines.

The test sets are publicly released to be used as
translation benchmarks. Here we describe the test
sets’” production and composition.

We decided to collect data from 5 domains
(news, social/user-generated, e-commerce, man-
uals, and speech). For all language pairs, we aimed
for a test set size of 2,000 sentences and to ensure
that the test sets were “source-original”, namely
that the source text was first written in the source
language, and then the target text is the human



translation. This is to avoid “translationese” effects
on the source language, which can have a detri-
mental impact on the accuracy of evaluation (Toral
et al., 2018; Freitag et al., 2019; Laubli et al., 2020;
Graham et al., 2020). We collected roughly the
same number of sentences for each domain. For
some languages, we could not locate high qual-
ity data and therefore we selected more sentences
from other domains. Note that descriptions in this
section refer to source monolingual data when men-
tioning a language.

News domain For most languages this domain
contains data prepared in the same way as in previ-
ous years (Akhbardeh et al., 2021). We collected
news articles from February 2023 extracted from
online news sites, preserving document boundaries.
We expect that news domain text will generally be
of high quality. The news in Hebrew was kindly
provided by the Israeli Association of Human Lan-
guage Technologies (IAHLT).* These are samples
of originally Hebrew texts from news published in
Israel Hayom? in 2022,

E-commerce domain (product reviews) This
domain consists of user reviews of different Ama-
zon products selected from the publicly available
multilingual corpus (Keung et al., 2020). This
corpus was designed for multilingual text classi-
fication and consists of reviews written in English,
Japanese, German, French, Spanish, and Chinese,
between 2015 and 2019. We used the test parts of
the English, German, Japanese and Chinese cor-
pora for extracting the source part of the WMT test
set. The reviews were selected so that the resulting
corpus covers each product, all rating scores for
the product, and the lexical diversity is maximized.
The lexical diversity was estimated as a simple
ratio between the number of distinct words/char-
acters (vocabulary) divided by the total number of
words/characters.

Social/user-generated domain For English and
German, we relied on the Mastodon Social API.°
Mastodon is a federated social network that is com-
patible with the W3C standard ActivityPub (Web-
ber et al., 2018). Users publish short-form content
similar to tweets that are referred to as “toots” for
historical reasons. As this is a decentralized social

4https://www.iahlt.org

5https://www.israelhayom.co.il

6https://mastodon.social/api/vl/timelines/
public

media network, different servers have very different
data, policies, communities, and uses. We decided
to use mastodon.social, the original server, as
it has a large community as well as publicly avail-
able toots. We collected data in early May of 2023.
We used the reported language ID label, but were
only able to collect enough data in German and
English. We only collected toots with more than
150 characters in length in order to allow for data
that was more likely to be semantically interesting
for evaluating translation systems.

For Hebrew, we used comments on news articles
from the Israel Hayom site mentioned above. This
data was also provided by IAHLT.

For Russian, we used data from the Geo Re-
views Dataset containing reviews about organiza-
tions published on Yandex Maps and open for aca-
demic and research purposes.’

For Japanese, we used product descriptions of
a b2b e-commerce site and search advertising text
ads for the social and user-generated domain, be-
cause we could not obtain high-quality data for this
domain type. MonotaRo Co., Ltd. provided prod-
uct descriptions of their private label brands listed
on their b2b e-commerce site.® We defined a doc-
ument for a product description as a combination
of a title, product description, and cautionary note.
CyberAgent, Inc.’ provided search advertising text
ads with their client’s consent. We defined a docu-
ment for an ad as the longest possible combination
of multiple titles and descriptions.

Manuals For this domain, we primarily sourced
scanned versions of different mostly gaming man-
uals provided by Centific'®. These were then con-
verted to digital text format using Optical Character
Recognition (OCR) technology. Given the inaccu-
racies of OCR, the digitized content underwent a
subsequent post-editing phase, where humans re-
viewed and corrected any errors. The selection of
manuals ranged across various sources, and none
of them were older than five years.

Speech The exact data types used in the “conver-
sational” or “speech” domain vary across language
pairs.
For English—Czech, the data comes from the
test set which was created for the 2023 instance of
"https://github.com/yandex/
geo-reviews-dataset-2023
8https://www.monotaro.com/

‘https://www.cyberagent.co. jp
Yhttps://www.centific.com



AutoMin 2023 (Ghosal et al., 2022).!! The texts
are manually curated transcripts of project meet-
ings, same in style as released in ELITR Minuting
Corpus (Nedoluzhko et al., 2022). The meetings
were held mostly remotely or in a hybrid form, all
meeting participants were non-native speakers of
English and the meetings were always on rather
technical and in-depth topics. Our manual cura-
tion corrected ASR errors (but not errors in English
grammar or vocabulary) and de-identified the tran-
scripts, replacing names with placeholders (“PER-
SONxy”, “PROJECTxy” and similar). For person
names, round brackets are used at the beginnings
of lines to indicate the speaker and square brack-
ets are used in the text when the person was men-
tioned. The data contain also some markup, e.g.
“<unintelligible/>". These conventions are
likely to be distorted by translation systems and
we also noticed that they were distorted in the ref-
erence translation (the style of the brackets was
ignored). This tiny detail can influence both man-
ual and automatic scoring on this domain.

For Japanese, we used question-answer pairs
from a community question-answering service.
NTT Resonant Inc., which recently merged with
NTT DOCOMO, INC., provided question-answer
pairs from their website, Oshiete! goo.'> For every
question-answer pair, we defined a document as
a combination of a question and its best answer
marked by the user.

Czech and Ukrainian source texts Source texts
for Czech—Ukrainian and Ukrainian—English
translation included the News domain as described
above and texts collected through the Charles
Translator for Ukraine.'3 With users’ consent, the
service can log their inputs for the purpose of cre-
ating a dataset of real use cases. The datasets are
extracted from the inputs collected from May 2022
to April 2023.

The Charles Translator mobile app supports
voice input, which is converted to text using Google
ASR (automatic speech recognition). The texts
collected this way were marked as the voice
domain. For Ukrainian—English, the remain-
ing Ukrainian inputs were classified either as
clipboard (texts inserted to the Charles Trans-
lator using the Paste from clipboard button) and
other. The clipboard texts are more likely to in-

11h't'cps ://ufal.github.io/automin-2023/
Phttps://oshiete.goo.ne. jp/
Bhttp://translator.cuni.cz

clude formal communication copied from web sites,
but we noticed it includes personal communication
(copied from chat applications) as well. Thus for
Czech—Ukrainian, we decided to classify the re-
maining Czech inputs either as official (formal
communication) or personal (personal communi-
cation), ignoring whether they were inserted from
a clipboard or written using a keyboard.

The texts were filtered and pseudonymized in the
same way as last year (Kocmi et al., 2022), so for
example we asked the annotators not to delete or
fix noisy inputs as long as they are comprehensible.
There was one exception from this rule this year:
the Czech voice domain data was post-edited to
fix ASR errors, including missing punctuation and
casing.

The source texts were translated by professional
translators principally following the brief in Ap-
pendix C. Last year, parts of the Ukrainian—Czech
test set was detected to be post-edited MT. There-
fore this year, we decided to hire two professional
translators directly without the mediation of a trans-
lation agency, we emphasised the rule that the trans-
lations must be done from scratch (without MT
postediting and without translation memories). We
could not detect any MT postediting in the resulting
translations.

2.2 Human preprocessing of test data

Although testing of robustness of MT is an impor-
tant task, the noisy data introduces problems for
human translators and annotators. Therefore, we
decided to discard data considered too noisy. Fur-
thermore, publicly available data often contains
inappropriate content, which can stress either hu-
man translators or human annotators, leading to
a decrease in the quality (for example, translators
refuse to translate political content considered cen-
sored in their countries).

Therefore, we asked humans to check collected
data and carry out minor corrections (mainly check-
ing sentence splits and discarding similar or re-
peated content). This was sufficient for the news
domain because it was often clean and without
serious problems. However, with the expansion to-
wards general MT, we find ourselves running into
an issue of source data being noisier and less well
formatted and that therefore needs to be handled
before translation. Furthermore, we asked them to
remove shortest documents to keep longer context.
The source data for test sets therefore goes through



human validation checks involving linguists dis-
carding inappropriate content altogether and carry-
ing out minor textual corrections to the data. You
can find the linguistic brief for prepossessing in
Appendix B.

2.3 Test set translation

The translation of the test sets was performed by
professional translation agencies, according to the
brief in Appendix C. Different partners sponsored
each language pair and various translation agencies
were therefore used, which may affect the quality
of the translation.

Regrettably, upon reviewing translations pro-
cured from one of the agencies (the one respon-
sible for English to Hebrew and Hebrew to English
translations), it appeared that the translations might
have been post-edited from publicly available on-
line translation systems. This observation contra-
dicts the initial instruction provided for agency that
precluded the use of any automated translation plat-
forms. While the agency has asserted that their pro-
fessional translations conducted translations from
scratch, our evaluation suggested otherwise. Mov-
ing forward, we propose to build a step-by-step
verification system to avoid such discrepancies.

Human translations would not be possible with-
out the sponsorship of our partners: Microsoft,
Toloka AI, Google, Charles University, NTT, and
Dubformer.

2.4 Test set analysis

As described previously, the chosen domains,
sources for the data and the number of sentences
per domain was subject to the availability of high
quality data in each language direction. For exam-
ple, while the news domain was available for all lan-
guage directions, social media data was only avail-
able for English, German (both from Mastodon)
and Hebrew (from comments on news articles).
The number of documents, segments, average doc-
ument length and type-token ratio (of the source
side of the test sets) are given in Table 1.

Document context Document context is avail-
able for all language directions, although the av-
erage document length varies both by domain and
language direction. Manuals tend to represent the
longest domains, followed by the news domain.
The social media domain tends to represent the
shortest documents. along with reviews. Note
that this year, we piloted translation and evalua-

tion of en—de and de—en at the paragraph level
(with each segment therefore containing several
sentences), with the aim of avoiding the constraint
of having a one-to-one mapping at the level of the
sentence between source texts and their translations.
This is visible in the statistics in Table 1 as the num-
ber of segments is lower for these two directions,
as is the average document length.

Lexical diversity We can compare the type-
token ratio (TTR) to get an idea of the relative
lexical diversity of (i) domains and (ii) original
vs. translated sentences.!*!> Raw TTRs for each
language pair and domain are shown in Table 11 in
Appendix D. Regarding domains, the TTR appears
highest for texts mastodon, perhaps illustrating the
diversity of conversational topics and also of the
potentially non-standard nature of the texts. User
reviews appear to have the lowest TTR, most likely
due to the fact that similar vocabulary is used across
reviews. The TTR of course differs according to
the language in question, according to the differing
morphological properties.

Anonymisation and markup A particularity of
the ‘speech’ domain is the presence of placeholders
for anonymised elements and markup (in the form
of tags). For example, there are 35 placeholders
surrounded either by square or rounded brackets to
indicate different people, organisations and projects
(e.g. (PERSON1), [PERSONY], [ORGANIZA-
TION4], [PROJECTS], etc.). The ‘person’ tags
are used both in-text to replace the names of people
and at the beginning of lines to indicate who is talk-
ing. Markup is added to indicate speakers talking
at the same time (<parallel_talk>), unintelli-
gible passages (<unintelligible/>), laughter
(<laugh/>) and other noise (<other_noise/>).

2.5 Test suites

In addition to the test sets of the regular domains,
the test sets given to the system participants were
augmented with several fest suites, i.e. custom-
made test sets focusing on particular aspects of
MT translation. The test suites were contributed
and evaluated by test suite providers as part of a

“The TTR is the ratio of unique tokens to total tokens,
and it is higher the diverse the vocabulary of a text is. It is
dependent on the morphological complexity of a language,
but can also vary due to other factors.

3Texts are tokenised using the language-specific Spacy
models (Honnibal and Montani, 2017) where available. For
Hebrew, we took the multilingual Spacy model, since a
language-specific one was not available.



decentralized sub-task, which will be detailed in
Section 6.

3 Training Data

Similar to the previous years, we provide a se-
lection of parallel and monolingual corpora for
model training. The provenance and statistics
of the selected parallel datasets are provided in
Appendix in Table 9 and Table 10. Specifi-
cally, our parallel data selection include large mul-
tilingual corpora such as Europarl-v10 (Koehn,
2005), Paracrawl-v9 (Bafién et al., 2020), Com-
monCrawl, NewsCommentary-v18, WikiTitles-v3,
WikiMatrix (Schwenk et al., 2021), TildeCor-
pus (Rozis and Skadins, 2017), OPUS (Tiedemann,
2012), UN Parallel Corpus (Ziemski et al., 2016),
and language-specific corpora such as CzEng-
v2.0 (Kocmi et al., 2020), YandexCorpus,16 ELRC
EU Acts, JParaCrawl (Morishita et al., 2020),
Japanese-English Subtitle Corpus (Pryzant et al.,
2018), KFTT(Neubig, 2011), TED (Cettolo et al.,
2012), CCMT, and back-translated news. Links for
downloading these datasets were provided on the
task web page;!” in addition, we automated the data
preparation pipeline using MTDATA (Gowda et al.,
2021)."8 MTDATA downloads all the mentioned
datasets, except CCMT and CzEng-v2.0, which
required user authentication. This year’s mono-
lingual data include the following: News Crawl,
News Discussions, News Commentary, Common-
Crawl, Europarl-v10 (Koehn, 2005), Extended
CommonCrawl (Conneau et al., 2020), Leipzig
Corpora (Goldhahn et al., 2012), UberText and Le-
gal Ukrainian.

4 System submissions

This year, we received a total of 72 primary sub-
missions from 17 participants. In addition, we col-
lected translations from online MT systems across
all language pairs. Online system outputs come
from 6 public MT services and were anonymized
as ONLINE-{A,B,G,M,W,Y }, which added addi-
tional 77 system outputs. The participating systems
are listed in Table 2 and detailed in the rest of this
section.

Finally, we added translations by three con-
trastive systems. Two of them are based on

16https ://github.com/mashashma/WMNT2022-data

17https ://statmt.org/wmt23/translation-task.
html

Bhttp://www2.statmt.org/wmt23/mtdata

the NLLB translation model (NLLB Team et al.,
2022) modified by (Freitag et al., 2023) to have a
suboptimal performance, using (i) greedy search
(NLLB_Greedy) and (ii) following minimum
Bayes risk decoding (MBR) optimizing the BLEU
metric (NLLB_MBR_BLEU). Neither of them is
the official (and better performing) NLLB model.
The third contrastive translation is produced by the
large language model GPT4 using 5-shot prompt-
ing with fixed random translation examples, using
the exact prompt by Hendy et al. (2023) together
with their predefined few-shot examples. For lan-
guages not evaluated in their study, we took exam-
ples from the last WMT test sets.

Appendix E provides details of the submitted
systems if the authors provided such details.

4.1 Constrained and unconstrained tracks

For presentation of the results, systems are treated
as either constrained or unconstrained. A system
is classified as constrained if the authors reported
training only on the provided data and adhering to
the rules describing the use of publicly available
pre-trained models. The constrained track imposes
restrictions on training data, metrics, and pretrained
models, while the unconstrained track provides
unrestrained flexibility.

The constrained track limitations are mainly
around the training and testing data, together with
the limitation on pretrained models:

* Training data: Only data specified for the
current year are permissible, see Section 3.
Multilingual systems can be used as long as
they only use WMT23 data.

* Metrics: The training pipeline can use pre-
trained metrics evaluated in previous WMT
Metrics shared tasks, e.g., COMET (Rei et al.,
2022), Bleurt (Yan et al., 2023).

* Pretrained models: only the following list
of models is allowed together with all their
public sizes: mBART (Liu et al.,, 2020),
BERT (Devlin et al., 2019), RoBERTa (Liu
et al., 2019), XLM-RoBERTa (Conneau et al.,
2020), sBERT (Reimers and Gurevych, 2019),
and LaBSE (Feng et al., 2022).

* Linguistic tools: Basic tools like taggers,
parsers, and morphology analyzers are al-
lowed.



Submission Name

Language Pairs

System Description

AIRC de-en, en-ja, ja-en, en-de (Rikters and Miwa, 2023)
ANVITA ja-en, zh-en, en-ja, en-zh (no associated paper)
CUNI-DOCTRANSFORMER en-cs (Popel, 2020)
CUNI-GA en-cs, cs-uk (Jon et al., 2023)
CUNI-TRANSFORMER en-cs, cs-uk (Popel, 2020)
GPT4-5sHOT All language pairs (Hendy et al., 2023)
GTCOM de-en, ja-en, he-en, en-cs, en-he, cs-uk, en-uk, uk-en  (Zong, 2023)
HW-TSC de-en, en-zh, zh-en (Wu et al., 2023b)
IOL-RESEARCH zh-en, en-zh (Zhang, 2023)
TEAMKYB ja-en, en-ja (LI et al., 2023)
LAN-BRIDGEMT All language pairs (Wu and Hu, 2023)
MUNI-NLP cs-uk (Rychly and Teslia, 2023)
NAIST-NICT en-ja, ja-en (Deguchi et al., 2023)
NLLB_GREEDY All language pairs (Freitag et al., 2023)
NLLB_MBR_BLEU All language pairs (Freitag et al., 2023)
ONLINE-A All language pairs -
ONLINE-B All language pairs -
ONLINE-G All language pairs -
ONLINE-M en-ru, zh-en, en-zh, de-en, en-cs, ja-en, en-de, en-ja, -

ru-en
ONLINE-W en-uk, ja-en, de-en, en-ja, ru-en, en-de, uk-en, en-ru, -

zh-en, en-cs, en-zh, cs-uk
ONLINE-Y All language pairs -
PROMT en-ru, ru-en (Molchanov and Kovalenko,

2023)

SRPH he-en, en-he (Cruz, 2023)
SKIM en-ja, ja-en (Kudo et al., 2023)
UPCITE-CLILLF fr-en, en-fr (no associated paper)
UVA-LTL he-en, en-he (Wu et al., 2023a)
YISHU zh-en, en-zh (Min et al., 2023)
LANGUAGEX en-zh, en-uk, ru-en, uk-en, en-de, he-en, ja-en, zh-en, (Zeng, 2023)

en-he, de-en, en-cs, en-ja, en-ru

Table 2: Participants in the General MT shared task. Online system translations were not submitted by their respective companies
but were obtained by us, and are therefore anonymized in a fashion consistent with previous editions of the task.



The online systems and contrastive systems are
treated as unconstrained during the automatic and
human evaluation.

4.2 OCEL0T

We used the open-source OCELoT platform!®
to collect system submissions again this year.
The platform provides anonymized public leader-
boards?” and was also used for two other WMT23
shared tasks: Biomedical (Neves et al., 2023) and
Sign Language Translation (Miiller et al., 2023).
As in previous years, only registered and verified
teams with correct contact information were al-
lowed to submit their system outputs and each ver-
ified team was limited to 7 submissions per test
set. Submissions on leaderboards with BLEU (Pa-
pineni et al., 2002) and CHRF (Popovi¢, 2015)
scores from SacreBLEU (Post, 2018) were dis-
played anonymously to avoid publishing rankings
based on automatic scores during the submission
period. Until one week after the submission period,
teams could select a single primary submission per
test set, specify if the primary submission followed
a constrained or unconstrained setting, and submit
a system description paper abstract. These were
mandatory for a system submission to be included
in the human evaluation campaign.

5 Human Evaluation

Human evaluation for all language translation direc-
tions is performed with source-based (“bilingual”)
Direct Assessment (DA, Graham et al., 2013) of in-
dividual segments in document context with Scalar
Quality Metrics (SQM) guidelines, mostly follow-
ing the setup established at WMT22 (DA+SQM,
Kocmi et al., 2022). DA+SQM asks the annotators
to provide a score between 0 and 100 on a sliding
scale, but the slider is presented with seven labelled
tick marks, as demonstrated in Figure 1.

Two different annotation platforms and four
distinct pools of annotators (Table 3) are used
for annotation of different language pairs. We
use the open-source framework Appraise (Feder-
mann, 2018) for the evaluation of English—Czech,
English<»{Chinese, German, Japanese}, and
Czech—Ukrainian. Toloka AI’! hosts the eval-
uation of English<»{Hebrew, Russian, Ukrainian }
using their own implementation of the source-based

Yhttps://github.com/AppraiseDev/OCELOT
Pnttps://ocelot-wmt23.mteval.org
2'https://toloka.ai

document-level DA+SQM task, which is as close
as possible to the Appraise user interface.

We keep the selection process of documents for
annotation mostly the same as in the previous year.
The only change made in order to align closer
with the MQM-based evaluation run at the Met-
rics shared task (Freitag et al., 2023) is to present
the first 10 segments from a document instead of
random 10 consecutive segments.

We again collect both segment-level scores and
document-level scores, but compute rankings based
on segment scores only.

5.1 Human annotators

Annotations for different language pairs are pro-
vided by four different parties with their pool of
annotators of distinct profiles as presented in Ta-
ble 3. We shift towards more professional or semi-
professional annotators’ pools and decide not to use
MTurk annotations as in past years for reference-
based DA evaluation for into-English language di-
rections.

Assessments for English<»{Chinese, German,
Japanese} are provided by Microsoft and their pool
of bilingual target-language native speakers, profes-
sional translators or linguists, highly experienced in
MT evaluation. Microsoft monitors the annotators’
performance over time and permanently removes
from the pool those who fail quality control, which
increases the overall quality of the human assess-
ment.

Charles University provides annotators for
language pairs involving the Czech language,
i.e., English—Czech and Czech— Ukrainian. Their
annotators are linguists, translators, researchers and
students who are native speakers of the target lan-
guage with high proficiency in the source language.

DA scores for English<+{Hebrew, Russian,
Ukrainian} are collected by Toloka Al using their
paid crowd of bilingual target-language native
speakers. Toloka Al tests proficiency of their anno-
tator crowd across different NLP annotation tasks
and allowed only annotators who deemed reliable
according to their quality control measures.

5.2 Document selection and quality control

The document selection process remains the same
as in the previous year with minor changes. We first
randomly sample a subset of document snippets
from each of the domains for annotations, sam-
pling the domains with approximately the same
number of segments per domain. This ensures that
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Figure 1: Screenshot of the document-level DA+SQM configuration in the Appraise interface for an example assessment
from the human evaluation campaign for out of English language pairs. The annotator is presented with the entire translated
document snippet randomly selected from competing systems (anonymized) with additional static contexts, and is asked to rate
the translation of individual segments and then the entire document on sliding scales between 0 and 100.

all systems in the given language pairs are evalu-
ated on the same subset of the test set, allowing fair
comparison between them. As in previous years,
we aim to collect approximately 1,500 assessments
per system per language pair. Due to concerns
about having sufficient annotations, we create two
batches of HITs, each providing half of the required
assessments, such that at least all segments in the
first batch could be covered for all systems, with
the second campaign completed if possible.

For HIT generation for English<»German,
which feature paragraph-level test sets (documents
consist of paragraphs instead of sentences), we sim-
ply consider a whole paragraph as a “segment”, col-
lecting paragraph-level assessments. In that regard,
we collect fewer DA scores per system comparing
to other language pairs, but the human evaluation
covers a larger subset of the testsets.

Last year, we used snippets of at most 10 ran-
domly selected consecutive segments from a doc-
ument as “documents” for document-level annota-
tion. This year, we use 10 first segments from a
document instead, in order to align with the MQM-
based evaluation used at the Metrics shared task

(Freitag et al., 2023).
All HITs consist of exactly 100 segments and
are generated as in the past:

1. Snippet-system pairs are randomly sampled
(from the restricted set of pre-sampled snip-
pets) to create up to 80 segments;

2. Random snippets for the remaining 20 (or
more) segments are duplicated from the first
80 to serve as quality control items;

3. BAD references are introduced to the random
segments in the duplicated snippets to have
about 12-14% of quality control segments per
HIT.

BAD translations are created by replacing an em-
bedded sequences of tokens in the segment with a
random phrase of the same length from a different
reference segment.??

We perform quality control by measuring an an-
notator’s ability to reliably score BAD translations

2For full details, see the HIT and batch gener-
ation code: https://github.com/wmt-conference/
wmt23-news-systems
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Language pairs

Annotators’ profile

Tool

Microsoft annotators: bilingual target-language native speakers, pro-

English ¢ Chinese/German/Japanese fessional translators or linguists, experienced in MT evaluation Appraise

Czech— Ukrainian Paid translators and target-language native speakers Appraise

English—Czech Czech pald hngulsts, annotators, researchers, students with high profi- Appraise
ciency in English

English<sHebrew/Russian/Ukrainian Toloka Al paid crowd: bilingual target-language native speakers high- Toloka.ai

performing in other task types

Table 3: Annotators’ profiles and annotation tools for each language pair in human evaluation.

Language Pair Sys. Assess. Assess/Sys
Chinese—English 16 20,535 1283.4
Czech— Ukrainian 14 23,191 1656.5
German—English 14 13,573 969.5
English—Chinese 16 24,551 1534.4
English—Czech 16 25,527 1595.4
English—German 13 14,267 1097.5
English—Japanese 17 26,115 1536.2
Japanese—English 18 27,858 1547.7

Table 4: Amount of segments evaluated in the WMT23 man-
ual evaluation campaign; including human references as sys-
tems; after excluding quality control items and document-level
scores.

Language Pair Ann. HITs HITs/Ann.
Chinese—English 13 128 9.8
Czech— Ukrainian 9 146 16.2
German—English 21 82 3.9
English—Czech 36 162 4.5
English—German 22 87 4.0
English—Japanese 21 164 7.8
English—Chinese 13 154 11.8
Japanese—English 20 174 8.7

Table 5: Numbers of individual annotators taking part in the
WMT?23 human evaluation campaign and the average number
of HITs collected per annotator.

significantly lower than corresponding original sys-
tem outputs using a paired significance test with
p < 0.05. We pair two HITs into a single annota-
tion task with about 24-28 quality control segments
to ensure a sufficient sample size for the statisti-
cal test. In campaigns hosted on Appraise, if an
annotator is not able to demonstrate reliability on
BAD references, they are excluded from further
annotations, the HITSs are reset and annotated from
scratch by another annotator if possible.

The total number of assessments collected for
each language pair and the average number of as-
sessments per system in WMT23 manual evalua-
tion are presented in Table 4.
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5.3 Calibration HITs

Last year we introduced calibration HITs, which
this year we collect for all language pairs. A cali-
bration HIT is a HIT with 100 randomly selected
segments, which is identical for and completed by
all annotators, in addition to their regular annota-
tion HITs. We release these alongside the other
annotations and the anonymized mapping between
annotators and HITs in order to enable additional
analysis. With a small set of sentences annotated by
all annotators, we are better able to examine ques-
tions about inter-annotator consistency and provide
data for future research in this area.

Table 5 shows the number of unique annotators
per language pair along with the total number of
HITs and average number of HITs per annotator.
We leave more detailed analysis of collected cali-
bration data to future work.

5.4 Human ranking computation

The official rankings shown in Table 6 are gen-
erated on the basis of the segment-level raw
DA+SQM scores that are collected within docu-
ment context for all language pairs.”> Whole doc-
uments with at least one quality control segment
(i.e., BAD references) and HITs that failed to pass
quality control are removed prior to computing the
rankings.?*

In this year’s evaluation, we have chosen not
to normalize scores by discontinuing the use of
z-scores, given their potential to exacerbate sys-
tem comparisons (Knowles, 2021). While utilizing
raw scores is not flawless—considering each an-
notator employs distinct annotation strategies —
we have sought to counteract this by distributing

The code used to generate the rankings in Table 6 can
be found here: https://github.com/AppraiseDev/
Appraise/blob/main/Campaign/management/
commands/ComputeWMT23Results.py

%Two HITs for Czech—Ukrainian and one HIT for
English—Czech.
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Table 6: Official results of WMT23 General Translation Task. Systems ordered by DA score; systems within a cluster are
considered tied; lines indicate clusters according to Wilcoxon rank-sum test p < 0.05; rank ranges indicate the number of
systems a system significantly underperforms or outperforms; grayed entry indicates resources that fall outside the constraints
provided. All language pairs used document-level evaluation.
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systems evenly across annotators. This approach
aims to minimize the potential bias of a particularly
stringent annotator disproportionately penalizing a
single system. Ideally, every annotator would as-
sess documents translated by all systems; however,
this could introduce task repetitiveness concerns.
For future considerations, employing calibration
HITs (see Section 5.3) to normalize each annota-
tor’s behaviour could offer a promising solution.

All segment-level scores are averaged per system
to compute the system-level scores. The clusters
are computed using the Wilcoxon rank-sum test
with p < 0.05. Rank ranges indicate the number
of systems a particular system underperforms or
outperforms: the top end of the rank range is [ 4 1
where [ is the number of losses, while the bottom
is n — w where n is the total number of systems
and w is the number of systems that the system in
questions significantly wins against.

Tables with head-to-head comparisons between
all systems are included in Appendix G.

At the time of preparation of the camera-ready
version of the paper, we have not been able to col-
lect the required number of high-quality assess-
ments for language pairs run through Toloka Al
that would meet WMT standards for human eval-
uation. In that regard, we decided not to publish
official rankings based on manual evaluation for
English<>{Hebrew, Russian, Ukrainian} until the
conference, we are planning to address it later.

5.5 Comparison of human evaluation methods

In collaboration with the metrics shared task (Fre-
itag et al., 2023), human annotation data for the
Chinese—English and English—German direction
was collected using two different approaches: the
source-based DA+SQM approach, and the Multi-
dimensional Quality Metrics (MQM) framework
(Freitag et al., 2021). We present the rankings pro-
duced by the two approaches in Table 7.

Upon examining the system rankings and in-
dividual clusters produced by both techniques, it
is evident that DA+SQM produces fewer clusters.
This suggests that it might not be sufficiently robust
to differentiate smaller system differences, whereas
MQM creates more detailed clusters. One potential
explanation is that DA+SQM, constrained by bud-
getary restrictions, might be under-powered. As
highlighted by Wei et al. (2022), the 1500 segments
we gather per system might not suffice to segregate
systems in a more detailed manner.
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Conversely, the largest difference in the evalua-
tion techniques is the cost. While MQM manages
to establish more refined clusters, its deployment is
significantly more costly and complex, especially
when training professionals. An interesting ques-
tion would be determining the number of MQM
labels that could be procured within the budget
allocated for DA+SQM.

It is also important to note that the set of data
over which each of these rankings was produced
may have differed slightly due to the sampling (e.g.,
the distribution over topic domains or the amount
of coverage of the full test set), making it difficult
to determine whether these differences in rankings
represent differences due to data or due to different
annotation methods.

6 Test Suites

As can be seen in the general MT task, the improve-
ment of translation quality has made it difficult to
discriminate MT output from human translation
with the current evaluation methods. Nevertheless,
there are still cases where MT has difficulties, de-
livering outputs which despite seeming fluent and
being surrounded by other seemingly perfect trans-
lations, entail serious flaws. In general evaluation
methods, such flaws can get “hidden in the aver-
age” or simply get missed altogether. In an effort to
shed light to these cases, evaluation via test suites
is embedded in the shared task.

6.1 Setup of the sub-task

Test suites are custom extensions to standard test
sets, constructed so that they can focus on particular
aspects of the MT output. Here, the evaluation
of the MT outputs takes place in a decentralized
manner as a part of a sub-task, where test suite
providers were invited to submit their customized
test sets, following the setting introduced at the
Third Conference on Machine Translation (Bojar
et al., 2018).

Every test suite provider submitted a source-side
test set, which the shared task organizers appended
to the standard test sets of the shared task. The
corresponding outputs from the MT systems of the
shared task were returned to the test suite providers,
who were responsible for running the evaluation,
based on their own custom evaluation methods.
The results of each test suite evaluation, together
with the relevant analysis, appear in separate de-
scription papers.



Rank Ave.T System (En-De)
1-5 89.0 GPT4-5shot
1-5 88.8 ONLINE-B
1-4 88.3 ONLINE-W
2-6 88.1 ONLINE-A
4-6 88.0 ONLINE-Y
1-6 87.7 Human-refA
7-8 86.7 ONLINE-M
7-8 85.5 ONLINE-G
9 84.0 Lan-BridgeMT
10 82.7 LanguageX
11-12 76.8 NLLB_MBR_BLEU
11-12 75.7 NLLB_Greedy
13 73.6  AIRC
Rank Ave. T System (Zh-En)
1-2 82.9 Lan-BridgeMT
1-2 80.9 GPT4-5shot
3-8 80.3  Yishu
3-7 80.2 ONLINE-W
5-10 80.0 ONLINE-G
3-7 79.8 ONLINE-B
4-9 79.7 ONLINE-Y
3-8 79.1 HW-TSC
6-10 77.8 ONLINE-A
10-11 77.7 1OL_Research
8-11 77.2 LanguageX
12-13 76.9 ONLINE-M
13-16 76.2 NLLB_MBR_BLEU
12-15 76.1 Human-refA
14-16 74.0 NLLB_Greedy
13-16 72.6 ANVITA

System (En-De) MQM |

refA 2.96
GPT4-5shot 3.72
ONLINE-W 3.95
ONLINE-B 4.71
ONLINE-Y 5.64
ONLINE-A 5.67
ONLINE-G 6.57
ONLINE-M 6.94
Lan-BridgeMT 8.67
LanguageX 9.25
NLLB_Greedy 9.54
NLLB_MBR _BLEU 10.79
AIRC 14.23
System (Zh-En) MQM |
Lan-BridgeMT 2.10
GPT4-5shot 2.31
Yishu 3.23
ONLINE-B 3.39
HW-TSC 3.40
ONLINE-A 3.79
ONLINE-Y 3.79
ONLINE-G 3.86
ONLINE-W 4.06
LanguageX 4.23
IOL_Research 4.59
refA 4.83
ONLINE-M 5.43
ANVITA 6.08
NLLB_MBR_BLEU 6.36
NLLB_Greedy 6.57

Table 7: Comparison of system clustering as done by DA+SQM and MQM technique. Top two tables are for English to German,

while bottom two are for Chinese to German.

6.2 Submissions

The test suite sub-task received 5 submissions with
6 test suites, whose overview can be seen in Table 8.
The descriptions of each submission and their main
findings are given below.

DFKI (Manakhimova et al., 2023) test suite of-
fers a fine-grained linguistically motivated anal-
ysis of the shared task MT outputs, based on
more than 11,500 manually devised test items,
which cover up to 110 phenomena in 14 cate-
gories per language direction. Extending their
previous test suite efforts (e.g. Avramidis et al.,
2018; Macketanz et al., 2022), the submission of
this year includes an updated test set featuring
new linguistic phenomena and focuses addition-
ally on the participating LLMs. The evaluation
spans German—English, English—German, and
English—Russian language directions.

Some of the phenomena with the lowest accu-
racies for German—English are idioms and resul-
tative predicates. For English—German, these in-
clude mediopassive voice, and noun formation(er).
As for English—Russian, these include idioms and
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semantic roles. GPT4 performs equally or compa-
rably to the best systems in German— English and
English—German but falls in the second signifi-
cance cluster for English—Russian.

HW-TSC (Chen et al., 2023) propose a system-
atic approach to select test sentences with high-
level of difficulty from the Wiki Corpus. The strat-
egy considers the difficulty level of a sentence from
four dimensions: word difficulty, length difficulty,
grammar difficulty and model learning difficulty.
They open-source two Multifaceted Challenge Sets
for Chinese—English and English—Chinese, each
of them containing 2,000 sentences. Then, they use
these challenge sets to test the shared task systems,
presenting results by three automatic metrics.

The resulting system ranks are quite different
from the official results. The authors point out that
systems that perform well on average test sets may
not perform as well on sets with high difficulty.
If the ranking difference is caused by domain is-
sues, the top-ranked systems on the official test sets
may not be so general. GPT4 is ranked in the first
two positions in Chinese—English but its rank in



Test suite Directions Phenomena #Sentences  Citation Link
DFKI de—en, en—de, 110 linguistic phenomena 11,517 Manakhimova et al. (2023) DFKI-NLP
en—ru
HW-TSC zh—en, en—zh 4 difficulty dimensions 4,000  Chen et al. (2023) HuTsc
IITHYD en—de 5 domains, 5 writing styles 2,268  Mukherjee and Shrivastava (2023)  wmt23
INES en—de Inclusive language forms 162 Savoldi et al. (2023) fbk. eu
MuST-SHE  en-de Binary gender bias 200  Savoldi et al. (2023) fbk. eu
RoCS-MT en—de, en—cs, Non-standard user- 1,922 Bawden and Sagot (2023) ROCS-MT

en—uk, en—ru  generated content

Table 8: Overview of the participating test suites.

English—Chinese is much lower (ranks 4-9).

HIIT HYD (Mukherjee and Shrivastava, 2023)
This test suite covers five specific domains (en-
tertainment, environment, health, science, legal)
and spans five distinct writing styles (descriptive,
judgments, narrative, reporting, technical-writing)
for English—-German. The authors conduct their
analysis through a combination of au- tomated as-
sessments and manual evaluations.

Based on their evaluation, it is evident that both
ONLINE-B and ONLINE-Y consistently surpassed
other MT systems in performance across a diverse
array of writing styles and domains. When fo-
cusing on GPT4, whereas it performs comparably
to the best systems for most domains and writing
styles, it gives considerably worse results when ap-
plied to the legal domain, and the writing style of
judgments.

MuST-SHEWMT2 and INES (Savoldi et al.,
2023) By focusing on the en-de and de-en lan-
guage pairs, the authors rely on these newly created
test suites to investigate systems’ ability to trans-
late feminine and masculine gender and produce
gender-inclusive translations. Furthermore, they
discuss metrics associated with the test suites and
validate them by means of human evaluations.
The results indicate that systems achieve rea-
sonable and comparable performance in correctly
translating both feminine and masculine gender
forms for naturalistic gender phenomena. Instead,
the generation of inclusive language forms in trans-
lation emerges as a challenging task for all the
evaluated MT models, indicating room for future
improvements and research on the topic.
Concerning GPT 4, it is noticeable that its overall
accuracy is 2% worse than the best MT system,
whereas it achieves a relatively low accuracy with
regard to the feminine gender, when evaluating
whether the first-person singular references to the
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speaker are translated according to the speaker’s
linguistic expression of gender.

RoCS-MT (Bawden and Sagot, 2023) The
RoCS-MT Challenge Set is designed to test MT
systems’ robustness to user-generated content
(UGC) displaying non-standard characteristics,
such as spelling errors, devowelling, acronymi-
sation, etc. It is composed of non-standard En-
glish comments from Reddit, manually normalised
and professionally translated into four of the WMT
2023 target languages, German, Czech, Ukrainian
and Russian, and also French.

Through automatic and manual analysis of sys-
tem outputs, we find that many of the phenomena
remain challenging for most systems, but to varying
degrees depending on the phenomenon, the particu-
lar instance (notably how frequent the non-standard
word is) and the system, especially with respect to
the quantity of training data. For example, non-
standard instances of words (e.g. through devow-
elling or through phonetically inspired spelling) are
often either omitted in the translation or copied un-
changed. When non-standard words are translated,
it is often in their standard form, but with some ex-
ceptions, for example capitalisation is sometimes
preserved. However, there is often inconsistency
within a same system’s outputs.

GPT4-5shot has a clear lead over all other sys-
tems, correctly translating even some of the most
challenging examples. It sometimes (although in-
consistently) reproduces non-standardness in its
outputs, but also does not always remain entirely
faithful to the source sentence. However, aside
the huge disparity in the amount of training data
compared to other systems, notably the constrained
ones, the lack of access to its training data is a
serious obstacle to any meaningful scientific com-
parison; we cannot know which phenomena were
seen during training and how frequently, and more



crucially, we cannot verify whether RoCS-MT sen-
tences were seen during training.

7 Conclusions

The General Machine Translation Task at WMT
2023 covered 14 translation pairs, where the only
non-English language pair was Czech— Ukrainian.
Source based DA+SQM was the main human
golden truth. The evaluation included 72 pri-
mary submissions from 17 participants, 6 online
systems and 3 additional contrastive systems in-
cluding GPT4. It was performed by 155 human
(semi-)professional annotators, who contributed
more than 175,000 judgments altogether. For most
language pairs (apart from English—Czech), MT
systems produce outputs that cannot be identified
as being worse than the manually produced refer-
ences translations in a statistically significant way,
using our current evaluation methods.

It is apparent that this year, the amount of un-
constrained submissions are lower thank in past
years (27 submissions by 11 participants). Addi-
tionally, for some language pairs there are only few
submissions by participants, and therefore they are
dominated by many online systems, of whom we
have no technical descriptions. We are therefore
considering ways to encourage participation in the
future, whereas redefining the constrained setting
may be needed.

It is the first time that Large Language Models
(LLMs) are included in the Shared Task as trans-
lation systems. Although the technology is very
apparent in NLP research, we received only one
submission using LLM methods (Lan-BridgeMT),
whereas one dominant commercial LLM (GPT4)
was included via our own efforts. GPT4 was in the
first significance cluster for all systems translating
towards English, but fell in the second significance
cluster (rank 3-5) for English—Czech, whereas a
similar sign was given by one of the test suites
for English—Russian (rank 3; Manakhimova et al.,
2023). Additionally, test suites providers noted
that GPT4 outputs are not always faithful to the
source sentence (Bawden and Sagot, 2023) and
that they have some issues with speaker gender
translation (Savoldi et al., 2023) and specific do-
mains (Mukherjee and Shrivastava, 2023, e.g. le-
gal;). Due to the closed-source nature of commer-
cial tools, it is hard to know the exact reasons for
these findings, although they confirm previous ob-
servations that GPT models have difficulties with
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under-represented languages (Hendy et al., 2023).
We believe that a more transparent comparison in-
cluding open source LLMs should be sought for
the future.

8 Limitations

We investigated a research question of testing gen-
eral capabilities of MT systems. However, we have
simplified this approach. Firstly, we only used four
domains that are not specialized. Secondly, we
used only cleaner sentences, avoiding noisy in the
source sentences.

Although we accept human judgement as a gold
standard, giving us more reliable signal than au-
tomatic metrics, we should mention that human
annotations are noisy (Wei and Jia, 2021) and their
performance is affected by quality of other evalu-
ated systems (Mathur et al., 2020).

Different annotators are using different ranking
strategy which may have an effect on the system
ranking as we are using raw scores.

9 Ethical Consideration

Several of the domains contained texts that in-
cluded personal data, for example the speech data
(See Section 2.4 for more details). Entities were
replaced by anonymisation tags (e.g. #NAME#,
#EMAIL#) to preserve the anonymity of the users
behind the content.

The sentences in Ukrainian datasets were col-
lected with users’ opt-in consent, and any personal
data related to people other than well-known people
was pseudonymized (using random first names and
surnames). Sentences where such pseudonymiza-
tion would not be enough to preserve reasonable
anonymity of the users (e.g. describing events
uniquely identifying the persons involved) were
not included in the test set.

As described in Section 2.2 and in the linguis-
tic brief (Appendix Section B), inappropriate, con-
troversial and/or explicit content was filtered out
prior to translation, particularly keeping in mind the
translators and not exposing them to such content
or obliging them to translate it. A few sentences
containing explicit content managed to escape the
filter, and we removed these sentences from the test
sets without translation.

Human evaluation using Appraise for collecting
human judgements was fully anonymous. Auto-
matically generated accounts associated with an-
notation tasks with single-sign-on URLs were dis-



tributed randomly among pools of annotators and
did not allow for storing personal information. For
language pairs for which we used calibration HITs,
we received lists of tasks completed by an individ-
ual anonymous annotator. Annotators have been
well paid in respect to their countries.
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A Statistics of training data

This section describes statistics of the training corpora.

Dataset ID Segs Tokens Chars

eng-ces eng ces eng ces
Facebook-wikimatrix-1-ces-eng 2.09M 33.56M 29.66M  206.82M  216.62M
ParaCrawl-paracrawl-9-eng-ces 50.63M  692.12M  626.34M 4.33B 4.68B
Statmt-commoncrawl_wmt13-1-ces-eng 161.84k 3.35M 2.93M 20.66M 20.75M
Statmt-europarl-10-ces-eng 644.43k 15.63M 13.00M 94.31M 98.14M
Statmt-news_commentary-16-ces-eng 253.27k 5.46M 4.96M 34.58M 37.97TM
Statmt-wikititles-3-ces-eng 410.94k 1.03M  965.62k 7.47M 7.57M
Tilde-ecb-2017-ces-eng 3.10k 52.12k 4521k 327.57k  339.24k
Tilde-eesc-2017-ces-eng 1.33M 28.78M 25.63M  188.53M  205.14M
Tilde-ema-2016-ces-eng 495.23k 7.64M 7.28M 50.31M 57.01M
Tilde-rapid-2019-ces-eng 263.29k 5.79M 5.30M 37.36M  41.26M
(Total) 56.29M  79341IM  716.10M 4.97B 5.36B
eng-deu eng deu eng deu
Facebook-wikimatrix-1-deu-eng 6.23M  100.50M 96.95M  623.66M 701.23M
ParaCrawl-paracrawl-9-eng-deu 278.31M 4.27B 3.99B 26.37B 29.46B
Statmt-commoncrawl_wmt13-1-deu-eng 2.40M 51.40M 47.05M  314.18M  340.51M
Statmt-europarl-10-deu-eng 1.82M 45.51M 4241M  272.94M  312.14M
Statmt-news_commentary-16-deu-eng 388.48k 8.55M 8.7TM 54.40M 65.94M
Statmt-wikititles-3-deu-eng 1.47TM 3.61M 3.08M 2648M  25.50M
Tilde-airbaltic-1-deu-eng 0.84k 17.60k 15.08k 10434k  105.52k
Tilde-czechtourism-1-deu-eng 6.76k 128.29k 114.44k  769.04k  829.41k
Tilde-ecb-2017-deu-eng 4.15k 85.52k 74.81k 54551k  582.63k
Tilde-eesc-2017-deu-eng 2.86M 61.47TM 58.28M  400.37M  469.94M
Tilde-ema-2016-deu-eng 347.63k 5.09M 5.0IM 33.48M 39.43M
Tilde-rapid-2016-deu-eng 1.03M 20.65M 19.85M  13426M 158.13M
Tilde-rapid-2019-deu-eng 939.81k 19.90M 19.30M  129.03M  153.08M
(Total) 295.81M 4.59B 4.29B 28.36B 31.73B
eng-heb eng heb eng heb
ELRC-wikipedia_health-1-eng-heb 3.16k 69.71k 5476k 44238k  583.87k
Facebook-wikimatrix-1-eng-heb 2.04M 35.83M 28.96M  218.77M  300.61M
Neulab-tedtalks_train-1-eng-heb 211.82k 4.45M 3.44M 22.36M 29.00M
OPUS-bible_uedin-v1-eng-heb 62.20k 1.55M  830.23k 8.16M 7.46M
OPUS-ccmatrix-v1-eng-heb 25.23M  313.87M  249.49M 1.81B 2.45B
OPUS-elrc_2922-v1-eng-heb 3.16k 69.73k 54.77k 44240k  583.54k
OPUS-elrc_3065_wikipedia_health-v1-eng-heb 3.16k 69.71k 5476k 44231k  583.51k
OPUS-elrc_wikipedia_health-v1-eng-heb 3.16k 69.71k 54.76k 44231k  583.51k
OPUS-globalvoices-v2018q4-eng-heb 1.03k 20.31k 15.03k 12239k 158.63k
OPUS-gnome-v1-eng-heb 0.15k 0.42k 0.40k 2.89k 3.96k
OPUS-kde4-v2-eng-heb 79.32k  338.22k  347.35k 2.09M 3.13M
OPUS-multiccaligned-v1-eng-heb 5.33M 60.55M 52.81M  380.74M  518.33M
OPUS-opensubtitles-v2018-eng-heb 29.89M  19598M  154.25M 1.03B 1.40B
OPUS-php-v1-eng-heb 27.82k 83.46k 93.03k  498.72k  789.34k
OPUS-qed-v2.0a-eng-heb 464.35k 6.37TM 4.48M 3470M  42.34M
OPUS-tatoeba-v20220303-eng-heb 164.20k 1.02M  806.38k 541M 7.3TM
OPUS-tatoeba-v2-eng-heb 5436k  357.09k  277.32k 1.87M 2.56M
OPUS-ubuntu-v14.10-eng-heb 1.44k 6.13k 5.78k 38.78k 54.69k
OPUS-wikimedia-v20210402-eng-heb 226.83k 8.51M 7.56M 57.58M  78.26M
OPUS-wikipedia-v1.0-eng-heb 139.85k 2.6OM 2.2TM 16.45M 22.43M
OPUS-xlent-v1.1-eng-heb 3.19M 9.61M 7.93M 60.53M  73.11M
Statmt-ccaligned-1-eng-heb_IL 5.33M 60.55M 52.81M  380.76M  518.34M
(Total) 7246M  702.05M  566.59M 4.04B 5.45B

Table 9: Statistics for parallel training set provided for General/News Translation Task. Suffixes, k, M, and B, are short for
thousands, millions, and billions, respectively. Dataset ID is the unique identifier created by MTData, example mtdata echo
<dataset_id>.
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Dataset ID Segs Tokens Chars

eng-jpn eng eng jpn
Facebook-wikimatrix-1-eng-jpn 3.90M 61.63M 379.00M 45497
KECL-paracrawl-3-eng-jpn 25.74M  599.02M 3.69B 4.58B
Phontron-kftt_train-1-eng-jpn 440.29k 9.74M 59.91M 49.08M
StanfordNLP-jesc_train-1-eng-jpn 2.80M 19.34M 104.00M  119.62M
Statmt-news_commentary-16-eng-jpn 1.84k 39.50k 247.70k 310.56k
Statmt-ted-wmt20-eng-jpn 241.74k 4.03M 23.02M 27.32M
Statmt-wikititles-3-jpn-eng 757.04k 1.94M 13.96M 18.67TM
(Total) 33.88M  695.74M 4.27B 5.25B
eng-rus eng rus eng rus
Facebook-wikimatrix-1-eng-rus 5.20M 86.79M 76.48M  537.73M  965.44M
OPUS-unpc-v1.0-eng-rus 25.17M  563.82M  520.71M 3.70B 7.31B
ParaCrawl-paracrawl-1_bonus-eng-rus 5.38M  101.31M 80.41M  632.54M 1.06B
Statmt-backtrans_enru-wmt20-eng-rus 36.77M  736.20M  670.93M 4.31B 7.73B
Statmt-commoncrawl_wmt13-1-rus-eng 878.39k 18.77TM 17.40M 116.16M 214.59M
Statmt-news_commentary-16-eng-rus 331.51k 7.67TM 7.13M 48.79M 97.41M
Statmt-wikititles-3-rus-eng 1.19M 3.13M 2.88M 22.80M 39.34M
Statmt-yandex-wmt22-eng-rus 1.00M 21.25M 18.68M  130.99M  250.76M
Tilde-airbaltic-1-eng-rus 1.09k 23.98k 18.79k 14252k  252.73k
Tilde-czechtourism-1-eng-rus 7.33k 140.09k 110.10k  838.09k 1.50M
Tilde-worldbank-1-eng-rus 25.85k  588.58k  573.93k 3.85M 8.21M
(Total) 75.96M 1.54B 1.40B 9.50B 17.67B
eng-ukr eng ukr eng ukr
ELRC-acts_ukrainian-1-eng-ukr 129.94k 3.04M 2.60M 19.55M 35.6OM
Facebook-wikimatrix-1-eng-ukr 2.58M 41.55M 35.59M  257.56M  447.33M
ParaCrawl-paracrawl-1_bonus-eng-ukr 13.35M  505.83M  487.47TM 3.28B 6.04B
Tilde-worldbank-1-eng-ukr 1.63k 36.07k 34.18k  237.96k 47791k
(Total) 16.06M  550.46M  525.68M 3.55B 6.52B
eng-zho eng eng zho
Facebook-wikimatrix-1-eng-zho 2.60M 49.87™M 311.07M  277.84M
OPUS-unpc-v1.0-eng-zho 17.45M  417.25M 2.75B 2.14B
ParaCrawl-paracrawl-1_bonus-eng-zho 14.17M  217.60M 1.34B 1.18B
Statmt-backtrans_enzh-wmt20-eng-zho 19.76M  364.22M 2.16B 1.96B
Statmt-news_commentary-16-eng-zho 313.67k 6.92M 44.14M 38.83M
Statmt-wikititles-3-zho-eng 921.96k 2.37T™ 17.82M 16.28M
(Total) 55.22M 1.06B 6.62B 5.61B
ces-ukr ces ukr ces ukr
ELRC-acts_ukrainian-1-ces-ukr 130.00k 2.48M 2.56M 19.61M 35.26M
Facebook-wikimatrix-1-ces-ukr 848.96k 10.43M 10.07M 75.97T™M  127.31M
OPUS-bible_uedin-v1-ces-ukr 795k  140.03k  132.06k  904.31k 1.33M
OPUS-ccmatrix-v1-ces-ukr 3.99M 45.13M 45.10M  330.68M  566.27TM
OPUS-elrc_5179_acts_ukrainian-v1-ces-ukr  130.00k 2.48M 2.56M 19.61M 35.26M
OPUS-elrc_wikipedia_health-v1-ces-ukr 0.19k 3.23k 3.18k 2427k 41.63k
OPUS-eubookshop-v2-ces-ukr 1.51k 23.71k 19.15k 187.30k  275.14k
OPUS-gnome-v1-ces-ukr 0.15k 0.42k 0.41k 3.53k 5.82k
OPUS-kde4-v2-ces-ukr 133.67k  593.82k  677.35k 4.45M 7.97TM
OPUS-multiccaligned-v1.1-ces-ukr 1.61M 19.75M 19.77M  146.44M  244.36M
OPUS-multiparacrawl-v9b-ces-ukr 2.20M 25.62M 25.55M  188.08M  325.50M
OPUS-opensubtitles-v2018-ces-ukr 730.80k 3.88M 3.90M 24.20M 40.62M
OPUS-qed-v2.0a-ces-ukr 161.02k 2.02M 2.04M 13.44M 22.80M
OPUS-tatoeba-v20220303-ces-ukr 2.93k 10.85k 11.40k 68.70k  118.67k
OPUS-ted2020-v1-ces-ukr 114.23k 1.57M 1.56M 10.70M 17.93M
OPUS-ubuntu-v14.10-ces-ukr 0.23k 1.67k 1.76k 13.02k 20.86k
OPUS-wikimedia-v20210402-ces-ukr 1.96k 39.18k 3491k 28574k 414.20k
OPUS-xlent-v1.1-ces-ukr 695.41k 1.78M 1.58M 12.92M 18.30M
(Total) 10.76M  11595M 11557M  847.58M 1.44B

Table 10: Statistics for parallel training set provided for General/News Translation Task. Suffixes, k, M, and B, are short for
thousands, millions, and billions, respectively.
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B Preprocessing cleanup brief for linguists

Human check briefing

In this task, we wish to check the data to remove all inappropriate content, remove repetitive
content, or correct minor problems with the text.

The data is automatically broken down into individual sentences, which may contain wrong
sentence splitting that needs to be fixed. Each paragraph is separated by empty lines. Keep the
document-separators intact.

We ask you to read each document and either:

e Delete document completely if it contains any of following issues. Be on the save side,
rather remove documents where you are uncertain

o Remove documents written in different language (natural code-switching is fine)

o Remove inappropriate content (such as sexually explicit, vulgar, or otherwise
inappropriate)

o Remove controversial content (propagandist, controversial political topics, etc.)

o Remove content that is too noisy or doesn't resemble natural text (such as
documents badly formatted, hard to understand, containing unusual language,
lists of numbers/data, or other structured data generated automatically)

e Keep document while checking

o Fix sentence-breaking, each line must be one sentence (do not reformulate,
simply remove or add end of lines on a proper place).

o Remove or move fragments of sentences to previous or following sentence (for
example emoticons, one or few words sentences)

o Fix minor issues and keep it (do not spent too much time on fixing it).

= |tis fine to keep some errors or problems
= Remove boilerplates (segments that break the document, for example
ads, page numbers, signatures, artefacts, ...)

o If a given document has more than around 30 sentences, consider splitting it by

adding an empty line on a meaningful place splitting it into paragraphs

This task shouldn’t take much longer than reading through documents.

26



C Translator Brief for General MT

Translator Brief

In this project we wish to translate online news articles for use in evaluation of Machine
Translation (MT). The translations produced by you will be compared against the translations
produced by a variety of different MT systems. They will be released to the research
community to provide a benchmark, or “gold-standard” measure for translation quality. The
translation therefore needs to be a high-quality rendering of the source text into the target
language, as if it was news written directly in the target language. However, there are some
constraints imposed by the intended usage:

All translations should be “from scratch”, without post-editing from MT. Using post-
editing would bias the evaluation, so we need to avoid it. We can detect post-editing
so will reject translations that are post-edited.

Translation should preserve the sentence boundaries. The source texts are
provided with exactly one sentence per line, and the translations should be the
same, one sentence per line. Blank lines should be preserved in the translation.
Translators should avoid inserting parenthetical explanations into the translated text
and obviously avoid losing any pieces of information from the source text. We will
check a sample of the translations for quality, and we will check the entire set for
evidence of post-editing.

Please do not translate the anonymization tags (e.g. #NAME#), but use the same
form as in the source text. These tags are used to de-identify names and various
other sensitive data. In other words, translation must contain given tag #NAME# on a
position where it would naturally be placed before anonymization.

If the original data contain errors, typos, or other problems, do not try to fix them (or
introduce them in the translation), instead try to prepare correct translation as if the

error wouldn’t be in the source.

The source files will be delivered as text files (sometimes known as “notepad” files), with one
sentence per line. We need the translations to be returned in the same format. If you prefer
to receive the text in a different format, then please let us know as we may be able to
accommodate it.
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D Additional statistics of the test sets

Table 11 shows the type-token ratios for the source and target side of each of the test sets, shown for
the four main domains. As mentioned previously, texts are tokenised using the language-specific Spacy
models (Honnibal and Montani, 2017) where available. For Hebrew, we use the multilingual Spacy model
as no language-specific model is available. The type-token ratio is calculated as the number of unique
tokens divided by the total number of tokens. The absolute value depends not only on the lexical diversity
of the text but also on the morphological complexity of the language in question.

manuals mastodon news user_review

src trg src trg src trg src trg
From English
en—cs - - 030 042 027 039 022 0.35
en—de - - 030 032 027 029 - -
en—he - - 030 030 027 029 022 024
en—ja - - 030 023 027 019 022 0.17
en—ru - - 030 041 027 038 022 033
en—uk - - 030 041 027 038 022 034
en—zh - - 030 029 027 026 022 021
Other language directions
cs—uk - - - - 043 041 - -
de—en 032 023 049 042 034 0.26 - -
he—en - - - - 034 0.09 - -
ja—en - - - - 022 023 022 021
ru—en 047 0.28 - - 040 024 - -
uk—en - - - - 036 021 - -
zh—en 0.25 0.25 - - 023 019 022 0.17

Table 11: Type-token ratio for individual source languages used in the general translation test sets.

E News Task System Submission Summaries

This section lists all the submissions to the translation task and provides the authors’ descriptions of their
submission.

E.1 AIRC (Rikters and Miwa, 2023)

AIRC trained constrained track models for translation between English, German, and Japanese. Before
training the final models we first filtered the parallel and monolingual data (Rikters, 2018), then performed
iterative back-translation as well as parallel data distillation to be used for non-autoregressive model
training. We experimented with training Transformer models, Mega (Ma et al., 2022) models, and
custom non-autoregressive sequence-to-sequence models with encoder and decoder weights initialised
by multilingual BERT base. Our primary submissions contain translations from ensembles of two Mega
model checkpoints and our contrastive submissions are generated by our non-autoregressive models.

E.2 ANVITA (no associated paper)

ANVITA-ZhJa Machine Translation system for WMT2023 Shared Task:General MT(News). This
paper describes ANVITA-ZhJa MT system, architected for submission to WMT 2023 General Machine
Translation(News) shared task by the ANVITA team, where the team participated in 4 translation directions:
Chinese, Japanese—English and English—Chinese, Japanese. ANVITA-ZhJa MT system comprised of
four NMT models.Chinese, Japanese—English and English—Chinese, Japanese multilingual models for
primary and Chinese—English and English—Chinese bilingual models for contrastive submissions. Base
MT models are built using transformer(base) architecture, trained over the organizer provided parallel
corpus and subsequently used deep transformer with added layers and other parameters. We also distilled
corpus using heuristics based filtering and used model ensemble for enhanced performance.
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E.3 CUNI-DocTransformer (Popel, 2020)

Exactly the same system as submitted in WMT20, document-level Transformer trained with Block
Backtranslation.

E.4 CUNI-GA (Jon et al., 2023)

Our submission is a result of applying a novel n-best list reranking and modification method on translation
candidates produced by two other competing systems, CUNI-Transformer and CUNI-DocTransformer.
Our method uses a genetic algorithm and MBR decoding to search for optimal translation under a given
metric (in our case, a weighted combination of ChrF, BLEU, COMET22-DA, and COMET22-QE-DA).

E.S CUNI-Transformer (Popel, 2020)

The English<+>Czech sentence-level models are exactly the same as submitted in WMT20 (Popel, 2020).
The Ukrainian<>Czech models are very similar, also trained with Block Backtranslation.

E.6 GTCOM (Zong, 2023)

GTCOM uses transformer as the basic architecture and leverages multilingual models to improve transla-
tion quality. Besides, GTCOM does a lot of data cleaning and data augmentation work.

E.7 HW-TSC (Wu et al., 2023b)

HW-TSC’s submission is a standard Transformer model equipped with our recent technique.

E.8 IOL-Research (Zhang, 2023)

This paper describes the IOL Research team’s submission system for the WMT23 General Machine
Translation shared task. We participate in two language translation directions, including English-to-
Chinese and Chinese-to-English. Our final primary submissions belong to constrained systems, which
means for both translation directions we only use officially provided monolingual and bilingual data
to train the translation systems. Our systems are based on Transformer architecture with pre-norm or
deep-norm, which has been proven to be helpful for training deeper models. We employ methods such
as back-translation, data diversification, domain fine-tuning and model ensemble to build our translation
systems. Another important aspect is that we carefully conduct data cleaning and use as much monolingual
data as possible for data augmentation.

E.9 TeamKYB (LI et al., 2023)

We here describe our neural machine translation system for the general machine translation shared task in
WMT 2023. Our systems are based on the Transformer with base settings. We trained our model with
preprocessed train data. We collect multiple checkpoint from our model and performed inference with
several hyperparameter settings. Collected translations were processed via some rule-based corrections.
We chose best translation from the results by using N-best ranking method.

E.10 Lan-BridgeMT (Wu and Hu, 2023)

With the emergence of large-scale models, various industries have undergone significant transformations,
particularly in the realm of document-level machine translation. This has introduced a novel research
paradigm that we have embraced in our participation in the WMT23 competition. Focusing on advance-
ments in models such as chatGPT and GPT4, we have undertaken numerous prompt-based experiments.
Our objective is to achieve optimal human evaluation results for document-level machine translation,
resulting in our submission of the final outcomes in the general track.

E.11 MUNI-NLP (Rychly and Teslia, 2023)

MUNI-NLP system is a standard transformer.
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E.12 NAIST-NICT (Deguchi et al., 2023)

In this paper, we describe our NAIST-NICT submission to the WMT’23 English-Japanese general machine
translation task. Our system generates diverse translation candidates and reranks them with a two-stage
reranking system to find the best translation. We first generate 50 candidates each from 18 different
translation methods using a variety of techniques to increase the diversity of the translation candidates. We
trained 7 different models per language direction using different combinations of hyperparameters. From
these models we used various decoding algorithms, ensembling the models, and using kNN-MT. The
900 translation candidates go through a two-stage reranking system in order to find the most promising
candidate.The first step compares the 50 candidates from each translation method using DrNMT and
returns the one with the highest score. The final 18 candidates are ranked using COMET-MBR, and the
highest scoring is returned as the system output. We found that generating diverse translation candidates
improves the translation quality by using the well-designed relanker model.

E.13 PROMT (Molchanov and Kovalenko, 2023)

This paper describes the PROMT submissions for the WMT23 Shared General Translation Task. This
year we participated in two directions of the Shared Translation Task: English to Russian and Russian to
English. Our models are trained with the MarianNMT toolkit using the transformer-big configuration. We
use BPE for text encoding, both models are unconstrained. We achieve competitive results according to
automatic metrics in both directions.

E.14 SRPH (Cruz, 2023)

We submit single-model encode-decoder Transformer systems for the constrained English to Hebrew
and Hebrew to English translation directions. Our dataset is cleaned and filtered via a combination of
heuristic-based, ratio-based, and embedding-based (LaBSE) methods, resulting in a dataset with high
alignment. We train models with heavy use of back-translation and decode using Noisy Channel Reranking
using a reverse model and a language model trained with contest data.

E.15 SKIM (Kudo et al., 2023)

The SKIM team submission took a standard procedure of building ensemble Transformer models, including
base-model training, data augmentation using back-translation of base models, and retraining several final
models using back-translated training data. Each final model has its own architecture and configuration,
including a 10.5B parameter at most, substituting self and cross sublayers in decoder with cross+self-
attention sub-layer (Peitz et al., 2019). We select the best candidate from large candidate pools, namely 70
translations generated from 16 distinct models for each sentence, with an MBR reranking method using
COMET and COMET-QE (Fernandes et al., 2022). We also applied data augmentation and selection
techniques to training data of the Transformer models.

E.16 UPCite-CLILLF (no associated paper)

In this biomedical shared task, we have created data filters to better "choose" relevant training data for
fine-tuning, among provided training data sources. In particular, we have used the textometric analysis tool
ITRAMEUR to filter the segments and terms that characterize the test set and then extracted them from train-
ing data to fine-tune MBart-50 baseline (decoder_attention_heads: 16,decoder_ffn_dim: 4096,
decoder_layers: 12, encoder_attention_heads: 16, encoder_ffn_dim: 4096,
encoder_layers: 12, num_hidden_layers: 12, max_length: 200, epoch: 3). In doing
so, we hope to meet several objectives : to build feasible fine-tuning strategy to train biomedical
in-domain fr<->en models ; to specify filtering criteria of in-domain training data and to compare models’
predictions, fine-tuning data and test set in order to better understand how neural machine translation
systems work. We will also compare the pipeline of the shared task of this year to those of the past 2
years to evaluate the benefits of our training strategies of in-domain machine translation models.
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E.17 UvA-LTL (Wu et al., 2023a)

We present our WMT system, UvA-MT, in the WMT 2023 shared general translation task. This year, we
developed a single Multilingual Machine Translation (MMT) system to participate in the two-directional
translation track between English and Hebrew. The main architecture is based on the prior work of
Beyond Shared Vocabulary (Wu and Monz, 2023). We scaled it up to a transformer-large level (422M
parameters). Additionally, we employed back translation to generate synthetic data and labeled them with
a new language tag. After convergence, we further fine-tuned the system without using synthetic data.
Several domain shift techniques were also introduced, such as the domain-aware language model, to filter
monolingual data.

E.18 YiShu (Min et al., 2023)

Yishu’s team participated in WMT23 Machine Translation Competition and adopted the most advanced
neural machine translation method. They use Transformer model structure and use large-scale parallel
corpus for training. In order to improve the translation quality, the team adopted cutting-edge data
preprocessing technology, various attention mechanisms and improved decoding strategies. In addition,
they also carried out in-depth parameter adjustment and model optimization. Yishu team incorporated
evaluation indicators such as BLEU and TER into the training constraints of the model to achieve better
translation performance. They strive for high accuracy and fluency in the competition, and strive to
achieve excellent results in the field of translation.

E.19 LanguageX (Zeng, 2023)

LanguageX’s submission is a many-to-many encoder decoder transformer model.
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F Automatic scores

This section contains automatic metric scores. While human judgement is the official ranking of systems
and their performance, we share automatic scores to show expected system performance for various

testsets.

We use COMET (Rei et al., 2020) as the primary metric and chrF (Popovié, 2015) as the secondary
metric, following recommendation by (Kocmi et al., 2021). We also present BLEU (Papineni et al.,
2002) scores as it is still a widely used metric. The COMET scores are calculated with the default model
Unbabel /wmt22-comet-da. The chrF and BLEU scores are calculated using SacreBLEU (Post, 2018).
Scores are multiplied by 100. We ranked the systems according to their scores. Unconstrained systems
are indicated with a grey background in the tables.

System  COMET
CUNI-GA 90.9
GPT4-5shot 90.8
ONLINE-W 89.4
GTCOM_Peter 88.9
ONLINE-B 88.8
ONLINE-A 88.2
CUNI-Transformer 88.0
ONLINE-G 87.7
MUNI-NLP 87.0
ONLINE-Y 86.5
NLLB_Greedy 86.3
NLLB_MBR_BLEU 86.3
Lan-BridgeMT 86.0

System  chrF
GPT4-5shot  61.0
CUNI-GA 579
GTCOM_Peter 57.6
CUNI-Transformer 574
MUNI-NLP  57.0
Lan-BridgeMT  55.7
ONLINE-W 550
ONLINE-B 547
ONLINE-A 544
ONLINE-G  53.7
ONLINE-Y 534
NLLB_Greedy 52.5
NLLB_MBR_BLEU 523

System  BLEU
GPT4-5shot 32.8
CUNI-Transformer 30.2
GTCOM_Peter 29.8
CUNI-GA 29.5
MUNI-NLP 28.3
Lan-BridgeMT 27.5
ONLINE-W 26.8
ONLINE-B 25.7
ONLINE-A 25.4
NLLB_MBR_BLEU 25.1
NLLB_Greedy 249
ONLINE-G 24.8
ONLINE-Y 242

Table 12: Scores for the cs—uk translation task: chrF (nrefs:1lcase:mixedleff:yesinc:6lnw:0lspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System  COMET
ONLINE-W 91.8
CUNI-GA 90.8
ONLINE-B 89.9
GPT4-5shot 89.4
ONLINE-A 88.4
CUNI-DocTransformer 88.3
GTCOM_Peter 87.7
ONLINE-M 87.4
Lan-BridgeMT 87.3
CUNI-Transformer 87.2
NLLB_Greedy 87.1
ONLINE-Y 87.0
NLLB_MBR_BLEU 86.9
ONLINE-G 85.9
ZengHuiMT 85.4

System  chrF

ONLINE-W  76.3
ONLINE-B 70.4
ZengHuiMT  67.5
ONLINE-A  66.3
CUNI-GA 659
GTCOM_Peter  65.4
CUNI-DocTransformer 65.1
ONLINE-Y  64.6
CUNI-Transformer 63.9
Lan-BridgeMT  63.8
ONLINE-G  63.7
ONLINE-M  63.2
GPT4-5shot  62.3
NLLB_Greedy 60.0
NLLB_MBR_BLEU  59.1

System  BLEU
ONLINE-W 59.4
ONLINE-B 50.1
ONLINE-A 434
CUNI-GA 433
ZengHuiMT 43.1
CUNI-DocTransformer 42.5
GTCOM_Peter 423
CUNI-Transformer 41.4
ONLINE-Y 40.8
Lan-BridgeMT 40.7
ONLINE-G 39.6
ONLINE-M 39.6
GPT4-5shot 37.8
NLLB_Greedy 35.9
NLLB_MBR_BLEU 35.1

Table 13: Scores for the en—cs translation task: chrF (nrefs:1lcase:mixedleff:yesInc:6lnw:0lspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System

GPT4-5shot 86.3
ONLINE-W 86.0
ONLINE-B 85.6
ONLINE-A 85.5
ONLINE-Y 84.9
ONLINE-M 84.8
ONLINE-G 84.6
GTCOM_Peter 82.7
NLLB_MBR_BLEU 81.4
ZengHuiMT 81.1
Lan-BridgeMT 80.9
NLLB_Greedy 79.9
AIRC 78.7

System  chrF

ONLINE-W  72.1
ONLINE-A  70.0
GPT4-5shot  69.8
ONLINE-B  69.1
ONLINE-G  69.1
ONLINE-Y  68.4
ZengHuiMT  67.6
Lan-BridgeMT  66.7
GTCOM_Peter 66.6
ONLINE-M  66.5
NLLB_MBR_BLEU  57.6
NLLB_Greedy 57.3
AIRC 572

System

ONLINE-W 51.8
GPT4-5shot 47.9
ONLINE-A 479
ONLINE-B 46.3
ONLINE-G 46.0
ONLINE-Y 439
GTCOM_Peter 422
Lan-BridgeMT 42.1
ONLINE-M 41.3
ZengHuiMT 40.8
NLLB_Greedy 33.1
AIRC 324
NLLB_MBR_BLEU 324

Table 14: Scores for the de—en translation task: chrF (nrefs:1lcase:mixedleff:yesinc:6lnw:0lspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).
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System

ONLINE-W 855
GPT4-5shot 85.0
ONLINE-B 84.8
ONLINE-Y 84.1
ONLINE-A 83.7
ONLINE-G 825
ONLINE-M 81.7
Lan-BridgeMT 80.4
ZengHuiMT 79.4
NLLB_MBR_BLEU 78.0
NLLB_Greedy 77.9
AIRC 729

Table 15: Scores for the en—de translation task: chrF (nrefs: 1lcase:mixedleff:yesinc:6lnw:0lspace:nolversion:2.2.1), BLEU

System  chrF

ONLINE-W 718
ONLINE-A 69.7
ZengHuiMT  69.4
GPT4-5shot  69.1
ONLINE-B  69.1
ONLINE-Y  69.1
ONLINE-G  69.0
ONLINE-M 66.9
Lan-BridgeMT  66.1
NLLB_Greedy 56.2
NLLB_MBR_BLEU 554
AIRC 522

System  BLEU

ONLINE-W 47.8
ONLINE-A 43.7
GPT4-5shot 43.6
ONLINE-Y 43.6
ONLINE-G 432
ONLINE-B 427
ONLINE-M 40.5
ZengHuiMT 40.5
Lan-BridgeMT 39.4
NLLB_Greedy 31.1
NLLB_MBR_BLEU 29.6
AIRC 26.5

(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System  COMET System  chrF System  BLEU
ONLINE-B 89.9 ONLINE-B 87.5 ONLINE-B 76.5
ONLINE-A 87.0 ZengHuiMT  76.3 GTCOM_Peter 59.2
GPT4-5shot 86.9 GTCOM_Peter  76.2 ZengHuiMT 56.6
GTCOM_Peter 86.7 ONLINE-A 733 ONLINE-A 53.9
ONLINE-G 85.6 GPT4-5shot  71.4 GPT4-5shot 51.2
ZengHuiMT 85.6 UvA-LTL  70.9 UvA-LTL 51.0
ONLINE-Y 84.9 ONLINE-Y 705 ONLINE-Y 49.8
UvA-LTL 84.7 ONLINE-G  69.8 ONLINE-G 49.3
NLLB_MBR_BLEU 82.9 NLLB_Greedy 64.4 NLLB_Greedy 42.5
NLLB_Greedy 82.8 Lan-BridgeMT  63.5 Lan-BridgeMT 41.4
Samsung_Research_Philippines 82.6 NLLB_MBR_BLEU 63.0 NLLB_MBR_BLEU 40.7
Lan-BridgeMT 824 Samsung_Research_Philippines 55.5 Samsung_Research_Philippines 34.0

Table 16: Scores for the he—en (refA) translation task: chrF (nrefs:1lcase:mixedleff:yesInc:6 Inw:0lspace:nolversion:2.2.1),

BLEU (nrefs: 1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System  COMET System  chrF System  BLEU
GPT4-5shot 86.4 GPT4-5shot  69.5 GPT4-5shot 50.4
ONLINE-B 85.6 ONLINE-B  66.5 ONLINE-B 45.0
ONLINE-A 85.3 ONLINE-A  65.6 GTCOM_Peter 44.4
GTCOM_Peter 84.5 GTCOM_Peter  65.3 ONLINE-A 44.4
ONLINE-G 84.0 ZengHuiMT  65.1 UvA-LTL 41.7
UVA-LTL 83.3 UVA-LTL 633 ZengHuiMT 41.7
ZengHuiMT 83.3 ONLINE-G  62.8 ONLINE-G 40.9
ONLINE-Y 82.9 ONLINE-Y  62.0 ONLINE-Y 38.5
NLLB_MBR_BLEU 81.8 NLLB_Greedy  59.6 NLLB_Greedy 37.1
NLLB_Greedy 81.7 Lan-BridgeMT  59.0 Lan-BridgeMT 36.2
Lan-BridgeMT 81.3 NLLB_MBR_BLEU  58.6 NLLB_MBR_BLEU 36.2
Samsung_Research_Philippines 81.3 Samsung_Research_Philippines ~ 51.3 Samsung_Research_Philippines 29.8

Table 17: Scores for the he—en (refB) translation task: chrF (nrefs:1lcase:mixedleff:yesInc:6 Inw:0lspace:nolversion:2.3.1),

BLEU (nrefs: 1lcase:mixedleff:noltok: 13alsmooth:explversion:2.3.1), COMET (Unbabel/wmt22-comet-da).

System  COMET System  chrF System  BLEU
ONLINE-B 86.4 ONLINE-B 664 ONLINE-B 47.8
ONLINE-A 85.7 ZengHuiMT  62.1 ONLINE-A 38.9
GPT4-5shot 84.9 ONLINE-A  61.7 GTCOM_Peter 37.2
GTCOM_Peter 84.7 GTCOM_Peter  61.1 ONLINE-Y 37.2
ONLINE-Y 84.7 ONLINE-Y 604 ZengHuiMT 36.5
UvA-LTL 84.2 UvA-LTL ~ 59.0 UvA-LTL 35.0
Samsung_Research_Philippines 83.7 ONLINE-G 58.1 Samsung_Research_Philippines 333
Lan-BridgeMT 83.0 Samsung_Research_Philippines 57.3 ONLINE-G 332
NLLB_Greedy 82.9 Lan-BridgeMT  54.9 NLLB_MBR_BLEU 30.8
ZengHuiMT 82.7 NLLB_Greedy 54.8 Lan-BridgeMT 30.5
NLLB_MBR_BLEU 82.5 NLLB_MBR_BLEU 543 NLLB_Greedy 30.3
ONLINE-G 82.2 GPT4-5shot  54.0 GPT4-5shot 27.0

Table 18: Scores for the en—he translation task: chrF (nrefs:1lcase:mixedleff:yesinc:6lnw:0lspace:nolversion:2.2.1), BLEU

(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).
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System  COMET System  chrF System  BLEU

SKIM 84.0 ONLINE-W 514 ONLINE-W 25.9
GPT4-5shot 834 GPT4-5shot ~ 51.2 SKIM 24.8
ONLINE-W 823 SKIM  51.1 GPT4-5shot 24.1

NAIST-NICT 81.9 ONLINE-A  49.6 ONLINE-B 23.9
ONLINE-Y 81.6 NAIST-NICT ~ 49.5 NAIST-NICT 23.0
ONLINE-B 81.5 ONLINE-Y 495 ONLINE-A 23.0
ONLINE-A 81.0 ZengHuiMT  49.5 ZengHuiMT 22.6

GTCOM_Peter 80.2 ONLINE-B 493 GTCOM_Peter 223
ANVITA 79.5 GTCOM_Peter ~ 48.7 ONLINE-Y 223
Lan-BridgeMT 79.3 Lan-BridgeMT  47.3 ANVITA 20.9
ZengHuiMT 79.2 ANVITA  46.7 Lan-BridgeMT 20.2
ONLINE-G 77.8 ONLINE-G 455 ONLINE-G 18.3
ONLINE-M 71.5 KYB 439 KYB 17.6

KYB 76.6 ONLINE-M 439 ONLINE-M 17.2
NLLB_MBR_BLEU 75.2 AIRC  40.5 AIRC 14.9
AIRC 74.5 NLLB_MBR_BLEU 392 NLLB_MBR_BLEU 14.7
NLLB_Greedy 743 NLLB_Greedy  39.0 NLLB_Greedy 14.2

Table 19: Scores for the ja—en translation task: chrF (nrefs:1lcase:mixedleff:yesInc:6lnw:0lspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System  COMET System  chrF System  BLEU
ONLINE-B 88.2 ONLINE-B  35.2 ONLINE-B 25.3
ONLINE-W 87.5 ONLINE-Y  34.1 ONLINE-W 245
ONLINE-Y 87.3 ONLINE-W 335 ONLINE-Y 245
GPT4-5shot 87.0 SKIM 335 SKIM 243
SKIM 86.6 ZengHuiMT 329 NAIST-NICT 22.6
NAIST-NICT 86.2 NAIST-NICT  32.0 ZengHuiMT 22.6
ZengHuiMT 85.3 ONLINE-A 314 ONLINE-A 214
ONLINE-A 85.2 GPT4-5shot  31.0 GPT4-5shot 213
Lan-BridgeMT 84.5 Lan-BridgeMT 304 Lan-BridgeMT 20.5
ONLINE-M 13.3 ONLINE-M  29.6 ONLINE-M 19.8
ANVITA 82.7 ANVITA 293 ANVITA 19.4
KYB 80.8 KYB 277 KYB 17.8
AIRC 80.7 AIRC  27.6 AIRC 17.6
ONLINE-G 80.4 ONLINE-G 273 ONLINE-G 17.2
NLLB_Greedy 79.3 NLLB_Greedy 20.9 NLLB_Greedy 11.3
NLLB_MBR_BLEU 77.7 NLLB_MBR_BLEU  18.7 NLLB_MBR_BLEU 9.0

Table 20: Scores for the en—ja translation task: chrF (nrefs:1lcase:mixedleff:yesInc:6lnw:0lspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok:ja-mecab-0.996-1PAlsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System COMET System chrF System BLEU
GPT4-5shot 83.5 GPT4-5shot  60.4 ONLINE-B 34.5
ONLINE-Y 82.5 ONLINE-G  59.6 GPT4-5shot 34.4
ONLINE-B 82.3 ONLINE-A 594 ONLINE-G 34.0
ONLINE-W 82.2 ONLINE-B 59.4 ONLINE-A 33.8
ONLINE-G 82.0 ZengHuiMT 589 ONLINE-Y 332
ONLINE-A 81.9 ONLINE-Y  58.6 ONLINE-W 33.1

PROMT 80.9 PROMT 584 PROMT 32.8
ONLINE-M 80.7 ONLINE-W 583 Lan-BridgeMT 31.8
NLLB_MBR_BLEU 80.5 Lan-BridgeMT 574 ZengHuiMT 31.3
NLLB_Greedy 80.1 ONLINE-M  56.7 NLLB_MBR_BLEU 31.0
Lan-BridgeMT 79.9 NLLB_MBR_BLEU  55.8 ONLINE-M 30.7
ZengHuiMT 79.5 NLLB_Greedy  55.5 NLLB_Greedy 30.3

Table 21: Scores for the ru—en translation task: chrF (nrefs:1lcase:mixedleff:yesInc:6lnw:0Olspace:nolversion:2.2.1), BLEU
(nrefs: 1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System  COMET System  chrF System  BLEU
ONLINE-G 86.6 ONLINE-B 61.9 ONLINE-B 40.4
ONLINE-W 86.6 ONLINE-A  59.0 ONLINE-A 34.8
ONLINE-B 86.2 ONLINE-G 589 ONLINE-G 329
GPT4-5shot 86.1 ZengHuiMT  58.8 ONLINE-Y 32.0
ONLINE-Y 85.5 ONLINE-W  56.6 ZengHuiMT 31.6
ONLINE-A 85.3 ONLINE-Y  56.4 ONLINE-W 31.4
ONLINE-M 83.2 GPT4-5shot  56.2 ONLINE-M 30.9
Lan-BridgeMT 83.1 Lan-BridgeMT  55.7 Lan-BridgeMT 30.7
NLLB_Greedy 82.9 PROMT 554 GPT4-5shot 30.6
NLLB_MBR_BLEU 82.7 ONLINE-M  55.1 PROMT 30.5
PROMT 82.3 NLLB_Greedy  53.3 NLLB_MBR_BLEU 28.4
ZengHuiMT 81.3 NLLB_MBR_BLEU  53.1 NLLB_Greedy 28.2

Table 22: Scores for the en—ru translation task: chrF (nrefs:1lcase:mixedleff:yesinc:6lnw:0lspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).
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System  COMET System  chrF System  BLEU

ONLINE-W 87.5 GTCOM_Peter  69.3 ONLINE-W 474
GPT4-5shot 87.1 ONLINE-W  69.2 GTCOM_Peter 46.4
ONLINE-B 86.8 ONLINE-B  69.0 ONLINE-B 46.0
GTCOM_Peter 86.3 ZengHuiMT  68.5 ONLINE-A 459
ONLINE-A 86.3 ONLINE-A  68.3 ONLINE-Y 45.7
ONLINE-G 86.2 ONLINE-Y  68.2 ONLINE-G 449
ONLINE-Y 85.8 GPT4-5shot  68.1 GPT4-5shot 439
Lan-BridgeMT 84.8 ONLINE-G  68.0 ZengHuiMT 435
ZengHuiMT 844 Lan-BridgeMT  66.2 Lan-BridgeMT 423
NLLB_MBR_BLEU 843 NLLB_Greedy 624 NLLB_MBR_BLEU 38.1
NLLB_Greedy 84.2 NLLB_MBR_BLEU 624 NLLB_Greedy 37.8

Table 23: Scores for the uk—en translation task: chrF (nrefs:1lcase:mixedleftf:yesInc:6Inw:0Olspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System  COMET System  chrF System  BLEU
ONLINE-W 86.7 ONLINE-B  61.7 ONLINE-B 39.8
ONLINE-B 85.6 ONLINE-W 592 ONLINE-W 34.9
GPT4-5shot 853 ZengHuiMT  56.4 ONLINE-A 30.3
ONLINE-G 85.3 ONLINE-G  56.1 ONLINE-Y 29.5
ONLINE-A 83.2 ONLINE-A 558 ONLINE-G 28.6
ONLINE-Y 82.9 ONLINE-Y 554 ZengHuiMT 27.8
GTCOM_Peter 82.1 GTCOM_Peter  54.4 GTCOM_Peter 27.5
NLLB_Greedy 82.1 GPT4-5shot  53.0 GPT4-5shot 25.2
NLLB_MBR_BLEU 81.7 Lan-BridgeMT  51.9 NLLB_MBR_BLEU 24.9
Lan-BridgeMT 80.4 NLLB_Greedy  50.8 Lan-BridgeMT 24.6
ZengHuiMT 79.0 NLLB_MBR_BLEU  50.5 NLLB_Greedy 24.5

Table 24: Scores for the en—uk translation task: chrF (nrefs:1lcase:mixedleff:yesinc:6lnw:Olspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System  COMET System  chrF System  BLEU
HW-TSC 82.8 HW-TSC 575 HW-TSC 33.6
ONLINE-B 82.7 ONLINE-B 575 ONLINE-B 335
Yishu 82.7 Yishu 574 Yishu 33.4
GPT4-5shot 81.6 ZengHuiMT  54.6 ONLINE-A 28.3
Lan-BridgeMT 81.2 ONLINE-G 539 Lan-BridgeMT 27.3
ONLINE-G 80.9 ONLINE-A 534 IOL_Research 27.2
ONLINE-Y 80.6 GPT4-5shot  53.1 ZengHuiMT 27.0
ONLINE-A 80.3 Lan-BridgeMT  53.1 GPT4-5shot 26.8
ZengHuiMT 79.6 ONLINE-W 525 ONLINE-G 26.6
ONLINE-W 79.3 IOL_Research ~ 52.4 ONLINE-W 26.4
IOL_Research 79.2 ONLINE-Y 523 ONLINE-Y 25.0
ONLINE-M 71.1 ONLINE-M 497 ONLINE-M 235
NLLB_MBR_BLEU 76.8 ANVITA  47.1 ANVITA 21.8
ANVITA 76.6 NLLB_Greedy  46.1 NLLB_Greedy 20.5
NLLB_Greedy 76.4 NLLB_MBR_BLEU  45.8 NLLB_MBR_BLEU 19.8

Table 25: Scores for the zh—en translation task: chrF (nrefs:1lcase:mixedleff:yesinc:6lnw:Olspace:nolversion:2.2.1), BLEU
(nrefs:1lcase:mixedleff:noltok: 13alsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).

System  COMET System  chrF System  BLEU
ONLINE-B 88.1 HW-TSC  53.8 HW-TSC 58.6
Yishu 88.1 Yishu  53.0 ONLINE-A 58.5
HW-TSC 87.3 ONLINE-B 529 Yishu 57.6
GPT4-5shot 87.1 ONLINE-A 528 ONLINE-B 57.5
ONLINE-W 86.8 IOL_Research 51.9 IOL_Research 56.9
Lan-BridgeMT 86.6 ONLINE-M  50.6 ONLINE-M 54.9
ONLINE-Y 86.5 ONLINE-Y 498 ONLINE-Y 542
ONLINE-A 86.2 ONLINE-G 494 ONLINE-G 54.1
IOL_Research 85.3 ONLINE-W 473 ZengHuiMT 52.9
ZengHuiMT 843 ZengHuiMT  47.0 ONLINE-W 52.1
ONLINE-M 84.2 Lan-BridgeMT  46.8 Lan-BridgeMT 50.2
ONLINE-G 83.8 GPT4-5shot  46.5 GPT4-5shot 49.6
NLLB_Greedy 75.7 ANVITA 369 ANVITA 38.9
ANVITA 75.6 NLLB_Greedy  26.3 NLLB_Greedy 27.4
NLLB_MBR_BLEU 71.5 NLLB_MBR_BLEU  21.1 NLLB_MBR_BLEU 19.1

Table 26: Scores for the en—zh translation task: chrF (nrefs:1lcase:mixedleff:yesinc:6lnw:Olspace:nolversion:2.2.1), BLEU
(nrefs: 1lcase:mixedleff:noltok:zhlsmooth:explversion:2.2.1), COMET (Unbabel/wmt22-comet-da).
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G Head to head comparisons

Following tables show differences in average human scores for each language pair. The numbers in each
of the tables’ cells indicate the difference in average human scores for the system in that column and the
system in that row.

Because there were so many systems and data conditions the significance of each pairwise comparison
needs to be quantified. We applied Wilcoxon rank-sum test to measure the likelihood that such differences
could occur simply by chance. In the following tables % indicates statistical significance at p < 0.05,
T indicates statistical significance at p < 0.01, and I indicates statistical significance at p < 0.001,
according to Wilcoxon rank-sum test.

Each table contains final rows showing the average score achieved by that system and the rank range
according to Wilcoxon rank-sum test (p < 0.05). Gray lines separate clusters based on non-overlapping
rank ranges.

Czech— Ukrainian
5 =2
E & =
$ 2 S o g
= 2 g/ & . £ 5 <|9 = 5 3 @ | ¢
m 7 = m 3 = s Sa) 53] 53] Z = = O
z © s5|& 2 Z 8 &|& 2 2 & 2 | =
= — — =) — 1
Z £ E Z 5 5 e Z Z Z =) £ 3 3
o O T o O O O o o o = A Z Z
ONLINE-B | — 0.1 04 | 09% 13f 1.8f 24+ 3.1x | 41% 50f 50f  6.2f 6.7f | 7.0f
GPT4-5shot | -0.1  — 04 | 08f 12t 1.8% 23t 3.1%f | 41% 49% 49f  62% 6.7f | 69%
Human-refA | -04 -04 — | 05f 09f 14f 19t 27f | 3.7f 46f 46f  58% 631 | 6.6f
ONLINEW | 09 -08 -05 | — 04 09 1.5 22 | 32f 41f 41 53% 581 | 6.1%
CUNIGA | -13  -12  -09 | -04 — 0.6 1.1 1.8 | 29t 37f 37t 50%f 55f | 5.7%
CUNI-Transformer | -18 -18 -14 | 09 06 — 0.5 13 | 23t 3.1f 32f  44f 491 | s5.1f
GTCOM_DLUT | 24 23 -19 | -15 -11 05 — 08 | 1.8f 26f 26f 39% 441 | 46t
ONLINE-A | 31 31 27 | 22 -18 -13 -08 — | 1.0f 19t 19f 3.1% 3.6 | 3.9%
ONLINEG | -41 -41 -37 | -32 29 23 -18 -10 | — 0.8 09  21x  26f | 2.8f
ONLINE-Y | 50 -49 46 | 41 37 31 26 -19 | -08 — 0.0 1.3 1.8 2.0t
MUNINLP | -50 -49 46 | 41 37 32 26 -19 | 09 -00 — 12 1.7 2.0%
Lan-BridgeMT | 62 62 -58 | -53 -50 -44 39 31 | 221 -13 -12 — 0.5 0.7%
NLLB_MBR_BLEU | -67 -67 63 | -58 55 -49 44 36 | 26 -18 -17 05 — 0.2%
NLLB_Greedy | -7.0 -69 -66 | 61 -57 -51 -46 -39 | 28 20 -20  -0.7 0.2 —
score | 837 83.6 832 | 828 824 818 813 806 | 795 787 187 714 769 | 76.7
rank | 13 13 13 | 48 48 48 48 48 | 911 913 913  10-13 1013 14

Table 27: Head to head comparison for Czech— Ukrainian systems
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German— English
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GPT4-5shot — 04 0.8 12+ 15t 23t  26% 38t  50% | 85%  103f  107f 115§  124%
Human-refA | -0.4 — 04  08x  Llx 19t 22f 34% 46f | 81f  99f  103f IL1f  120%
ONLINE-A | -08  -04 — 04 0.7 1.6 19t  30f 42 | 77 9.6% 99f  108f 1174
ONLINEB | -12  -08  -04 — 03 1.1 14« 26%  38f | 73%  92f 95f  103f  112f
ONLINEW | -15  -L1 07 03 — 08 LI« 23f 35§ | 70f 8.9% 92f 100§  109%
ONLINEY | 23  -19  -16  -L1 0.8 — 03  15f 27t | 62f 8.0% 8.4% 92f  10.1%
ONLINEG | 26 22 -19  -14 -1l 0.3 —  12f 24 59f  77% 8.1% 8.9% 9.8%
GTCOM_DLUT | -38 34 30 26 23 -5 -12  — 12 47f 661 69% 7.8% 8.6%
ONLINEM | -50  -46 42 38 35 27 24 12  — 358 53f  57% 6.5% 7.4%
LanguageX | -8.5  -8.1 77 3 70 62 59 47 35 — 1.9 221 3.0% 3.9%
Lan-BridgeMT | -103 99 96 92 89 80 77 66 53 19 — 03 1.2% 2.1
NLLB_MBR_BLEU | -107 -103 99 95 92 84 81 69 -57 22 03 — 038 17
AIRC | -115  -1L.1  -108 -103 -100 92 89 78 65 3.0 12 08 — 0.9
NLLB_Greedy | -124  -120  -117  -112  -109 -10.1 98 86 74 | -39 2.1 17 0.9 —
score 03 899 896 891 888 880 8.7 865 853 | 818 80.0 79.6 78.8 77.9
rank | 13 13 1-5 36 36 47 6-8 89 79 | 1011 10-13  11-14 1214 11-14
Table 28: Head to head comparison for German— English systems
English— Czech
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Human-refA — | 13 | 36f 50t 513 60f 66f 68t 70f 80f  86f  97f  102f  104f  104f | 113%
ONLINEW | -13 | — | 23f 37% 38f 47% 53f 55f 57 67¢ 73t  84f  89% 9.1% 9.1f | 100%
GPT4-Sshot | -3.6 23 — 14 15t 25+« 30  32f 34t 44t 51 61f  66f 6.8% 6.8% 774
CUNI-GA | -5.0 37 | 14— 00f 10f 15« 18t 20f 30f 3.6f 47¢  S1i 531 541 631
ONLINE-A | -5.1 38 | 15 00 @ — 1.0 15 17 19 29% 361 47t 5.1f 53f SAx 631
CUNI-DocTransformer | -6.0 47 | 25 10 -0 — 05 07f 09 1.9t  26f 37f  41f  43%  44f 531
ONLINEB | -6.6 53 | 30 15 <15 -05 —02f 04x 14%  21%  32f 3.6 3.8% 3.9% 481
NLLB_MBR_BLEU | -68 55 | 32 18 <17 07 02 @ — 02 12 1.9 3.0 34 3.6% 37 451
GTCOM_DLUT | -7.0 57 | 34 20 <19 09 04 02  — 1.0 17f 28t 32% 341 35 431
CUNI-Transformer | -8.0 67 | 44 30 29 <19 14 12 -10 — 0.7% 17 224 24% 24 33%
NLLB_Greedy | -8.6 73 | 51 36 36 26 21 19 17 07 — 1.1 15 1.7% 18 274
ONLINE-M | -97 84 | 61 47 47 37 32 30 28 17 -l1 — 04 0.6 0.7 1.6%
ONLINEG | -102 | 89 | 66 51 51 41 36 34 32 22 -5  -04 — 02 03 L1t
ONLINE-Y | -104 | 91 | 68 53 53 43 38 36 34 24 -17 06  -02 — 0.1 1.0%
Lan-BridgeMT | -104 | -9.1 68 .54 .54 44 39 37 35 24 -8 07 03 0.1 — 0.9%
LanguageX | -113 | -100 | 77 -63 -63 -53 48 45 43  -33 27 -6 -l 1.0 09 | —
score | 854 | 841 | 818 804 803 794 788 786 784 714 768 7157 752 75.0 75.0 74.1
rank 1 2 35 34 58 58 47 814 611 812 10-14 914 1015 1315 815 16

Table 29: Head to head comparison for English—Czech systems

37



English— German
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GPT4-5shot | — 0.1 0.7 0.8 1.0t 1.3 231 341 | 50f | 63f | 121% 132f | 154%
ONLINE-B | -0.1 — 0.6 07  08x 12 22 331 | 48f | 62f | 120t 13.1f | 152%
ONLINE-W | -07  -06 —  02%x  03% 0.6 1.6t 27t | 43% | 56f | 1151 125 | 147t
ONLINE-A | 08 -07  -02 — 0.1 0.5 141 261 | 41f | 55f | 1131 1241 | 145%
ONLINE-Y | -10 -08 -03  -0.1 — 0.3 13t 25% | 40f | 53% | 112 1231 | 144%
Human-refA | -13  -12  -06 05 -03 — 10f  2.1% | 3.7f | 50f | 108% 1191 | 14.1%
ONLINEM | -23 22  -16 -14  -13  -10 — 1.1 27t | 40f | 99t  109f | 13.1%
ONLINEG | -34 -33 27 26 25 -21 -1.1 — 1.5¢ | 29 | 87f 98 | 11.9%
Lan-BridgeMT | -50  -48  -43 -4l 40 37 | 27 <15 | — | 14k | 72f 8.3f | 10.4%
LanguageX -6.3 -6.2 -5.6 -5.5 -5.3 -5.0 ‘ -4.0 29 ‘ -1.4 ‘ — ‘ 5.8% 6.9% ‘ 9.1%
NLLB_MBR_BLEU | -12.1  -120 -11.5 -11.3 -112 -108 | 99 87 | -72 | -5.8 — 1.1 3.21%
NLLB_Greedy | -132 -13.1 -125 -124 -123  -119 | -109 -98 | 83 | -69 | -L1 — 2.2%
AIRC | -154  -152  -147 -145 -144 -141 | -13.1  -119 | -104 | 9.1 | -32 22 | —
score | 89.0 888 883 881 880 877 | 8.7 855 | 840 | 87 | 768 757 73.6
rank | 1-5 1-5 1-4 2-6 4-6 1-6 7-8 7-8 9 10 | 11-12  11-12 13

Table 30: Head to head comparison for English—German systems
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English— Japanese
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Human-refA — 1.2f 1.9 21 22%  23f | 41f  45f  46f  55% | 76% 8.1% 99f  1L1F  1LIf | 162f | 194%
GPT4-5shot | -1 — 0.7 0.9 1.0 L1 29« 33t 34f 431 | 64f 6.9% 8.8% 99f 100 | 150% | 183%
ONLINE-B | -19 -0.7 — 02 03 04% | 23%  27f  27f 361 | 57% 6.2% 8.1% 931 93f | 1431 | 17.6%
ONLINE-Y | -2.1 09 02 — 0.1 02 208 24f  25%  34f | 55% 6.0% 7.8% 9.0% 9.0f | 1413 | 173%
SKIM | 22  -10  -03 -0.1 — 0.0% | 19%  23f  24Ff  33f | 54% 5.9% 7.7% 8.9% 89t | 139t | 17.2%
ONLINEW | 23 -LI 04 02 -0l — 18t 22t 23f  32f | 53%f 5.8% 7.6% 8.8% 88% | 138f | 17.1%
LanguageX | -4.1 29 23 20 <19 -18 — 04 05 14 35% 4.0% 5.8% 7.0% 70f | 120% | 153%
ONLINE-A | -45 33 2.7 24 23 22 04 — 0.0 1.0 314 35% 5.4% 6.6% 6.6f | 1163 | 14.9%
NAISTNICT | -46  -34 27 2.5 24 23 -0.5 0.0 — 09 3.0% 35% 5.4% 6.5% 6.6f | 1161 | 149%
Lan-BridgeMT | -5.5 -4.3 36 34 33 32 -4 10 09 — 211 2.6% 45% 5.6% 56f | 107% | 14.0%
ANVITA | -7.6 64 57 5.5 54 53 -3.5 -3.1 30 -2l — 05 23% 3.5% 3.5% 85 | 11.8%
ONLINEM | -8.1 69 62 60 59 58 40 35 35 2.6 -0.5 — 1.9% 3.0% 314 8.1% | 114%
KYB | 99  -88 81 7.8 17 16 58 54 54 4S5 23 -1.9 — 12 12 6.2% 9.5%
AIRC | -1L1 99 93 90 -89 838 70 66 65 5.6 -3.5 3.0 -1.2 — 0.0 5.0% 8.3%
ONLINE-G | -l1L1  -100 93 90 -89 838 70 66 66 56 3.5 3.1 -1.2 -0.0 — 5.0% 8.3%
NLLB Greedy | -162  -150  -143  -141  -139 138 | -120 -116 -l116 -107 | -85 81 | 62 -5.0 S0 | — | 33t
NLLB_MBR BLEU | -194  -183  -176  -173  -172 171 | -153  -149  -149  -140 | -118  -l114 | 95 8.3 83 | 33 | —
score | 807 795 788 786 785 784 | 766 762 761 752 73.1 72.6 70.8 69.6 69.6 64.5 61.3
rank 12 2:6 1-5 2-6 25 4-6 710 7-10  7-10  7-10 | 11412 1112 | 13-15 13-15 13-15 16 17

Table 31: Head to head comparison for English—Japanese systems
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English— Chinese
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Yishu — 0.0 0.1 0.2% 03 07  08x  20x | 23% 25F | 36  40f  50f | 17.7% | 1793 | 250%
Human-refA | -0.0 — 00 01f 03 07  08x 19t | 23%  25% | 36% 39t 50f | 17.7f | 178f | 25.0%
GPT4-5shot | -0.1 0.0 — 0.1 03 0.6 0.7 19« | 23%  24f | 35% 39t 50f | 17.6f | 17.8f | 24.9%
Lan-BridgeMT | -02  -0.1 -0.1 — 02 05 0.6 1.8 22t 231 | 34% 38f 49 | 175f | 17.7f | 248%
ONLINEB | 03 03  -03  -02 — 03 04t L6t | 20f 22§ | 32% 361 47f | 173f | 175§ | 247%
HW-TSC | 07 07 06  -05 03 — 0.1 13 L7f  18f | 29% 33f 44 | 170f | 172f | 243%
ONLINEW | 08  -08 -07 06 04  -01 — 12 L6t 17 | 28% 328 43f | 169% | 17.1%f | 242%
ONLINEY | -20  -19 -9 18 .16  -13  -12 — 04% 05t L6f  20% 31f | 157% | 159t | 23.0%
IOL Research | -23 23 23 22 20 -17 -6  -04 — 02 121 L6t 27f | 1533 | 155% | 22.7%
ONLINE-A | -25 25 24 23 22 -8 -17 05 0.2 — L1x L5« 25% | 152 | 154 | 225%
LanguageX | -36  -36 35 34 32 29 28  -16 | -12 LI — 04 L5 1413 | 1433 | 214%
ONLINEM | 40 -39 -39 38 36 33 32 20 | -16  -15 0.4 — L1 137¢ | 1393 | 21.0%
ONLINEG | -50  -50 50 -49 47 44 43 31 27 25 -5 -1.1 — 1267 | 12.8% | 20.0%
ANVITA | -17.7  -177 176  -17.5  -17.3  -170  -169  -157 | -153  -152 | -l141  -137  -126 | — 02f 73%
NLLB Greedy | -179  -178  -17.8  -17.7  -175  -172  -171  -159 | -155  -154 | -143  -139  -128 | -02 | — | 71i
NLLB_MBR BLEU | -250 ~ -250  -249 248 247 243 242 230 | 227 225 | 214 210 200 | -73 | -71 | —
score | 822 821 821 820 818 815 814 802 | 798 797 | 786 78.2 77.1 64.5 64.3 57.2

rank 1-5 1-5 1-7 3-8 1-6 1-8 4-8 5-8 9-10 910 | 11413 11-13  11-13 14 15 16

Table 32: Head to head comparison for English—Chinese systems
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Japanese— English
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GPT4-Sshot | — | 07  09%  1.8% 19  21f  25f  29f 44 | 48t 551  65%  67% 84F  89% | 124f | 146%  152f
SKIM -0.7 — 0.21 1.0% 1.2 137 1.7 2.2% 3.61 4.1% 4.7% 5.8% 591 7.7% 8.1% 11.6% 13.8% 14.5%
Human-refA | -0.9 02 — 0.9 1.0 1.1 15 20 35% | 39f  45% 5.6% 571 758 79t | 114t | 137%  143%
ONLINEY | -18 | -1.0  -09 — 0.1 03 0.7 1.1 26t | 3% 37F  47f 49t | 66t  7.1f | 106f | 128f  134%
ONLINEB | -19 | -12  -10  -01 — 02 0.6 1.0 25t | 29t 36%  46f 48t | 65t 70f | 105f | 127f  133%
ONLINEA | -2.1 13 -l 03 02 — 0.4 0.8 23 28t 34f 44 46t | 63t  68f | 103f | 125f  132%
ONLINEW | 25 | -17 -15 07 06  -04 — 04 19t | 24t  30f 40t  42f | 60f  64% 99t | 1211  12.8%
NAISENICT | 29 | 22 20 -1  -10 08  -04 — 15t | 20f 26t  36f  38f | 55f 60t 95t | 117%  123%
GTCOM_DLUT | -44 | 36 35 26 25 23 -19  -15 — 0.5% L1t 21f 23t | 40f 45t 801 | 102t  109%
Lan-BridgeMT -4.8 -4.1 -39 =31 -2.9 -2.8 2.4 -2.0 -0.5 — 0.6 1.7 1.8 3.61 4.0% 7.5% 9.7% 10.4%
ANVITA -55 -4.7 -4.5 -3.7 -3.6 -3.4 -3.0 -2.6 -1.1 -0.6 — 1.1 1.2 3.0% 3.4% 6.9% 9.1% 9.8%
ONLINE-G -6.5 -5.8 -5.6 -4.7 -4.6 -4.4 -4.0 -3.6 -2.1 -1.7 -1.1 — 0.2 1.9% 2.4% 59% 8.1% 8.7%
LanguageX | 67 | -59 57 49 48 46 42 38 23 18 12 02 — 18t 22% 57t | 79t 86f
ONLINE-M -8.4 -7.7 -71.5 -6.6 -6.5 -6.3 -6.0 -5.5 -4.0 -3.6 -3.0 -1.9 -1.8 — 0.5 4.0% 6.2% 6.8%
KYB -8.9 -8.1 -7.9 -7.1 -7.0 -6.8 -6.4 -6.0 -4.5 -4.0 34 2.4 2.2 -0.5 — 3.5% 57% 6.4%
AIRC | -124 | -116 -l14 -106 -10.5 -103 99 95 80 | -75  -69 59 57 | 40 35 | — | 22t 29t
NLLB_MBR BLEU | -146 | -138 -137 -128 -127  -125 -121  -11.7  -102 9.7 9.1 -8.1 7.9 6.2 5.7 22 — 0.6
NLLB_Greedy -15.2 -14.5 -14.3 -13.4 -13.3 -13.2 -12.8 -12.3 -10.9 -10.4 -9.8 -8.7 -8.6 -6.8 -6.4 -2.9 -0.6 —
score 81.3 80.6 80.4 79.5 79.4 79.2 78.8 78.4 76.9 76.4 75.8 74.8 74.6 729 724 68.9 66.7 66.1
rank 1 2-4 3-8 3-8 2-8 39 2-8 3-8 89 10-13 10-13 10-13 10-13 14-15 14-15 16 17-18 17-18

Table 33: Head to head comparison for Japanese—English systems
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Chinese—English
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Lan-BridgeMT — 1.9 261  27f  29%  31f 32f 38t 5.1% 5.2% 5.6% 6.0% 6.7% 6.8% 8.9% 10.3%
GPT4-5shot -1.9 — 06t 08f 10f LIt 12f 19t  3.1%f 3.3% 3.7% 4.1% 4.7% 4.9% 6.9% 8.31
Yishu 2.6 0.6 — 0.2 0.3% 0.5 0.6 1.3 2.5 2.6% 3.1% 3.5% 4.1% 4.3% 6.3% 7.7%
ONLINE-W 2.7 0.8 0.2 — 0.2% 0.4 0.5 1.1 2.3% 2.5% 2.9% 331 4.0% 4.1% 6.2% 7.6%
ONLINE-G 2.9 -1.0 0.3 0.2 — 0.2 0.3 0.9 22 2.3% 2.8 3.1% 3.8% 3.9% 6.0% 7.4%
ONLINE-B 31 1.1 0.5 0.4 0.2 — 0.1t 0.8 2.0% 2.1% 2.6% 3.0% 3.6% 3.8% 5.8% 7.2%
ONLINE-Y 32 1.2 0.6 0.5 03 0.1 — 0.7 1.9 2.0t 2.5% 29% 3.5% 3.7% 5.7% 7.1%
HW-TSC 3.8 -1.9 -1.3 1.1 0.9 0.8 0.7 — 1.2% 1.4% 1.8% 22% 2.8% 3.0% 5.0% 6.5%
ONLINE-A 5.1 31 2.5 23 22 2.0 -1.9 12 — 0.1% 0.6 1.04 1.6% 1.8% 3.8% 5.2%
IOL_Research 5.2 33 2.6 2.5 23 2.1 2.0 -1.4 0.1 — 0.4 0.8t 1.5% 1.6% 3.7% 5.1%
LanguageX 5.6 37 31 2.9 2.8 2.6 2.5 -1.8 0.6 0.4 — 0.4t 1.0% 1.2% 321 4.6%
ONLINE-M -6.0 4.1 35 33 31 3.0 2.9 22 -1.0 0.8 0.4 — 0.6t 0.8 2.8% 43+
NLLB_MBR_BLEU -6.7 47 4.1 -4.0 3.8 3.6 35 2.8 -1.6 -1.5 -1.0 -0.6 — 0.2 22 3.6
Human-refA -6.8 4.9 43 4.1 3.9 3.8 3.7 3.0 -1.8 -1.6 -12 0.8 0.2 — 2.0% 3.4
NLLB_Greedy -8.9 6.9 6.3 6.2 -6.0 5.8 5.7 -5.0 3.8 37 32 2.8 22 2.0 — 1.4
ANVITA | -103  -83 17 1.6 1.4 1.2 7.1 -6.5 52 5.1 -4.6 4.3 3.6 3.4 1.4 —
score 829 809 | 803 8.2 8.0 798 797  79.1 778 77.7 772 76.9 76.2 76.1 74.0 72.6
rank 12 1-2 3-8 37 5-10 37 4-9 3-8 6-10  10-11  8-11 12-13  13-16  12-15  14-16  13-16

Table 34: Head to head comparison for Chinese—English systems
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Abstract

We present an overview of the Biomedical
Translation Task that was part of the Eighth
Conference on Machine Translation (WMT23).
The aim of the task was the automatic transla-
tion of biomedical abstracts from the PubMed
database. It included twelve language direc-
tions, namely, French, Spanish, Portuguese,
Italian, German, and Russian, from and into
English. We received submissions from 18 sys-
tems and for all the test sets that we released.
Our comparison system was based on Chat-
GPT 3.5 and performed very well in compari-
son to many of the submissions.

1 Introduction

We describe the eighth edition of the Biomedical
Translation Task' that was part of the Eighth Con-
ference on Machine Translation (WMT23). Similar
to previous years, we released multiple test sets
based on biomedical abstracts that we retrieved
from the PubMed database.”

*The contribution of the authors are the following: MN
prepared the MEDLINE test sets, performed test set valida-
tion, manual validation, and organized the shared task; AJY
performed test set validation, manual validation, the automatic
evaluation and co-organized the shared task; AN compiled
information on participants’ methods, performed test sets vali-
dation, manual validation and annotations of chatGPT outputs
on the en2fr test set; RB, GMDN, RR, PT, FV, MVN, LY, DW
performed test set validation and/or manual validation; and CG
used OpenAl API to create the ChatGPT 3.5 point of compar-
ison; All authors approved the final version of the manuscript.
E-mail for contact: mariana.lara-neves@bfr.bund.de

lh’ctp: //www2.statmt.org/wmt23/
biomedical-translation-task.html
2h'ctps ://pubmed.ncbi.nlm.nih.gov/
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We addressed six languages pairs, namely Ger-
man (de), Spanish (es), French (fr), Italian (it),
Russian (ru), and Portuguese (pt), from and into
English, as following:

German into English (de2en) and English into
German (en2de);

Spanish into English (es2en) and English into
Spanish (en2es);

French into English (fr2en) and English into
French (en2fr);

Italian into English (it2en) and English into
Italian (en2it);

Russian into English (ru2en) and English into
Russian (en2ru);

Portuguese into English (pt2en) and English
into Portuguese (en2pt).

Different from the previous editions of the
shared task, we did not release test sets for Chinese—
English or English—Chinese. Novel this year is that
we relied on ChatGPT 3.5 to create a performance
point of comparison (cf. Section 3), instead of our
baseline systems from the previous years.

2 Test sets

We created the test sets following a similar pro-
cedure to previous years. We downloaded the set
composed of daily update files from Pubmed? on

3https://ftp.ncbi.nlm.nih.gov/pubmed/
updatefiles/

Proceedings of the Eighth Conference on Machine Translation (WMT), pages 43-54
December 67, 2023. ©2023 Association for Computational Linguistics



April 26, 2023 and searched for articles that con-
tained abstracts in both English and one of the six
languages that we consider. We then randomly
selected 100 bilingual abstracts for each of the lan-
guage pairs.

For all language pairs, we split the sentences of
the abstracts using SciSpacy (Neumann et al., 2019)
and aligned them with the Geometric Mapping and
Alignment (GMA) tool.* Native speakers of the
languages manually checked the alignment quality
in the Appraise tool (Federmann, 2018). In this
evaluation, we classified the automatically aligned
sentences into five categories:

1. “OK”: both sentences contain the same infor-
mation;

“Source>Target”: the source sentence con-
tains more information than the target one;

“Target>Source”. the target sentence contains
more information than the source one;

“Overlap”: both source and target sentences
have information not contained in the other
one;

“No Alignment”: the sentences refer to com-
pletely different contents, or one of hem is
missing.

We present the results in Table 1. The highest
alignment rates, i.e. the “OK” ones, were for Por-
tuguese (at least 90%, both en2pt and pt2en), and
the lowest ones for Russian (only 52% for en2ru).
For the latter, we notice that the biggest difference
with respect to the other language pairs is that many
sentence pairs are not aligned, i.e. the “No Align-
ment” ones. The percentages for “Source>Target”,
“Target>Source”, and “Overlap” are similar to the
other language pairs. An analysis of these errors
shows that they are due both to the sentence split-
ting and the alignment tool.

We released our test sets in two submission sys-
tems: (i) our Google form as announced on our
shared task’s web site; (ii) in OCELO0T, both in the
General and in the Biomedical test sets.

3 Comparison system - ChatGPT 3.5

Instead of providing a baseline this year, we choose
to provide translations from the ChatGPT 3.5

*https://nlp.cs.nyu.edu/GMA/
5https://ocelot—wmt23.mteva1.org/
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model through the OpenAl API. We refer to Chat-
GPT as a comparison system rather than a baseline,
as it does not satisfy the usual criterion for a base-
line as being a transparent, well-understood and re-
producible model that provides a good (generally)
lower bound against which to compare systems.
Notably, the model is closed-sourced and trained
on huge amounts of data, of which the details are
not openly known.

ChatGPT 4 excels at many tasks (Chen et al.,
2023; Jahan et al., 2023), including translation.
Researchers from Tencent identified in a limited
early evaluation done before the API was availa-
ble ChatGPT 4 as a good translator (Jiao et al.,
2023). Please note that we abstained from using the
stronger ChatGPT 4 and used instead the faster but
expectedly weaker ChatGPT 3.5. More precisely
we used the model snapshot “gpt-3.5-turbo-0613”,
computed on June 13th 2023 but with the training
data “up to Sept 2021”6, This reduces the risk of
data contamination with respect to the abstracts
used in our test sets, which were published in 2023.

The ChatGPT variants are large and trained on
large quantities of data, but are generalist systems.
Ideally, systems dedicated to translation or special-
ized in biomedical translation would be able to
outperform them, or at least outperform the faster
lower-quality version that we proposed here as a
point of comparison. Otherwise, there are fewer
reasons remaining for developing and using an al-
ternative machine translation (MT) system: data
privacy, self-hosting, usage in low-resources, non-
connected systems.

We used the following prompt to perform the
translations and to keep ChatGPT from produc-
ing any comments beyond the translation text it-
self: “You are a helpful assistant specialised in
biomedical translation. You will be provided
with a sentence in {src}, and your task is to trans-
late it into {trg}.” where {src} was the source lan-
guage and {trg} was the target language (e.g. src =
Italian and trg = English).

Using ChatGPT through the API proved to be
more challenging than expected and seemed to act
as a stress test for the API servers or for the cloud-
fare content distribution network proxy they use.
For example we hit various intentional limitations,
such as a rate limit of 90,000 tokens per minute.
We then faced multiple other errors: read time out

6https://platform.openai.com/docs/models/
gpt-3-5



Language OK Source>Target Target>Source Overlap No Align. Total
de2en 352 (82.2%) 20 (4.7%) 12 (2.8%) 9(2.1%) 35 (8.2%) 428
en2de 471 (87.7%) 28 (5.2%) 9(1.7%) 11 (2.0%) 18 (3.4%) 537
es2en 412 (89.5%) 16 (3.5%) 11 (2.4%) - 21 (4.6%) 460
en2es 388 (88.4%) 21 (4.8%) 15(34%)  6(1.4%) 9(2.0%) 439
fr2en 215 (85.3%) 17 (6.7%) 10 (4.0%) 7 (2.8%) 3(1.2%) 252
en2fr 432 (83.7%) 78 (15.1%) 4 (0.8%) - 2 (0.4%) 516
it2en 310 (73.4%) 46 (10.9%) 23(5.5%) 6 (1.4%) 37(88%) 422
en2it 298 (67.0%) 33 (7.4%) 29 (6.5%) 12(2.7%) 73 (16.4%) 445
pt2en 385 (93.7%) 6 (1.4%) 7 (1.7%) 9(2.2%) 4 (1.0%) 411
en2pt 450 (90.6%) 21 (4.2%) 12 (2.4%) 9 (1.8%) 5(1.0%) 497
ru2en 233 (70.0%) 30 (9.0%) 16 (4.8%) 10(3.0%) 44 (13.2%) 333
en2ru 221 (52.9%) 44 (10.5%) 23(5.5%) 18(43%) 112(268%) 418

Table 1: Statistics (number of sentences and percentages) of the automatic alignment quality of the MEDLINE test

sets.

in the object “HTTPSConnectionPool” with host
api.openai.com, HTTP 502 (bad gateway), and “in-
ternal error”. After writing our API calling code
in an idempotent way, we were able to interrupt it
whenever it was stuck and restart it whenever we
stopped it or it stopped with an error. To this end,
the script would skip over the existing translations
and proceed with sending for translation, one by
one, the rest of the entries not yet translated.

The overall experience remained positive, as
building the ChatGPT 3.5 translations involved
674,470 tokens, resulting in a total API cost of only
1.15 USD. However, we have no information on
the CO, impact of the computation, which should
include the impact of inference for translations as
well as a fraction of the impact of training the Chat-
GPT 3.5 model. Writing the scripts and executing
them took less than three days. The execution itself
was fast; as we reported here, at times we exceeded
the API limit of 90,000 tokens per minute.

4 Teams and systems

After the release of the test sets, the teams had
around two weeks to process the data and submit
their translations. We collected submissions from
the two systems (our Google form and OCELoT)
belonging to 18 teams (or systems), as listed in
Table 2. We allowed up to three runs for each
team and language pair. From all submissions,
we skipped only one translation from one team,
namely the one for fr2en from UPCite-CLILLF,
since it was in French (instead of English).

This year, the Google submission form also in-
cluded questions on material and methods used by
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participants. The questions were identical to those
used in 2022. The response rate was lower than in
previous years (2020-2022) when the questionnaire
was operated separately from the submission sys-
tem and teams were asked to complete the survey
after submission. In Ocelot submissions, partici-
pants were asked to submit a narrative description
of their method. None of the teams reported the
COs impact of their participation in the task.

Many teams approached the task with
transformer-based neural MT (NMT), relying on
existing implementations. The use of prompting
autoregressive models was also introduced this
year. Table 3 presents details of the teams’
methods.

5 Automatic evaluation

We present BLEU scores (Papineni et al., 2002) for
the automatic evaluation in Tables 4 and 5. This in-
cludes translations received from both submission
systems (Google Form and OCELoT).

For both en2de and de2en test sets, the submis-
sions from HuaweiTSC, ZengHuiMT, GPT4-5shot,
and PROMT teams obtained higher scores than
our comparison system (ChatGPT) according to
BLEU. The BLEU scores of the Lan-BridgeMT
submissions (which use GPT3 and GPT4) came
very close to those of ChatGPT for most language
pairs, e.g., en2es, en2it, and were sometimes higher,
e.g., fr2en, it2en, and ru2en. Most of the ONLINE
system submissions also got higher BLEU scores
than ChatGPT. However, it is worth bearing in
mind the possibility that the ONLINE systems had
previously seen our test sets in the large data on



Team ID Institution Biom. task  Publication

AIRC Artificial Intelligence Research Center, Japan - (Rikters and Miwa, 2023)
GPT4-5shot Microsoft - (Hendy et al., 2023)
GTCOM_Peter Global Tone Communication, China - (Zong, 2023)
HuaweiTSC Huawei Translation Service Center Yes (Wu et al., 2023)
Lan-BridgeMT Lan-Bridge Communications, China Yes (Wu and Hu, 2023)
NLLB_Greedy (unknown) - -

NLLB_MBR_BLEU (unknown) - -

NRPU_FIWU Fatima Jinnah Women University, Pakistan Yes (Firdous and Rauf, 2023)
ONLINE-A (unknown) - -

ONLINE-B (unknown) - -

ONLINE-G (unknown) - -

ONLINE-M (unknown) - -

ONLINE-W (unknown) - -

ONLINE-Y (unknown) - -

PROMT PROMT LLC - (Molchanov and Kovalenko, 2023)
UPCite-CLILLF Université Paris Cité, France Yes (Zhu et al., 2023)
ustc_ml_group University of Science and Technology, China Yes

ZengHuiMT LanguageX, China

- (Zeng, 2023)

Table 2: List of the participating teams and systems. The third column indicates the teams that directly participated

on the Biomedical Translation Task.

Team ID Language pair MT method Trained Fine- BT LM
Tuned
AIRC en/de Ensemble of Mega transformer  Yes No Yes Yes
models
GTCOM en/de Transformer model - - - multilingual
models

HuaweiTSC en/de Transformer model - - - -
Lan-BridgeMT en/de, en/es, GPT prompting No No No GPT3, GPT4

en/fr, en/it,

en/pt, en/ru
NRPU_FJWU en/fr Fairseq NMT No Yes No No
PROMT en/ru Marian NMT Yes No - -
UPCite-CLILLF  en/fr MBart-50 No Yes No No
USTC en/fr Fairseq NMT Yes No No No
ZengHuiMT en/de, en/ru many-to-many encoder decoder - - - -

transformer model

Table 3: Overview of methods used by participating teams. Information is self-reported through the Google/Ocelot
submission form for each selected “best run”. BT indicates if backtranslation is used and LM if language models

were used.

which they were trained, or were used by the au-
thors to assist the production of the abstracts used
in the test sets. Although we use the ChatGPT
model based on data prior to 2022, meaning that it
could not be trained on the parallel abstracts used
in the test sets, it is also possible that ChatGPT was
used by authors to produce the abstracts that form
part of the test set.

6 Manual evaluation

We carried out a manual validation of the quality
of the translations for some language pairs using
the “3-way ranking” task in the Appraise tool. It
consists of a pairwise comparison with three text
spans, for example for en2pt: (i) the source text
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in English, (ii) translation A in Portuguese, and
(iii) translation B also in Portuguese. The text is
either a sentence or the whole abstract, i.e., we
carried out the validation for each sentence and
then for the complete abstract.

The evaluator should choose one of the following
four options: (i) A=B, i.e., both translations have
similar quality; (ii) A>B, i.e., translation A is better
than translation B; (iii) A<B, i.e., translation A is
worse than translation B; and (iv) error flag in case
one or both of the translations do not refer to the
same source text.

For the language pairs that we considered, we
randomly selected the abstracts until we had at
least 100 sentences. We restricted the abstracts



Teams Runs en2de  enes en2fr en2it en2pt en2ru

AIRC 0.3443

GPT4-5shot 0.3881 0.3649
HuaweiTSC runl*  *0.4369

HuaweiTSC run2 0.4345

HuaweiTSC run3 0.4422

Lan-BridgeMT 0.3463  0.5098 0.5164 0.4640 0.4832 0.3361
NLLB_Greedy 0.3663 0.3461
NLLB_MBR_BLEU 0.3625 0.3504
ONLINE-A 0.4332 0.4125
ONLINE-B 0.4298 0.4648
ONLINE-G 0.4263 0.3939
ONLINE-M 0.3984 0.3827
ONLINE-W 0.4451 0.4083
ONLINE-Y 0.4075 0.4049
PROMT 0.3872
UPCite-CLILLF 0.2706

ustc_ml_group runl 0.4908

ustc_ml_group run2* *0.4998

ZengHuiMT 0.3883 0.3775
ChatGPT 0.3851  0.5097 0.5318 0.4607 0.5098 0.3513

Table 4: BLEU scores for “OK” aligned test sentences, from English. The submissions without a run number are
the ones that were submitted to OCELoT. Primary runs are marked by *.

Teams Runs de2en  es2en fr2en it2en  pt2en ru2en
AIRC 0.3714

GPT4-5shot 0.4371 0.4774
GTCOM_Peter 0.4212

HuaweiTSC 0.4771

HuaweiTSC runl*  *0.4778

HuaweiTSC run2 0.4776

HuaweiTSC run3 0.4853

Lan-BridgeMT 0.4215 0.5769 0.4323  0.5272 0.5569 0.4750
NLLB_Greedy 0.4040 0.4386
NLLB_MBR_BLEU 0.3992 0.4437
NRPU_FIWU runl* *0.3350

NRPU_FIWU(1) runl 0.3082

NRPU_FIWU run2 0.2202

NRPU_FIWU run3 0.2395

NRPU_FIWU(1) run3 0.3350

ONLINE-A 0.4606 0.5723
ONLINE-B 0.4662 0.4648
ONLINE-G 0.4364 0.5445
ONLINE-M 0.4465 0.4607
ONLINE-W 0.4759 0.4919
ONLINE-Y 0.4075 0.5089
PROMT 0.5156
UPCite-CLILLF

ustc_ml_group runl* *0.4124

ustc_ml_group run2 0.3854

ZengHuiMT 0.4316 0.5256
ChatGPT 0.4360 0.5827 0.4263 0.5067 0.5915 0.4417

Table 5: BLEU scores for “OK” aligned test sentences into English. The submissions without a run number are the
ones that were submitted to OCELoT. Primary runs are marked by *.

to those in which the rate of well aligned (OK)  (iii) translations from systems that directly took
sentences was at least 80%. We considered all pair-  part on the Biomedical Translation Task, and not
wise combinations from the following translations:  only on the General Task (see Table 2).

(i) the reference translation, as originally available

in PubMed, (i) translations from ChatGPT 3.5, and We present the results in Tables 6 and 7. We
compute a significance test (Wilcoxon test) when
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comparing the systems (or reference translation)
and we show in bold and with a star (®) those cases
in which one system (or the reference translation)
was better than the other one.

None of the teams could outperform the refer-
ence translation for all of the language pairs. Fur-
ther, for all language pairs that we checked, the
quality of the translations from ChatGPT was simi-
lar to the reference translation at the sentence level,
i.e., there was no significant difference in the re-
sults. However, on the abstract level, the ChatGPT
translations were found to be better than the refer-
ence translations for some language pairs, namely,
en2ru and fr2en.

For some of the languages (e.g. en2de), the
rankings from the automatic and manual transla-
tions appear consistent. The BLEU score from
the HuaweiTSC team was much higher than
the one from Lan-BrigdeMT (0.43 versus 0.35),
and indeed, the quality of the translations from
HuaweiTSC was better than the ones from Lan-
BrigdeMT. There are however some differences in
rankings. For example the manual rankings do not
correspond exactly to the automatic rankings for
ru2en, fr2en and en2it. Notably, ChatGPT appears
to be penalised by BLEU and does better in the
manual rankings.

6.1 Quality of the translations

We discuss below, for some language pairs, some
of the mistakes that we observed during the manual
validation of the submissions.

en2de Similarly to the last few years, the qual-
ity of the translations into German was very high.
Overall, the individual translations were often sim-
ilar and differed only in nuances, such as the or-
der of the syntactic constituents. Some models
seemed to favour compound nouns more often than
others (e.g., Lammellentrennung vs Trennung der
Lamellen). However, this usually had no impact on
the translation quality. Some systems translated
idioms, such as "window of opportunity", liter-
ally into German. Especially specialist terms were
translated differently by the individual models and
it was rather challenging to judge which of the
translated terms has better quality (see Example 1).

(1) en: The most common surgical fixation op-
tions are cerclages and screws, ...
de;: Die haufigsten chirurgischen Fixierung-
soptionen sind Zerkel und Schrauben, ...
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dey: Die héaufigsten chirurgischen Fix-
ierungsmoglichkeiten sind Zuggurte und
Schrauben, ...

des: Die hiufigsten operativen Fixations-
moglichkeiten sind Cerclagen und Schrauben,

en2es As observed in the last few years, the over-
all quality of the translations into Spanish was very
high. MT systems output was indistinguishable
from human translations in many occasions for
both systems evaluated: ChatGPT and Lan-Bridge.

The reference translation outperformed Lan-
Bridge when evaluating sentences and abstracts.
The reference translation was more consistent in
the abstracts, had a higher fluency in the transla-
tion and a better choice of terminology than Lan-
BridgeMT.

For example, "illness recurrence” was translated
as "recurrencia’ by Lan-Bridge, whereas the ref-
erence translation used a more appropriate term
"recidiva". Another example in the translation of
the term "coronary heart disease", that Lan-Bridge
translates literaly as "enfermedad coronaria”, while
the reference translation uses the medical term "car-
diopatia coronaria".

As mentioned, the reference translation was
more fluent when compared to Lan-Bridge, ofte-
times having a slightly better word order, better con-
cordance subject/verb and using punctuation (com-
mas and full stops) more fluently. Similarly, the
reference translation slightly outperformed Chat-
GPT when comparing abstracts.

However the baseline translation was better than
the reference translation at sentence level, this was
due to a more overall fluent and consistent transla-
tion of abstracts observed in the reference transla-
tion when compared to ChatGPT. It must be noted
that ChatGPT performed very well compared to
the reference translation in most abstracts evalu-
ated manually.

In the following example ChatGPT used the cor-
rect punctuation for numbers above 1,000 in Span-
ish and the reference translation used the incorrect
punctuation and was penalized for this fact.

(2) ChatGPT: Se incluyeron un total de 22,148
pacientes de 40 estudios.
Reference: Se incluy6 un total de 22.148 pa-
cientes de 40 estudios.

When compared against each other, ChatGPT
outperformed Lan-Bridge both at the abstract level



Lang. dir. Pair Abstracts Sentences
Total A>B A=B A<B Total A>B A=B A<B

en2de HuaweiTSC vs. reference 10 0 6 ®4 100 25 57 17
HuaweiTSC vs. Lan-BridgeMT 10 ®7 2 1 100 ® 41 54 5
HuaweiTSC vs. ChatGPT 10 5 3 2 100 ® 29 59 12
reference vs. Lan-BridgeMT 10 6 3 1 100 ® 32 54 3
reference vs. ChatGPT 10 3 6 1 100 18 64 17
Lan-BridgeMT vs. ChatGPT 10 0 3 ®7 100 10 61 ®29
en2es ChatGPT vs. Lan-BridgeMT 13 4 6 3 107 21 71 15
ChatGPT vs. reference 13 3 6 4 107 22 65 20
Lan-BridgeMT vs. reference 13 1 6 6 107 14 69 24
en2fr reference vs. Lan-BridgeMT 10 ®9 0 1 108 ® 80 7 21
reference vs. ChatGPT 10 1 2 108 ® 71 5 32
reference vs. UPCite-CLILLF 10 ®10 0 0 108 ® 107 0 1
reference vs. ustc_ml_group 10 ®9 0 1 108 ® 85 1 21
Lan-BridgeMT vs. ChatGPT 10 1 5 4 108 24 24 ®60
Lan-BridgeMT vs. UPCite-CLILLF 10 ®10 0 0 108 ® 105 3 0
Lan-BridgeMT vs. ustc_ml_group 10 ®8 1 1 108 ® 54 23 31
ChatGPT vs. UPCite-CLILLF 10 ®10 0 0 108 ® 103 3 2
ChatGPT vs. ustc_ml_group 10 ®9 1 0 108 ® 73 14 20
UPCite-CLILLF vs. ustc_ml_group 10 0 0 ®10 108 7 4 ®97
en2it Lan-BridgeMT vs. ChatGPT 15 2 1 ®12 92 16 29 @47
Lan-BridgeMT vs. reference 15 4 1 10 92 25 31 36
ChatGPT vs. reference 15 9 5 92 24 31 37
en2pt reference vs. Lan-BridgeMT 11 ®5 6 0 105 35 45 25
reference vs. ChatGPT 11 4 4 3 105 25 48 32
Lan-BridgeMT vs. ChatGPT 11 1 5 5 105 18 62 25
en2ru reference vs. ChatGPT 13 4 3 6 94 8 60 ®25
reference vs. Lan-BridgeMT 13 5 4 4 94 22 47 25
ChatGPT vs. Lan-BridgeMT 13 7 3 3 94 20 64 10

Table 6: Pairwise manual evaluation results for the MEDLINE abstracts test set (from English). We show in bold
(and with ®) the values which were statistically significant (Wilcoxon test).

Lang. dir. Pair Abstracts Sentences
Total A>B A=B A<B Total A>B A=B A<B
fr2en NRPU_FJWU vs. reference 19 1 0 ®18 108 18 6 ®83
NRPU_FJWU vs. ustc_ml_group 19 1 1 ®17 108 19 11 ®78
NRPU_FJWU vs. ChatGPT 19 0 0 ®19 108 3 8 ®97
NRPU_FJWU vs. Lan-BridgeMT 19 3 3 ®13 108 25 11 ®72
reference vs. ustc_ml_group 19 ®12 4 3 108 47 26 34
reference vs. ChatGPT 19 5 7 7 108 30 26 ®51
reference vs. Lan-BridgeMT 19 ®15 1 3 108  ® 60 19 28
ustc_ml_group vs. ChatGPT 19 0 1 ®18 108 13 39 ®56
ustc_ml_group vs. Lan-BridgeMT 19 9 3 7 108 45 26 37
ChatGPT vs. Lan-BridgeMT 19 ®19 0 0 108  ® 69 30 9
ru2en ChatGPT vs. reference 13 3 6 4 75 20 41 14
ChatGPT vs. Lan-BridgeMT 13 ®7 5 1 5 ®34 37 4
reference vs. Lan-BridgeMT 13 ®9 4 0 75 ®42 27 6

Table 7: Pairwise manual evaluation results for the MEDLINE abstracts test set (into English). We show in bold
(and with ®) the values which were statistically significant (Wilcoxon test).

and at the sentence level. As with the reference  following example with a better usage of wording.
translation, ChatGPT was more fluent, had a better ~ Lan-bridge followed the English source text more
choice of terminology (domain specific terms) and  closely which made the output less idiomatic.

was more consistent overall at abstract level. . .
(3) ChatGPT: 10 redujo los niveles de glucosa en

The ChatGPT translation was more fluent in the sangre, restablecid el peso corporal y mejord
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la sensibilidad a la insulina, asi como la toler-
ancia a la insulina y a la glucosa en ratones
diabéticos.

Lan-bridge: IO redujo los niveles de glu-
cosa en sangre, restablecid el peso corporal y
mejord la sensibilidad a la insulina junto con
la tolerancia a la insulina y la tolerancia a la
glucosa en ratones diabéticos.

While issues are still being observed by the MT
systems evaluated manually this year, these are no
longer major translation issues as in past years. The
issues observed this year for the translations from
English to Spanish were minor issues that affect the
overall final quality, but can be remediated by edit-
ing the MT output to provide better terminology,
specially domain specific, more fluent sentences
and a better overall consistency in the translation
(specially for abstracts).

en2fr Translation quality was somewhat uneven
this year. While some translations were very high
quality and often similar or identical to reference
translations, others exhibited serious issues includ-
ing inserting erroneous information (see Exam-
ple 4) or conveying meaning drastically different
(see Example 5) or opposite to the original sen-
tence (see Example 6). This type of error can have
a severe impact when it results in incorrect medical
information (Example 6) or incorrect description
of a social group (see Example 5).

(4) en: Analysis (...) showed that. ..
fri: L’analyse (...) a montré que. ..
fro: * L’analyse (...) a montré que. .. (Traduit
par Docteur Serge Messier)

(5) en: The criminalization of Black people
fr: La criminalisation des Noirs
fro: * La  criminalisation

personnes blanches

des

(6) en: blood potassium level > 6.5 mmol/L.

fri: taux de potassium sanguin
supérieur a 6,5 mmol/L

fro: * taux sanguin de potassium

inférieur a 6,5 mmol/L

The translation of numerical values was also un-
reliable: example 5 illustrates the adequate trans-
lation of 6.5 mmol/L into 6,5 mmol/L, however in
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another abstract the study population of 52 dogs
was erroneously translated by 54 chiens.

Issues remain with acronym translation where
acronyms are often kept verbatim upon definition
(e.g., developmental disabilities (DD) translated as
troubles du développement (DD) instead of the ref-
erence translation troubles du développement (TD)
although consistency seems improved: acronyms,
albeit erroneous, are often used throughout a text.

The comparison of translations exhibiting dif-
ferent types of issues also remains difficult. In
example 7, although enquéte is a better translation
for survey in the context, translation fr; was pre-
ferred to fry because of the correct translation for
asking about, which was central to the sentence.

(7) en: A survey asking about training
fri: Un sondage demandant des informations
sur la formation
fro: * Une enquéte demandant une formation

Overall, the one-to-one comparisons seemed
quite consistent in ranking the systems and ref-
erence, and suggest that perhaps the most serious
issues identified were concentrated in a few sys-
tems.

In addition to the manual evaluation through ap-
praise, a complementary assessment of ChatGPT
outputs was conducted, with a focus on Acronyms
and Lab Values, which had been studied in our clin-
ical case descriptions last year. We found that over-
all, 39 out of 50 test documents contained acronyms
and only 3 contained lab values. The low frequency
of lab values in the test set suggests that this partic-
ular source of translation difficulty for automatic
system is not present in random scientifc abstracts.
Furthermore, we cannot draw conclusions on the
performance of ChatGPT on lab value translations.
Acronym translations were considered correct when
the ChatGPT translation was identical to the refer-
ence translation or consisted of an attested acronym
use in similar context. Correct acronym transla-
tions (74%) included frequent acronyms such as CI
(confidence interval), OR (odds ratio) or MRI (mag-
netic resonance imaging). In other cases, acronyms
were either untranslated (16%) or erroneous (10%).
These cases included acronyms for terms that were
unfrequent or ad-hoc to the documents - albeit of-
ten a major topic. It should be noted that they were
a source of inconsistent acronym translations in 14
documents - 36% of test documents with acronyms.



fr2en Translation quality was good overall and
sometimes indistinguishable from reference transla-
tions. Aside from a problem with certain words be-
ing dropped at the beginning of translations, some-
times mid-word (quite possibly due to a bug by one
or several of the systems), the errors made were
similar to previous years.

Term and acronym translation (see Example 8)
remained a serious problem and one that was highly
influential in reranking decisions, i.e. more so than
other errors such as those involving grammar, style
or naturalness. In addition to acronym translation
errors, we also observed that acronym placement
was not always coherent (e.g. an acronym not be-
ing defined at the first instance and used consis-
tently afterwards), but in practice this did not influ-
ence reranking decisions because of the presence
of more serious errors.’

(8) fr: La migraine est la maladie neurologique
la plus fréquemment rencontrée. . .
en;: Migraine is the most common neurolog-
ical disorder. . .
eny: *Mimine is the most frequently encoun-
tered neurological disease. . .

The translation of non-domain-specific terms
also posed problem, either those that were am-
biguous in context (Example 9), including pronoun
translation (for example sa/son ‘his/her/its/their’
being translated as its rather than ‘his/their’ or in-
volving some degree of polarity (Example 10). On
a similar note, the omission of words, mainly ad-
jectives and adverbs (e.g. relativement ‘relatively’
and souvent ‘often’) sometimes made the differ-
ence between two translations, as did missing final
punctuation (when no other errors were present).

(9) fr: ...les traitements oraux anciens. . .

en;: ...older oral treatments. ..
eny: *. .. ancient oral treatments. . .

(10) fr: ...un profil d’effets indésirables peu fa-
vorable
en;: ...an unfavorable adverse effect profile
eng: *...a slightly favorable side effect pro-
file.

Finally, as in previous years, not all reference
translations of were entirely faithful to the French

"This could be something to look out for in future years
when evaluating whole abstracts, when the translation quality
allows such fine-grained observations.
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source abstract (paraphrasing, missing or added
information). This resulted in some cases in the ref-
erence translation being ranked below a system out-
put, including imperfect outputs. Caution should
therefore be taken when drawing conclusions about
translation quality concerning humans, since inten-
tional paraphrasing by the authors resulted in good
abstracts but inferior in terms of our manual evalu-
ation criteria. This partly explains why ChatGPT
is “better” than the reference translations for this
language pair.

en2it The quality of the translation was on av-
erage higher than the previous years. Most of the
sentences compared was almost identical and flu-
ent in terms of the quality of language. From a
terminological viewpoint, it is possible to identify
some inaccuracies in the choice of translating terms
in the target language. For example, in fumour re-
currence, the correct translation of recurrence is
recidiva instead of ricorrenza.

Another frequent mistake, which is also a fre-
quent mistake for language learners, is the trans-
lation of hair in sentences like “hair cortisol con-
centration (HCC) in healthy and ill cows”. In these
cases, hair must be considered as the hair of an-
imals of body parts, therefore peli, and not scalp
hair, in Italian capelli.

In some cases, there were better choices made by
the reference system. For example, in the case of
the phrase “[the author] is an initiate into the topic”,
ChatGPT used iniziato to translate initiate while a
better equivalent would be in this case novizio as
proposed by the reference system.

Finally, from a syntactic point of view, the re-
sults were very similar and only in a few cases we
could find a construction that sounded odd or not
easy to read. For example, the sentence ‘“Flowme-
try data always showed a more or less sudden
disappearance of vasomotion.” was translated by
the reference system with I dati della flussometria
hanno sempre mostrato una pitt 0 meno improvvisa
scomparsa della vasomotricita while it would be
more appropriate the translation of provided by the
baselinte I dati di flussometria mostravano sem-
pre una scomparsa piii 0 meno improvvisa della
vasomozione.

en2pt The results show that many translations,
either from the referenc, ChatGPT, or from the
Lan-BridgeMT team, were as good as the refer-
ence translation for many sentences (cf. Table 6,



“Sentences”). However, there were many cases on
which we decide that one passage was better than
the other, we discuss some of these differences
here.

The most serious mistake that we found was the
translation of “back pain” into “pressdo arterial”
(blood pressure), probably because both of them
have the same acronym in English, i.e., “BP”.

(11) en: The high incidence and worsening of BP

pti: A alta incidéncia e agravamento do PC

pta: A alta incidéncia
agravamento da pressdo arterial ...

€ O

Similar to previous years, we still found cases
in which the English (or simply a wrong) acronym
was used (cf. exmple below). Some similar errors
might only be noticed when checking the complete
text (abstract), and not only single sentences, such
as when the translation includes an acronym that
was not defined previously.

(12) en: ... Creutzfeldt-Jakob disease (CID) ...
pti: ... doenca de Creutzfeldt-Jakob (DCJ) ...
pto: ... doencga de Creutzfeldt-Jakob (CJD) ...

In some cases, even though both passages were
correct, we found that the translation was better
due to the use or more medical concepts.

(13) en: ... headache attributed to ischemic stroke

pti: A cefaleia atribuida ao acidente vascular
cerebral isquémico ...

pto: ... a dor de cabeca atribuida ao derrame
isquémico ...

Sometimes the translation included terms that
were not suitable, even thought the meaning was
close to the source, and it the might have been
understood by many readers.

(14) en: which were analyzed
fully and individually.
pti: e que foram analisados
na fntegra individualmente.
pto: que foram analisados

de forma completa e individual.

We chose translation which better describe the
facts, depending of the use active or passive voice.
Further, in case of passive voice, we preferred caes
in which the subjective is closer to the verb, or even
before it. We find that it improves the readability.
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(15) en: The patients underwent magnetic reso-
nance imaging.
pti: Os pacientes realizaram ressonancia
magnética. (active voice)
pt2:  Os pacientes foram submetidos a
ressonancia magnética. (passive voice)

(16) en: Twelve articles were included in the anal-
ysis.
pt1: Foram incluidos na andlise 12 artigos.
pt2: Doze artigos foram incluidos na anélise.

ru2en While the quality of ru2en translations
continues to impress, one recurrent issue centers
around the proper handling of abbreviations and
acronyms. Often, an acronym is introduced early
in the abstract, and holds a clear, defined mean-
ing. Yet, as the text progresses, these acronyms
are frequently mishandled by translation systems,
failing to link them to their previously estab-
lished acronym, and frequently transliterating an
acronym created in Russian text. This issue mani-
fests itself nearly every time an acronym appears,
which makes translations of abstracts that include
acronyms not consistently reliable.

For example, the term Ischemic Stroke is in-
troduced in the abstract and abbreviated to "1I1"
which corresponds to the Russian term "urremmrde-
ckoro nncysbTa". One of the reference translations
correctly uses the acronym IS to refer to Ischemic
Stroke, while the other comes up with an unrelated
abbreviation Al

(17) ru: B uccienopanue Brounam 120 namu-
enToB (57 KeHruH 1 63 My>KUNUHBI, CpeJi-
Huit Bo3pacT 58,446,4 roga) B mo3aHeM
BOCCTaHOBUTEJILHOM niepuoje MN.
en;: The study included 120 patients in the
late recovery period of IS, 57 women and 63
men, average age 58.4+6.4 years.
eny: The study included 120 patients (57
women and 63 men, median age 58.4+6.4
years) in the late recovery period of Al

7 Conclusions

We presented the finding of the edition of the WMT
Biomedical Translation Task. We received sub-
mission from 18 systems and compared them to
translations from ChatGPT 3.5.

In the automatic evaluation, some systems were
scored higher than BLEU according to the compar-
ison system (ChatGPT 3.5). In the manual evalua-
tion, none of the systems were systematically better



than the reference translation for all of the language
pairs that we evaluated. However, in a couple of
cases, namely, for fr2en and en2ru, the translations
from ChatGPT were preferred over the reference
translations. We presented a details discussion of
the errors that we found during the manual evalua-
tion.

Limitations

Our test sets comprise 50 abstracts per language
pair/directions. Further, due to the time consuming,
difficulty of the task, and number of submissions,
the manual evaluation was only carried out for a
small sample. However, since our task has been
running for eight years, the cumulative number of
test sets is satisfactory for testing purposes, and
maybe even for few-shot training approaches.

We did not carry out manual evaluation for some
of the language pairs (directions), e.g., it2en, for
which we do not have experts who are native speak-
ers in the target language and have a very good
knowledge in the source language. However, we
always release the test sets and the submission files
from the participants, with which anyone can carry
out further experiments or manual evaluations.

Ethics Statement

Our test sets were derived from PubMed, a database
of biomedical citations. These publications are of-
ten used in many areas of the medicine, includ-
ing decision about diagnostic and treatment of pa-
tients. Automatic translation in this domain should
be used as part of a larger framework that should
include human experts for the interpretation of the
translations and, if necessary, correct and adapt the
text accordingly.
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Abstract

Translating literary works has perennially stood
as an elusive dream in machine translation
(MT), a journey steeped in intricate challenges.
To foster progress in this domain, we hold a
new shared task at WMT 2023, the first edition
of the Discourse-Level Literary Translation.
First, we (Tencent Al Lab and China Literature
Ltd.) release a copyrighted and document-level
Chinese-English web novel corpus. Further-
more, we put forth an industry-endorsed crite-
ria to guide human evaluation process. This
year, we totally received 14 submissions from 7
academia and industry teams. We employ both
automatic and human evaluations to measure
the performance of the submitted systems. The
official ranking of the systems is based on the
overall human judgments. In addition, our ex-
tensive analysis reveals a series of interesting
findings on literary and discourse-aware MT.
We release data, system outputs, and leader-
board at http://www2.statmt.org/wmt23/
literary-translation-task.html.

1 Introduction

In past decades, the evolution of machine transla-

tion (MT) has undergone significant improvements

in accuracy and efficiency, leading to many practi-

cal applications in various fields (Bojar et al., 2014;

Barrault et al., 2019; Farhad et al., 2021; Kocmi

et al., 2022). Despite its success, MT still struggles

in certain intricate scenarios to deliver translations
that meet high standards (L&ubli et al., 2018; Koehn
and Knowles, 2017). Translating literary texts is
considered to be the greatest challenge for MT due
to its complex nature (Toral and Way, 2018; Toral

et al., 2018; Ghazvininejad et al., 2018):

* Rich Linguistic and Cultural Phenomena: liter-
ary texts contain more complex linguistic and
cultural knowledge than non-literary ones (Voigt
and Jurafsky, 2012; Ghazvininejad et al., 2018).
To generate a cohesive and coherent output, MT
models require an understanding of the intended
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meaning and structure of the text at discourse
level (Wang et al., 2016, 2018a,b, 2019, 2023b).
Furthermore, it demands skillful adaptation of
cultural references, idioms, and subtle expres-
sions to capture the essence of the original work
in target languages.

* Limited Data: existing document-level datasets
are news articles and technical documents (Liu
and Zhang, 2020; Thai et al., 2022); there is lim-
ited availability of copyrighted, discourse-level,
parallel data in the literature domain. This makes
it difficult to develop models that are able to han-
dle the complexities of literary translation.

* Long-Range Context: literature such as novels
have much longer contexts than texts in other
domains (e.g. news articles). Translation models
need to acquire the capacity of modeling long-
range context for learning translation consistency
and lexical choice (Wang et al., 2017; Wang,
2019; Matusov, 2019; Du et al., 2023).

Unreliable Evaluation Methods: literary evalua-
tion needs to measure the meaning and structure
of the text, and the nuances and complexities of
the source language. A single automatic evalua-
tion using a single reference is unreliable. Thus,
professional translators with well-defined error
typologies and targeted automatic evaluation are
considered a complement (Matusov, 2019).

With the swift progression of MT and the no-
table advancements in Large Language Models
(LLM) (Ouyang et al., 2022b; OpenAl, 2023), our
curiosity is piqued regarding the efficacy of MT
and LLM in the realm of literary translation. We
aim to explore the extent to which these technolo-
gies can aid in addressing the intricate challenges
of translating literary works. Therefore, we hold
the first edition of the Discourse-Level Literary
Translation in WMT 2023. Literary texts encom-
pass a wide range of forms, including novels, short
stories, poetry, plays, essays, and more. Among

Proceedings of the Eighth Conference on Machine Translation (WMT), pages 55-67
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Figure 1: The word cloud represents institute and
companies from different regions that downloaded the
GuoFeng Webnovel Corpus.

these, web novels, also known as online or internet
novels, represent a unique and rapidly growing sub-
set of literature. Their popularity, accessibility, and
diverse genres set them apart. As they provide not
only an extensive volume of text but also exhibit
distinctive linguistic features, cultural phenomena,
and simulations of societies, web novels can serve
as valuable resources and challenging for MT re-
search. This year, the shared task mainly focuses
on document-level web novels, and we introduce
a document-level benchmark dataset and establish
human evaluation criteria specifically tailored to
address the challenges of literary translation:

* Benchmark Dataset: We build and release a
copyrighted and high-quality Chinese-English
training corpus, comprising 2 million sentences
sourced from 179 web fictions. This dataset
preserves both book-level and chapter-level con-
texts, and features manually-aligned sentence
pairs. We also provide three types of testsets,
varying in distribution and document length (in
Section 2).

Evaluation Methods: In order to evaluate the
translation quality of the participating systems
we used both automatic and human evaluation
methods. About automatic evaluation, we em-
ploy document-level sacreBLEU (d-BLEU) as
our metric, which is computed by matching n-
grams in the whole document (Liu et al., 2020;
Post, 2018). In terms of human evaluation, we
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<book id="1" name="Zhu Xia” genre="xianxia”>
<chapter id="89” name="Secretly Teach”>
<sent id="1">

ZH [“ﬁﬁﬁm!ttﬁitﬁﬂmﬁ.%]l " ]

EN [ "You will never catch up to Kevern Shixiong!"

)

<sent id="2">

ZH E—GET=AF, S—FREETET R N0E, ok
RAKET NS, [t FRIRP, METFHOBKELE.
EN [

Anaphora

Zero Anaphora

These thirteen words, each hit heavily in Shaw Danon’s Coreference

heart. His face was pale. His hand held the paper tight.

|
§
. Poetry
<sent id="3">

WIFRE, Rins, ARERReER—IDF, ERWT,
N2EF!

-

o

</chapter>
</book>

Within the mountain and rain, sky and earth who can see
that youngster, walking in the rain and looking at the sky.

S ) S . J

Figure 2: Illustration of discourse-level literary transla-
tion, which is sampled from our Web Fiction Corpus.
Colored words demonstrate rich linguistic phenomena.

propose a well-defined criteria by adapting mul-
tidimensional quality metrics (MQM) (Lommel
et al., 2014) to fit the context of literary transla-
tion. Note that all evaluations are case-sensitive
(in Section 3).
We introduce the task overview and submission
form in Section 4. This year, 14 submissions were
received from 7 different teams, which are detailed
in Section 5. We report the evaluation results in
Section 6 followed by the conclusion in Section 7.

2 The GuoFeng Webnovel Corpus

We release a copyrighted and high-quality Chinese-
English corpus on web novels. Additionally, we
provide in-domain pretrained models as supplemen-
tary resources. As shown in Figure 1, a total of 45
institutes and companies from various regions have
downloaded our dataset, showing that the prposed
tasks and data have garnered widespread interest.

2.1 Datasets

Copyright Copyright is a crucial consideration
when it comes to releasing literary texts, and it is
also one of the primary reasons for limiting the
scale of data in this domain. We, Tencent AI Lab
and China Literature Ltd., are the copyright owners
of the web fictions included in this dataset. In order
to promote the advancement of research in this
field, we make this data available to the research
community, subject to certain terms and conditions.
* After registration, WMT participants can use the
corpus for non-commercial research purposes
and follow the principle of fair use (CC-BY).



* Modifying or redistributing the dataset is strictly
prohibited.

* You should cite the this paper and claim the orig-
inal download link.

Data Processing The web novels are originally
written in Chinese by web novel writers and then
translated into English by professional translators.
Our data processing involves a combination of
automated and manual techniques: 1) we match
Chinese books with its English counterparts based
on bilingual titles; 2) within each book, Chinese-
English chapters are aligned using Chapter ID num-
bers; 3) within each chapter, we build a MT-based
sentence aligner to align sentences in parallel, pre-
serving the sentence order in the chapter; 4) hu-
man annotators are engaged to review and correct
any discrepancies in sentence-level alignment. To
ensure the retention of discourse information, we
permit null alignments. We totally spent 6 months
addressing copyright issues and around 40,000 eu-
ros for human annotation. Figure 2 shows the final
format of our corpus.

Training/Validation/Testing Data Table 3 lists
data statistics of our dataset. As seen, the training
set contains 23K continuous chapters from 179 web
novels, covering 14 genres such as fantasy science
and romance. To enable participants to evaluate
model performance by themselves, we provide two
unofficial validation/testing sets with one reference.
For dataset;, books overlap with the training data,
whereas dataset, contains unseen books. The par-
ticipants can regard each chapter as a document to
train and test their discourse-aware models. Apart
from this, parallel training data in the General MT
Task can also be used for data augmentation. In the
final testing stage, participants use their systems
to translate the official testing set (Test ;). We
select around 20 consecutive chapters from each
book. Thus, we participants could treat all chapters
within a book as a long document'. As seen, the
document length of Test;,q; is quite longer than
other sets. The final testset contains two references:
Reference 1 is translated by human translators and
Reference 2 is bult by manually aligning bilingual
text in web page. The genres in the valid and test
sets are sampled evenly.

'The participants can still regard one chapter as a docu-
ment, which depends on the models’ length capability.
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2.2 Pretrained Models

Apart from training dataset from web novels, we
also provide in-domain pretrained models as sup-
plementary resources. These models can be used
to finetune or initialize MT models.

* RoBERTa (base): The original model features
a 12-layer encoder and is trained on the Chinese
Wikipedia (Liu et al., 2019). It has a hidden size
of 768 and a vocabulary size of 21,128 using
whole word masking. We continuously train it
with Chinese literary texts (84B tokens) (Wang
et al., 2023a).

mBART (CC25): This original model is
equipped with a 12-layer encoder and a 12-layer
decoder, having been trained on a web corpus
spanning 25 languages (Liu et al., 2020). It
boasts a hidden size of 1024 and a vocabu-
lary size of 250,000. We continuously train it
with English and Chinese literary texts (114B
tokens) (Wang et al., 2023a).

Besides, general-domain pretrained models listed
in General MT Track are also allowed in this task:
mBART, BERT, RoBERTa, sBERT, LaBSE.

3 Evaluation Methods

It is still an open question whether human and auto-
matic evaluation metrics are complementary or mu-
tually exclusive in measuring the document-level
and literary translation quality. Thus, we report
both automatic and human evaluation methods, and
officially rank the systems based on the overall hu-
man judgments.

3.1 Automatic Evaluation

We use widely-used sentence- and document-level
evaluation metrics: 1) sentence-level: we employ
sacreBLEU (Post, 2018), chrF (Popovic, 2015),
TER (Snover et al., 2006) and pretraining-based
COMET (Rei et al., 2020); 2) document-level: we
mainly use document-level sacreBLEU (d-BLEU)
(Liu et al., 2020), which is computed by matching
n-grams in the whole document. For d-BLEU, We
combine all sentences in each document as one
line and then conduct sacreBLEU metric. Note
that all evaluations are case-sensitive. We em-
ploy sacrebleu? to calculate sacreBLEU, chrF, TER
and d-BLEU with sacrebleu using two references.
The command is: cat output | python -m

Zhttps://github.com/mjpost/sacrebleu with signa-
ture: nrefs:2|case:mixed|eff:no|tok:13a|smooth:exp
|version:2.3.1.



Fantasy nRomance

Dataset #Book #Chap. #Sent. #Word IDI Fantay S
Train 179 226K 19M 320M 14K Historica fomance o
3%

Valid, 22 22 755 18.3K 832 Magical Realism

L S 26 ___- 22 697 195K 884 e Sciengs icton
Validy 10 10 853 16.0K 1.6K Sci-fi Romance -
Testo 12 12 917 16.7K 1.4K s Competitive sports
Test inat 12 239 167K 337.0K *28.1K R s

Figure 3: Data statistics of the GuoFeng Webnovel Corpus on number of book, chapter (#Chap.), sentence (#Sent.),
word, and genre distribution in training set. The #Word is based on English texts. For dataset;, books overlap with
the training data, whereas datasets contains unseen books. Thus, each chapter is treated as a separate document. For
Test tinq1, around 20 consecutive chapters from each book are selected, treating all chapters within a book as a long
document. The document length (IDI) is calculated by dividing #Word divided by the number of documents.

sacrebleu referencex. We employ unbabel-
comet® to calculate COMET score using Reference
1. The command is: comet-score -s input -t
output -r referencel (default model).

3.2 Human Evaluation

The human evaluation was performed by profes-
sional translators using an adaptation of the mul-
tidimensional quality metrics (MQM) framework
(Lommel et al., 2014). For example, we consider
the preservation of literary style and the overall
coherence and cohesiveness of the translated texts.
As shown in Table 6, we put forth an industry-
endorsed criteria to guide human evaluation pro-
cess. The main error types are:

* Accuracy (Acc.): The target text does not ac-
curately reflect the source text, allowing for any
differences authorized by specifications.
Fluency (Flu.): Issues related to the form or
content of a text, irrespective as to whether it is a
translation or not.

Style (Sty.): The text has stylistic problems.
Terminology (Ter.): A term (domain-specific
word) is translated with a term other than the one
expected for the domain or otherwise specified.
Locale Convention (Loc.): The text does not
adhere to locale-specific mechanical conventions
and violates requirements for the presentation of
content in the target locale.

Others (Oth.): Other issues such as the signs of

3h'ctps ://github.com/mjpost/sacrebleu.
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MT, gender bias and source errors.

MOQM utilizes a scorecard format to quantify the
quality assessment results. Evaluators assign nu-
merical values to identified translation errors based
on error types, severity, etc., making the assessment
results more intuitive. The overall quality score is
calculated based on per-word translation accuracy:

5 X Cmin, + 10 X Cmaj. + 25 X Ccyi,

S=1
Total Word Count

where where we set four error severity levels: Neu-
tral (Neu.), Minor (Min.), Major (Maj.), Critical
(Cri.) with 0/5/10/25 severity penalty. C, denotes
the number of errors. The “Total Word Count” is
calculated based on source input (Chinese word).
Considering our task is centered on Zh-to-En trans-
lation, we engaged four evaluators who are native
English speakers and also fluent in Chinese.

4 Task Description

Overview The shared task will be the translation
of literary texts between Chinese—English. Par-
ticipants will be provided with two types of train-
ing datasets: (1) discourse-level GuoFeng Web-
novel Corpus; (2) General MT Track Parallel Train-
ing Data. Additionally, they are provided two
types pretrained models: (1) in-domain pretrained
models, including In-domain RoBERTa (base) and
In-domain mBART (CC25). (2) other general-
domain pretrained models listed in General MT
Track. Note that basic linguistic tools are allowed



in the constrained condition as well as pretrained
language models released before February 2023.

In the final testing stage, participants use their
systems to translate an official testing set. The
translation quality is measured by a manual evalua-
tion and automatic evaluation metrics. All systems
will be ranked by human judgement according to
our professional guidelines and translators. Partici-
pants can submit either constrained (i.e. only use
the training data specified above) or unconstrained
(i.e. it allows the participation with a system trained
without any limitations) systems with flags, and we
will distinguish their submissions.

Goals

* Encourage research in machine translation for
literary texts.

The main goals of the task are to:

* Provide a platform for researchers to evaluate and
compare the performance of different machine
translation systems on a common dataset.

¢ Advance the state of the art in machine transla-
tion for literary texts.

Submission and Format Submissions will be
done by sending us an email to our official email.
Each team can submit at most 3 MT outputs per
language pair direction, one primary and up to two
contrastive. The requirements of submission for-
mat are (1) Keep 12 output files that are identical to
the testing input files. (2) In the output files, ensure
that each line is aligned with the corresponding
input line.

5 Participants’ and Baseline Systems

Here we briefly introduce each participant’s sys-
tems and refer the reader to the participant’s reports
for further details. Table 1 shows the summary of
systems and participant teams.

5.1

The team from University of Southern Califor-
nia, Information Sciences Institute introduce three
translation systems. The Primary System is built
on a paragraph-level transformer, trained on a
paragraph-aligned corpus (with a source side cap
of 256 characters), executing translations at the
paragraph level. The Contrastive System I deploys
a sentence-level transformer, capitalizing on the
sentence alignment data available in the datasets.
The Contrastive System 2 adopts a paragraph-level
Mega model (Ma et al., 2022). The Mega model
proposed a single-head gated attention mechanism

MaxLab (constrained)
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equipped with an exponential moving average,
which achieves comparable performance compared
to Transformers having with fewer parameters. In
pre-processing, the team opted for Byte-Pair En-
coding (BPE) for tokenization. And they employed
Jaccard similarity for sentence alignment during
the post-processing phase.

5.2 MAKE-NMT-VIZ (constrained)

The team from Université Grenoble Alpes intro-
duced three translation systems. The Primary
System finetune the mBART (CC50) model using
Train, Valid;, Test; of the GuoFeng Corpus, adopt-
ing settings similar to those described by Lee et al.
(2022). Specifically, they finetune models for 3
epochs, utilizing the GELU activation function, a
learning rate of 0.05, a dropout rate of 0.1, and
a batch size of 16. For decoding, a beam search
of size 5 was employed. The Contrastive System
1 is implemented upon a finetuned concatenation
transformer (Lupo et al., 2023) with two training
steps: (1) a sentence-level transformer is trained
for 10 epochs using General, Valid;, Test; datasets;
(2) a document-level transformer is finetuned using
pseudo-document data (3-sentence concatenation)
from Train, Valids, Testy data for 4 epochs. They
use ReLLU as an activation function, along with an
inverse square root learning rate, a dropout rate
of 0.1, and a batch size of 64. For decoding, a
beam search of size 4 was employed. The Con-
trastive System 2 is a sentence-level transformer
model trained for 10 epochs using General, Valid,
Test; datasets. The training adopted an inverse
square root scheduled learning rate, a dropout rate
of 0.1, and a batch size of 64. Decoding was done
using a beam search of size 4.

5.3 TJUNLP (constrained)

The team from Tianjin University introduced a Pri-
mary System based on a sentence-level Transformer
model. The training consists of two phases: ini-
tially, it undergoes 100k steps on a dense model,
followed by a 50k step fine-tuning on mixture of
experts (MOE). They adopt the Polynomial Decay
as their learning rate scheduling strategy, with a
learning rate set at 2e-4, a dropout rate of 0.1, and
a batch size encompassing 4096 tokens. For decod-
ing, a beam search of size 5 was employed. For
pre-processing, the team opted for SentencePiece
Model (SPM) for tokenization.



ID Team Institution Flag #System Main Methods
1 MaxLab University of Southern California ©O) 3 para-level Transformer
2  MAKE-NMT-VIZ Université Grenoble Alpes ©) 3 mBART
3 TJUNLP Tianjin University ©) 1 sent-level Transformer
4 DLUT Dalian University of Technology X 1 GPT-3.5-turbo
5 NTU Nantong University X 1 Opus-MT
6 HITer-WMT Harbin Institute of Technology X 2 Llama-7b
7 HW-TSC Huawei Translation Services Center Q) 3 doc2doc Transformer

Table 1: The summary of system submission and their participant teams. We also report the number of systems
(#System) and the constrained ((-)) and unconstrained () flags.

5.4 NTU (unconstrained)

The Nantong University team introduce a Primary
System. It is based on a pretrained MT model,
Opus—MT,4, which is trained on OPUS dataset
(Tiedemann and Thottingal, 2020). The model
is finetuned on one NVIDIA Tesla A100 80 GB
where the learning rate is Se-5, batch size is 64,
max length is 512 and the epoch number is 10.

5.5 DLUT (unconstrained)

The team form Dalian University of Technology
introduce a Primary System based on GPT-3.5-
turbo (Brown et al., 2020). They mainly propose
prompt engineering, data filtering, and document
segmentation to activate the capabilities of LLMs
for discourse-level translation (Zhao et al., 2023).

5.6 HITer-WMT (unconstrained)

The team form Harbin Institute of Technology
(Harbin) introduce two translation systems. The
Primary System centers on instruction fine-tuning,
executed through the Llama-7b model within the
Parrot framework (Jiao et al., 2023).> Specifi-
cally, they build an instruction dataset from two
comprehensive chapters of our existing training
corpus according to methodologies in Peng et al.
(2023). This dataset was fine-tuned using Llama-
7b over 3 epochs with a learning rate of 2e-5. The
Contrastive System utilizes the GuoFeng mBART
Model provided by the shared task. This model was
trained over 10 epochs at a learning rate of le-4,
with gradient clipping applied to stabilize training.

5.7 HW-TSC (unconstrained)

The team form Huawei Translation Services Cen-
ter exploit a variety of techniques. They introduce

4h’ctps ://huggingface.co/Helsinki-NLP/
opus-mt-zh-en.
5h'ctps ://github.com/wxjiao/ParroT.
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an unconstrained Document-to-Document Trans-
lation system. They first train a sentence-level
Transformer-big model with a 25-layer encoder and
a 6-layer decoder, and perform domain adaptation
with novel data on this model. They obtain a strong
baseline using data augmentation methods includ-
ing Back Translation, Forward Translation, and
Data Diversification. They then perform incremen-
tal training using the Doc2Doc technique to turn
the model into a document-level translation model.
They also conduct document-level data augmen-
tation using the Multi-resolutional Document-to-
Document approach (Sun et al., 2022), and ensue
the consistency of NE translations in a document
with TrAining Data Augmentation (TADA). They
submit three systems: the Primary System uses all
strategies. In contrast to the primary system, the
Contrastive System 1 system does not use TADA,
and the Contrastive System 2 sets the beam size to
6 during inference, while 10 for other tasks.

5.8 Baseline Systems (unconstrained)

We select three representative systems as baselines.
Commercial Translation System: we use Google
Translate,%, which usually performs state-of-the-
art in translation performance. Commercial LLM
Systems: we employ GPT-4 (8K) API’ to translate
documents, which is known for its extensive con-
text modeling capabilities (Ouyang et al., 2022a;
Wang et al., 2023c). Open-sourced LLM Mod-
els: we enhance Llama (2K) (Touvron et al., 2023)
on document-level translation by using the 200K
general-domain document-level training set (Du
et al., 2023). All testing were conducted between
August 1st and 30th, 2023. In the future, we will
use more diverse model architectures such as non-
autoregressive translation model (Gu et al., 2017;

®https://translate.google.com.
7https: //platform.openai.com.



Sent-Level Doc-Level

Type System
BLEUT chrFT COMET' TER' d-BLEU'
Llama-MT* n/a n/a n/a n/a 43.1
Baselines GPT-4* n/a n/a n/a n/a 43.7
Google* 374  57.0 80.50 574 473
Pri MaxLab 341 533 7824  62.4 45.0

rimary
(con) MAKE-NMT-VIZ 379  56.6 81.50  58.7 48.0
TJUNLP 321 519 7793  64.1 433
DLUT* 40.5 585 82.58  54.6 50.2
Primary NTU* 323 525 78.07 643 434
(uncon) HITer-WMT* 16.1  37.1 69.84  80.1 28.0
HW-TSC* 443  61.1 82.690 518 52.2
MaxLab; 345 547 79.14  62.7 44.9
____MaxLaby 331 524 7784 636 444
MAKE-NMT-VIZ; 33.8 512 7691  63.5 455
Contrastive  MAKE-NMT-VIZ, 350 527 7726  61.5 46.2
_ HITerWMT; 308 492 7641 672 406

HW-TSC% 4.6  61.0 82.67 518 52.6
HW-TSC} 44 615 82.63  52.1 522

Table 2: Evaluation results of baseline and participants’ systems in terms of automatic evaluation methods,
including 1) sentence-level metrics BLEU, chrF, COMET, TER; and 2) document-level metrics d-BLEU. Systems
marked with * are unconstrained, while others are constrained. The COMET is calculated with unbabel-comet using
Reference I while others are calculated with sacrebleu using two references. The best primary constrained and

unconstrained systems are highlighted.

Type System MQM Rank
GPT-4* 54.81 1
Baselines Llama-MT* 28.40 2
Google* 22.66 3
Prima MAKE-NMT-VIZ 42.36 1
Y MaxLab 2858 2

(con)

TJUNLP 18.34 3
DLUT* 63.35 1
Primary HW-TSC* 53.01 2
(uncon) NTU* 31.66 3
HITer-WMT* 5.56 4

Table 3: Evaluation results of baseline and primary sys-
tems in terms of human evaluation. We report MQM
score and System Rank.

Ding et al., 2020, 2021; Wang et al., 2023d).

6 Evaluation Results

6.1 Automatic Evaluation

We report the automatic evaluation scores of all
submissions in Table 2. The evaluation metrics
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includes 1) sentence-level BLEU, chrF, COMET,
TER; and 2) document-level d-BLEU. To calcu-
late d-BLEU, we first concatenate all continuous
sentences in one book as on line, and then employ
sacreBLEU to obtain scorers. To compute d-BLEU,
we merge all the consecutive sentences from a sin-
gle book into one continuous line, and then utilize
the sacreBLEU to generate the scores.

Among constrained Primary systems, the
MAKE-NMT-VIZ system shows impressive perfor-
mance and achieves the best in terms of all metrics.
Similarly, the HW-TSC* Primary system achieves
the best in constrained settings. As introduced in
Section 5, MAKE-NMT-VIZ mainly finetune the
mBART pretrained model while HW-TSC* train
a doc2doc Transformer model using a number of
data augmentation methods.

In the majority of teams, the primary system
exhibits superior performance compared to the cor-
responding contrastive system. The exceptions to
this trend are noted in the cases of HITer-WMT*
and HW-TSC”*, where this pattern does not hold.
Among the baseline systems, Google Translate, a
commercial translation service, outperforms both



Annotator

Type Systems Average

1 2 3 4
GPT-4* 95.84 7338 7671 87.52 83.36
Baselines Llama-MT* 94.18 65.06 78.37 83.36 80.24
Google* 85.02 42.60 59.23 21.13 52.00
Prima MAKE-NMT-VIZ 97.50 83.36 92.51 91.68 91.26
(Con)ry MaxLab 86.69 61.73 71.71 7421 73.59
TJUNLP 88.02 55.07 20.97 69.22 58.32
HW-TSC* 91.68 83.36 83.36 91.68 87.52
Primary DLUT* 95.01 69.22 84.19 90.02 84.61
(uncon) NTU* 85.02 39.27 28.45 62.56 53.83
HITer-WMT* 57.57 21.80 0.00 31.78 27.79

Table 4: Analysis of human scores by different annotators on one sampled document. We report four annotators’
scores and average score of Baselines, primary constrained and unconstrained (*) systems.

Annotator 1 2 3 4

1 - - - -

2 0.858 - - -

3 0.824 0.878 - -

4 0.752 0.875 0.676 -
Average 0902 0976 0.927 0.891

Table 5: Pearson correlation coefficient between scores
by different annotators in Table 4.

commercial and open-source LL.Ms (GPT-4 API
and Llama-MT) in terms of d-BLEU scores. Inter-
estingly, both the top-1 ranked Primary constrained
and the top-2 ranked unconstrained systems surpass
the performance of the commercial MT system.

6.2

Table 3 presents the results of the human evaluation
and system rank for the Primary submissions. We
enlisted four human annotators to evaluate 5 docu-
ments, comprising a total of 2,194 words sourced
from distinct books within the final testset for each
translation system.

As seen, the MAKE-NMT-VIZ system outper-
forms the other three constrained systems, while
DLUT” ranks first among the four unconstrained
systems. This is not fully consistent with the auto-
matic evaluation results in Table 2. Moreover, the
top-2 unconstrained systems outperform the best
constrained system, highlighting the benefits of ex-
ternal knowledge. This observation is consistent
with that of automatic evaluation.

Among the baseline systems, the LLM system
performs the best, whereas the MT system shows

Human Evaluation
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the poorest performance, diverging from the obser-
vations of automatic evaluation. Interestingly, the
literary MT-enhanced models perform comparable
with some systems such as MaxLab and Google
Translate.

6.3 Analysis

Inter-Annotator Agreement We engaged four
annotators to independently review an identical
document (i.e. 601 words) selected from the test-
set. Table 4 outlines the individual scores given
by each annotator and the corresponding average
scores. The findings illustrate that (1) while there
is variance in the exact scores assigned by different
annotators, their scoring trends align; (2) the results
on this sample may diverge from those obtained
from a larger dataset, highlighting the necessity of
human evaluation on a larger scale.

In our effort to understand the consistency
among the human evaluators, we conducted a Pear-
son correlation analysis on their scoring patterns.
Table 5 illustrates the pairwise Pearson correlation
coefficients for the scores given by each annotator.
The results indicate a high degree of agreement
among the annotators. For example, Annotator 2
demonstrated a very high correlation with Anno-
tator 3 (r = 0.878) and Annotator 4 (r = 0.875).
Besides, the Average Scores also reveal strong eval-
uator consensus on translation quality. This consis-
tency underscores the reliability of the evaluators’
judgments across the assessed translations.

Error Type We further analyze the error distribu-
tion in human-annotated results. Figure 4 classifies
and counts the errors identified in the evaluated
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Figure 4: Analysis of error types in human annotations: Accuracy (Acc.), Fluency (Flu.), Style (Sty.), Terminology
(Ter.), Localization (Loc.), and Other (Oth.). We report the count of error checkpoints in four evaluated documents.
The four error severity levels are presented in different colors: Neutral (blue), Minor (light blue) , Major (light red),
Critical (red). Systems marked with * are unconstrained, while others are constrained.

documents by their severity. This visualization al-
lows for a direct comparison of the error profiles of
each system, highlighting their strengths and weak-
nesses in different aspects of translation quality.

In the baseline systems analysis, GPT-4* regis-
ters a higher frequency of Minor errors, particularly
in Fluency and Style, indicating areas where refine-
ment could enhance the translation’s naturalness
and adherence to stylistic norms. Llama-MT*, by
contrast, has a pronounced incidence of Major and
Critical errors in Accuracy and Terminology, rais-
ing concerns about the fidelity and technical pre-
cision of its translations. Google* stands out with
its Fluency errors, suggesting potential issues in
maintaining a coherent and natural flow compared
to the language models.

Regarding the constrained systems, MAKE-
NMT-VIZ displays an even spread of errors, with
relatively fewer instances in each category, which
points to a well-rounded performance in capturing
nuances across various aspects of translation. Both
MaxLab and TJUNLP exhibit an increased number
of Accuracy and Fluency errors, suggesting chal-
lenges in delivering translations that are not only
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faithful to the source material but also exhibit a
seamless and natural flow in the target language.
The unconstrained systems, particularly HW-
TSC* and DLUT*, show a notable reduction in
errors related to Accuracy and Fluency when com-
pared to their constrained counterparts. This trend
suggests that the lack of constraints may afford
these systems more flexibility, resulting in transla-
tions that are more accurate and fluid. However, the
overall error distribution across different systems
highlights the complex trade-offs and challenges
inherent in machine translation, underscoring the
need for continued innovation and optimization
in the field. In the future, we will also consider
hallucination errors (Zhang et al., 2023).

7 Conclusion and Future Work

We believe that the WMT2023 Shared Task on
discourse-level literary translation will be a valu-
able contribution to the field of machine translation
and will encourage further research in this area. We
discuss the potential limitations of this edition of
the shared task as follows:



* Language Pair. This year, we only focus on
Chinese—English direction. However, we have
a long-term plan to continuously organize this
task, and will extend the copyrighted dataset into
Chinese-Russian and Chinese-German language
pairs next year.

Literary Genre. This year, we mainly used the
Web Fiction Corpus which is only one type of
literary text. We use Web Fiction for two reasons:
(1) its literariness is less complicated than others
(e.g. poetry, masterpiece); (2) such bilingual data
are numerous and continuously increased. We
will consider to extend more literary genres such
as poetric translation in the next year.

Discourse Benchmark. We have accumulated
some discourse- and context-aware benchmarks
(Xuetal., 2022, 2023; Wang et al., 2023a). These
benchmarks are pivotal for assessing the profi-
ciency of LLMs in handling complex language
structures and contextual nuances. As participa-
tion of LLM-based systems in our shared tasks
increases, we anticipate integrating these bench-
marks more comprehensively into our future eval-
uations to better measure and understand the evo-
lution of LLM capabilities in linguistic context
and discourse comprehension.

Machine translation of web novels not only holds
research value but also offers practical application
prospects (Huang et al., 2021; Lyu et al., 2023).
This shared task serves to spur competitive innova-
tion and fosters the advancement of sophisticated
machine translation systems capable of navigating
the intricate nuances of literary works. Anticipating
the future, our objective is to broaden the engage-
ment in the forthcoming shared task, inviting an
extensive range of collaborators from industry and
academia alike to contribute their unique insights
and expertise.
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Type Granular Definition Examples
Addition The target text includes text not A translation includes portions of another translation
present in the raw. that were inadvertently pasted into the document or
,,,,,,,,,,,,,,,,,,,,,,,,,, the translator has added too many details of his own. _
Omission Content is missing from the trans- A paragraph present in the source is missing in the
- ______ _ lationthatispresentin the source. _translation.
Mistranslation ~ The target content does not accu- A source text states that a medicine should not be
rately match the raw. administered in doses greater than 200 mg, but the
translation states that it should be administered in
doses greater than 200 mg (i.e., negation has been
Accuracy omitted).
Misnomer The target text is more/less specific 1. The source text refers to a boy but is translated
than the raw. with a word that applies only to young boys rather
than the more general term. 2. The source text
uses words that refer to a specific type of military
officer but the target text refers to military officers
,,,,,,,,,,,,,,,,,,,,,,,,,, ingeneral. ____ ____ _________.
Untranslated Content that should have been A sentence to be translated into English was left in
translated has been left untrans- Chinese.
lated.
Punctuation Punctuation marks missing orused ~ An English text uses a semicolon where a comma
oo __ _inawrongway _________ shouldbeused. .
Spelling Issues related to spelling of words. The English word “Translation” is spelled
(Including those of capitalization, “Transaltion”.
hyphenated words, and use of as-
. ________ leriskforcensored swearwords)
Fluency Grammar Issues related to the grammar or  An English text reads “The man was seeing the his
syntax of the text, other than wife.”
spelling and orthography. (espe-
cially inconsistency of the tenses
oo ___.__andconditionaly) _ ______________________________.
Inconsistency The text shows internal inconsis- A text uses both “app.” and “approx.” for “approxi-
tency. mately”.
Awkwardness A text is written with an awkward A text is written with many embedded clauses and
style. an excessively wordy style. While the meaning can
be understood, the text is very awkward and difficult
,,,,,,,,,,,,,,,,,,,,,,,,,, wofollow. .
Inconsistent Style is inconsistent within a text. ~ One part of a text is written in a light and terse style
Style while other sections are written in a more wordy
,,,,,,,,,,,,,,,,,,,,,,,,,, style. .
Unidiomatic The content is grammatical, but  The following text appears in an English translation
not idiomatic. of “FATEL LIS Ath: “We thanked him with heart”
where “with heart” is an understandable, but non-
idiomatic rendering, better stated as “heartily”.
Mistranslation ~ A genre-specific or cultural- A Chinese word “/&1=" is translated into “practi-
specific terminology is wrongly tioner” rather than the expected “cultivator”.
. translated.
Terminology - — — — - — — — -~ =" st NI g ey T T T T T T T T T T
Inconsistent Terminology is used in an incon- “3}% K[ifi” is translated into “Douluo Land” in the
sistent manner within the text. first few chapters and then into “Soul Land”.
Location For- Using the wrong format for ad- A Chinese address “Jt 5 i ¥ARH X fE[E #5225 is
mat dress, name etc. translated into “Beijing, Chaoyang district, Huayuan
Road N.22” instead of the expected “N.22, Huayuan
Locale Road, Chaoyang District, Beijing”.
Convention  Number For- The translated date, time, currency, ~An English text has 2012-06-07 instead of the ex-
mat telephone use formats inappropri- pected 06/07/2012.
ate for its locale.
Others Other issues that haven’t been in-  E.g. signs of MT, mimetic word, gender bias, source

cluded in this list.

€rrors etc.

Table 6: The MQM-based evaluation criteria for literary translation.
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Abstract (WMT-SLT23). This shared task focuses on auto-

This paper presents the results of the Second
WMT Shared Task on Sign Language Trans-
lation (WMT-SLT23)!. This shared task is
concerned with automatic translation between
signed and spoken? languages. The task is un-
usual in the sense that it requires processing
visual information (such as video frames or hu-
man pose estimation) beyond the well-known
paradigm of text-to-text machine translation
(MT). The task offers four tracks involving
the following languages: Swiss German Sign
Language (DSGS), French Sign Language of
Switzerland (LSF-CH), Italian Sign Language
of Switzerland (LIS-CH), German, French and
Italian. Four teams (including one working on a
baseline submission) participated in this second
edition of the task, all submitting to the DSGS-
to-German track. Besides a system ranking and
system papers describing state-of-the-art tech-
niques, this shared task makes the following
scientific contributions: novel corpora and re-
producible baseline systems. Finally, the task
also resulted in publicly available sets of sys-
tem outputs and more human evaluation scores
for sign language translation.

1 Introduction

This paper presents the outcome of the Second
WMT Shared Task on Sign Language Translation

1h’ctps ://www.wmt-slt.com/

%In this paper we use the word “spoken” to refer to any
language that is not signed, no matter whether it is represented
as text or audio, and no matter whether the discourse is formal
(e.g. writing) or informal (e.g. dialogue).

matic translation between signed and spoken lan-
guages. Our main goal is working towards includ-
ing signed languages in NLP research (Yin et al.,
2021).

Sign language translation requires processing vi-
sual information (such as video frames or human
pose estimation) beyond the well-known paradigm
of text-to-text machine translation (MT). As a con-
sequence, viable solutions need to consider a com-
bination of Natural Language Processing (NLP),
computer vision (CV), computer graphics and ani-
mation techniques.

We build on and extend the work done for
the first shared task on sign language translation
(WMT-SLT22; Miiller et al., 2022). Compared to
the first edition, we

* extended our competition to more languages
(three language pairs instead of one),

* provided much more training data for Swiss
German Sign language compared to last year
(437 hours instead of 16),

* emphasized sign languages as the target lan-
guage instead of the source, for instance, by
offering official baseline systems for spoken-
to-signed translation (not offered last year).

In this second edition of the shared task, we
considered the following languages: Swiss German
Sign Language (DSGS), French Sign Language
of Switzerland (LSF-CH), Italian Sign Language
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of Switzerland (LIS-CH), German, French, and
Italian. We offered four tracks: DSGS-to-German
translation, German-to-DSGS translation, French-
to-LSF translation, and Italian-to-LIS translation.

Four teams participated in the task, which we
consider a success. All teams submitted to the
DSGS-to-German track, while there were no sub-
missions to any of the tracks where a sign language
is the target language.

The remainder of this paper is organized as fol-
lows:

* We give some background on sign languages
and sign language processing in §2.

¢ We describe the shared task tracks and sub-
mission procedure in §3.

* We report on the corpora we built and dis-
tributed specifically for this task in §4 and
§5.

* We describe all submitted systems, including
our baselines in §6.

¢ We ran both an automatic and a human evalu-
ation. We explain our evaluation in §7.

¢ We share the main outcomes in §8 and discuss
in §9.

2 Background

In recent years, Sign Language Processing (SLP)
has emerged as a sub-area of Natural Language
Processing (NLP). Within this field, automatic sign
language translation (SLT; or sign language ma-
chine translation, SLMT) represents a more spe-
cialized discipline, aiming to develop technology
that facilitates translation between sign languages
and spoken or written languages, but also between
sign and sign languages. However, the challenges
related to SLP and SLT differ from those of NLP
and MT for spoken languages in both range and
complexity. Due to the different modality, lack of
structured, high-quality, high-quantity data, and the
lack of NLP tools, joint efforts from the fields of
sign linguistics and computational linguistics, com-
puter science, machine learning, computer vision,
3D animation and others are needed in order to
advance this field.

In this section we give an introduction to sign
languages (§2.1) and describe the societal and aca-
demic relevance of SLP (§2.2). Then we give an
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overview of SLP in general (§2.3) and of SLT in
particular (§2.4) For a general motivation for a
shared task involving sign languages see Miiller
et al. (2022).

2.1 Sign languages

Sign languages are natural languages with their
own grammatical structures and lexicons, primarily
used by the deaf and hard-of-hearing communities.
Contrary to the popular belief that sign language
is universal, hundreds of different SLs have been
documented so far.

Nature of sign languages Sign languages are
visuo-gestural languages. A signer conveys an ut-
terance using their body: through the expression of
manual features (hand configuration, location, and
orientation) and non-manual features (including
facial expressions, mouthing and mouth gestures,
gaze and torso direction). The linguistic system
of SLs makes use of these specific channels. In-
formation is expressed simultaneously (as opposed
to the sequential nature of spoken language), or-
ganized in three-dimensional space, and iconicity
plays a central role (Woll, 2013; Perniss et al., 2015;
Slonimska et al., 2021).

Writing systems To date, SLs have no univer-
sally accepted written form or graphical system
for transcription (Pizzuto and Pietrandrea, 2001;
Filhol, 2020). Several notation systems, such as
HamNoSys (Hanke, 2004) or SignWriting (Sut-
ton, 1990; Bianchini and Borgia, 2012), are used
in research or teaching but are rarely adopted as a
writing system in everyday life, limiting the stan-
dardisation of data collection and processing. In
SL research, a common practice is therefore to use
glosses — text-based, semantic labels for signs, typ-
ically borrowed from the corresponding regional
spoken language.

A common misconception among MT re-
searchers is that transcribed glosses are a full-
fledged writing system for sign languages. In re-
ality, glossing can only be seen a linguistic tool,
useful for annotating corpora for linguistic studies
(Johnston, 2010). Glosses do not adequately repre-
sent the meaning of an SL utterance and, more im-
portantly, “deaf people do not read or write glosses”
in everyday life (Miiller et al., 2023).

2.2 Relevance of sign language processing

SLP is a research area with high potential societal
and academic impact.



Societal impact The overall aim of SLP is to
provide language technology for sign languages,
which currently are somewhat overlooked, since
the vast majority of NLP systems are designed only
for spoken languages. This means that more re-
search in SLP could result in more equal access to
language technology.

The more specific goal of SLT is to facili-
tate communication between the deaf and hard-
of-hearing communities on the one side and the
hearing community on the other side. There is
a need for this because speakers of spoken lan-
guages and signers of sign languages experience
communication difficulties (the same kind of dif-
ficulties encountered by speakers of different spo-
ken languages). We emphasize that these technolo-
gies should be developed in such a way, so that
deaf/hard-of-hearing and hearing people can bene-
fit from them in an equal measure.’

Besides aiding direct communication, SLT
would improve accessibility to spoken language
content, given that spoken languages are often a
second language for deaf people, where they ex-
hibit varying proficiency. The reverse direction is
also crucial, for example to automatically subtitle
signed content to make it accessible to people who
do not know sign languages (Bragg et al., 2019).

Academic relevance In the field of NLP, work-
ing on sign languages is highly innovative and
timely. Recently, a call for more inclusion of signed
languages in NLP (Yin et al., 2021) was widely
publicized, and an ACL initiative for Diversity and
Inclusion* targets SL processing as well.

And even though sign languages are still a niche
topic in the general field of NLP (the vast majority
of NLP systems are designed for spoken languages,
not for signed languages), the advancement and
spread of SLP tools, calls, initiatives and events
lead to knowledge transfer not only within the aca-
demic spheres, or between researchers, developers
and users, but also, more importantly, between deaf,
hard-of-hearing and hearing individuals involved
in the process.

3We distance ourselves from the audistic view that only
deaf people are in need (of access to spoken language dis-
course). Language barriers are inherently two-way, and ad-
dressing them involves both parties.

*https://www.2022.aclweb.org/
dispecialinitiative
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2.3 Sign language processing

Sign language processing is an interdisciplinary
field, bringing together research on NLP and com-
puter vision, among other disciplines (Bragg et al.,
2019). For a general overview in the context of
NLP see Yin et al. (2021); Moryossef and Gold-
berg (2021).

Tasks SLP involves a variety of (sub)tasks with
individual challenges. Widely known tasks are sign
language recognition, sign language translation,
and sign language production (or synthesis). Sign
language recognition usually refers to identifying
individual signs from videos; see Koller (2020) for
an overview. Sign language translation refers to the
task of transforming sign language data to a second
language, no matter whether signed or spoken; see
De Coster et al. (2022) for a comprehensive survey.
Finally, sign language production refers to render-
ing sign language as a video, using methods such
as avatar animation (Wolfe et al., 2022) or video
generation.

SLP research is challenging for a number of dif-
ferent reasons. The ones we chose to highlight here
are linguistic properties, availability of data, and
availability of basic NLP tools.

Linguistic challenges SLP is challenging be-
cause the characteristics of sign languages (§2.1)
cannot be fully handled with existing methods, for
instance, the multilinearity, the use of the signing
space, and the iconicity. As explained earlier, SLP
needs to take into account manual and non-manual
cues in order to capture a complete linguistic pic-
ture of an SL utterance (Crasborn, 2006). Informa-
tion is spatio-temporal in nature and the data is si-
multaneously conveyed by a number of articulators.
Signing makes frequent use of indexing strategies
for example to identify referents introduced earlier
in the discourse or timelines (Engberg-Pedersen,
1993). In other words, a sign language utterance is
not a simple sequence of lexical units.

Sign languages have an established vocabulary
but are also lexically productive to allow for the
definition of new signs or constructions to be used
to depict entities or situations (Johnston, 2011).

Availability of data Given the current research
landscape in NLP, sign languages are under-
resourced. An analysis by Joshi et al. (2020) places
all sign languages considered in this study in the
category “left behind” (together with many spoken



languages). Existing resources are small and het-
erogeneous. They are created under a variety of
circumstances and vary in quality (e.g. video res-
olution), signer demographics (e.g. deaf vs. hear-
ing signers), richness of annotation (e.g. glosses,
sentence segmentation, translation to a spoken lan-
guage), and linguistic domain (e.g. only weather
reports, hence a very limited domain).

Also, not all corpora are easily accessible online
and some have restrictive licenses that disallow
NLP research. A survey of SL corpora available in
Europe can be found in Kopf et al. (2021). For an
account of further challenges relating to data see
De Sisto et al. (2022).

Lack of basic linguistic tools SLP currently
lacks fundamental NLP tools that are readily avail-
able for spoken languages. Such tools include au-
tomatic language identification (Monteiro et al.,
2016), sign segmentation (De Sisto et al., 2021),
sentence segmentation (Ormel and Crasborn, 2012;
Bull et al., 2020b) and sentence alignment (Varol
et al., 2021). Although there are experimental solu-
tions, they are not yet viable in practice.

Tools like these would be crucial to create better
corpora by constructing them automatically, as is
routinely done for spoken languages (Bafién et al.,
2020), and develop better high-level NLP solutions.

2.4 Sign language translation

In recent years, different methods to tackle SLT
have been proposed, most of them suggesting a
cascaded system where a signed video is first con-
verted to an intermediate representation and then
to spoken text (similarly for text-to-video transla-
tion). Intermediate representations (with individual
strengths and weaknesses) include pose estimation
(§5.3), glosses or writing systems such as Ham-
NoSys (§2.1, writing systems).

There is existing work on gloss-to-text transla-
tion (e.g. Camgoz et al. 2018; Yin and Read 2020)
and vice versa (e.g. Stoll et al., 2020), pose-to-text
translation and vice versa (e.g. Ko et al. 2019;
Saunders et al. 2020a,b,c; Inan et al. 2022; Viegas
et al. 2023) and systems involving HamNoSys (e.g.
Morrissey 2011; Walsh et al. 2022), or AZee ex-
pressions, designed to be used as input to avatar
synthesis systems (Bertin-Lemée et al., 2023). Re-
cently, direct video-to-text translation was also pro-
posed by Camgoz et al. (2020a,b). For rendering
sign language output, avatars are commonly used
(Wolfe et al., 2022), as well as methods to gener-
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ate videos of realistic signers (e.g. Saunders et al.
2022).

Parallel datasets In terms of datasets, past work
in SLT can be characterized as focusing very
much on a narrow linguistic domain, most of
the work was done on one single data set called
RWTH-PHOENIX Weather 2014T (Forster et al.,
2014). PHOENIX has a size of 8k sentence pairs
and contains only weather reports. The biggest
parallel corpus for a European sign language to
date, the Public DGS Corpus (Hanke et al., 2020),
contains roughly 70k sentence pairs.

Thus, there is a clear shortage of usable parallel
corpora, and existing ones are orders of magni-
tude smaller than what is considered an acceptable
size for spoken language MT (as a rule of thumb,
at least hundreds of thousands of sentence pairs).
Nevertheless, there are plenty of spoken languages
that also have little parallel data and MT methods
have been developed specifically for low-resource
MT (Sennrich and Zhang, 2019).

Evaluation For spoken language MT a variety of
automatic metrics exist. These include more con-
ventional, string-based metrics such as BLEU (Pap-
ineni et al., 2002) or chrF (Popovié, 2015), as well
as recent, learned metrics based on embeddings
like COMET (Rei et al., 2020). In the context of
SLT, no automatic metrics are validated empirically,
but if the target language is spoken, many existing
metrics are reasonable to use. However, if sign lan-
guage is the target language, no automatic metric
is known at the time of writing, and the only viable
evaluation method is human evaluation. Apart from
last year’s shared task, a human evaluation of SLT
systems has never been conducted on a large scale
before, and there are open questions regarding the
exact evaluation methodology and what the ideal
profile (e.g. hearing status, language proficiency)
for evaluators should be.

3 Tracks and submission procedure

We offered four translation directions (“tracks”):
translation from DSGS to German and vice versa,
French to LSF-CH, and Italian to LIS-CH.

For DSGS to German, submitted systems were
ranked on a leaderboard. For all other directions,
no automatic ranking was shown since automatic
metrics of translation quality do not exist for sign
languages as the target language.



We provided baseline systems for both transla-
tion scenarios (translating from or to a sign lan-
guage). We were prepared to provide human eval-
uation for all submitted systems, regardless of the
translation direction or language pair.

We deliberately did not limit the shared task to
any particular kind of SL representation as input or
output of an MT system. For DSGS-to-German
translation, participants were free to use video
frames, pose estimation, or something else. For
German-to-DSGS participants were free to submit
a video showing pose estimation output, an avatar,
or a photo-realistic signer.

Participants had to submit their translation out-
puts on the OCELoT platform® which displayed an
unofficial public leaderboard based on automatic
metrics. Participants were allowed to make up to
seven submissions and were asked to mark one of
them as their primary submission.

Main outcome Four teams (including one from
Northeastern University whose submission we con-
sider a baseline) participated in our task. All
of them submitted to the DSGS-to-German track,
while there were no submissions for other transla-
tion directions.

4 Data

For this task we provided separate training, devel-
opment and test data. While the training data was
available from the beginning, the test data has been
released in two stages, starting with a release of the
test sources only.

Table 1 gives a high-level overview of our train-
ing, development and test data.

4.1 Licensing and attribution

Both datasets (SRF23 and Signsuisse) can be used
for non-commercial research. Please note that dis-
tributing the datasets or making them accessible to
third parties is not permitted, either in their original
or edited form. In addition, this overview paper
should be cited if the corpora are used.

4.2 Training Data

The training data comprises two corpora called
Signsuisse (Jiang et al., 2023a) and SRF23 (Jiang
et al., 2023b). Signsuisse is a multilingual dictio-
nary containing lexical items in DSGS, LSF-CH
and LIS-CH, represented as videos and glosses.

5https://ocelot—wmt23.mteva1.org/
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Additionally, Signsuisse contains sentence-level
parallel data as well, since there is one example
sentence to show the use of the sign in context for
each lexical item. SRF23 contains parallel data
between DSGS and German, and its linguistic do-
main is general news. Both datasets are distributed
through SwissUbase®, where individual researchers
had to agree with the usage terms and apply for ac-
cess before downloading.

Training corpus 1: Signsuisse Lexicon We col-
lected 18,221 lexical items from the Signsuisse
website, 17,221 of which are released as training
data and 1, 000 are reserved for testing and there-
fore not included in the training data release. The
lexicon contains three languages: (i) DSGS (9044
items, 500 reserved), (ii) LSF-CH (6423 items, 250
reserved), and (iii) LIS-CH (2754 items, 250 re-
served).

The lexical items are represented as videos and
glosses, which enable sign-by-sign translation from
spoken to signed languages. The videos were
recorded with different framerates, either 24, 25, or
30 fps, and the video resolution is 640 x 480.

Training corpus 2: SRF23 These are daily na-
tional news and weather forecast episodes broad-
cast by the Swiss National TV (Schweizerisches
Radio und Fernsehen, SRF)’. The episodes are nar-
rated in Standard German of Switzerland (different
from Standard German of Germany, and different
from Swiss German dialects) and interpreted into
Swiss German Sign Language (DSGS). The in-
terpreters are hearing individuals, some of them
children of Deaf adults (CODASs).

The subtitles are partly preproduced, and partly
created live via respeaking to automatic speech
recognition. While both the subtitles and the sign-
ing are based on the original speech (audio), due
to the live subtitling and live interpreting scenario,
a temporal offset between audio and subtitles as
well as audio and signing is inevitable (Miiller
et al., 2022). It should also be pointed out that
there are differences between interpreted and non-
interpreted language (Dayter, 2019) due to source
language interference and time constraints. SL dur-
ing real-time interpretation tends to closely follow
the grammatical structure of the spoken language
(Leeson, 2005).

6https://www.swissubase.ch/en/catalogue/
studies/20452/19280/overview
7https://www.srf.ch



SRF23 Signsuisse Total
direction episodes segments segments lexical items segments lexical items
DSGS«+DE 771 231834 9044 9044 240878 9044
training FR—LSF-CH - - 6423 6423 6423 6423
IT—LIS-CH - - 2754 2754 2754 2754
development DSGS<»DE 3 712 - - 712 -
DSGS—DE 1 246 250 250 496 250
test DE—DSGS 1 258 250 250 508 250
FR—LSF-CH - - 250 250 250 250
IT—LIS-CH - - 250 250 250 250

Table 1: Overview of training, development and test data. SRF23 and Signsuisse are two different training corpora
(§4.2). Segment count for the training corpora is after automatic sentence segmentation. The training data and
development data for DSGS—DE and DE—DSGS are identical, while the test data is different. There was no

designated development data for LSF-CH and LIS-CH.

Different from the first edition of the shared task
(WMT-SLT?22), the offset between the signing and
the subtitles was not manually corrected for the
training data of the current edition. On the other
hand, the size of the training data is much larger
than last year, presenting a different trade-off. See
Table 2 for a comparison between this year’s and
last year’s SRF resources. While last year our fo-
cus was providing training data of the highest qual-
ity, this year our focus was offering a large, noisy
dataset that lends itself to data cleaning or filtering
experiments such as automatic alignment.

Additional resources We encouraged partici-
pants to consider the MEDIAPI-SKEL corpus with
parallel examples between French Sign Language
and French (Bull et al., 2020a) as a further resource.
Besides, we suggested that participants re-use the
training corpora released for last year’s shared task
(Miiller et al., 2022).

4.3 Development data

We did not provide any dedicated development data
for this edition of the shared task. As is customary
for WMT shared tasks, we encouraged participants
to use last year’s development and test data as de-
velopment data for the current year.

4.4 Test data

We distribute separate test data for our four transla-
tion directions. See Table 1 for an overview.

DSGS—DE The test data consists of segments
taken from undisclosed SRF23 and Signsuisse ma-
terial (see §4.2 for a general description). The final
test set is balanced, containing roughly 50% Sign-
suisse and 50% SRF23 examples. For the SRF23
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part one episode was manually aligned using the
iLex editor (Hanke and Storz, 2008), and the signer
is a “known” person that appeared in the training
set. We did not intend to test generalization to un-
known signers during the shared task evaluation
campaign. For the Signsuisse part we do not use
the isolated lexical entries themselves for testing,
but the example sentences associated with each
lexical item.

DE—DSGS Same procedure as DSGS—DE, ex-
cept that a different SRF23 episode and different
sentences from Signsuisse are reserved for this
translation direction.

FR—LSF-CH 250 undisclosed sentences from
Signsuisse.
IT—LIS-CH 250 undisclosed sentences from

Signsuisse.

5 Data preprocessing

For each data set described in §4 we provided
videos and corresponding text in a spoken language.
In addition, we included pose estimates (location
of body keypoints in each frame) as a convenience.

5.1 Video processing (only SRF23)

Videos are re-encoded with lossless H264 and use
an mp4 container. The framerate of videos is un-
changed, meaning either 25, 30 or 50. We are not
distributing the original videos but ones that are
preprocessed in a particular way so that they only
show the part of each frame where the signer is
located (cropping) and the background is replaced
with a monochrome color (signer masking), see
Figure 1 for examples.



SRF22 SRF23
Number of episodes 29 771
Time span of episodes March 2020 to March 2021 July 2014 to May 2021
Total duration videos 16 hours 437 hours
Total number of subtitles (before/after sentence segmentation) 1426577071 354901 /231834
Number of signers 3 4
Subtitle segmentation manual automatic
Subtitle alignment manual audio

Table 2: Comparison between SRF training data of the 2022 and 2023 edition of the WMT-SLT shared task. Subtitle
segmentation=ensuring that each subtitle unit is one entire sentence. Subtitle alignment=Subtitle times are either
manually corrected to match the signing in the video (manual) or are matched with the audio track (audio).

recl 0

seélﬁnd-éund finanziert GS

«¥

Figure 1: Illustration of video preprocessing steps (cropping, instance segmentation and masking). From left to
right: original frame, cropped frame, masked frame. Taken from Miiller et al. (2022).

Cropping We manually annotate a rectangle
(bounding box) around where the signer is located
for each video. We then crop the video to only keep
this region using the FFMPEQG library.

Signer segmentation and masking To the
cropped video we apply an instance segmentation
model, Solo V2 (Wang et al., 2020), to separate the
background from the signer. This produces a mask
that can be superimposed on the cropped video to
replace each background pixel in a frame with a
grey color ([127,127,127] in RGB).

The video processing steps described above are
only necessary for the SRF23 data, since Signsuisse
footage is recorded against a neutral background
and showing only one signer in the center of each
frame.

5.2 Subtitle processing (only SRF23)

Since SRF23 subtitles are not manually aligned,
automatic sentence segmentation® is used to re-
distribute text across subtitle segments, see Table 3
for examples. This process also adjusts timecodes
in a heuristic manner if needed. For instance, if au-
tomatic sentence segmentation detects that a well-
formed sentence stops in the middle of a subtitle,

8https://github.com/bricksdont/srt/tree/
sentence_segmentation
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a new end time will be computed. The end time is
proportional to the location of the last character of
the sentence, relative to the entire length of the sub-
title. See Example 2 in Table 3 for an illustration
of this case.

5.3 Pose processing (both corpora)

“Poses” are an estimate of the location of body
keypoints in video frames. The exact set of key-
points depends on the pose estimation system, well-
known ones are OpenPose (Cao et al., 2019)° and
MediaPipe Holistic (Lugaresi et al., 2019)'. Usu-
ally such a system provides 2D or 3D coordinates
of keypoints in each frame, plus a confidence value
for each keypoint.

The input for pose processing are cropped and
masked videos (§5.1). See Figure 2 for examples
of pose estimation on our data.

OpenPose We use the Openpose 137 model
(which is the default) for the Signsuisse data and
the Openpose 135 model for the SRF data. The two
models are both widely used and the 137 model
has two additional keypoints because it represents

*https://github.com/CMU-Perceptual-Computing-Lab/
openpose

Ohttps://ai.googleblog.com/2020/12/
mediapipe-holistic-simultaneous-face.html



Example 1

Original subtitle After automatic segmentation
81 48
00:05:22,607 —> 00:05:24,687 00:05:22,607 —> 00:05:28,127
Die Jury war beeindruckt Die Jury war beeindruckt und begeistert von

dieser gehorlosen Frau.
82
00:05:24,687 —> 00:05:28,127
und begeistert von dieser gehdrlosen Frau.

Example 2
Original subtitle After automatic segmentation
7 4
00:00:24,708 —> 00:00:27,268 00:00:24,708 —> 00:00:31,720

Die Invalidenversicherung Region Bern startete Die Invalidenversicherung Region Bern startete
dieses Pilotprojekt und will herausfinden, ob

8 man es zuklnftig umsetzen kann.

00:00:27,268 —> 00:00:29,860

dieses Pilotprojekt und will herausfinden, ob

man es
9

00:00:29,860 —> 00:00:33,460

zuklnftig umsetzen kann. Es geht um die
Umsetzung

Table 3: Examples of automatic sentence segmentation for German subtitles. The subtitles are formatted as SRT, a
common subtitle format. Taken from Miiller et al. (2022).

Figure 2: Examples of the output of pose estimation systems overlaid over the original video frames. Left: OpenPose,
right: MediaPipe Holistic. Taken from Miiller et al. (2022).
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the wrists twice. OpenPose often detects several
people in our videos, even though there is only one
single person present. We distribute the original
predictions which contain all people that OpenPose
detected.

MediaPipe Holistic As an alternative, we also es-
timate signers’ poses with the MediaPipe Holistic
system developed by Google. Unlike our Open-
Pose model, which only provides 2D joint loca-
tions, MediaPipe produces both 2D and 3D joint
location coordinates. For the SRF data, values from
Holistic are normalized between O and 1, instead
of referring to actual video coordinates.

Unlike the first edition of the task, where the
keypoints were stored in a JSON format, to deliver
the pose data for more compact storage and faster
I/0, in WMT-SLT 23 the binary .pose format of
Moryossef and Miiller (2021) was used.

6 Baselines and submitted systems

In this section we describe the submissions to our
shared task. In case there are substantial differences
between the primary and secondary submissions of
a team we opted to describe the primary submission
here. At the time of writing this overview paper
three out of four teams have given us detailed infor-
mation about their submissions. The submissions
are summarized in Table 4.

Overall, the participating teams have diverse aca-
demic backgrounds, but their expertise is leaning
towards NLP more than computer vision. All sub-
mitted systems are sequence-to-sequence models
based on Transformers (Vaswani et al., 2017). Par-
ticipants mostly chose to represent sign language
data as video frames (using a visual feature extrac-
tor on the encoder side). Only the baseline system
opted for Mediapipe pose features instead.

Two systems, by KNOWCOMP and TTIC, are
unconstrained because their visual or spoken text
components are pretrained on other datasets. Their
approaches are best summarized as a combina-
tion of visual embeddings and pre-trained language
models. TTIC used additional monolingual video
data from OpenASL for pretraining, and no submis-
sion used monolingual text in a spoken language.

Two teams have published their code, with an-
other team planning to do so in the future.
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6.1 Baseline by Northeastern University
(DSGS—DE)

Based on the models of the previous challenge, we
pre-train the baseline signed-to-spoken system us-
ing a Transformer architecture. We use the fairseq
seq2seq translation library (Ott et al., 2019), and
the open-source implementation of the architecture
by Tarrés et al. (2023). We first train a Sentence-
piece tokenization model on the German text of the
example sentences of the Signsuisse dataset. Then,
we train the model on the Mediapipe Holistic poses
on the Signsuisse example sentences. We, then,
validate and test the model on the extracted Me-
diapipe Holistic poses of both the Signsuisse and
SRF DSGS-to-German datasets. The final output
is detokenized to result in spoken German text.

6.2 Baseline by UZH (DE—DSGS,
FR—LSF-CH, IT—LIS-CH)

As a naive solution, we choose a sign-by-sign trans-
lation baseline (Moryossef et al., 2023). The sys-
tem gets German text as input, performs text-to-
gloss translation, then for each gloss looks up a
sign in the Signsuisse lexicon. The estimated poses
from each sign are then concatenated and smoothed
out, to create a single pose video with the transla-
tion into a sign language.

Since there were no submissions by participants
to these tracks, this baseline was not used for any
subsequent evaluation.

6.3 Submission by KNOWCOMP (Xu et al.,
2023)

The team proposed a framework which combines
a pre-trained visual model to extract visual em-
beddings with a GPT2-based language model to
translate into text.

The framework first utilises an 13D model (Varol
et al., 2022) pre-trained on the BSL-1K corpus (Al-
banie et al., 2020) to extract 1024-dimensional
tensors for a 64-frame video input. The video
extractor, i.e. the I3D model, generates a 1024-
dimensional tensors as the visual representation
of the input video (64 frames). For decoding, a
German-GPT2 (Radford et al., 2019) large lan-
guage model (LLM) is used to generate the final
translations. To establish an alignment between
the visual and the textual embeddings from the two
models, the team trains an embedding alignment
block to project the obtained visual embeddings
into textual embeddings.



BASELINE KNOWCOMP TTIC CASIA
Constrained 4 - - ?
Multilingual - - - ?
Document-level - - - ?
Model ensemble - - - ?
Pretrained components - (4 v ?
Monolingual data - v v ?
Synthetic data - - - ?
Signed language representation Mediapipe 13D features Video frames ?
Spoken language representation P BPE Sp ?
Open-source code v ) (4 ?

Table 4: Overview of characteristics of submitted systems. CASIA did not disclose any information. In the code
row, checkmarks are clickable links. BPE=Byte Pair Encoding, SP=Sentencepiece, (v/)=authors plan to publish the

code.

This is implemented by stacking 6 Transformer
encoder layers together. Two fully connected neu-
ral networks are placed before and after the align-
ment block to extend the visual embeddings into a
sequential format and to densify the aligned embed-
dings into prefix embeddings for German-GPT2,
respectively.

Before training their model KnowComp first em-
ploys a data preprocessing step where the raw data
is divided into smaller video segments which are
then matched with the corresponding ground truth
German translations. To ensure that the input ob-
serves the visual model requirements, i.e. input of
64 frames, they downsample the video segments
taking the first of each three frames. In cases where
the video segment is smaller than 64 frames, pure
black frames are appended. Next, the video frames
are resized to 224 x 224.

At training time, to enhance training efficiency,
the parameters of the visual and the translation
models are first frozen; later, at a certain iteration,
the parameters of GPT?2 are unfrozen. This strategy
ensures that the randomly initialized Transformer
encoder does not compromise the LLM. The hyper-
parameters they used are: batch size of 4, learning
optimizer Adam (Kingma and Ba, 2015) with a
learning rate of 5e — 6, and unfreezing the training
parameters at iteration 66000. The input and out-
put lengths of GPT2 were set to 20. The number
of heads in the multi-head attention was set to 8;
the prefix length for GPT2 to 4. Before the visual
embeddings were fed to the alignment block, the
sequence length was adjusted to 2 x 4, where 4 is
the GPT2’s prefix number. They ran their experi-
ments on an NVIDIA GeForce GTX 1080 Ti with
11G VRAM.
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6.4 Submission by TTIC
(Sandoval-Castaneda et al., 2023)

The system by the TTIC team uses as visual back-
bone the VideoSwin Transformer (Liu et al., 2022)
and the TS5 model by Raffel et al. (2020) for trans-
lation into text. The VideoSwin model was pre-
trained on the visual (video) side of OpenASL (Shi
et al., 2022, thus excluding the English transla-
tions) using the codebook from a discrete varia-
tional auto-encoder (dVAE, Ramesh et al., 2021) to
produce the labels in the self-supervision objective.
Next, the model was fine-tuned for the task of iso-
lated sign language recognition on the gloss-based
version (Dafnis et al., 2022) of the WLASL2000
dataset (Li et al., 2020).

The input data was segmented into non-
overlapping, padded chunks of 16 frames in order
to meet the input requirements of VideoSwin. The
outputs were concatenated together.

Following the findings of Uthus et al. (2023) that
English pre-trained T5 and fine-tuned for ASL to
English translation produces state-of-the-art results,
the TTIC team used a T5 model pre-trained on the
German Colossal Cleaned Common Crawl (GC4)
corpus.!! They used pre-trained checkpoints from
HuggingFace (Wolf et al., 2019). To tokenize the
target side, SentencePiece (Kudo and Richardson,
2018) trained on the same data was used to produce
a vocabulary of 32,128 tokens.

Their system employs a convolutional layer that
is trained to project the sequence of visual features
into a single vector per time step. The T5 embed-
dings layer is replaced by this convolutional layer.
The cross-entropy loss was used for the BEVT pre-

1]ht’cps://german—nlp—group.github.io/projects/
gc4-corpus.html



training, the ISLR fine-tuning, the text-to-text pre-
training as well as for the translation. At inference
time, the diverse beam search algorithm (Vijayaku-
mar et al., 2016) with 5 beams, 5 beam groups
and a diversity penalty of 1 was used. In contrast
to KNOWCOMP, the TTIC team used 8 GPUs to
train their system.

6.5 Submission by CASIA

Finally, we received several submissions from the
National Laboratory of Pattern Recognition at the
Institute of Automation, Chinese Academy of Sci-
ences (submission ID: CASIA). No system paper
was submitted and the authors did not provide fur-
ther information.

7 Evaluation Protocols

We performed both a human (§7.1) and an auto-
matic (§7.2) evaluation of translation quality. Our
final system ranking is based on the human evalua-
tion only.

7.1 Human evaluation

Our human evaluation follows the setting we es-
tablished last year for SLT human evaluation with
custom guidelines (Miiller et al., 2022), which was
originally adapted from the evaluation protocol
used at the recent WMT conferences (Kocmi et al.,
2022).

Scoring method We employed the source-based
direct assessment (DA ; Graham et al., 2013; Cet-
tolo et al., 2017) methodology with document con-
text, extended with Scalar Quality Metric (SQM;
Freitag et al., 2021). Assessments were performed
on a continuous scale between 0 and 100 as in tra-
ditional DA but with 0-6 markings on the analogue
slider and custom annotator guidelines specifically
designed for our task.

As a result of the human evaluation, the systems
are ranked from best to worst, after averaging the
segment-level DA scores given by the human anno-
tators. In contrast to previous evaluation campaigns
(Akhbardeh et al., 2021) which calculate the rank-
ings based on standardized scores (z-scores), we
decided to not do so, because the large number of
zero-scored items led to a rather skewed standard-
ization scale which affected the calculation of the
clusters. We did not make any distinction between
segment-level and document-level scores, simply
including the latter as additional data for computing
the average scores.
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After ranking the systems based on their average
scores, they are grouped into significance clusters,
following the Wilcoxon rank-sum test. Rank ranges
give an indication of the translation quality of a
system within a cluster and are based on the same
head-to-head statistical significance tests.

Inter- and intra-annotator agreement was mea-
sured with Fleiss « (Fleiss, 1971). This should be
considered an approximation, noting the concerns
of Ma et al. (2017) that kappa coefficients are not
suitable for continuous scales. In order to calculate
the coefficient, the values have been discretized in
seven bins in the scale 0-6, since those were the
scores marked on the continuous evaluation bar
that was given to the annotators.

Settings of evaluation campaign We used the
Appraise evaluation framework!? (Federmann,
2018) for collecting segment-level judgments. As
there were submissions in the DSGS-to-German
direction only (§6), we only set up a sign-to-text
human evaluation campaign. Annotators were pre-
sented with video fragments as source context and
translation outputs of a random document fragment
from an MT system. The reference translation and
the official baseline were included as additional
system outputs. Document fragments were created
from (up to) twelve consecutive segments. The
SRF23 part of the test set was evaluated within the
document context. Because the Signsuisse part is a
collection of utterances without document bound-
aries, we presented up to twelve random segments
at once but emphasized in the guidelines that those
are unrelated and should be assessed independently.

A screenshot of an example annotation in Ap-
praise is presented in Figure 3. The full instructions
to evaluators in English and German are listed in
Appendix B.

Data and scripts used for generating tasks and
computing the final system rankings are publicly
available in a Github repository.!?

We hired three evaluators who are native German
speakers and trained DSGS interpreters. All of
them had prior experience with evaluation of MT
output. Each evaluator was assigned an identical
set of annotation tasks comprising the entire test set
and all participating systems, including the baseline
system and the reference translation. As last year,
we did not include any quality control items in the
annotation tasks as we had multiple independent

Zhttps://github.com/AppraiseDev/Appraise
13https: //github.com/WMT-SLT/wmt-sl1t23



Swiss-German Sign Language (Deutschschweizer

0/ d ts, 13 items left in d t WMT228ignLTB #47:D t #srf.0#219-230-0 )
B LB LR =y 'gn ocument s Gebardensprache (DSGS)) — German (Deutsch)

Unten sehen Sie ein Dokument mit 12 Satzen in Deutschschweizer Gebardensprache (DSGS) (linke Spalten) und die entsprechenden maglichen
Ubersetzungen auf Deutsch (rechte Spalten). Bewerten Sie jede magliche Ubersetzung des Satzes im Kontext des Dokuments. Sie konnen bereits
bewertete Sétze jederzeit durch Anklicken eines Eingabevideos erneut aufrufen und die Bewertung aktualisieren.

Bewerten Sie die Ubersetzungsqualitdt auf einer kontinuierlichen Skala mit Hilfe der nachfolgend beschriebenen Qualitatsstufen:

0: Unsinn/Bedeutung nicht erhalten: Fast alle Informationen zwischen Ubersetzung und Eingabevideo sind verloren gegangen. Die Grammatik ist
irrelevant.

2: Ein Teil der Bedeutung ist erhalten: Die Ubersetzung behalt einen Teil der Bedeutung der Quelle bei, lasst aber wichtige Teile aus. Die Erzahlung ist
aufgrund von grundlegenden Fehlemn schwer zu verstehen. Die Grammatik kann mangelhaft sein.

4: Der grosste Teil der Bedeutung ist erhalten und es gibt nur wenige Grammatikfehler: Die Ubersetzung behalt den grassten Teil der Bedeutung
der Quelle bei. Sie kann einige Grammatikfehler oder kleinere kontextuelle Unstimmigkeiten aufweisen.

6: Perfekte Bedeutung und Grammatik: Die Bedeutung der Ubersetzung stimmt vollstandig mit der Quelle und dem umgebenden Kontext (falls
zutreffend) iberein. Auch die Grammatik ist korrekt.

Expand all items Expand unannotated Collapse all items

<Video 1 is hidden. Click to open in new window.> Bald, in der Schweiz wird vorderst noch nicht klar, dass
<Video 2 is hidden. Click to open in new window.> ein offentlicher Dialog zu den Schweizer Sportlern
<Video 3 is hidden_ Click to open in new window > kommt.

<Video 4 is hidden. Click to open in new window.> Bis nichste Woche.

<Video 5 is hidden. Click to open in new window.> Und in der Westschweiz steigen die Fallzahien wieder

- Additional source confext an.

Vor zwei Wochen fand in Berlin, in Deutschland, dass
eine gehdrlose Kinder filr hérbehinderte Kinder
angestellt haben muss.

Dann miisste der ICSD Prédsident, der international
Committee of of Sports for the Deaf, auf der Homepage
www.deaflympics.ch

- Additional target context
~ Aber ausserordentlichen Lagen kommt es darum, eine @
grosse Situation zu losen.
0 1 2 3 4 5 6
0: Unsinn/Bedeutung nicht 2: Ein Teil der Bedeutung ist erhalten 4: Der grosste Teil der Bedeutung ist erhalten und es gibt nur wenige &: Perfekte Bedeutung und
erhalten Grammatikfehler Grammatik
-
v =Video is hidden. Click to expand. > Sie setzt sich auch fiir die Gehdrlosen-, darunter auch
fiir Gehérlose und Hérbehinderte.
Vv <Video is hidden. Click to expand > Wir haben bereits mehrfach dokumentiert, wie dies

mdglich ist.

Figure 3: A screenshot of an example sign-to-text annotation task in Appraise featuring document-level source-based
direct assessment (DA) with scalar quality metrics (SQM) and custom annotator guidelines in German. Taken from
Miiller et al. (2022).
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annotations of the entire test set and because of
the very low quality of translations, which would
make them indistinguishable from segments with
randomly replaced words or phrases used as quality
control items.

Feedback from evaluators After completing the
evaluation all three evaluators filled out the feed-
back form we used last year regarding the evalua-
tion procedure and the Appraise platform, where
they gave us additional informal feedback.

7.2 Automatic evaluation

As in the previous edition, to complement our hu-
man evaluation (which provides the main ranking)
we also provide an automatic evaluation. We evalu-
ate the submissions from DSGS into German using
three automatic metrics: BLEU (Papineni et al.,
2002), chrF (Popovi¢, 2015) and BLEURT (Sellam
et al., 2020). We note that learned, semantic met-
rics correlate better with human judgement (Kocmi
et al., 2021), but if they consider the source text
as an input (e.g. COMET; Rei et al., 2020), they
cannot be used in our context because our source is
video and not text. There is no known learned met-
ric which supports sign language videos. We use
sacreBLEU (Post, 2018) for BLEU'* and chrF"®
and the Python library for BLEURT.!® In all cases,
we estimate 95% confidence intervals via bootstrap
resampling (Koehn, 2004) with 1000 samples.

8 Results

8.1 Human evaluation

Assessment scores All three evaluators com-
pleted all tasks, which gave us three independent
judgements for each segment from the official test
set. In total, for the output of five systems, we col-
lected 7,800 segment-level and 792 document-level
assessment scores, which averages to 1,718 scores
per system.

System ranking The official system ranking is
presented in Table 5. The significance clusters
are indicated with horizontal lines. According to
our human evaluation (Table 5), the submission by
TTIC has achieved an average score of 0.7 on the
scale of 0 to 100, compared to a score of 83.8 for

“BLEU|nrefs:1|bs:1000|seed: 12345|case:
mixed|eff:no|tok:13a|smooth:exp|version: 2.2.0

15chrFZlnre'Fs:1 |bs:1000|seed: 12345|case:
mixed|eff:yes|nc:6|nw:@|space:no|version: 2.2.0

ISBLEURT v0.0.2 using checkpoint BLEURT-20.
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Figure 4: Histogram with the distribution of the system
outputs at the DA score scale (x axis) with overlapping
semi-transparent bars, discretized into 20 bins. For
every segment we include only the average of all ratings.
Bin 0, where most ratings belong (up to 496), is cropped
to 20 to make the histogram visible.

human translations. The score of TTIC is signif-
icantly better than the other systems in the table.
All other systems ended up in the same cluster with
overall lower translation quality.

Distribution of scores In order to make the dis-
tribution of DA scores more interpretable, it is vi-
sualized in Figure 4. TTIC had one segment with a
score of 99 out of 100, one with 83, one for each
of the scores 22, 18 and 15, then 4 segments with a
score of about 10, and 16 segments with a score of
about 5. CASIA had two segments with a score of
about 5. The rest of the segments, including all the
outputs from the KNOWCOMP and BASELINE
systems, have been given a score very close to 0.

Some example outputs of the highest-scoring
translations are listed in Table 6. One can see that
TTIC came close to correctly translating the gen-
eral introductory greetings of the news, but for the
rest of the MT ouputs, rated less than 20 out of 100,
only a few words match the reference.

Annotator agreement In Table 7 we are report-
ing intra-annotator agreement for every annota-
tor, measured with Fleiss x (Fleiss, 1971) over
134 segments which were evaluated twice. (Lan-
dis and Koch, 1977; Agresti, 1996). The inter-
annotator agreement is k = 0.80 £ 0.01. One
can observe that the intra-annotator agreement and
all 3 intra-annotator agreements are substantial
(0.61 < k < 0.80) based on Landis and Koch,
1977).



both domains

Rank Ave. System
1 83.829 HUMAN
2 0.669 TTIC
3-5 0.024 CASIA
3-5 0.008 BASELINE
3-5 0.005 KNOWCOMP

SRF Signsuisse
Rank Ave. System Rank Ave. System
68.809 HUMAN 1 98.630 HUMAN
1.192 TTIC 2 0.154 TTIC
3-4 0.046 CASIA 3-5 0.008 BASELINE
3-5 0.009 BASELINE 3-5 0.007 KNOWCOMP
4-5 0.002 KNOWCOMP 3-5 0.003 CASIA

Table 5: Official results of the WMT23 Sign Language Translation task for translation from Swiss German Sign
Language to German. Systems are ordered by averaged (non-standardized) human score in the percentage scale.
Lines indicate clusters according to a Wilcoxon rank-sum test p < 0.05.

score system testset doc seg text
99.3 TTIC SRF 0 0 hyp:  Guten Abend, meine Damen und Herren, willkommen zur "Tagesschau".
ref:  Guten Abend, meine Damen und Herren, willkommen zur "Tagesschau".
83.3  TTIC SRF 0 1 hyp: Heute mit diesen Themen:
ref:  Das macht heute Montag Schlagzeilen:
18.7  TTIC SRF 23 9  hyp: Der US-Prisident ist heute zu Gast bei "10vor10".
ref: ~ Wesentliches gibt es auch heute bei "10vor10".
16.3  TTIC SRF 18 0  hyp: Und auch fiir EU-Biirger, die in die Schweiz einreisen wollen, soll es ver-
schirfte Einreiseregeln geben.
ref:  Auch die EU will nun ihre Biirger vom Kreuzfahrtschiff zuriickholen, denn
man misstraut Japans Krisenmanagement.
12.0  TTIC SRF 14 2 hyp: Die Leute miissen sich Gedanken machen, wie sie die Zukunft meistern
konnen.
ref:  Das muss sich dndern, sind sich die EU-Aussenminister einig.
11.0  TTIC SS 18 5  hyp: Der Film kann auf YouTube angeschaut werden.
ref:  Dieser Film ist spannend und interessant.
83 TTIC SRF 15 4 hyp: Tausende Menschen sind seither ohne Hilfe von aussen ausgewandert.
ref:  Uber 70’000 Menschen haben sich bis heute mit dem neuen Coronavirus
infiziert.
5.0 CASIA SRF 1 1 hyp:  Die Temperaturen steigen in der Schweiz.
ref:  Und morgen gibt es sonnige Phasen bei Temperaturen um 9 °C.

Table 6: Examples of some of the highest-scoring translations in the test set. hyp=MT outputs, ref=human translation
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annotator kappa
A 0.80£0.05
B 0.80£0.06
C 0.79£0.06

Table 7: Intra-annotator agreement based on the Fleiss
k coefficient for reliability of agreement (with scores
discretized in the scale 0-6).

30

25

20

15

10

Number of annotation tasks

Figure 5: Number of task completion times (a task con-
sists of 100 segments) grouped into 10-minute buckets,
after removing top and bottom 5-percentiles.

Evaluation speed A single task requiring provid-
ing 100 segment-level and about 12 document-level
scores took on average 29 minutes to complete,
after excluding 5% of slowest and fastest task an-
notations. The majority of tasks were finished in
between 10 and 30 minutes as shown in Figure 5.
This is substantially faster than last year, which
averaged around 45 minutes per task.

Feedback from evaluators After completing the
evaluation all three evaluators filled in a form meant
for feedback regarding the evaluation procedure
and the Appraise platform. All evaluators gave us
additional informal feedback.

In general, evaluators reported that their expe-
rience with Appraise was positive (two of them
had used Appraise before), and that our instruc-
tions were clear. All of them would be willing to
do similar work in the future. They found source
videos understandable and the documents or seg-
ments given were neither too long nor too short.
The general method of assessing translations (DA
with SQM) was not found difficult nor stressful, but
on the contrary annotators thought it was efficient,
simple, fast and practical.
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Concerning Appraise development, nobody ex-
perienced technical problems, which is an improve-
ment over last year, when two people experienced
major technical issues. Evaluators suggested that
the user interface could be improved in some places.
For instance, automatically playing videos could
make evaluations more efficient, the videos should
be bigger by default, there should be more key-
board shortcuts and there should be a quick way to
give a low score to an entire document.

As explained in more detail below (§9.3), and
similar to last year, evaluators told us that some
videos do not have ideal cuts, in the sense that the
beginning or end are slightly cut off. This is per-
haps inevitable in continuous signing, or a problem
in our manual alignment process.

Full responses to the feedback form submitted
by evaluators are listed in Appendix C.

8.2 Automatic evaluation

Table 8 summarises the results of the automatic
evaluation. In general, the translation of the Sign-
suisse subset (SS) and the SRF23 subset seem to
have a similar complexity, especially according to
chrF and BLEURT evaluation scores. BLEU, on
the other hand, shows higher translation quality
for SRF in selected systems by CASIA and TTIC.
Both teams are able to significantly outperform the
baseline system according to the three evaluation
metrics. TTIC achieves the best scores with their
primary submission TTIC.423. Although chrF
points out another of their submissions as the best
system, the difference with respect to the primary
submission is not statistically significant.

9 Discussion

9.1 General translation quality

Overall, all systems perform poorly in our shared
task, as there is an extreme difference in average
score between all systems and the human refer-
ence translation. The systems exhibit well-known
problems of natural language generation such as
overfitting to few high-probability hypotheses and
hallucination (Lee et al., 2018; Raunak et al., 2021).

The best submitted system in the best case
achieves an average score of about 1 out of 100
(where the human translation achieved 69 out of
100), which indicates that current automatic trans-
lations are not usable in practice, unlike spoken
language MT where in specific scenarios experi-
ments have shown systems to be on par with human



BLEU chrF BLEURT

Submission all SS SRF23 all SS SRF23 all SS SRF23

BASELINE 0.09£0.03 0.15£0.06 0.10+£0.05 12.4+£04 12.2£0.5 12.540.5 0.0724+0.003 0.083£0.005 0.060+0.005
CASIA 426 0.38+0.20 0.16+0.04 0.52+0.28 14.6+04 14.2+£0.5 14.840.7 0.1484+0.006 0.143£0.008 0.152+0.007
CASIA 427 0.39£0.20 0.13+0.05 0.52+0.28 14.2+£0.5 13.4£0.5 14.840.7 0.162+0.006 0.171£0.009 0.152+0.007
CASIA 428 0.16£0.07 0.16+0.04 0.20+0.10 13.5£04 14.2£0.5 13.0+0.5 0.156+0.005 0.143£0.008 0.168+0.007
CASIA 429 0.38+0.20 0.15+0.06 0.52+0.28 14.3£04 13.5£0.5 14.840.7 0.175+0.006 0.197+0.008 0.152+0.007
CASIA.430 0.33£0.16  0.15+0.10 0.52+0.28 14.7£04 14.6£0.5 14.840.7 0.166+0.006 0.179+£0.008 0.152+0.007
CASIA 431 0.13+0.06  0.15+0.10 0.14+0.03 14.5+04 14.6+£0.5 14.4+0.6 0.169£0.006 0.17940.008 0.15940.008
CASIA 432 0.37£0.19 0.114+0.05 0.52+0.28 14.4+04 13.7£0.5 14.840.7 0.172+0.006 0.190£0.008 0.152+0.007
KNOWCOMP418  0.06£0.03 0.07+0.03 0.09+0.04  6.2£03 6.9£0.5 57405 0.0774+0.005 0.080£0.007 0.073+0.007
KNOWCOMP419 0.07£0.05 0.06+0.02 0.11+0.09  7.6+£0.3  82+04 7.24+0.4 0.083+0.005 0.084+0.007 0.081+0.007
TTIC.417 0.56£0.46 0.304£0.14 0.294+0.13 15.9+£0.5 16.6£0.8 15.34+0.6 0.2224+0.010 0.231£0.011 0.210£0.015
TTIC.420 0.78£0.83 0.21+0.04 0.17+0.02 16.0£0.5 16.2£0.6 15.5+0.6 0.2244+0.010 0.228+0.011 0.216+0.015
TTIC.421 0.21£0.09 0.13+0.06 0.294+0.13 13.2+04 13.3£0.5 13.24+0.6 0.0874+0.006 0.078+0.006 0.095+0.010
TTIC.422 0.77£0.74 0.224+0.13  0.294+0.12 17.3£0.5 16.7£0.6 17.44+0.6 0.2391+0.010 0.230£0.011 0.245£0.015
TTIC.423 1.03£0.87 0.21£0.03 0.69+0.46 17.0+£0.6 16.2+0.7 17.2+£0.7 0.243+0.010 0.236+0.011 0.246+0.013
TTIC.424 0.79+£0.74 0.244+0.12 0.33+0.14 17.2+£0.5 16.6+£0.7 17.5+0.7 0.236+0.009 0.228+0.011 0.241£0.015
TTIC.425 0.74£0.79 0.14£0.06 0.23+0.10 16.3£0.6 16.0£0.7 16.3+0.7 0.205+0.009 0.194+£0.010 0.214+0.014

Table 8: Automatic evaluation of all the submission for the full WMT-SLT test set (all), the Signsuisse subset (SS)
and the SRF23 subset. Mean and 95% confidence intervals obtained via bootstrap resampling are shown. Primary

submissions manually evaluated are boldfaced.

translation (Hassan et al., 2018; Popel et al., 2020).
This assessment of general translation quality is
unchanged from last year, see Miiller et al. (2022)
for potential reasons that still apply to the current
shared task.

9.2 No submissions for spoken-to-signed
translation directions

No teams participated in a track where a sign lan-
guage is the target language (§3). We believe this
could be due to the fact that generating sign lan-
guage may appear considerably harder to partici-
pants. The problem of signed-to-spoken translation
fits well into existing translation paradigms and
toolkits, because using arbitrary features on the
source side is easier than generating arbitrary nu-
merical data (such as a video). Decoding text on
the target side is considerably easier and more well-
defined in NLP than decoding a video or similar
data structure.

We thought that providing a baseline system for
spoken-to-signed translation (§6.2) may help lower
the barriers to entry but clearly, more measures are
needed. A different hypothesis is that our shared
task in its current form does not appeal to scientists
working in the field of sign language generation or
avatar technology. They may have felt alienated by
aspects of the shared task which are familiar to MT
researchers, but would need more explanation or
introduction for people from neighboring fields.
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9.3 Low scores of human translations

When looking at the domain-specific results (Ta-
ble 5b and c), we observe that the human translation
in SRF was ranked considerably lower than Signsu-
isse (69% against 98%). This difference warrants
further investigation, as does the fact that a per-
centage of 69% is by itself rather low. We explain
potential reasons for this below, attributing the dif-
ference to the way the corpora were generated.

Interpretation vs. translation SRF is partially
generated as live interpretation of the spoken TV
shows (spoken-to-sign), where interpreters are un-
der time pressure. Due to specific efficiency strate-
gies they occasionally omit content to keep up with
the spoken audio. Therefore, since here we are
evaluating the performance of the systems in the
opposite direction (sign-to-spoken) it may as well
very often be that the content of the interpretation
does not match the one of the written or spoken
sentence. However, as explained in Section 4, the
Signsuisse part of the testset derives from a lexi-
con, containing sentences recorded as examples of
particular lexicon entries. Since these have been
generated for the purpose of being included in the
lexicon, the accuracy of the translation is expected
to be much higher than the one achieved within live
interpretation.

Video editing issues The measured bad human
performance on SRF may also be explained by the
fact that the video cuts are sometimes not ideal,



i.e. the beginning or end of an SL utterance is cut
off, as noted by our evaluators. This may have
occurred because segmenting continuous signing
is difficult and there is no ideal way to separate
seamless transitions.

In the future these problems could perhaps be
mitigated by including more frames from the left
and right border of a video clip, or simply discard-
ing sentences with unclear boundaries.

Role of discourse context A third reason may
be that SLs are probably more dependent on con-
text than spoken languages, e.g. because of index
signs. This means that evaluating an isolated SL ut-
terance (the equivalent of one sentence in a spoken
language) may lead to low scores. This is a phe-
nomenon that would more likely occur in a news
report of SRF, as compared to the isolated example
sentences of Signsuisse.

Contrary to what was observed for the evaluation
of the human translation, the two submitted MT
systems TTIC and CASIA perform significantly
better on SRF than on Signsuisse. Here we may
provide the assumption, that since the amount of
training sentences from SRF is bigger than the ones
from Signsuisse, the systems are optimized better
for that domain. Additionally, it has been noted that
in interpretation settings similar to the ones of SRF,
the linguistic characteristics of the signing may be
more closely related to German than in an offline
translation setting, such as the one in Signsuisse.

9.4 Quality of training data and unexplored
potential

Compared to last year we offered considerably
more training data (hundreds of hours worth of
video compared to dozens last year; §4.2). How-
ever, while last year all training data was manu-
ally corrected, this year we offered the data as-is.
The SRF23 training data is best understood as a
comparable corpus, or web-crawled parallel corpus
including various types of noise (Khayrallah and
Koehn, 2018). For instance, the time stamps of the
German subtitles are more aligned with the audio
signal present in the broadcast and do not account
for the delay of live-interpreted signing. Any naive
extraction of parallel examples from SRF23 with-
out any alignment tools or shifting subtitle times
will result in noisy training data.

As far as we know no participant investigated
ways to improve the alignments automatically,
which is perhaps because we did not explain this
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well in our online documentation. One reason for
this may be that we did not make it clear enough to
participants that one of our training corpora is ef-
fectively un-aligned. But essentially, it means there
is unexplored potential in improving or filtering the
training data instead of training on the raw corpora.

9.5 Limitations of shared task setup

The limitations we identified in last year’s find-
ings paper still apply. Briefly, the limitations con-
cern the lack of generalization across signers, the
favourable recording conditions of our sign lan-
guage data and interpretation vs. translation setups.
See Miiller et al. (2022) for a more comprehensive
description.

10 Conclusion and future directions

In this paper we present the second WMT Shared
Task on Sign Language Translation (WMT-SLT23).
We consider automatic sign language translation,
and sign language processing in general, to be of
wide public interest and to have a high potential
impact in a societal and academic sense (§2).

Compared to last year we ran our shared task
for three language pairs instead of one, we dis-
tributed considerably more training data (albeit
with a higher amount of noise) and we put more
emphasis on scenarios where sign languages are
the target language.

Four teams participated in the second edition
of the shared task. Overall, we observed low sys-
tem performance with an average human evaluation
score of about 1 out of 100 (for the best-performing
system), which is not usable in practice. The main
reasons for this outcome are a lack of usable train-
ing data, a modality gap (considering that most
existing work in MT is based on text) and a lack of
basic NLP tools specifically for sign languages.

Future of the shared task After two successful
iterations the shared task is now well established,
in the sense that suitable protocols are in place
for human and automatic evaluation, reasonable
baseline systems exist, as well as several training
corpora and official WMT test sets.

So far our shared tasks have certainly helped
to paint a more realistic picture of the translation
quality of state-of-the-art systems, but they have
not led to any major technical innovation. This may
be because technologies more fundamental than
machine translation do not exist for sign languages,
or are not reliable enough. For this reason we will



consider running shared tasks on more fundamental
problems in SLP such as alignment, segmentation,
or automatic filtering of parallel corpora.

In the future we could also try to shift the focus
away from interpreted news broadcast material as
the basis for training and test data. A major chal-
lenge to overcome is that interpreted material is
available in larger amounts, while signing produced
by conventional, off-line translation or produced
by native signers is harder to come by. Neverthe-
less, using non-interpreted material largely avoids
alignment shifts in the training data and leads to
higher scores for the human translations of the test
data, among other advantages.

11 Ethical statement

Within this shared task, two main ethical consider-
ations emerge: the potential impact of SL technol-
ogy on target users and privacy considerations.

Research in sign language processing, if not ex-
ecuted carefully, may inadvertently cause harm to
end users, especially members of deaf communi-
ties. Hearing scientists should refrain from pre-
scribing what sort of language technology should
be accepted by deaf or hard-of-hearing individu-
als and should avoid claiming that their approach
“solves” any particular problem. Ideally, research of
this nature should include deaf and hard-of-hearing
people, not only at evaluation time but in the entire
development cycle (Fox et al., 2023).

Secondly, there is a concern for the privacy of in-
dividuals depicted in SLP datasets. For the specific
use case of sign language data, proper anonymisa-
tion is impossible, since identifying details such
as facial expressions are crucial for sign language
communication. We have obtained written per-
mission of all individuals shown in our datasets.
Storing and processing pose estimation features
instead of raw videos may be an alternative that
provides anonymity (and has other generalization
effects such as ignoring differences in race, gender,
clothing, background, etc.). However, in our shared
task and related literature, (Moryossef et al., 2021;
Tarrés et al., 2023) video features outperform pose
features.
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A Details on shared task data and submission

A.1 Data resources

Direct download links: https://www.swissubase.ch/en/catalogue/studies/20452/19173/
datasets/2327/2705/overview

Signsuisse lexicon (release 2.0): https://www.swissubase.ch/en/catalogue/studies/20452/
19280/datasets/2350/2715/overview

SRF corpus poses and segmented subtitles (release 1.0): https://www.swissubase.ch/en/catalogue/
studies/20452/19280/datasets/2343/2721/overview

Test sources as a tar ball (release 2.0): https://files.ifi.uzh.ch/cl/archiv/2023/easier/
wmtslt/test_sources.v2.0.tar.gz

Test sources in WMT XML format for submissions: https://files.ifi.uzh.ch/cl/archiv/2023/
easier/wmtslt/xml/

A.2 XML submission schema

<?xml version='1.0"' encoding="'utf-8"'?>
<dataset id="slttest2022 .de—dsgs">
<doc origlang="de" id="srf.0">
<src lang="de">
<p>
<seg i1d="0">Guten Abend meine Damen und Herren - willkommen zur
"Tagesschau".</seg>
</p>
</src>
<hyp system="YOUR SYSTEM NAME" language="dsgs">
<p>
<seg id="0"> https://www.your_hosting.com/your_url_for_this_segment
</seg>
</p>
</hyp>
</doc>
</dataset>

B Appraise instructions to human evaluators

B.1 Sign-to-text direction
B.1.1 English

Below you see a document with 10 sentences in Swiss-German Sign Language (Deutschschweizer
Gebirdensprache (DSGS)) (left columns) and their corresponding candidate translations in German
(Deutsch) (right columns). Score each candidate sentence translation in the document context. You may
revisit already scored sentences and update their scores at any time by clicking on a source video.
Assess the translation quality on a continuous scale using the quality levels described as follows:

* 0: Nonsense/No meaning preserved: Nearly all information is lost between the translation and source.
Grammar is irrelevant.

* 2: Some Meaning Preserved: The translation preserves some of the meaning of the source but misses
significant parts. The narrative is hard to follow due to fundamental errors. Grammar may be poor.

* 4: Most Meaning Preserved and Few Grammar Mistakes: The translation retains most of the meaning
of the source. It may have some grammar mistakes or minor contextual inconsistencies.
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* 6: Perfect Meaning and Grammar: The meaning of the translation is completely consistent with the
source and the surrounding context. The grammar is also correct.

Please score the overall document translation quality (you can score the whole document only after scoring
all individual sentences first). Assess the translation quality on a continuous scale using the quality levels
described as follows:

* (0: Nonsense/No meaning preserved: Nearly all information is lost between the translation and source.
Grammar is irrelevant.

* 2: Some Meaning Preserved: The translation preserves some of the meaning of the source but misses
significant parts. The narrative is hard to follow due to fundamental errors. Grammar may be poor.

* 4: Most Meaning Preserved and Few Grammar Mistakes: The translation retains most of the meaning
of the source. It may have some grammar mistakes or minor contextual inconsistencies.

* 6: Perfect Meaning and Grammar: The meaning of the translation is completely consistent with the
source and the surrounding context. The grammar is also correct.

B.1.2 German

Unten sehen Sie ein Dokument mit 10 Sitzen in Deutschschweizer Gebirdensprache (DSGS) (linke
Spalten) und die entsprechenden moglichen Ubersetzungen auf Deutsch (rechte Spalten). Bewerten Sie
jede mogliche Ubersetzung des Satzes im Kontext des Dokuments. Sie konnen bereits bewertete Sitze
jederzeit durch Anklicken eines Eingabevideos erneut aufrufen und die Bewertung aktualisieren.

Bewerten Sie die Ubersetzungsqualitit auf einer kontinuierlichen Skala mit Hilfe der nachfolgend
beschriebenen Qualitétsstufen:

+ 0: Unsinn/Bedeutung nicht erhalten: Fast alle Informationen zwischen Ubersetzung und Eingabev-
ideo sind verloren gegangen. Die Grammatik ist irrelevant.

« 2: Ein Teil der Bedeutung ist erhalten: Die Ubersetzung behilt einen Teil der Bedeutung der Quelle
bei, lasst aber wichtige Teile aus. Die Erzédhlung ist aufgrund von grundlegenden Fehlern schwer zu
verstehen. Die Grammatik kann mangelhaft sein.

* 4: Der grosste Teil der Bedeutung ist erhalten und es gibt nur wenige Grammatikfehler: Die
Ubersetzung behilt den grossten Teil der Bedeutung der Quelle bei. Sie kann einige Grammatikfehler
oder kleinere kontextuelle Unstimmigkeiten aufweisen.

* 6: Perfekte Bedeutung und Grammatik: Die Bedeutung der Ubersetzung stimmt vollstindig mit der
Quelle und dem umgebenden Kontext (falls zutreffend) {iberein. Auch die Grammatik ist korrekt.

Bitte bewerten Sie die Ubersetzungsqualitit des gesamten Dokuments. (Sie konnen das Dokument erst
bewerten, nachdem Sie zuvor alle Sitze einzeln bewertet haben.) Bewerten Sie die Ubersetzungsqualitiit
auf einer kontinuierlichen Skala mit Hilfe der nachfolgend beschriebenen Qualitétsstufen:

+ 0: Unsinn/Bedeutung nicht erhalten: Fast alle Informationen zwischen Ubersetzung und Eingabev-
ideo sind verloren gegangen. Die Grammatik ist irrelevant.

+ 2: Ein Teil der Bedeutung ist erhalten: Die Ubersetzung behilt einen Teil der Bedeutung der Quelle
bei, ldsst aber wichtige Teile aus. Die Erzihlung ist aufgrund von grundlegenden Fehlern schwer zu
verstehen. Die Grammatik kann mangelhaft sein.

* 4: Der grosste Teil der Bedeutung ist erhalten und es gibt nur wenige Grammatikfehler: Die
Ubersetzung behilt den grossten Teil der Bedeutung der Quelle bei. Sie kann einige Grammatikfehler
oder kleinere kontextuelle Unstimmigkeiten aufweisen.

* 6: Perfekte Bedeutung und Grammatik: Die Bedeutung der Ubersetzung stimmt vollstindig mit der
Quelle und dem umgebenden Kontext (falls zutreffend) tiberein. Auch die Grammatik ist korrekt.
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C Feedback from evaluators

Tables 9 and 10 detail for each evaluator the feedback answers and comments regarding the human
evaluation procedure and the Appraise system. All three evaluators submitted a response.

Answer 1

Answer 2

Answer 3

What is your experience in assessing machine translation outputs?

Low: I have done it once or a long
time ago

Moderate: I have done it a few times

Low: I have done it once or twice
before, or a long time ago

Please specify how much you agree or disagree with the following statements.

Generally, my experience with the  Agree Agree Agree

tool was positive

Instructions were clear Neutral Strongly agree Strongly agree
Quality levels 0-6 were helpful to  Neutral Neutral Agree

me

Source videos were understandable Strongly agree Agree Strongly Agree
There was too much repetitiveness Strongly agree Neutral Strongly agree
Documents were too long Disagree Disagree Neutral
Segments were too short Disagree Disagree Disagree

In some cases, the context was insuf-  Neutral Neutral Disagree
ficient

I experienced technical issues Neutral Neutral Disagree

I would be willing to do similar  Agree Agree Agree

work in the future

This evaluation campaign featured the Direct Assessment with Scalar Quality Metrics method.
What do you think about this method? On a scale between -3 (negative) and 3 (positive) it was...

difficult/easy +1 +3 +3
stressful/relaxed 0 +3 +2
laborious/effortless +2 +2 -2
slow/fast +2 +2 0
inefficient/efficient +2 +2 +2
boring/exciting -1 +2 0
complicated/simple +1 +2 +3
annoying/enjoyable -1 +2 0
limiting/creative -1 0 0
impractical/practical 0 +2 +3

Table 9: Feedback from evaluators about the human evaluation setup and the Appraise platform.
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Answer 1

Answer 2

Answer 3

Please provide more details related to the statements above that you think can be useful to us.
What was most troublesome? What could we improve?

(original in German) - Ich hitte
ein grosseres Video geschitzt
(ohne dass ich das jedes Mal
aktiv anklicken muss) > Z.B. bei
Klicken auf Play, automatische
Vergrosserung und bei Ende der
Wiedergabe automatisch zuriick
auf die Skala. - Die Videoschnitte
waren - v.a. bei einem Modell
(langer Lag!) - sehr schlecht.
Video und Text stimmten deshalb
oft nicht iiberein. Schwierig fiir
die Beurteilung! - Es kam oft
vor, dass ganze Dokumente schon
auf einen Blick als "komplett
falsch”" ersichtlich waren (Texte
komplett unverstindlich). Da wire
es hilfreich, wenn man ein gesamtes
Dokument als "ROT" beurteilen
konnte, ohne jedes einzelne Video
zu beurteilen.

(translated into English) - I would
have appreciated a larger video
(without having to actively click that
every time) > E.g. when clicking
play, automatic enlargement and at
the end of playback automatically
back to the scale. - The video cuts
were - especially with one model
(long lag!) - very bad. Video and
text therefore often did not match.
Difficult for the evaluation! - It of-
ten happened that whole documents
appeared at a glance as "completely
wrong" (texts completely incompre-
hensible). There it would be helpful
if one could judge a whole document
as "RED" without judging every sin-
gle video.

Some of the film clips were poorly
edited and therefore did not match
the translated text. Certain writ-
ten formulations are not common in
Switzerland. There are some very
German formulations. The German
text was taken over, there was no
real translation.

The large amount of nonsense trans-
lations could lead to the fact that
one does not work concentrated any
more.

What were the main or most common issues with the automatic translations?

(original in German) Es gab wenig
Probleme technischer Art. Nur 1x
kein Zugang zum Dokument. Ab
und zu (aber selten!) eine Meldung,
dass die "Resultate" nicht angenom-
men/gespeichert werden konnten.

(translated into English) There were
few problems of a technical nature.
Only 1x no access to the document.
Now and then (but rarely!) a mes-
sage that the "results" could not be
accepted/saved.

Some of the film clips were poorly
edited and therefore did not match
the translated text.

The large amount of nonsense trans-
lations.

Table 10: Feedback comments from evaluators about the human evaluation setup and the Appraise platform.
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Abstract

Building upon prior WMT shared tasks in doc-
ument alignment and sentence filtering, we
posed the open-ended shared task of finding
the best subset of possible training data from
a collection of Estonian-Lithuanian web data.
Participants could focus on any portion of the
end-to-end data curation pipeline, including
alignment and filtering. We evaluated results
based on downstream machine translation qual-
ity. We release processed Common Crawl data,
along with various intermediate states from a
strong baseline system, which we believe will
enable future research on this topic.

1 Introduction

A machine translation (MT) system is only as good
as the data it is trained on. However, the academic
research community often overlooks the details of
this task, using pre-curated corpora.

To promote research in this area, this shared
task! focuses on finding pairs of sentences or doc-
uments that are translations of each other based
on a collection of web crawled data. MT models
are trained by the organizers on the data found by
participants, and performance is then judged us-
ing automatic metrics. This shared task builds on
prior shared tasks on document alignment (Buck
and Koehn, 2016a) and sentence filtering (Koehn
et al., 2018, 2019, 2020). However, this task is
intentionally open-ended, and designed to allow
participants to improve on various different parts
of the data curation pipeline.

We chose the Estonian-Lithuanian language pair
for several reasons. The amount of data we ex-
tracted in that language pair was enough to train a
reasonable MT model, while being small enough
that the task was still accessible to academic partici-
pants with limited hardware resources. We avoided
English, as many toolkits are developed/optimized

1http: //www2.statmt.org/wmt23/data-task.html
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on English data, and results on English may not
generalize well. And finally, we avoided languages
which were closely related, as this could favor
methods which do not generalize well.

To lower the barrier to entry and allow partici-
pants to focus their research and compute resources,
we release intermediate stages of a strong baseline
data curation system. We encourage future work to
build upon resources provided in this shared task.

This paper gives an overview of the task,
presents its results, and provides some analysis.

2 Related work

Parallel data has been required for training ma-
chine translation systems ever since the field tran-
sitioned to statistical machine translation (Brown
et al., 1990). To train that first statistical system,
Brown et al. aligned English-French sentences
from the proceedings of the Canadian Parliament,
often referred to as Hansards, using a very simple
system to segment each side into sentences and
then align them using only sentence length (Brown
et al., 1991). The field of parallel data curation has
come a long way since then, with modern methods
extracting billions of sentence pairs in hundreds of
languages, as opposed to the few million enabled
by Hansards.

Currently, there are two main approaches to par-
allel data curation: (1) document and sentence
alignment, and (2) comparable corpora methods.

Document & Sentence alignment The first ap-
proach is very similar in spirit to that used on Han-
dards: Parallel documents are identified and then
document pairs are aligned at the sentence level
to produce sentence-level translation pairs. These
steps are referred to as document alignment and
sentence alignment, respectively. The web has
become the default source of documents (Resnik,
1998), where businesses, governments, and individ-
uals regularly release documents and translations of

Proceedings of the Eighth Conference on Machine Translation (WMT), pages 95-102
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those documents—for example a user manual that is
published in several languages. A very simple and
computationally inexpensive approach to finding
parallel documents is to locate URLs which differ
in no more than a language code (Resnik and Smith,
2003). However, more accurate (and computation-
ally expensive) methods have also been developed
which look for documents which appear to contain
similar information, for example by translating all
documents into one language and then finding pairs
via TF-IDF similarity (Buck and Koehn, 2016b).
More recent approaches to document alignment
have relied on finding similar vectors after convert-
ing documents into multilingual vectors, created
via combining sentence embeddings (Thompson
and Koehn, 2020) or by embedding entire docu-
ments (Guo et al., 2019). A WMT shared task on
document alignment was held in 2016 (Buck and
Koehn, 2016a).

Once parallel documents have been located, they
are sentence aligned. Sentence alignment consists
of finding a bipartite graph which matches minimal
groups of sentences that are translations of each
other. This is necessary because content may have
been inserted or deleted in the translation process,
and sentences may have been combined or split in
the translation process. Additionally, sentence seg-
mentation errors may cause sentences to be split or
combined. An example of an early sentence align-
ment algorithm is Gale-Church (Gale and Church,
1993), which like the original IBM system uses
only the length of each sentence, making it very
computationally efficient but not particularly accu-
rate. Bleualign (Sennrich and Volk, 2010, 2011)
used an MT system to convert one text into the
language of the other and then performed n-gram
matching, similar to the BLEU MT metric (Pap-
ineni et al., 2002). A more recent sentence aligner
is Vecalign (Thompson and Koehn, 2019), which
uses multilingual sentence embeddings and a dy-
namic programming approximation (Salvador and
Chan, 2007) which makes the algorithm linear with
respect to the number of sentences being aligned.
Widely used datasets created via document and sen-
tence alignment include Paracrawl (Bafién et al.,
2020) and CCAlign (El-Kishky et al., 2020).

Comparable Corpora A recent alternative to
document and sentence alignment is to discard
document information and simply create a collec-
tion of sentences in each language, and then find
translation pairs by looking for sentences which
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are nearby by in a multilingual embedding space.
LASER (Artetxe and Schwenk, 2019) was pro-
posed for this task. The authors additionally pro-
posed a margin-based score which gives preference
to sentence pairs which are more similar to one an-
other than other potential matches by at least a mini-
mum margin. Approximate nearest neighbor search
(Johnson et al., 2019) is used to make the search
for sentence pairs tractable. Examples of widely-
used datasets created via the comparable corpora
method include Wikimatrix (Schwenk et al., 2021a)
and CCMatrix (Schwenk et al., 2021b).

2.1 Parallel Corpora Filtering

Once data has been aligned, it is customary—
especially for data coming from the web—to per-
form data filtering to remove low quality translation
pairs before using the data for training, as unfiltered
web-crawled data harms translation performance
(Khayrallah and Koehn, 2018). There have been
three prior shared tasks on bitext filtering at WMT
(Koehn et al., 2018, 2019, 2020).

Popular approaches to data filtering include
LASER margin filtering (Chaudhary et al., 2019),
using an approach similar to the comparable cor-
pora method described above, and dual conditional
cross entropy (Junczys-Dowmunt, 2018), which
trains NMT models on held-out clean data in both
the forward and reverse directions and uses them
to compute cross-entropy scores for the data be-
ing filtered. Sentence pairs with divergent or poor
cross-entropies are down-weighted.

3 Shared Task Definition

This shared task presented the open-ended prob-
lem of finding the best possible subset of aligned
sentence pairs from unaligned documents sourced
from the internet. Participants were evaluated on
downstream machine translation system perfor-
mance.

Parallel data curation from web can be compu-
tationally demanding due to the sheer scale of we-
bcrawled data. For this reason, in addition to our
documents, we also released pre-computed inter-
mediate steps from a baseline, so participants can
choose to focus on one aspect of the task (e.g. sen-
tence filtering.)

For this shared task, the organizers provided:

* Web-crawled data, as unique sentences or
unique documents



* LASER?2 sentence embeddings

» K-nearest neighbors by cosine similarity from
our baseline

* End-to-end scripts for MT training and evalu-
ation

End-to-end scripts enabled participants to supply
a set of sentence ids and train and evaluate a Sock-
eye MT model (Hieber et al., 2022). Alongside
the scripts, we provided a simple baseline based on
1-best cosine similarity.

Participants were allowed to use only pre-trained
models and datasets publicly released with a
research-friendly license on or before May 1, 2023.

3.1 Dataset

All of our inputs were derived from the 2023-06
snapshot of Common Crawl. We extracted the
plain text from HTML using the trafilatura li-
brary (Barbaresi, 2021), and ran the first 2,000
characters through the 176-language fasttext lan-
guage id model (Joulin et al., 2016a,b).

We kept all documents classified as Estonian or
Lithuanian, unless their hostnames were included
in the following lists from the blocklist project:?
abuse, basic, crypto, drugs, fraud, gambling, mal-
ware, phishing, piracy, porn, ransomware, redirect,
scam, torrent. No further data filtering was per-
formed.

We split documents into paragraphs at line
breaks, and segmented resulting paragraphs into
sentences using the Media Cloud sentence splitter.>

Each unique sentence was given a Globally
Unique IDentifier (GUID) and tagged with a lan-
guage id based on fastText.

3.1.1 Dataset Statistics

Our dataset includes documents taken from
402,920 hosts. Only 24,319 of these hosts included
documents in both languages. Table 1 includes
overall counts on a per language basis.

3.1.2 Intermediate Outputs From Baselines

We provide participants with intermediate outputs
from our baseline systems as additional resources,
such that prospective participants could be able to
access sentence embedding or sentence pair simi-
larity information without needing computational
resources to create these themselves.
2https://github.com/blocklistproject/Lists

Shttps://github.com/mediacloud/
sentence-splitter
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Estonian Lithuanian
# Hosts 199,813 227,426
# Documents 3,449,211 4,571,947
# Sentences 53,234,425 63,488,253
# Sents w/ Langld 36,870,945 46,969,824

Table 1: Counts of unique hosts, documents, sentences,
and sentences identified as the correct language in our
dataset

We provide outputs of embedding each sentence
with the LASER 2 model (Heffernan et al., 2022).
We also release a smaller version of the embed-
dings, projected down to 128 dimensions via PCA
and converted to float16.

To create baseline sentence pair alignments, we
removed sentences detected as non-Estonian or
non-Lithuanian, and used the FAISS library (John-
son et al., 2019) to index our LASER2 embeddings
for fast retrieval. We applied L2 normalization to
the embeddings, and added them to a flat inner
product index, so that the resulting scores were
equivalent to cosine similarity. We queried each
index with embeddings in the other language, and
returned the top eight results. These raw cosine
similarity scores are shared with participants as a
potential resource, and serve as the basis for our
baseline submissions.

4 Evaluation

We evaluated submissions by using the curated data
to train machine translation systems.

For preprocessing, we split sentences into sub-
words by applying Byte-Pair Encoding (BPE) (Sen-
nrich et al., 2016) using 32,000 merge operations.
The BPE vocabulary is learned jointly for the
source and target language. We apply a minimum
vocabulary frequency of 100 per language.

We use Sockeye (Hieber et al., 2022) to train
Transformer (Vaswani et al., 2017) translation mod-
els with 512 hidden units, 8 attention heads, 6 lay-
ers and feed-forward layers of size 2048. For train-
ing we use an effective batch size of 400k target
tokens. We use 4096 target tokens per GPU, and
gradient accumulation to obtain 400k target tokens
regardless of the number of GPUs.

We use the Adam optimizer (Kingma and Ba,
2014) with 57 = 0.9 and 87 = 0.98, an initial
learning rate of 0.06325, a linear warmup for 4000
updates and an inverse square root learning rate



# Sents  Min Margin Score  EMEA  EUbookshop  Europarl JRC-Acquis average
1.6M 1.048 21.1 232 20.3 17.9 20.6
3.2M 1.027 21.9 23.6 20.8 18.5 21.2
4.8M 1.019 21.7 23.6 20.8 18.4 21.1
6.4M 1.013 21.6 234 20.8 18.3 21.0
8.0M 0.900 21.3 233 20.6 18.1 20.8

Table 2: Comparison of different training data sizes and margin score cutoffs on development set BLEU.

decay. Checkpoints are written every 500 updates
and training is stopped once validation perplexity
does not improve for 12 checkpoints. The check-
point with the lowest validation perplexity is used
as the final checkpoint.

All systems are trained on nodes with 8 V100
GPUs. We use BLEU (Papineni et al., 2002) and
chrF (Popovié, 2015) as quality metrics. Evaluation
metrics are computed using Sacrebleu (Post, 2018).

We considered data from four domains for eval-
uation: EMEA* EUbookshop,5 Europarl,6 JRC-
Acquis,” and EUconst.® All data is released by
OPUS (Tiedemann, 2012). From each domain, we
created a dev, test, and held-out-test set. We use
up to 10,000 lines for each. If less data is avail-
able, it is split between the three sets. We also kept
EUconst as a held-out domain.

S Systems

We report the results of four different systems: the
baseline, two participant systems, and a contrastive
system.

5.1 Baseline

The naive baseline was designed to give partici-
pants a simple end-to-end system, so they could
focus on any part of the pipeline to improve upon.
While participants were not required to build upon
the baseline, doing so lowered the barrier to entry.

As described in Section 3.1.2, we used the
LASER 2 model to embed all Estonian and Lithua-
nian sentences, indexed them with FAISS, and com-
puted the eight nearest neighbors’ cosine similar-
ities for each sentence in each language. We pro-
vided these cosine similarity scores as an additional
resource for participants.

Our naive baseline was created by taking all sen-
tence pairs whose cosine similarities whose 1-best

*https://opus.
5https://opus.
6https://opus.
"https://opus.
8https://opus.

nlpl.
nlpl.
nlpl.
nlpl.
nlpl.

eu/EMEA.php
eu/EUbookshop. php
eu/Europarl.php
eu/JRC-Acquis.php
eu/EUconst. php
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neighbor exceeded or matched the threshold of 0.9
in the Estonian — Lithuanian direction, meaning
that multiple target sentences could be aligned to
the same source.

This naive baseline was designed to be an end-
to-end solution to allow participants to improve
on any of the individual parts (filtering, alignment,
margin scoring, etc).

5.2 Steingrimsson

Steingrimsson (2023b) first perform document
alignment and sentence alignment, and then use
matches from the provided topl-cosine data for
sentences which were not aligned via docu-
ment/sentence alignment.

They perform sentence alignment of all docu-
ment pairs within each web domain and score the
alignments to locate document pairs, similar to
Thompson and Koehn (2020), to find high-quality
document pairs. They use the recently proposed
SentAlign® (Steingrimsson, 2023a; Steingrimsson
et al., 2023b) sentence aligner, which in turn uses
LaBSE (Feng et al., 2022) sentence embeddings.

They also perform extensive bitext filtering, us-
ing several different language ID tools and the
filtering method proposed in Steingrimsson et al.
(2023a) which uses perplexities of a GPT-2 model
(Radford et al., 2019), LAESR embeddings (Chaud-
hary et al., 2019), NMTScore (Vamvas and Sen-
nrich, 2022) using Prism (Thompson and Post,
2020a,b), and WAScore (Steingrimsson et al.,
2021), as well as Bicleaner Al (Zaragoza-Bernabeu
et al., 2022).

5.3 Nguyen-Hoang et al.

Nguyen-Hoang et al. (2023) focus on using the
phrase based dictionary to distill the high-quality
sentences and making a pipeline to re-ranking the
top-K cosine similarity.

They begin with the released data, and an MGiza-
based (Gao and Vogel, 2008) dictionary. They then
extract sentence pairs using the a top-1 cosine score

9https://github.com/steinst/SentAlign



BLEU

ChrF

Test EMEA EUbooks Europarl JRC-Acquis EMEA EUbooks Europarl JRC-Acquis
Topl_cosine 18.1 20.1 18.4 25.7 49.4 53.0 52.1 55.7
Nguyen-Hoang et al. 18.5 204 19.1 25.8 48.9 52.5 52.5 55.5
Steingrimsson 20.4 20.2 18.7 254| 514 52.8 52.0 54.9
MarginScore 3.2M 21.5 224 20.2 27.9 52.5 54.7 53.4 57.8

Table 3: Test set BLEU and ChrF scores. Topl_cosine is the baseline, and Marginscore 3.2M is the contrastive

system.
BLEU ChrF
Held-out EMEA EUbooks Europarl JRC-A EUconst | EMEA EUbooks Europarl JRC-A EUconst
Top1_cosine 18.7 14.0 182 229 23.8| 49.8 47.6 524 540 58.5
Nguyen-Hoang et al. 19.3 144 19.1 235 25.1 49.7 47.4 529 542 58.3
Steingrimsson 21.0 14.5 18.7  23.1 232 521 47.6 523  53.6 57.8
MarginScore 3.2M 21.9 16.1 205 254 27.6| 529 48.9 53.8 56.2 60.9

Table 4: Held-out test BLEU and ChrF scores. Topl_cosine is the baseline, and Marginscore 3.2M is the contrastive

system.

and a threshold. From there, the dictionary is used
to translate the source sentences. These dictionary-
translated sentences are then compared with the
translation from the baseline data. The translation
from the baseline data is filtered based on the edit
distance. Then a NMT model is trained, and the
final threshold is set based on NMT model perfor-
mance.

Nguyen-Hoang et al. (2023) also perform an
analysis on the cosine score threshold, demonstrat-
ing how varying this value impacts both corpus size
and translation quality.

5.4 Contrastive System

The participants in this task both performed data
filtering on top of the the top-1 cosine baseline.

Since no participants experimented with using
margin scoring, which Schwenk et al. (2021b)
found significant for improving the quality of
LASER-based mining, the organizers created a
stronger contrastive system that did so.

We calculated margin scores for our four nearest
neighbors in both directions. We performed com-
petitive linking,'? such that each sentence appeared
only once in our contrastive submission. Although
we computed cosine similarities for the eight near-
est neighbors, no appreciable difference was found
in MT quality by using k=8 instead of k=4 when

10Referred to as the "max strategy” by Schwenk et al.
(2021b).
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computing margin scores.

We sorted our data by margin score and com-
pared different data sizes, as shown in Table 2. We
used a minimum margin score of 1.027 and data
size of 3.2 million lines since it scored the highest
on all development sets and had the highest average
score.

6 Results

Table 3 and Table 4 show the BLEU and ChrF re-
sults of the naive top-1 cosine baseline, participant
submissions, and the contrastive margin score sys-
tem. Of the baseline and two participant systems,
we bold the best and systems within 0.1 of the best.
Overall, both participants improved over the naive
baseline. On the held-out test sets, Steingrims-
son had higher BLEU on EMEA and EUbookshop,
while Nguyen-Hoang et al. had higher BLEU on
Europarl, JRC-Acquis, and the held-out domain of
EUconst.

We see that the contrastive margin score sys-
tem outperforms the naive top-1 cosine baseline.
This confirms the finding of Schwenk et al. (2021b)
that margin scoring outperforms raw cosine similar-
ity. The contrastive margin score system also out-
performs the participant submissions that directly
build and improve upon the naive top-1 cosine base-
line.

Data filtering and alignment tend to be compli-
mentary, so the filtering methods proposed by the



participants would likely improve upon the con-
trastive margin score system if they were applied
on top of it.

7 Conclusion

While data curation is the first step in the train-
ing of any MT (or machine learning) model, this
tends to be a less-published-upon topic in academic
research.

In this shared task, we have released the pro-
cessed webcrawled data, and a baseline system
with intermediate outputs. We hope this task low-
ers the barrier of entry and allow participants to
focus on any aspect of the data curation pipeline
(document alignment, sentence alignment, filtering,
etc.) We have trained and evaluated MT systems
on the datasets curated by participating teams. We
have presented results for two participant submis-
sions, in addition to two more systems built by the
shared task organizers.

We hope this work serves as a building block for
future research on this topic.
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Abstract

In this paper, we describe the constrained MT
systems submitted by Samsung R&D Institute
Philippines to the WMT 2023 General Trans-
lation Task for two directions: en—he and
he—en. Our systems comprise of Transformer-
based sequence-to-sequence models that are
trained with a mix of best practices: compre-
hensive data preprocessing pipelines, synthetic
backtranslated data, and the use of noisy chan-
nel reranking during online decoding. Our
models perform comparably to, and sometimes
outperform, strong baseline unconstrained sys-
tems such as mBART50 M2M and NLLB 200 MoE
despite having significantly fewer parameters
on two public benchmarks: FLORES-200 and
NTREX-128.

1 Introduction

This paper describes Samsung R&D Institute
Philippines’s submission to the WMT 2023 Gen-
eral Translation task. We participate in two trans-
lation directions: en—he and he—en, submitting
two constrained single-direction models based on
the Transformer (Vaswani et al., 2017) sequence-to-
sequence architecture. We employ a number of best
practices, using a comprehensive data preprocess-
ing pipeline to ensure parallel data quality, create
synthetic data through carefully-curated backtrans-
lation, and use reranking methods to select the best
candidate translations.

Our systems achieve strong performance on pub-
lic benchmarks: 44.24 BLEU and 33.77 BLEU
for FLORES-200 and NTREX-128 en—vhe, re-
spectively, and; 42.42 BLEU and 36.89 BLEU
on FLORES-200 and NTREX-128 he—en, respec-
tively. Our systems outperform mBART5@ M2M and
slightly underperform against NLLB 200 MoE de-
spite having significantly less parameters compared
to these unconstrained baselines.

We detail our data preprocessing, model training,
data augmentation, and translation methodology.

Additionally, we illustrate hyperparameter sweep-
ing setups and study the effects of hyperparameters
during online decoding with reranking.

2 Methodology

2.1 Data Preprocessing

Given that a significant portion of the training
dataset is synthetically-aligned, we need to use a
comprehensive data preprocessing pipeline to en-
sure good translation quality. In particular, we use
a combination of heuristic-based, ratio-based, and
embedding-based methods to filter our data.

Heuristic-based The following heuristic-based
filters based on Cruz and Cheng (2021) are used
before applying the others:

+ Language Filter — We use use pycld3! to
filter out sentence pairs where one or both
sentences have more than 30% tokens that are
neither English nor Hebrew.

* Named Entity Filter — We use NER models
(Bareket and Tsarfaty, 2021; Yang and Zhang,
2018) to check if both sentences in a pair have
matching entities (if any). Pairs that contain
entities that do not match are removed.

* Numerical Filter — If one sentence in a pair
has a number (ordinal, date, etc.), we also
check the other sentence if a matching number
is present. If a match is not detected, the pair
is removed.

Ratio-based We employ ratio-based filters on
tokenized sentence pairs following Cruz and
Sutawika (2022) and Sutawika and Cruz (2021).
We first tokenize using SacreMoses” then apply the
following ratio-based filters:

"https://pypi.org/project/pycld2/
Zhttps://github.com/alvations/sacremoses
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Pairs Words (en) Words (he)
Original 72,459,348 701,991,594 566,555,530
Original Filtered 48,278,395 385,975,984 312,639,617
Synthetic en—he 10,000,000 165,595,289 145,849,940
Synthetic en—he Filtered | 7,143,725 115,239,312 95,954,020
Synthetic he—en 73,278,018 1,471,827,973 1,056,677,671
Synthetic he—en Filtered | 47,372,416 659,409,236 541,376,459

Table 1: Corpus Statistics. “Filtered” refers to the number of pairs / words that remain after the filtering script is
applied to the dataset. Note that “Words” is an approximation gathered by using the wc -1 * command on the

plaintext files.

* Length Filter — We remove pairs containing
sentences with more than 140 characters.

* Token Length Filter — We remove pairs that
contain sentences with tokens that are more
than 40 characters long.

* Character to Token Ratio — We remove pairs
where the ratio between character count and
token count in at least one sentence is greater
than 12.

* Pair Token Ratio — We remove pairs where
the ratio of tokens between the source and
target sentences is greater than 4.

 Pair Length Ratio — We remove pairs where
the ratio between the string lengths of the
source and target sentences is greater than 6.

Embedding-based Finally, we experiment with
the use of sentence embedding models to compute
embedding-based similarity between a sentence
pair. We use LaBSE (Feng et al., 2020) models to
embed both the source and target sentences then
compute a cosine similarity score between the two.
The pair must have a similarity score 0.7 < s <
0.96 to be kept.

Statistics on the original and filtered corpus can
be found on Table 1.

After preprocessing the parallel data, we learn
a shared BPE (Sennrich et al., 2015b) vocabulary
using SentencePiece® (Kudo and Richardson, 2018)
with 32,000 units. All models in this paper use the
same shared vocabulary.

2.2 Model Architecture

We experiment with two model sizes for each lan-
guage pair: a Base model with 65M parameters and

3https://github.com/google/sentencepiece

Training Hyperparameters

Parameters 65M and 200M
Vocab Size 32,000
Tied Weights Yes
Dropout 0.3
Attention Dropout 0.1
Weight Decay 0.0
Label Smoothing 0.1
Optimizer Adam
Adam Betas (51=0.90, £2=0.98
Adam € e=le-6
Learning Rate Te-4
Warmup Steps 4,000
Total Steps 1,000,000
Batch size 64,000 tokens

Table 2: Hyperparameters used during training. When
reporting model sizes, Base refers to 65M parameters,
while Large refers to 200M.

a Large model with 200M parameters. Both mod-
els use the standard Transformer (Vaswani et al.,
2017) sequence-to-sequence architecture and are
trained using Fairseq (Ott et al., 2019) with the
hyperparameters listed in Table 2.

We parallelize with 8 NVIDIA Tesla P100 GPUs
and initially train for a total of 100K steps for ex-
perimentation. For the submitted systems trained
with backtranslated data, we train for a total of 1M
steps.

2.3 Backtranslation

We use backtranslation (Sennrich et al., 2015a) as
a form of data augmentation to improve our initial
models. We generate synthetic data via combined
top-k and nucleus sampling:

Ok
S P |5 5T D) % by < 8y (1)
=0
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Backtranslation Hyperparameters

Top-k (%) 50
Top-p (6) 0.93
Temperature (J;) 0.7
Beam 1.0
Length Penalty 1.0

Table 3: Hyperparameters used during backtranslation.

where Jy is the top values considered for top-k
sampling, dzemyp is the temperature hyperparameter,
and 9, is the maximum total probability for nucleus
sampling.

Backtranslation is only performed once using
the provided monolingual data. We produce a total
of 10,000,000 synthetic sentences for the en—he
direction and 73,278,018 synthetic sentences for
the he—en direction. The same data preprocessing
used on the original parallel corpus is then applied
to the synthetic corpus. We produce backtransla-
tions using Large 100K models with the sampling
hyperparameters listed in Table 3.

Statistics on generated synthetic data before and
after filtering can be found on Table 1.

2.4 Noisy Channel Reranking

We further improve translations by using Noisy
Channel Reranking (Yee et al., 2019), which

reranks every candidate translation token QET) us-
ing Bayes’ Rule, as follows:
P(g; e g =
P(aly"D)PE" ) @
P(x)
where P(g)Z(T)) refers to the probability of the ith

candidate token at timestep 7' given source sen-
tence x and current translated tokens Q(T_l).

All probabilities are parameterized as stan-
dard encode-decoder Transformer neural net-

works: the Direct Model fs, (z,7"~") mod-

els P (gjl-(T) |z;9"=1) or translation between
source to target language; the Channel Model
fse (2|gT=1)) models P(z|§"—1)), or the proba-
bility of the target translating back into the pre-
dicted translation, and; the Language Model
f5, (9T=D) models P(5T~1) or the probability
of the translated sentence to exist. P(z) is gener-
ally not modeled since it is constant for all y. This
allows us to leverage a strong language model to
guide the outputs of the direct model, while using

Decoding Hyperparameters

Beam 5
Length Penalty 1.0
k2 5
CM Top-k 500
dcn, €n—he 0.2297
O1m €n—he 0.2056
dcn, he—en 0.2998
O he—en 0.2594

Table 4: Hyperparameters used for the final submission
models. The values listed for ., and d;,,, are the ones
used for the final submission models. For testing with
Large 100K models, we set both d.;, and ;,, to 0.3.
“k2” refers to the number of candidates sampled per
beam while “CM Top-k” refers to the number of most
frequent tokens in the channel model’s vocabulary that
is used as its output vocabulary during decoding to save
space.

a channel model to constrain the preferred outputs
of the language model (which may be unrelated to
the source sentence).

During beam search decoding, we rescore the top
candidates using the following linear combination
of all three models:

R N ORTNAER ! (T
PG e T 0) = Slog(P(alg ")
2 Badog (Pl ™) @
+onlog(P(HT)]

where s and ¢ are source / target debiasing terms,
dcp, refers to the weight of the channel model, and
O1m refers to the weight of the language model.

For Noisy Channel Reranking, our direct and
channel models use the same size and setup at all
times (i.e. if the direct model is a Large model
trained for 100K steps, then the channel model is
also a Large model trained for 100K steps in the
opposite translation direction).

For the language model, we train one Base-sized
decoder-only Transformer language model for En-
glish and one for Hebrew. We concatenate the
cleaned data from the parallel corpus with the pro-
vided monolingual data for each language to train
the LM. We use the same training setup as with
translation models, except we use a weight decay
of 0.01 and a learning rate of Se-4.

Hyperparameters used for decoding with Noisy
Channel Reranking can be found in Table 4.
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2.5 Evaluation

We evaluate our models using two metrics: BLEU
(Papineni et al., 2002) and ChrF++ (Popovié, 2015),
both scored via SacreBLEU* (Post, 2018). We
develop our models using both the FLORES 200
(Costa-jussa et al., 2022) and NTREX 128 (Fed-
ermann et al., 2022) datasets, using the validation
sets during training and reporting scores on the test
sets.

To benchmark our models’ performance, we
mainly compare BLEU and ChrF++ against two
(unconstrained) models: mBART 50 M2M (Tang
et al., 2020), a 610M-parameter finetuned version
of mBART for many-to-many translation, and NLLB
200 MoE (Costa-jussa et al., 2022), the full 54.5B-
parameter mixture-of-experts version of NLLB 200
for many-to-many translation.

2.6 Hyperparameter Search

To find the best values for d.;, and J;,,,, as well as
to understand how these parameters affect perfor-
mance, we use Bayesian Hyperparameter Search.
We use the Large 1M + BT models and run 1000 it-
erations of search, keeping the length penalty static
at 1.0, and sampling both 6. and 6;,,, from a gaus-
sian with minimum of 0.01 and maximum of 0.99.

We perform this for both en—he and he—en
translation directions and use the results for the
final submission model.

3 Results

A summary of our results on benchmarks can be
found on Table 5.

3.1 Benchmarking Results

Our submission systems (Large 1M + BT + NC)
exhibit strong performance on both translation di-
rections. On FLORES-200, we achieve 44.24
BLEU for en—he and 42.42 BLEU for he—en.
The same systems score 33.77 BLEU for en—he
and 36.89 BLEU for he—en on NTREX-128.

We note that these systems perform strongly
when compared against much larger, unconstrained
baseline models. On FLORES-200, we signifi-
cantly outperform mBART 50 M2M on en—he by
+24.75 BLEU and on he—en by +11.92 BLEU
despite having 67% less parameters (200M vs
610M). Notably, our system performs only slightly

“SacreBLEU  outputs the following  signature
for  evaluation: nrefs:1lcase:mixedleff:noltok:spm-
floreslsmooth:explversion:2.2.1

worse compared to NLLB 200 MoE despite having
96 % less parameters compared to the mixture-of-
experts model. On FLORES-200, we perform -2.56
BLEU worse on en—he and -6.58 BLEU worse on
he—en compared to NLLB 200 MoE.

3.2 Hyperparameter Search Results

In order to find optimal hyperparameters for both
dcn, and Oy, We ran bayesian hyperparameter
search for both at the same time while keeping
length penalty static. We plot the results of the hy-
perparameter search over 1000 iterations in Figure
1.

We observe that performance is optimal when
both hyperparameters are set to 0.2~0.3, making
performance increasingly worse as both hyperpa-
rameters approach closer to 1. We hypothesize
that this signifies the model capturing the origi-
nal distribution close enough that it does not need
much correction or aid from the accompanying lan-
guage model. Noisy channel reranking, however, is
still empirically shown to be useful in this case as
guidance from the language model produces better
candidates in cases where the direct model may be
searching a too-constrained space.

3.3 Ablations

We explored multiple configurations of our sub-
mission systems in terms of model size, presence
of synthetic data during training, and the use of
reranking methods during online decoding. Our
results show that each step improves performance
directly:

* The initial Base 100K performs at 39.88
BLEU for en—he on FLORES-200.

* Increasing the size to 200M parameters
(Large 100K) improves performance by
+1.38 BLEU.

* Adding backtranslated data (Large 100K +
BT) is by far the most beneficial, improving
performance by +2.06 BLEU.

* We then experiment with longer training times
(1M iterations for Large 1M + BT) to adapt
to the new dataset size, increasing the score
by +0.44 BLEU.

* Finally, using noisy channel reranking (Large
IM + BT + NC) improves the score by +0.48
BLEU.
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FLORES-200 NTREX-128
EN — HE HE — EN EN — HE HE — EN

Model BLEU ChrF++ | BLEU ChrF++ | BLEU ChrF++ | BLEU ChrF++
Base 100K 39.88 56.34 | 12.06 29.46 | 31.47 48.32 | 29.85 52.53
Base 100K + NC 40.22 56.55 | 38.75 60.52 | 32.10 4893 | 31.86 54.57
Base 100K + BT 41.50 57.46 | 38.73 60.80 | 31.27 4790 | 34.09 56.10
Base 100K + BT + NC 41.66 57.59 | 40.43 62.17 | 32.05 48.62 | 35.76 57.65
Large 100K 41.26 5746 | 39.07 60.06 | 32.49 48.95 | 31.08 53.19
Large 100K + NC 41.46 57.64 | 40.53 61.49 | 32.80 49.34 | 33.12 55.16
Large 100K + BT 43.32 58.62 | 4091 61.58 | 32.90 49.11 | 3548 56.04
Large 100K + BT + NC | 43.26 58.72 | 41.92 62.64 | 33.18 49.42 | 36.79 57.37
Large IM + BT 43.76 5829 | 41.00 61.16 | 33.35 49.22 | 35.83 56.02
Large IM + BT + NC 44.24 59.36 | 42.42 62.21 | 33.77 49.69 | 36.89 56.92
mBART50 M2M (610M) 19.49 46.7 | 30.50 55.00 | 14.80 4230 | 27.02 51.21
NLLB 200 MoE (54.5B) 46.80 59.80 | 49.00 67.40 - - - -

Table 5: Compiled results for all experiments. “BT” refers to the model being trained with backtranslated data in
addition to original filtered data. “NC” refers to the use of Noisy Channel Reranking. Evaluation scores for NLLB
200 MoE are taken from its official published scores for FLORES-200. We fail to report independent NTREX-128
scores for NLLB 200 MoE due to a lack of computational resources.
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Figure 1: Bayesian hyperparameter search results for é., and d;,, while keeping constant length penalty. The
leftmost column shows BLEU score against both d.;, and ¢;,,, with the best performing model (Large 1M + BT +
NC) plotted in red. The middle and rightmost columns show d.;, and d;,,, against BLEU, respectively, with their
respective regression lines (in red) and regression coefficient (m) in the caption.
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Overall, all of our methods improve performance
by a total of 4.36 BLEU for the en—he direction
on FLORES-200.

We note an interesting jump in performance
from Base 100K to Large 1M + BT + NC on the
FLORES-200 he—en direction at +30.36 BLEU.
Base 100K underperforms at 12.06 BLEU, and we
hypothesize that this is due to the model not having
enough capacity to embed information from He-
brew, which causes it to greatly benefit from the
guidance of a language model during noisy channel
reranking.

4 Conclusion

In this paper, we describe our submissions to the
WMT 2023 General Translation Task. We partici-
pate in two constrained tracks: en—he and he—en.

We submit two monodirectional models based
on the Transformer architecture. Both models are
trained using a mix of original and synthetic back-
translated data, filtered and curated using a com-
prehensive data processing pipeline that combines
embedding-based, heuristic-based, and ratio-based
filters. Additionally, we employ noisy channel
reranking to improve translation candidates using
a language model and a channel model trained in
the opposite direction.

On two benchmark datasets, our systems out-
perform mBART50 M2M and perform slightly worse
than NLLB 200 MoE, both unconstrained systems
with significantly more parameters.

Our results show that established best practices
still perform strongly on constrained systems with-
out the need for extraneous data sources as is with
unconstrained systems for the same translation di-
rections.

Limitations

We benchmark on datasets that are publicly avail-
able with permissive licenses for research.

We note that we are unable to study scale prop-
erly for translation models due to a lack of stronger
compute resources. The same constraint also pre-
vents us from training multiple iterations of the
same model with differing random seeds. Our sys-
tems’ true performance may thus be higher or lower
depending on the machine random state at the start
of training time.

Lastly, our models are trained on Hebrew, which
is a language that we do not speak. We are therefore

unable to manually evaluate if the output transla-
tions are correct, natural, or semantically sound.

Ethical Considerations

Our paper replicates best practices in data prepro-
cessing, model training, and online decoding for
translation models. Within our study, we aim to
create experiments that replicate prior work under
comparable experimental conditions to ensure fair-
ness in benchmarking.

Given that we do not speak the target language in
the paper, we report performance in comparison to
other existing models. We do not claim that “strong”
performance in a computational setting correlates
with good translations from a human perspective.

Lastly, while we do not use human annotators
for this paper, the conference (WMT) itself does
for human evaluations on the General Translation
Task. We disclose this fact and note that annota-
tions (and therefore scores) may be different across
many speakers of Hebrew.
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Abstract

In this paper, we describe our NAIST-
NICT submission to the WMT’23 English >
Japanese general machine translation task. Our
system generates diverse translation candidates
and reranks them using a two-stage reranking
system to find the best translation. First, we
generated 50 candidates each from 18 transla-
tion methods using a variety of techniques to
increase the diversity of the translation candi-
dates. We trained seven models per language
direction using various combinations of hyper-
parameters. From these models we used vari-
ous decoding algorithms, ensembling the mod-
els, and using kNN-MT (Khandelwal et al.,
2021). We processed the 900 translation candi-
dates through a two-stage reranking system to
find the most promising candidate. In the first
step, we compared 50 candidates from each
translation method using DrINMT (Lee et al.,
2021) and returned the candidate with the best
score. We ranked the final 18 candidates using
COMET-MBR (Fernandes et al., 2022) and re-
turned the best score as the system output. We
found that generating diverse translation can-
didates improved translation quality using the
well-designed reranker model.

1 Introduction

We participated in the WMT’23 general machine
translation task for English-to-Japanese (En-Ja) and
Japanese-to-English (Ja-En) translation. Our team
aimed to improve translation performance using
only the provided parallel data. Our system gen-
erates diverse translation candidates and reranks
them using a two-stage reranking system to find
the best translation.

Figure 1 shows an overview of our system. We
trained 7 Transformer (Vaswani et al., 2017) NMT
models per language direction using various combi-
nations of hyperparameters. The translation gener-
ator consists of 9 instances: 7 MT models, the
ensemble model, and a kNN-MT (Khandelwal

Test data
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1
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——>» Decoding / Online
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A 4
E18-D4 7 MT models [o e I I i — |
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ado00 || ado0o | bl (_é
do0.3 do0.2 do0.1 +kNN-MT
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i
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2 decoding methods 2 decoding methods
X 9 generators x 9 generators
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Figure 1: Overview of our system. “E18-D4” denotes
“18-layer encoder and 4-layer decoder”, and “do”” and
“ado” denote “dropout” and “dropout after applying at-
tention softmax”, respectively.

et al., 2021) system that interpolates tokens from
retrieved examples using the ensemble model. The
generator generates the 50-best translations each
from two decoding methods: beam search and top-
p sampling. This combination allows the generator
to find diverse translation candidates. Next, the 900
candidates (9 generators x 2 decoding methods x
50 best) are passed to our two-stage reranker to
find the best translation. The first step of rerank-
ing uses DrNMT (Lee et al., 2021) to rerank the
50-best translation candidates to select the 1-best
translation from each of the 18 generator and de-
coding method combinations. DrNMT is trained to
maximize the BLEU (Papineni et al., 2002) score,
whereas we use the second step reranking to find
the highest COMET (Rei et al., 2020) score ex-
pectation from the remaining candidates. The 18
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candidates from the first step are reranked using
COMET-MBR (Fernandes et al., 2022) to select
the best translation that is returned by the system.

Our experiments show that our two-stage
reranker outperforms the BLEU, chrF, and COMET
scores by DrNMT alone, and the BLEU and chrF
scores by COMET-MBR alone in both En-Ja and
Ja-En translation tasks on wmttest2022 (Kocmi
et al., 2022).

2 Preprocessing

For the training data, we used the provided bilin-
gual parallel data, which included JParaCrawl
v3 (Morishita et al., 2020), News Commentary
v18.1, Wiki Titles v3, WikiMatrix, the Japanese-
English Subtitle Corpus (Pryzant et al., 2017),
the Kyoto Free Translation Task Corpus (Neubig,
2011), and the Web Inventory of Transcribed and
Translated Talks (Cettolo et al., 2012). We did not
backtranslate the monolingual data due to resource
constraints for training MT models and a reranker
model.

As the English translation of the Japanese-
English Subtitle Corpus was only available in low-
ercase, we trained a Moses truecaser (Koehn et al.,
2007) using the other corpora to add capitalization
to the subtitle corpus. After truecasing, the first
letter of each sentence was capitalized using de-
truecasing to produce sentence-case English text
that matched the casing in the other corpora.

We cleaned the data by removing duplicate lines
and applying language filtering. Because much of
the training data were crawled from the internet,
we used fasttext (Joulin et al., 2016a,b) to predict
the language of each sentence and removed sen-
tences that were not predicted to be in the correct
language. This helped to reduce noise in the dataset
by removing sentences with garbage tokens.

We tokenized text into subword units using sen-
tencepiece (Kudo and Richardson, 2018). Since
our system generates many candidates using mul-
tiple models, we preliminary measured the gen-
eration speed and selected the number of vocabu-
lary with the fastest decoding. Our initial experi-
ments demonstrated that when the target language
was Japanese, a vocabulary size of 32k resulted
in fewer tokens needing to be generated, which
increased the translation speed. However, when
the target language was English, a vocabulary size
of 16k was faster than an English vocabulary of
32k. Therefore, we trained separate dictionaries
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#sentence pairs

No filter 33,875,242
+ deduplicate 29,940,444
++ language filter 29,279,161
+++ length filter 27,880,378

Table 1: Number of sentence pairs in the training data
after each preprocessing step.

Generator: MT model

Architecture Transformer big
Embedding dimension 1,024
FFN inner dimension 8,192
Dropout (do) 0.1
Attention dropout (ado) 0.0
Loss function label smoothed cross entropy
Label smoothing e=0.1
Optimizer Adam (81 = 0.9, B2 = 0.98)
Learning rate (LR) le-3
LR scheduler inverse square root
Warm-up steps 4,000
Global batch size Roughly 512,000 tokens
Training steps 60,000
Reranker: DrNMT
Architecture XLM-R large
Classifier dropout 0.2

Loss function (Section 3.2.1)

Optimizer Adam (81 = 0.9, B2 = 0.98)
Learning rate (LR) 5e-5

LR scheduler polynomial decay

Warm-up steps 8,000

Global batch size 512 sentences * 50 hypotheses

Table 2: Hyperparameters of the models we trained.

for English and Japanese, with the English-side
dictionary containing nearly 16k tokens and the
Japanese-side containing nearly 32k tokens. The
character coverage of the tokenizers also varied be-
tween languages. We trained the English tokenizer
with 100% character coverage, whereas character
coverage for Japanese was 99.98%.

After subword segmentation, we removed all
sentences shorter than one token or longer than 250
tokens. We also removed all sentences in which
the number of tokens in one language was more
than double the number of tokens in the translation,
i.e., the ratio of tokens between the source and
target was >2.0. The number of sentence pairs
before/after preprocessing is shown in Table 1.

3 Translation System

3.1 Generator

The generator generates diverse translation candi-
dates from multiple models and multiple decod-



ing methods. The generator consists of seven MT
models, an ensemble of the seven models, and the
ensemble enhanced with kKNN-MT (Khandelwal
et al., 2021) for a total of 9 instances.

3.1.1 MT models

The 7 MT models are trained from the provided
parallel data. Our MT model with the default set-
ting is shown in Table 2. Six of the seven models
vary from the default setting only in dropout and
attention dropout, while the last varies the number
of layers. Our model has two types of dropouts
whose values are varied: “dropout (do)” and “atten-
tion dropout (ado)”. The dropout (do) is applied to
the token embedding layer and the outputs of the
sub-layers within each layer, i.e., the outputs of the
attention layers and feed-forward network. The at-
tention dropout (ado) is applied after softmax to the
attention weights, i.e., before multiplying the val-
ues. Six models are trained with varying dropouts,
one for each combination of do = {0.1,0.2,0.3}
and ado = {0.0,0.1}. In addition to the mod-
els that vary dropout, we trained a deep-shallow
model (Kasai et al., 2021), which has 18 encoder
layers and 4 decoder layers. For each model, we
averaged the parameters of the last 10 checkpoints
(10,000 training steps).

3.1.2 ENN-MT

Datastore construction ANN-MT (Khandelwal
et al., 2021) requires a datastore to be constructed
to store the translation examples to be accessed
during decoding. Let x = (71,...,Z|4)) € V}?'
and y = (y1,..-,Y)y|) € Vllfjl denote a source
sentence and target sentence, respectively, where
|| is the length of the sequence, and Vx and Vy- are
the vocabularies of the source language and target
language, respectively. The datastore for ANN-
MT consists of translation examples in the form
of key—value pairs, as shown in Figure 2. Each
target token y; from the translation examples is
stored in the datastore with a d-dimensional key (€
R%), which is the representation of the translation
context (&, y<¢) obtained from the decoder of the
pre-trained NMT model. The datastore M C R% x
Vy is formally defined as a set of tuples as follows:

M = {(f(33>y<t)>yt) ’ (may) € D7 1<t< ‘y‘}7
(1
where D denotes parallel data and f : V‘; | x
Vf,_l — R returns the intermediate representation
of the final decoder layer from the source sentence
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Figure 2: Datastore construction.

kNN index
Implementation FAISS
Index IndexIVFPQ
# of entries
Ja (En-Ja) 732,222,393
En (Ja-En) 836,254,078
# of centroids 131,072
# of bits in PQ 8 bits
# of sub-vectors in PQ M = 64
Vector pre-transform  OPQ (Ge et al., 2014)
Decoding
# of retrieved tokens k=64
Temperature of pyny 7 = 100
Weight for ppnn A=0.1

# of probed clusters 32

Table 3: Hyperparameters of our kNN indexes and ANN-
MT.

and prefix target tokens. The representation used
as the key vector is the vector that is passed into the
final feed-forward layer (Khandelwal et al., 2021).

In our system, we used the model trained with
the default settings (as seen in Table 2) to obtain
the keys for the datastore.

kNN index To search the k-nearest-neighbor
tokens efficiently, we used FAISS (Johnson
et al.,, 2019). For the kNN indexes, we used
faiss.IndexIVFPQ which consists of an inverted
file index (IVF) that performs k-means cluster-
ing and product quantization (PQ) (Jégou et al.,
2011) which divides a vector into M sub-vectors
and performs vector quantization in each subspace.
Note that in IVFPQ, the codewords of PQ are
learned from the residual vectors from the cen-
troids of the IVF. Additionaly, we used optimized
PQ (OPQ) (Ge et al., 2014) to reduce the quantiza-
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tion error of PQ. The hyperparameters of our kNN
indexes are summarized in Table 3.

Decoding During decoding, ANN-MT re-
trieves the k-nearest-neighbor key-value pairs
{(ki,v;)}s_, € R? x Vy from the datastore M
using the query vector f(x,y<;) at timestep t.
Next, ppnn is calculated as follows:

PENN (Yt 2, Y<t)

k
Nk — 2
%3y exp L fim”“)”?, @
i=1

where 7 is the temperature parameter for piNn.
Then, kNN-MT generates the output probability
by computing the linear interpolation between the
kNN and MT probabilities, prnn and pyt, respec-
tively:

P(yi|z, y<)
= ApeNN (e, y<t) + (1 — N)pmr (el 2, y<i).
3)
ENN-MT with the ensemble model ANN-MT is

typically used with a single model, whereas in our
system, we obtain the output probability for each
token by interpolating between the kNN probability
and the probability from the ensemble model. The
output probability from the ensemble KNN-MT
is formulated by defining pyir in Equation 3 as
follows:

1
oM (Ye| T, Y<i30) = — (pvr (e, y<i5 01)+

6|
oo+ oyt (Yl T, y<i;0)9)), 4)
where 6 = {01,...,0)9} denotes the parameters

of the trained MT models; |@| = 7 in our system.
The KNN-MT decoding interpolated between the
token distribution of the retrieved translation con-
text tokens and the full ensemble of models. As
such, the weight assigned to the kNN token distri-
bution was kept small so as not to overpower the
information from the ensemble. We used A = 0.1
and 7 = 100 in the kNN-MT decoding shown in
Table 3.

3.1.3 Decoding algorithms

From each model, we output the 50 best hypotheses
generated using beam search with a beam width of
50. For diversity, we generated another 50 hypothe-
ses using top-p sampling with p = 0.7 and a beam
width of 50. We formed an ensemble of models to
produce two more sets of 50 hypothesis sentences
from beam search and top-p sampling.

3.2 Reranker

We use a two-stage reranker consisting of an intra-
system reranker, which selects the best of the 50
hypotheses from each system, and an inter-system
reranker, which selects the best hypothesis from
the 18 remaining candidate translations.

3.2.1 DrNMT

Discriminative reranking for NMT (DrNMT) (Lee
et al., 2021) is a discriminative model that learns
to predict the distributions of the evaluation scores
of a set of translation hypotheses given a source
sentence. DrNMT is similar to a quality estima-
tion model (Zerva et al., 2022), but it is optimized
to distinguish the better translation from hypothe-
ses generated from a single system. In addition,
it cannot be used for comparing inter-systems be-
cause the weights for features are tuned using the
translation hypotheses of the development set. We
used BLEU (Papineni et al., 2002) as the evaluation
metric for this first-stage reranker.

Model The DrNMT model takes as input a
source sentence T € Vé? | concatenated with a hy-

pothesis translation y/) ¢ Vly?! (J)‘. The DrNMT
model passes this into XLM-R (Conneau et al.,
2020), which is a multilingual pre-trained encoder.
The hidden state of the [CLS] token then represents
the combination of the source and hypothesis and
is converted into a scalar score by the classification
head of RoBERTa (Liu et al., 2019). We used an
input dimension of 1,024, a hidden dimension of
768, and output dimension of 1. The activation
function for the classification head is tanh.

Objective The objective function minimizes the
KL-divergence between the DrNMT model distri-
bution and the distribution of BLEU scores of the
n-best hypotheses; that is, the objective function
L(0) is as follows:

L(0) = KL[pr || pa]

=- Zn:pT (y.y") 10gpar (yPa:6) .
j=1
(%)

where n denotes the number of translation hypothe-
ses, and pys and pr denote the distributions of the
DrNMT model and BLEU scores, respectively. y*
denotes the reference translation of . The BLEU
scores are normalized using min-max scaling and
the distribution of the BLEU scores is emphasized
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using the temperature coefficient 7'. In this paper,
we use T' = 0.5.

Training We trained the DrNMT model using
the 50 best translation hypotheses generated by
the model with the default configuration for each
source sentence over the entire training set, i.e.,
28M source sentences. The model is trained using
early stopping, which selects the checkpoint with
the maximum BLEU score in the validation set.

Tuning The score of the first-stage reranker is a
weighted sum of the DrNMT model score, transla-
tion model score, and length penalty. This combi-
nation of scores is similar to minimum error rate
training (Och, 2003). The weights that maximize
the BLEU score of the validation set were learned
and used.

Implementation We used the implementation
published in FAIRSEQ!. Note that this implemen-
tation uses SACREBLEU (Post, 2018) to compute
the BLEU scores. We modified the published code
of DrINMT to change the SACREBLEU tokeniz-
ers according to the target language because the
published implementation always calls the English
tokenizer.

3.2.2 COMET-MBR

COMET-MBR (Fernandes et al., 2022) performs
minimum Bayes risk (MBR) decoding (Kumar and
Byrne, 2004; Eikema and Aziz, 2020; Miiller and
Sennrich, 2021; Eikema and Aziz, 2022) using a
COMET (Rei et al., 2020, 2022) model trained on
direct assessments. A translation gMAF € V}@ |
is typically generated using maximum-a-posteriori
(MAP) decoding as follows:

gMAP — argmaxlog p(y|x), (©)

yey

where Y C |52, Vi is the search space of target
sentences. In MBR decoding, instead of finding
the most probable translation, the goal is to find
the translation that minimizes the Bayes risk as
follows:

QMBR — argmax Ey’~p(y|$) [U(y/, h)]? (7)
hey ~
1 & :
~ ) n

"https://github.com/facebookresearch/fairseq/
tree/main/examples/discriminative_reranking_nmt

where ) C ) is a set of translation hypotheses
and u : Y x Y — R is the utility function. In
this paper, we used COMET? (Rei et al., 2020,
2022) as utility function u. Note that we share
the hypotheses ) and the sample set for expecta-
tion estimation {y"), ..., y(™}, except for h, i.e.,
{yD, ..., y(™} = Y\ {h}. Thus, given a can-
didate set, the computational complexity of MBR
decoding is in the order of O(m?), which results
in a slower inference speed when m is large.

3.2.3 Two-stage reranking

We applied two-stage reranking with DrNMT and
COMET-MBR, which allowed us to use each
model for the task it was trained to handle best,
to optimize for two metrics and to reduce the infer-
ence speed of reranking.

In the first stage, DINMT (Lee et al., 2021) is
used to prune the 50 candidates for each candidate
set generated from each of the 18 combinations of
decoding methods and generators. As DINMT is
trained to rerank the n-best candidates from a sin-
gle model, it is ideally suited to the task of rerank-
ing the candidates generated with the same combi-
nation of model and decoding method, i.e., within
a system. In the second stage, COMET-MBR (Fer-
nandes et al., 2022) is used to select the system
output from the 18 candidate translations selected
by DrNMT.

We use COMET-MBR to rerank the best outputs
of each system because COMET was trained on
translation scores from the output of various mod-
els from previous WMT translation tasks, making
it well suited to inter-system comparisons. Each of
the two stages is trained to optimize a different met-
ric: Stage one uses BLEU, which evaluates surface
forms, whereas stage two uses COMET, which
evaluates semantics. Additionally, the inference
speed of COMET-MBR makes it time-consuming
for large candidate sets, but pruning with DINMT,
which performs inference in a single forward com-
putation, reduces the computational cost.

4 Experimental Results

We evaluated the translation performance of our
system on wmttest2022 (Kocmi et al., 2022).
We measured the BLEU and chrF scores us-
ing SACREBLEU, and the COMET score using
Unbabel/wmt22-comet-da. The models of our

https://huggingface.co/Unbabel/
wmt22-comet-da
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En-Ja Ja-En
Method #of cands. BLEU chrF COMET BLEU chrF COMET
1-best of the ensemble 1 255 34.0 86.4 23.1 48.0 80.9
DrNMT 50 26.7 34.7 86.6 23.7 484 81.1
COMET-MBR 900 26.1 354 90.5 22.0 48.0 84.1
DrNMT+COMET-MBR (ours) 900 271 35.6 88.4 244 49.3 82.4
DrNMT+Oracle-COMET-DA 900 30.5 39.1 90.2 29.0 53.7 85.5

Table 4: Experimental results of our system on wmttest2022. “# of cands.” denotes the number of candidates
generated by the translation generator. The bold scores indicate the best scores in each translation direction.

generator were trained using FAIRSEQ (Ott et al.,
2019). We used KNN-SEQ? (Deguchi et al., 2023)
for kKNN-MT generation built on top of FAIRSEQ.
The first stage of our reranker, DrINMT, was also
built using FATIRSEQ, whereas COMET-MBR was
built using COMET (Rei et al., 2020).

Table 4 shows the results of our system. In
the table, the translation candidates of “1-best of
the ensemble” were generated using the ensemble
model without KNN-MT using beam search decod-
ing. The candidates of “DrNMT” were generated
using the ensemble model and the 50-best trans-
lations were obtained using beam search decod-
ing. As DrNMT uses the log probability of an MT
model for inference, it cannot compare candidates
generated by different MT models or generation
methods. The results show that DINMT not only
improved the BLEU scores but also the chrF and
COMET scores from the 1-best translation, despite
only being trained to maximize the BLEU score.
“COMET-MBR” reranks all candidates, i.e., 900
translations (= 9 generators x 2 decoding methods
x 50 best candidates). COMET-MBR achieved
the highest COMET scores for both En-Ja and
Ja-En, but the BLEU and chrF scores were not
improved for Ja-En, and the inference speed of
COMET-MBR with 900 translation candidates was
slow. Our primary system used “DrNMT+COMET-
MBR” described in Section 3.2.3. This method
obtained higher scores for all metrics compared
with using DrNMT alone in both translation direc-
tions, in addition to the highest BLEU and chrF
scores overall. To summarize, our results show that
using the rerankers appropriately as intra- and inter-
system rerankers is effective for improving trans-
lation quality. Dr-NMT+Oracle-COMET-DA is the
oracle performance of the second stage reranker,

3h'ctps ://github.com/naist-nlp/knn-seq

i.e., the score computed by the largest COMET-
DA score for candidates after reranking the 50-
best of each system using DrNMT (first stage
reranker). Our DINMT+COMET-MBR scores un-
derperformed the oracle performance, and we leave
its improvement for future work.

In addition, we investigated which hypoth-
esis was selected as the system output in
DrNMT+COMET-MBR. Figure 3 shows the per-
centages of counts selected as the system output.
In the figure, when the system output comes from
multiple hypotheses, i.e., duplicated hypotheses
are selected, each hypothesis is counted as selected.
The results show that the hypotheses generated by
beam search of the ensemble and ensemble+kNN-
MT models were selected as the system outputs
roughly 40% in En-Ja and 50% in Ja-En. Thus,
half of the system outputs were not selected from
hypotheses generated from the ensemble model
using beam search. Therefore, it can be said that
“DrNMT+COMET-MBR” outperformed “DrNMT”
by selecting from the hypotheses generated by var-
ious generators and various decoding methods.

5 Conclusion

In this paper, we described our submission as a joint
team of NAIST and NICT (NAIST-NICT) to the
WMT’23 general MT task. We participated in this
task in the En-Ja and Ja-En translation directions.
We built our system using a diverse translation
generator and two-stage reranker. In future work,
we will investigate qualitatively how translation
diversity contributes to translation quality.

Limitations

A limitation of our system is its reliance on large
computation resources. As our system generates
50 candidates using two decoding methods from
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Figure 3: Percentages of counts selected as the system
output by COMET-MBR.

each of the nine generators, it requires significant
resources. The beam size of 50 is larger than most
machine translators and requires more computing
power (memory and time).

Note that the reranking approach cannot output
translations of higher quality than those translated
by the generators.

Ethics Statement

Our system did not restrict the training data and
the translator’s outputs. Therefore, similar to other
translation systems, it may generate factually inac-
curate translations.
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Abstract

This paper presents the contributions of Charles
University teams to the WMT23 General
translation task (English to Czech and Czech
to Ukrainian translation directions). Our
main submission, CUNI-GA, is a result of
applying a novel n-best list reranking and
modification method on translation candi-
dates produced by the two other submit-
ted systems, CUNI-Transformer and CUNI-
DocTransformer (document-level translation
only used for the en — cs direction). Our
method uses a genetic algorithm and MBR de-
coding to search for optimal translation under
a given metric (in our case, a weighted com-
bination of ChrF, BLEU, COMET22-DA, and
COMET22-QE-DA). Our submissions are first
in the constrained track and show competitive
performance against top-tier unconstrained sys-
tems across various automatic metrics.

1 Introduction

Our submission for this year’s WMT General trans-
lation task (Kocmi et al., 2023) is based on the pre-
vious submissions of our team (Popel et al., 2019,
2022) and MBR decoding in combination with ge-
netic algorithm (GA). We describe the method in
separate work (Jon and Bojar, 2023). The main
goal of our submission is to find out whether our ap-
proach improves the translation quality perceived
by humans. For this reason, we submitted both
the base system translations and the mutated and
reranked (i.e. GA-processed) translations for the
human evaluation.

As all the parts of the approach are described
in detail in the mentioned papers (as well as all
the related work), we will restrict ourselves to pro-
viding a short overview of the main points in Sec-
tion 2. In Section 3, we describe the datasets, tools
and parameters used to obtain results presented in
Section 4. Finally, we draw conclusions from the
results.

2 Methods

Our submissions make use of two features that
are not typical for current MT systems: document-
level context and translation refinement through a
genetic algorithm.

2.1 Document level translation

We use document-level NMT for the en — c¢s di-
rection. The approach is described in Popel et al.
(2019). Since all the training data for this direc-
tion have document boundaries, a document-level
training set is created by extracting all sequences
of consecutive sentences with at most 3000 charac-
ters. The final training set consists of pairs of such
examples, where both sides have the same number
of sentences. Sentences are separated by a special
token. We also use Block backtranslation (Popel,
2018; Popel et al., 2020; Gebauer et al., 2021; Jon
et al., 2022a).

2.2 Genetic algorithm

Our approach (Jon and Bojar, 2023) utilizes MBR
decoding (Goel and Byrne, 2000; Kumar and
Byrne, 2004; Amrhein and Sennrich, 2022; Freitag
et al., 2021; Miiller and Sennrich, 2021; Jon et al.,
2022b) in conjunction with the genetic algorithm
(GA) (Fraser, 1957; Bremermann, 1958; Holland,
1975). By merging and mutating translations gen-
erated by an MT system, we aim to find the best
translation under a specific metric. This is a new
strategy for creating translation candidates in NMT.
We illustrate one iteration of the whole process in
Figure 1. The top, yellow part shows the steps that
are the same as in simple reranking. We have an
initial population of candidates, for example, n-best
list produced by an MT model, that is scored by
fitness function, in our case, a sum of MBR decod-
ing scores using an MT evaluation metric and QE
scores. At this point, for reranking, the process
would stop after selecting the best-scoring trans-
lation candidate. In GA, we continue by splitting
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Fitness $1x52 x84 => 54
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function

scores=[0.7,0.4,0.1,0.8] parents= [s4,s1,51,54]
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Figure 1: One iteration of the GA algorithm for a population of 4 individuals. The steps with a yellow background
are equivalent to simple reranking, the steps with blue background introduce the operations of the genetic algorithm.

Figure taken from Jon and Bojar (2023)

a well-scoring subset of the candidate sentences
at random points and reattaching them in a differ-
ent order, by a process called cross-over. These
combined candidates are mutated at random places,
meaning some of the tokens are either deleted or
replaced by different tokens from a set of suitable
candidate tokens. Also, new tokens can be added
this way. These modifications result in a new popu-
lation of translation candidates and the whole pro-
cess is repeated from the start. A more detailed
description of our approach is available in Jon and
Bojar (2023).

MBR decoding NMT models generate a proba-
bility distribution over potential translations for a
specified input sentence. The widely used method
to derive the ultimate translation from this distribu-
tion is "maximum-a-posteriori" (MAP) decoding.
However, the computational demands of precise
MAP decoding lead to the adoption of approxima-
tions like beam search, referenced by Koehn et al.
(2003). Recent literature, such as Stahlberg and
Byrne (2019) and Meister et al. (2020), has shed
light on several constraints of MAP and proposed
alternatives.

MBR decoding is one such alternative. It uses

a utility function to select the translation, aiming
to minimize expected loss or risk. Typically, MT
metrics are employed as these utility functions. In
practice, candidate translations produced by the
MT model are used as an approximation of the set
of all possible translations. In such case, if we only
use purely reference-based metrics (like BLEU),
MBR decoding becomes a consensus decoding,
where the chosen candidate is the one closest to all
the others. However, novel MT metrics also take
source sentence into account, so the process is more
complex than a simple search for the most average
translation. The MBR decoding has seen renewed
interest with the introduction of the new generation
of metrics (Amrhein and Sennrich, 2022; Freitag
et al., 2021; Miiller and Sennrich, 2021; Jon et al.,
2022b).

3 System description

Our models are based on submissions of our team
from previous years (Popel et al., 2022, 2019).
We resubmit those (CUNI-Transformer and CUNI-
DocTransformer submissions) and we also submit
an additional translation: the outputs of these mod-
els combined, mutated and rescored by the GA
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described in Section 2.2 (CUNI-GA submission).

3.1 Tools and data

All our submissions are constrained, using only
the training data provided by the task organizers,
specifically the CzEng 2.0 (Kocmi et al., 2020)
corpus. We used English to Czech newstest-18
and newstest-22 as validation sets for the genetic
algorithm approach. Due to the computational re-
quirements of our method, we only evaluate the
first 150 sentences of each test set. We didn’t run
any validation experiments for GA in the cs — uk
language pair, we used the same parameters as for
en — cs. We have only translated the general
translation test set using GA, the test suits trans-
lations for CUNI-GA are copied from the CUNI-
DocTransformer submission.

3.2 Models

We use Transformer models. For the dev set ex-
periments, we use same models as Jon and Bo-
jar (2023) (i.e. transformer-big using Marian-
NMT (Junczys-Dowmunt et al., 2018) with default
hyperparameters). For the final submissions, the
models are the same as in last year’s submissions:
Popel et al. (2022) for c¢s — uk and Popel et al.
(2019) for en — cs.

3.3 GA parameters

We refrained from searching for the optimal values
of GA parameters due to the significant computa-
tional demands of our method.

For the results on the validation set, we used
exactly the settings described by Jon and Bojar
(2023), i.e. Transformer model trained on the
CzEng 2.0 (Kocmi et al., 2020) corpus in cs — en
direction (i.e. the opposite direction to the task).
We used beam search with size 20 to produce a 20-
best list and sampled an additional 20 translations
from the model to create an initial population of 40
candidates, which we copied 50 times to obtain a
population size of 2000.

We used different NMT models (see Section 3.2)
and a different number of initial sentences for the
shared task submissions. For the cs — uk direc-
tion, the starting population consists of the top 35
hypotheses produced by beam search from the two
models described in Popel et al. (2022) (top-10
from the CUNI-Transformer-inca-roman and top-
25 from the CUNI-Transformer model).! This set

"The CUNI-Transformer-inca-roman uses preprocessing
using romanization and inline casing (Popel et al., 2022).

121

is replicated 50 times, leading to a total popula-
tion of 1750 candidates. For en — cs we use a
concatenation of n-best lists with beam sizes 4 and
10 from both CUNI-DocTransformer and CUNI-
Transformer (28 candidates in total), also copied 50
times over, resulting in population size of 1400. To
combine document-level and sentence-level trans-
lations, we re-split the translated documents back
into sentences.

To choose parents for the succeeding generation,
we use tournament selection with n = 3. These par-
ents are then merged at a crossover rate of ¢ = 0.1.
The mutation rate, for altering non-empty genes
(i.e. tokens) to other non-empty genes m, is 1/1,
where [ denotes the chromosome’s (chromosome
is a sequence of tokens, representation of one trans-
lation candidate) length? For transitions from an
empty to a non-empty gene (i.e. addition of a word)
and vice versa (i.e. deletion), the rate is %. The
GA runs for 250 and 130 generations for cs — uk
and en — cs, respectively.

34

The translations are evaluated by the following met-
rics: ChrF (Popovié, 2015), BLEU (Papineni et al.,
2002), BLEURT (Sellam et al., 2020), multiple ver-
sions of COMET (Rei et al., 2020, 2021, 2022b,a,c)
and UniTE (Wan et al., 2022). We abbreviate some
of the longer metrics’ names further in the text in
order to save space.’

For both BLEU and ChrF, we utilize Sacre-
BLEU (Post, 2018). In all experiments, ChrF uses
a f = 2 setting (ChrF2). We rely on the origi-
nal implementations for COMET,4 BLEURT, and
UniTE? scores.

Metrics

4 Results

This section presents automatic metric scores on
validation sets and the official test set.

4.1 English to Czech

The first translation direction is English to Czech,
where we submitted the outputs of our older
sentence-level (CUNI-Transformer) and document-
level (CUNI-DocTransformer) systems, as well as

2See Jon and Bojar (2023) for a more detailed description.
3CMT20 (wmt20-comet-da), CMT21 (wmt21-comet-
mqgm), CMTH22 (eamt22-cometinho-da), QE20 (wmt20-
comet-qe-da-v2), QE22 (wmt22-cometkiwi-da), BLEURT
(BLEURT-20), UniTE (UniTE-MUP)
*https://github.com/Unbabel/COMET
Shttps://github.com/google-research/bleurt
https://github.com/NLP2CT/UniTE



Method Fitness ChrF  BLEU CMT20 CMT21 CMTH22 QE20 BLEURT UniTE % new

baseline - 56.7 30.1 0.5007 0.0399 0.5017  0.2477 0.7078 0.3018 0
Reranking ~ CMT20 57.4 31.2 0.5853 0.0409 0.5390  0.2930 0.7193 0.3413 0
Reranking ~ CMT20+QE20+BLEU 57.5 31.2 0.5983 0.0417 0.5596  0.3620 0.7255 0.3686 0
GA CMT20 56.2 28.4 0.6247 0.0410 0.5382  0.2893 0.7177 0.3366 52
GA CMT20+QE20+BLEU 57.5 29.5 0.6266 0.0429 0.5403  0.4198 0.7174 0.3946 70

Table 1: Comparison of the scores of baseline MT output, reranked output, and GA-modified output. The last
column shows the percentage of finally selected best translations that were not present in the initial population (i.e.
they were newly created by the GA operations). Table from Jon and Bojar (2023).

Model ~WcmMT WQE WBLEU Wenrr c¢hrF BLEU CMT20 CMT21 CMTH22 QE20 CMT22 BLEURT UniTE New

Baseline - - - - 56.6 30.1 0.500 0.040 0.504 0.244 0.707  0.301  0.00
0.15 0.15 0.35 035 572 29.8 0.619 0.043 0.542  0.401 0.856 0.715 0.384 0.64

0.1 0.1 0.4 04 574 30.0 0.616 0.043 0.541  0.403 0.856 0.714  0.385 0.63

0.25 0.25 0.25 025 574 29.8 0.616 0.043 0.541 0.410 0.857 0.713 0.388 0.64

0.2 0.2 0.3 03 573 29.6 0.619 0.043 0.540  0.406 0.857 0.715 0.388 0.64

CMT20 0.4 0.2 0.2 02 572 30.7 0.629 0.043 0.549 0.388 0.856 0.720 0384 0.1
0.4 0.3 0.1 02 574 30.2 0.630 0.043 0.548  0.405 0.857 0.718  0.384 0.65

0.4 0.4 0.1 0.1 571 29.0 0.631 0.043 0.542  0.427 0.859 0.716  0.389 0.68

0.5 0.5 0 0 552 25.1 0.633 0.043 0.514  0.470 0.856 0.705 0372 0.86

1 0 0 0 568 29.7 0.614 0.041 0.533  0.289 0.844 0.712 0336 0.51

0.15 0.15 0.35 035 575 32.0 0.601 0.042 0.560 0.332 0.858 0.729  0.388 0.27

0.1 0.1 0.4 04 577 32.2 0.602 0.042 0.562 0.331 0.858 0.730  0.392 0.28

0.25 0.25 0.25 025 575 32.0 0.601 0.042 0.560  0.330 0.857 0.729 0388 0.29

CMT22 0.2 0.2 0.3 03 575 32.0 0.601 0.042 0.561  0.331 0.858 0.730 0394 0.32
0.4 0.2 0.2 02 572 31.5 0.593 0.042 0.550  0.326 0.857 0.727 0370 0.25

0.4 0.3 0.1 02 577 32.1 0.597 0.042 0.555 0.332 0.857 0.728  0.386 0.27

0.4 0.4 0.1 0.1 576 32.0 0.606 0.042 0.560 0.334 0.859 0.730  0.393 0.29

0.5 0.5 0 0 577 31.7 0.620 0.043 0.562  0.359 0.866 0.731 0.406 0.57

1 0 0 0 568 29.8 0.570 0.042 0.528 0.328 0.863 0.714  0.344 0.49

Table 2: Scores of translations on the first 150 sentences of newstest-18 created by GA. The fitness metric is a
weighted sum of COMET, COMET-QE, BLEU and chrF, with weight shown in columns 2 to 5. The first column
shows which version of COMET and COMET-QE was used. Higher is better for all the metrics. The best results for
each metric are bold.

Model WCMT WQE WBLEU WcheF ¢hrF BLEU CMT20 CMT21 CMTH22 QE20 CMT22 BLEURT UniTE New

Baseline - - - 68.3 449 0.738 0.045 0.751  0.357 0.876 0.785 0.540  0.00
0.15 0.15 0.35 035 684 43.0 0.777 0.047 0.777  0.464 0.890 0.787  0.607 0.52

0.1 0.1 0.4 0.4 68.6 435 0.779 0.047 0.779  0.464 0.891 0.787  0.609 0.51

0.25 0.25 0.25 025 68.3 43.0 0.785 0.047 0.783  0.469 0.892 0.789  0.617 0.52

0.2 0.2 0.3 03 685 433 0.780 0.047 0.777  0.465 0.891 0.787  0.610 0.52

CMT20 0.4 0.2 0.2 02 68.6 44.2 0.778 0.047 0.773  0.441 0.887 0.791 0.586 0.33
0.4 0.3 0.1 02 682 43.0 0.785 0.047 0.777  0.470 0.891 0.789  0.612 0.49

0.4 0.4 0.1 0.1 677 42.1 0.787 0.047 0.777  0.485 0.892 0.788  0.614 0.55

0.5 0.5 0 0 651 36.4 0.782 0.047 0.747 0.514 0.887 0.771 0.574  0.77

1 0 0 0 679 42.1 0.772 0.046 0.760  0.386 0.880 0.785 0.552  0.36

0.15 0.15 0.35 035 6838 45.1 0.771 0.047 0.794  0.417 0.890 0.799  0.604 0.25

0.1 0.1 0.4 0.4 688 45.1 0.772 0.047 0.795 0.417 0.890 0.798  0.605 0.25

0.25 0.25 0.25 025 68.8 44.8 0.774 0.047 0.792  0.418 0.890 0.799  0.603 0.27

CMT22 0.2 0.2 0.3 03 689 453 0.772 0.047 0.794 0417 0.890 0.799  0.604 0.25
0.4 0.2 0.2 02 689 45.1 0.771 0.047 0.794  0.408 0.889 0.795 0.602  0.22

0.4 0.3 0.1 02 69.1 45.7 0.772 0.047 0.794  0.410 0.889 0.798  0.607 0.25

0.4 0.4 0.1 0.1 688 452 0.771 0.047 0.792  0.420 0.890 0.798  0.603 0.25

0.5 0.5 0 0 68.6 43.6 0.782 0.047 0.793  0.431 0.893 0.800 0.612 0.46

1 0 0 0 682 435 0.762 0.046 0.778  0.401 0.890 0.788  0.576  0.39

Table 3: Scores of translations on the first 150 sentences of newstest-22 created by GA. The fitness metric is a
weighted sum of COMET, COMET-QE, BLEU and chrF, with weight shown in columns 2 to 5. The first column
shows which version of COMET and COMET-QE was used. Higher is better for all the metrics. The best results for
each COMET version are bold.
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a combination and modification of both using our
GA approach.

GA vs. reranking Jon and Bojar (2023) provide
a comparison of the genetic algorithm approach to
a simple reranking using the same objective met-
rics. In that work, a sum of CMT20, QE20 and
BLEU is used as the fitness metric. The results are
copied in Table 1. The baseline translations are
obtained via beam search. The same work also
shows that for UniTE, CMT22, CMT21-MQM
held-out metrics’, GA significantly outperforms
simple reranking with the same objective metric.
However, BLEURT, CMTH22 and chrF seem to
favor reranking only.

For our current work, we ran additional ex-
periments. We use a weighted sum of COMET,
COMET-QE, chrF and BLEU as the objective (fit-
ness) metric. We compare older and newer ver-
sions of both COMET and COMET-QE, repre-
sented by CMT20/QE20 and CMT22/QE22, re-
spectively. Since the objective metrics lose their
relevance for evaluation once we optimize for them,
a set of held-out metrics is selected to better esti-
mate the translation quality. The results for the
first 150 sentences of newstest18 are presented in
Table 2, and the scores for the first 150 sentences
of newstest22 are presented in Table 3.

We vary the weights of the different fitness
metrics to see the effect on the held-out metrics
(columns womT, WQE, WBLEU and Wener). The
last column shows a portion of cases where the fi-
nal selected candidate was not part of the initial
population, the other columns show values of the
respective scores.

We see an interesting difference between
CMT22/QE22 and CMT20/QE20. While optimiz-
ing only for CMT20 or CMT20+QE20 hurts other
scores greatly (for example UniTe and BLEURT),
optimizing solely for CMT22+QE22 does not have
such an adverse effect on other metrics. We hy-
pothesize multiple factors play a role in this. One
of them might be the better robustness of the newer
versions, which are designed to deal better with hal-
lucinations and unexpected target tokens that could
be introduced by the GA. CMT20 and especially
QE20 were previously shown to be partially insen-
sitive to this kind of errors (Guerreiro et al., 2023),

"Means metrics not used as a part of the fitness function.
Note that these metrics are not completely independent, they
can be still linked to the fitness metrics by spurious correla-
tions caused by data and model architecture similarity

but they could be detected by the other metrics,
hence the lower scores.

Final submission Overall, the results suggest the
best choice is to simply average CMT22 and QE22
scores (weymr = 0.5, wor = 0.5). We did not
have the complete evaluation at hand by the time
of the submission, so we used weights woyT =
0.4, wgr = 0.4, wprpy = 0.1 and wep,r = 0.1
for the submitted test set translation. We use a
completely different NMT system than in the dev
set experiments to create the initial population for
the submission, as described in 3.3.

We show the automatic scores of all the submis-
sions on the test set in Table 4. The CUNI-GA
submission outperforms both the base submissions
CUNI-Transformer and CUNI-DocTransformer
across all metrics. It ranks comparably to the best
unconstrained system using COMET, but lags be-
hind in chrF and BLEU.

We analyzed the percentages of the final submit-
ted translated sentences that were present in some
of the initial n-best lists and the percentage of novel
sentences, created by the GA. We show these re-
sults in Table 5. We see that 21.7% of the final
submitted sentences are new, not contained in any
of the initial n-best lists, but rather created by the
GA mutation and crossover operations.

4.2 Czech to Ukrainian

We also ran the GA on a concatenation of n-best
lists produced by the two cs — uk models, see
Popel et al. (2022) for details on these systems.
We used beam size 10 for the CUNI-Transformer-
inca-roman model and beam size 25 for the CUNI-
Transformer model, resulting in 35 initial candidate
sentences. We did not perform any parameter tun-
ing on the validation set, we used the same param-
eters as for the en — cs submission. We present
the automatic metrics results on the test set in Ta-
ble 6. Our submissions outperform the only other
constrained system and are competitive with the un-
constrained systems, scoring best in COMET and
2nd in chrF and BLEU. For COMET and chrF, GA
outperforms the unmodified baseline translation,
while in BLEU, the baseline scores slightly better.

Again, we show what is the percentage of final
best translations selected for submission contained
in either of the initial n-best lists and the percentage
of new translations, created by GA operations, in
Table 7. 35.1% of the final submitted translations
are novel.
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System COMET System  chrF System BLEU
ONLINE-W 91.8 ONLINE-W  76.3 ONLINE-W 594
CUNI-GA 90.8 ONLINE-B  70.4 ONLINE-B  50.1
ONLINE-B 89.9 ZengHuiMT  67.5 ONLINE-A 434

GPT4-5shot 89.4
ONLINE-A 88.4
CUNI-DocTransformer 88.3

ONLINE-A 66.3
CUNI-GA
GTCOM_Peter

CUNI-GA 433
ZengHuiMT  43.1
CUNI-DocTransformer 42.5

65.9
65.4

GTCOM_Peter 87.7 CUNI-DocTransformer  65.1 GTCOM_Peter 423
ONLINE-M 87.4 ONLINE-Y 64.6 CUNI-Transformer 414
Lan-BridgeMT 87.3 CUNI-Transformer  63.9 ONLINE-Y  40.8
CUNI-Transformer 87.2 Lan-BridgeMT  63.8 Lan-BridgeMT  40.7
NLLB_Greedy 87.1 ONLINE-G  63.7 ONLINE-G 39.6
ONLINE-Y 87.0 ONLINE-M 632 ONLINE-M 39.6
NLLB_MBR_BLEU 86.9 GPT4-5shot  62.3 GPT4-5shot 37.8
ONLINE-G 85.9 NLLB_Greedy 60.0 NLLB_Greedy 359

ZengHuiMT 85.4

NLLB_MBR_BLEU 59.1

NLLB_MBR_BLEU  35.1

Table 4: Results of automatic evaluation on en — cs testset. Unconstrained systems are indicated with a grey
background. Coincidentally, all three en — cs unconstrained systems are our submissions described in this paper.
CUNI-GA is better than the two baselines according to all three metrics.

doc-4 doc-10 sent-4 sent-10 new
contains 36.3% 42.1% 31.4% 52.8% 21.7%
unique 2% 6.8% 0.7% 17.5%
merge 50.0% 53.5%
u-merge 24.7% 33.3%

Table 5: Percentages of final best scoring in CUNI-GA
English to Czech submission sentences by the initial n-
best list they are contained in (doc-4 denotes document-
level, beam size 4 and so on). The first row shows how
many sentences from the final translation were present
in the respective n-best list, while the last column shows
the percentage of completely new sentences, that were
not present in any of the lists. The second row looks
at the percentages of final sentences that are uniquely
in exactly one of the lists. The last two rows show the
same for merged doc-level and sent-level lists, i.e. we
concatenated both beam sizes for each into one list.

5 Future work

Our setting allows many straightforward modifi-
cations to potentially improve the results of our
method. First of all, MBR decoding works well on
a large, diverse set of initial candidates, obtained
for example by sampling. In our experiments, we
only use short n-best lists produced by beam search.
An additional benefit stemming from the diversity
of the initial candidates is a more dive diverse set
of possible tokens for replacement mutations.
Second, we did not run any search for the param-
eters of the GA process (crossover and mutation
rates, number of generations, population size, se-
lection method), due to the large computational
costs of this approach. We believe a set of better
parameters could be found easily by, for example,
a grid search. Finally, the metrics used for the fit-

ness function are combined by a simple weighted
sum. Multi-criterion genetic algorithms can be ex-
plored for a better approach to combine multiple
evaluation scores for the translations.

Also, reranking and modifying the translations
on a sentence level can introduce inconsistencies
previously mitigated by using document-level MT,
losing the advantages of document-level process-
ing. Deutsch et al. (2023) show that using sentence-
level metrics for whole document-level segments
might be a viable option for avoiding this issue.

6 Conclusion

We confirm that using MBR decoding in combina-
tion with a genetic algorithm can improve scores
in selected evaluation metrics, while creating origi-
nal novel translations. We show that our systems
are competitive in both submitted language pairs,
winning among constrained systems based on auto-
mated evaluation metrics.
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System  COMET

System

chrF System BLEU

CUNI-GA 90.9
GPT4-5shot 90.8
ONLINE-W 89.4

GTCOM_Peter 88.9
ONLINE-B 88.8
ONLINE-A 88.2

CUNI-Transformer 88.0
ONLINE-G 87.7
MUNI-NLP 87.0
ONLINE-Y 86.5
NLLB_Greedy 86.3
NLLB_MBR_BLEU 86.3
Lan-BridgeMT 86.0

GPT4-5shot  61.0
CUNI-GA 579
GTCOM_Peter 57.6
CUNI-Transformer 57.4
MUNI-NLP 57.0
Lan-BridgeMT  55.7
ONLINE-W  55.0
ONLINE-B 54.7
ONLINE-A 544
ONLINE-G 53.7
ONLINE-Y 534
NLLB_Greedy 52.5
NLLB_MBR_BLEU 52.3

GPT4-5shot 32.8
CUNI-Transformer 30.2
GTCOM_Peter 29.8
CUNI-GA 29.5
MUNI-NLP 28.3
Lan-BridgeMT 27.5
ONLINE-W 26.8
ONLINE-B 25.7
ONLINE-A 254
NLLB_MBR_BLEU 25.1
NLLB_Greedy 24.9
ONLINE-G 24.8
ONLINE-Y 24.2

Table 6: Results of automatic evaluation on cs — wk testset. Unconstrained systems are indicated with a grey
background. CUNI-GA is better than CUNI-Transformer according to COMET and chrF, but worse according to

BLEU.
CT-inca-roman-10  CT-25 new
contains 17% 58.5% 35.1%
unique 6.4% 48%

Table 7: Percentages of final best scoring sentences by
the initial n-best list they are contained in, the mean-
ing of the rows is the same as in Table 5. CT=CUNI-
Transformer.
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SKIM at WMT 2023 General Translation Task
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Abstract

The SKIM team’s submission used a stan-
dard procedure to build ensemble Transformer
models, including base-model training, back-
translation of base models for data augmen-
tation, and retraining of several final models
using back-translated training data. Each fi-
nal model had its own architecture and con-
figuration, including up to 10.5B parameters,
and substituted self- and cross-sublayers in
the decoder with a cross+self-attention sub-
layer (Peitz et al., 2019). We selected the best
candidate from a large candidate pool, namely
70 translations generated from 13 distinct mod-
els for each sentence, using an MBR reranking
method using COMET and COMET-QE (Fer-
nandes et al., 2022). We also applied data aug-
mentation and selection techniques to the train-
ing data of the Transformer models.

1 Introduction

This paper provides a system description of submis-
sions by our team, called SKIM!, at WMT-2023.
We took part in English to Japanese (En—Ja) and
Japanese to English (Ja—En) General Machine
Translation tracks (Kocmi et al., 2023). We specif-
ically participated in the constrained track, which
places restrictions on the available data and pre-
trained models.

The trial of this year’s submissions is a reranking
part. Our submission system consists of multiple
translation models, followed by a reranking mod-
ule (Kobayashi, 2018) based on COMET (Rei et al.,
2022a) and COMET-QE (Rei et al., 2021). This
reranking approach serves to identify and select
high-quality translations from the hypothesis can-
didate set generated by multiple translation models.
Among the Transformer-based translation models,
we also incorporated a large Transformer model
with 10.5B parameters. We also applied data aug-
mentation techniques based on our previous year’s

'The team name is an anagram of the first letters of the
authors’ last names.

Bitext

Target-to-Source
Model

Target Translated
Monolingual Texts

Bitext Synthetic
Data

Source-to-Target
Models

Deveopment data
for Fine-tuning
~

EEE-B

N-best
Candidates

Source-to-Target
Fine-tuned Models
Reranking
Module

Final Output

B

Test set

Figure 1: System overview.

system (Morishita et al., 2022b). We briefly de-
scribe the system overview, including the experi-
mental results that could not be submitted.

2 System Overview

An overview of our submission system is shown
in Figure 1. Following the development process
used for last year’s system (Morishita et al., 2022b),
we used Transformer (Vaswani et al., 2017) as the
model architecture and conducted pre-training and
fine-tuning. In the pre-training phase, we used
both a synthetic dataset created by back transla-
tion (Sennrich et al., 2016) and the provided bi-
text dataset. Here, we refer to the target-to-source
translation model to generate this synthetic dataset
as the initial translation model. Furthermore, we
conducted fine-tuning on the translation models
derived from pre-training using high-quality bitext
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Initial Translation Model

Subword Size 32,000

Architecture Transformer (big) with FFN size
of 4,096

Optimizer Adam (1 = 09,682 =

0.98,e=1x10"%)
Learning Rate Schedule Inverse square root decay

Warmup Steps 4,000

Max Learning Rate 0.001

Dropout 0.3

Gradient Clip 1.0

Batch Size 1,280,000 tokens

Number of Updates 50,000 steps

Averaging Save a checkpoint every 200 steps
and average the last eight

Implementation fairseq (Ottet al., 2019)

Pre-training Configuration

Subword Size 64,000
Architecture (See Table 4)
Optimizer Adam (81 = 0.9,8, =

0.98,e =1x10"%)
Learning Rate Schedule Inverse square root decay

Warmup Steps 4,000

Max Learning Rate 0.001

Dropout 0.3/0.1

Gradient Clip 0.1/1.0

Batch Size 1,024,000 / 64,000 tokens

Max. Num. of Updates 60,000 / 100,000 (stoped at
64,000)

Averaging Save a checkpoint every 2,000
steps and average the last ten
Implementation fairseq (Ottetal., 2019)

Fine-tuning Configuration

Subword Size Identical to Pre-training Configu-

ration
Architecture (See Table 4)
Optimizer Adam (81 = 09,82 =

0.98,¢ =1 x 107%)
Learning Rate Schedule Fixed

Warmup Steps N/A

Max Learning Rate 0.00001

Dropout 0.3/0.1

Gradient Clip 1.0

Batch Size 16,000 / 14,400 tokens

Number of Updates 400 /200

Averaging Save a checkpoint every ten steps
and average the last ten

Implementation fairseq (Ottetal., 2019)

Table 1: List of hyper-parameters. We used the ini-
tial translation model for creating synthetic data, pre-
training configuration to construct pre-training models
described in Section 4.2, and fine-tuning configuration
to construct models for submission. Note that we used
slightly different settings for 10.5B models in a few pa-
rameters. We show their settings at the righthand side
of the slash mark (/). We used several different model
configurations for ensembling. See Table 4 for more
details.

datasets (i.e., development data provided by the
organizers). When developing last year’s submis-

Corpus w/o Filtering ~ w/Filtering
JParaCrawl v3.0 257M 250M
WikiMatrix 3.89M 3.64 M
JESC 280 M 2.57TM
Wiki Titles v3 757K 327K
KFTT 440 K 371K
TED Talks 242K 224 K
NewsCommentary v18 38K 37K

Table 2: Number of sentence pairs in bitext corpus.

sion system, we found that fine-tuning with clean
data enhanced translation quality more effectively
than domain adaptation. Therefore, we used a sim-
ilar fine-tuning approach for this year’s submission
system. By using these datasets, we trained mul-
tiple Transformer-based translation models with
heterogeneous configurations. During the infer-
ence phase, we translated the source sentences us-
ing these translation models individually and se-
lected the final translation results using a subse-
quent reranking process. As reranking, we tried
two methods: one used COMET-QE and the other
used COMET-MBR (Fernandes et al., 2022) ex-
tended to the outputs of multiple models.

3 Dataset Construction

3.1 Provided Data

Bitext Corpus We used all the provided bi-
text corpora: JParaCrawl v3.0 (Morishita et al.,
2022a), News Commentary v18, Wiki Titles v3,
WikiMatrix, Japanese-English Subtitle Corpus
(JESC) (Pryzant et al., 2018), The Kyoto Free
Translation Task (KFTT) Corpus (Neubig, 2011),
and TED Talks (Cettolo et al., 2012). We filtered
out the potentially noisy pairs using the straightfor-
ward parallel corpus filtering methods, just as we
did with last year’s system (Morishita et al., 2022b).
Table 2 shows the size of each dataset with/without
filtering. Compared to the previous year, the orga-
nizers updated the NewsCommentary, resulting in
an increase of 1.8 K sentences.

Monolingual Corpus We also used the follow-
ing provided monolingual data: News Crawl, News
Commentary, and Common Crawl. We back-
translated the monolingual sentences using a target-
to-source model (i.e., an initial translation model)
trained only with the provided bitext dataset, as de-
scribed in Section 3.2, and used them as synthetic
data (Sennrich et al., 2016).
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#sent. pairs #subwords (JA) #subwords (EN)

587 M 12.9B 15.0B
681 M 172 B 16.7B

En—lJa
Ja—En

Table 3: Statistics of synthetic data used for pre-training.

3.2 Building Pre-Training Data

Synthetic Data Construction To augment the
training data, we constructed synthetic data by ap-
plying the initial translation model trained with
bitext to the monolingual data. As a preprocessing
step, we truecased” both the bitext and monolin-
gual data. We then tokenized the data into sub-
words using the Sentencepiece tool (Kudo
and Richardson, 2018) with the unigram language
model option.

We set the vocabulary size to 64,000, the same
as the previous year’s submission. To integrate in-
sights from the method to create vocabulary for re-
cent large-language models (Touvron et al., 2023),
we activated the “byte_fallback™ and “split_digits”
options. Through preliminary experiments, we
confirmed that activating these options leads to
enhanced translation performance. As our ini-
tial translation model, we used the identical ini-
tial translation model we used for last year’s sub-
mission system (Morishita et al., 2022b). The de-
tailed hyperparameters are described in the initial
translation model section of Table 1. Finally, we
respectively translated 3.3 B (English) and 1.4B
(Japanese) monolingual sentences.

Data Cleaning For both the provided bitext and
synthetic data, we carried out cleaning based on
a combination of sentence embeddings and hand-
crafted rules.

For both the bitext and synthetic data, we re-
moved the too-long sentences (>500 characters)
and using the 1angid? toolkit, removed the sen-
tences that were identified as not being written in
English or Japanese.

For the synthetic data, we further applied a sen-
tence embedding-based filtering approach. We took
advantage of LaBSE (Feng et al., 2022) to embed
the Japanese and English sentences into the same
embedding space. We then scored and ranked the
parallel sentence pairs based on the cosine similar-
ity of their sentence embeddings. We subsequently

https://github.com/moses—smt/
mosesdecoder/blob/master/scripts/
recaser/truecase.perl

*https://github.com/saffsd/langid.py

filtered out the following items from the synthetic
data:

* Duplicated sentence pairs

« Sentences with over 150 words* or single words
with over 40 characters

* Sentences where the ratio between the word and
the character count is > 12

 Sentences that contain invalid Unicode charac-
ters

* Sentence pairs where the source/target word ratio
exceeds 4

* sentence pairs where the source/target length ra-
tio exceeds 6

* sentence pairs where the source and target sen-
tences are identical

* sentence pairs where the cosine similarity is
greater than 0.96°

Finally, we respectively selected the top 587M
and 681M (approximately) sentences, respectively,
from the translated 1.4 B and 3.3 B monolingual
sentences as the En—Ja and Ja—En synthetic data
for the rank orders. Table 3 shows the statistics of
the synthetic data used for our pre-training.

3.3 Fine-Tuning Data

As mentioned in Section 2, during the development
of last year’s submission system, we found that
fine-tuning the model with clean data was more
effective for improving translation quality than do-
main adaptation. Following this finding, we used
the WMT’20 test set, WMT 20 development set,
WMT 21 test set and WMT 22 test set as clean data
for fine-tuning. The WMT’20 test and development
sets were all used as clean data. However, for the
WMT’21 and WMT’22 test sets, only the oppo-
site language direction data were used (i.e., only
Ja—En data were used as clean data for the En—Ja
models) because these data were used for devel-
opment and evaluation. The clean data included
9,002 sentences for En—Ja and 9,026 sentences
for Ja—En.

4 Primary Translation Module

We trained several Transformer models for the
reranking in the decoding phase. We describe the

*We tokenized the Japanese sentences using MeCab (Kudo,
2006) with the IPA dictionary. Note that this tokenization is
for this cleaning purpose only.

SWe found that sentence pairs with high cosine similarities
can be noisy; for example, the source and target sentences
are sometimes identical. Thus, we removed them from the
training data.
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details of the models in this section. Furthermore,
alongside the newly trained models, we reused the
primary translation models from the previous year’s
submission system (Morishita et al., 2022b).

4.1 Model Configuration

We independently trained models with heteroge-
neous model configurations. Our configuration
has several notable characteristics: a cross+self-
attention mechanism and a large number of param-
eters (i.e., 10.5B). In the following sections, we
describe the details of the configurations.

Cross+Self-Attention Mechanism We intro-
duced a cross+self-attention mechanism (Peitz
etal., 2019) to the Transformer decoder. This mech-
anism was expected to reduce the model parameters
and provide faster training while maintaining the
translation performance. In this approach, we elim-
inated the decoder’s cross-attention layer and uni-
fied the self-attention and cross-attention into a sin-
gle attention layer. Specifically, the self-attention
layer within the Transformer decoder simultane-
ously performs the cross-attention calculation by
concatenating the output from the encoder’s final
layer to the query and key matrices.

Suppose @), K, and V are the query, key, and
value matrices, respectively; He,. is the matrix
form of concatenating all the output vectors of the
encoder’s final layer; W, Wy, W, are the weight
matrices for the query, key, and value, respectively;
and dj, denotes the dimension of the key matrix. It
is then formulated as follows:

Attention(Q, K, V, Hepe) =
softmax <QCOWK‘¥;W> V!
Vi
Qeoncat = (Q © Hene) Wy
Kconcat = (K @ HenC)Wk
V' =VW,

)

where @ means concatenating two matrices in this
equation.

Note that cross+self-attention, as well as stan-
dard self-attention, assume (), K, and V to be
identical matrices, namely, Q = K =V = Hy,,,
where H .. is the matrix form of concatenating
input vectors of the corresponding decoder layer.

10.5B Model As demonstrated in Kaplan et al.
(2020), the performance of neural models improves
as the number of parameters increases. Moreover,

previous WMT shared tasks systems, such as Chen
et al. (2020), achieved improvements in translation
quality using model scaling. Following this insight,
we attempted to scale up the translation model.
Considering the constraints of GPU memory and
training time, we finally configured the model size
to be 10.5B parameters.

We also applied the position encoding meth-
ods used in last year’s submission system (Mor-
ishita et al., 2022b). Namely, in the encoder, we
employed relative position encoding (Shaw et al.,
2018). In the decoder, we used SHAPE (Kiyono
et al., 2021). We specified the maximum shift size
of SHAPE to be 10.

Previous year’s submission models We also
incorporated the transformer models developed
for the previous year’s submission system as the
primary translation module. We introduced the
bottom-to-top (B2T) connection (Takase et al.,
2023) to these models for training stability and
relative position encodings (Shaw et al., 2018) to
improve their generalization ability to unseen sen-
tence lengths during training. For more details,
please refer to (Morishita et al., 2022b).

4.2 Pre-Training

We trained each translation model shown in Table 4
with the filtered bitext and synthetic data described
in Section 3.2. In this phase, we used the pre-
training configuration shown in Table 1.

Following last year’s submission system (Mor-
ishita et al., 2022b), the bitext was upsampled until
it reached to a ratio of 1:1 with the synthetic data.
Moreover, we used the tagged back-translation
technique (Caswell et al., 2019) by adding a special
token (BT) to the beginning of the source sentences
in the synthetic data.

4.3 Fine-Tuning

The fine-tuning data are detailed in Section 3.3, and
the hyperparameters utilized during training are as
described in Table 1.

4.4 Ensemble

We ensembled the fine-tuned models, except for
the 10.5B model, due to the computational resource
limitations. We included the ensembled model and
individual model outputs as the reranking candi-
dates.
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Direction Configuration #Params. Cross+self LN pos.

Encoder Decoder

attention Layer dmodel dmn #Heads Layer dmodel dmn #Heads
Both NTT-Base 547T™M Pre. 9 1024 8192 16 9 1024 8192 16
Both ABCI-Base 622M Pre. 9 1024 16384 16 9 1024 4096 16
Both ABCI-EncBig 2.0B Pre. 12 1024 65536 16 9 1024 8192 16
Both ABCI-EncDeep  736M Pre. 18 1024 8192 16 9 1024 8192 16
Both Failab-EncBig 1.7B Pre. 9 1024 61440 16 9 1024 16384 16
Both Failab-DecBig 1.7B Pre. 9 1024 16384 16 9 1024 61440 16
Both NTT-A 408M Post. 6 1024 8192 16 6 1024 8192 16
Both NTT-B 54T Post. 9 1024 8192 16 9 1024 8192 16
Both NTT-C 622M Post. 9 1024 16384 16 9 1024 4096 16
Both NTT-D 698M Post. 9 1024 16384 16 9 1024 8192 16
En-Ja NTT-E 547T™M Pre. 9 1024 8192 16 9 1024 8192 16
En-Ja NTT-F 509M v Post. 9 1024 8192 16 9 1024 8192 16
En-Ja NTT-G 551M v Post. 10 1024 8192 16 10 1024 8192 16
Both Failab-ILM 10.5B v Pre. 16 4096 16384 32 32 4096 16384 32

Table 4: List of model configurations used by the primary translation module. The upper half of the table shows the
models also used in last year’s submission system (Morishita et al., 2022b), and the lower half shows the models
newly trained this year. dpege and dg, respectively denote sizes of embedding and feedforward layers. LN pos.
means the position of layer normalization. Post. denotes that layer normalization is applied after the residual
connection. Pre. denotes that layer normalization is performed before the residual connection. ABCI-Base and

NTT-Base were each trained with two different seeds.

5 Reranking

To enhance translation quality, we applied a rerank-
ing process to the candidate set of hypotheses trans-
lated by each model described in Section 4. We
conducted a comparative analysis of the various
methods, as presented in the following sections.

5.1 Methods

The reranking approach was used to obtain the final
output ¢ from C, where C' represents the candidate
set generated by multiple translation models for a
given source .

Quality Estimation (QE) This approach in-
volves scoring the candidates using quality esti-
mation methods (e.g., COMET-QE) and selecting
the one with the highest score, as follows:

g = argmax QE (z,¢) . 2

ceC
where, QE(+, -) is a quality estimation function.

Minimum Bayes Risk (MBR) This method uses
reference-based metrics such as COMET, to yield
the best output as follows (Fernandes et al., 2022);

[¢]
Z RefMetric (¢;, ¢;) .

c;=1

3)

§J = argmax—
c;eC ’C‘

where RefMetric(-, -)® is a reference-based metric.
Note that MBR uses reference-based metrics but
not reference texts. MBR is applied to the output
of a single model in Fernandes et al. (2022). We
extended this method to the outputs from multiple
models.

MBR after QE (QE — MBR) This approach is
a combination of QE and MBR (Fernandes et al.,
2022). We denoted the top-p samples from set C,
according to the score calculated by the quality
estimation function QE(-, -), as Ciop.p. Then, MBR
was applied for Cop-p.

5.2 Post Evaluation

We experimented with the performance of the trans-
lation models and the reranking process. Note that
this experiment was conducted after the primary
system was submitted.

5.2.1 Experimental Setup

We used WMT21-COMET-QE’ and
WMT22-CometKiwi (Rei et al., 2022b)3 for the
QE, and WMT22-COMET-DA’ as the refernece-

%Some reference-based metrics, such as COMET, also use
source x as an input.

"https://unbabel-experimental-models.
s3.amazonaws.com/comet/wmt21/
wmt21l-comet-ge-mgm.tar.gz

$https://huggingface.co/Unbabel/
wmt22-cometkiwi-da

*https://huggingface.co/Unbabel/
wmt22-comet-da
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Models En—Ja Ja — En

single model 8 8
NT5 4-models ensemble 1 1

all models ensemble 1 1
NTT single model 70 40

all models ensemble 10 10
Failab-LM 10 10
Total 100 70

Table 5: Breakdown of candidates for reranking. The
NTS5 four-model ensemble consists of ABCI-EncBig,
ABCI-EncDeep, Failab-EncBig, and
Failab-DecBig. The NT5 all-model ensem-
ble consists of NTT-Base (two different seeds),
ABCI-Base (two different seeds), ABCI-EncBig,
ABCI-EncDeep, Failab-EncBig, and
Failab-DecBig. The NTT all-model ensem-
ble consists of NTT—A to NTT-G.

based metric for MBR. WMT22-COMET—-DA was
also used as the evaluation metric. The candidate
sets contained 100 hypothesis for En—Ja and 70
for Ja—En. The breakdown of each candidate set
is shown in Table 5.

5.2.2 Reranking Analysis

Table 6 shows the results of the reranking.
Oracle (a) is the upper-bound setting, selecting
the final output by using WMT22-COMET-DA with
reference text (denoted r):

9 = argmax WMT22-COMET-DA (¢,7). (4)
ceC

Comparing the QE and MBR approaches (f
and g vs. q) showed that MBR achieved
higher performance. As for the QE approach,
WMT21-COMET-QE achieved better performance
than WMT22-CometKiwi in both translation
directions (f vs. g). Therefore, we used
WMT21-COMET-QE for the QE — MBR approach.
The best performance was achieved by the QE —
MBR at smaller p (h, i, j and k) in both translation
directions. Moreover, QE — MBR often achieved
a higher performance than MBR. These results sug-
gest that the poor quality hypothesis in the candi-
dates has a negative impact on MBR reranking.

5.2.3 10.5B Model Analysis

As described in Section 4.1, we trained a large-
scale translation model with 10.5B parameters
(failab-LM). The experimental results showed
that the 10.5B parameters models were inferior to
the best single model. However, when comparing

the loss, we found that the 10.5B parameters mod-
els achieved a lower loss than the other smaller
models. These results might suggest that 10.5B
is overparametrized for sentence-level translation.
For document-level translation, there may be an
opportunity to harness the potential of the large
number of parameters. However, the availability
of document-level parallel corpora for En<«+Ja is
limited, highlighting the necessity of expanding the
resources for document-level data.

In studies on large language models (LLMs), sev-
eral papers discuss the scaling laws. For example,
Hoffmann et al. (2022) introduces the optimal num-
ber of tokens with respect to model size, which is
often referred to as the Chinchilla rule in the com-
munity. If we straightforwardly apply this rule to
MT models, the optimal tokens of the 10B parame-
ters MT model are estimated to be 205.1B tokens.
This is much larger than the tokens we used to train
for 10.5B parameter models. Therefore, we posit
that effectively harnessing the 10.5B model may be
possible by increasing both the quantity of training
data and the number of training steps. We could
not investigate this perspective due to the limited
time and computational resources. Thus, we leave
to clarify this perspective for future work.

5.2.4 Effectiveness of applying
cross+self-attntion

In a preliminary experiment, we confirmed
the effectiveness of applying cross+self-attention
by comparing performance with the standard
setup (cascading computation of self- and cross-
attentions) of Transformer encoder-decoder mod-
els. Table 7 shows the results of our preliminary
experiments. As we see, there were no consid-
erable performance degradations when we com-
pared the performance of cross+self-attention mod-
els (NTT-F) with those of standard self-attention
and cross-attention cascading models (NTT-B).
In addition, cross+self-attention models reduce
the computation of cascading self- and cross-
attention into single cross+self-attention. There-
fore, the cross+self-attention models are slightly
faster and require less memory than standard self-
attention and cross-attention cascading models.

6 Submission System

Initially, we planned to submit several versions
of the system, with the highest-scoring system se-
lected as the final version. However, the reranking
process took longer than expected, and we were
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. En—Ja Ja—En
ID " Candidates Reranker wmt22test wmt23test wmt22test wmt23test
(a) Al Oracle 0.9298 0.9136 0.8804 0.8737
(b) Failab-LM - 0.8840 0.8590 0.8127 0.8119
(¢) NT5-ensemble - 0.8926 0.8713 0.8269 0.8234
(d) NTT-ensemble - 0.8880 0.8633 0.8215 0.8198
(e) Best Single Model - 0.8937 0.8692 0.8232 0.8198
® All WMT21-COMET-QE 0.9085 0.8879 0.8379 0.8345
(g Al WMT22-CometKiwi 0.9049 0.8847 0.8338 0.8329
(h) All QE (Topl0%) — MBR 0.9102 0.8905 0.8425 0.8372
i) Al QE (Top20%) — MBR 09111 0.8904 0.8437 0.8393
(G) Al QE (Top30%) — MBR 09111 0.8905 0.8425 0.8394
k) All QE (Top40%) — MBR 0.9107 0.8903 0.8429 0.8402
1 Al QE (Top50%) — MBR  0.9099 0.8901 0.8431 0.8401
(m) All QE (Top60%) — MBR 0.9096 0.8897 0.8426 0.8401
(n) All QE (Top70%) — MBR 0.9092 0.8897 0.8418 0.8396
(o) All QE (Top80%) — MBR  0.9092 0.8892 0.8411 0.8390
(p) Al QE (Top90%) — MBR 0.9088 0.8891 0.8408 0.8389
(@ Al MBR 0.9084 0.8890 0.8405 0.8384

Table 6: Post evaluation results. Best Single model (b) represents the highest score achieved by an individual

translation model (not an ensembled model).

Confieuration Cross+self #Params En—Ja
guratl attention © wmt22test wmt23test
NTT-B 547M 0.8865 0.8624
NTT-F v 509M 0.8862 0.8612
NTT-G v 551M 0.8862 0.8635

Table 7: Comparison of performance on applying
cross+self-attention compared with the standard setup
(cascading computation of self- and cross-attentions) of
Transformer encoder-decoder models.

unable to submit multiple submissions within the
time limit. Therefore, the system that was actually
submitted system was slightly different from the
one described in this paper, as follows:

* For the En—Ja system, we submitted the re-
sults of the ensembled model of NTT-A to
NTT-G.

* For the Ja—En system, we opted for the
QE (Top 80%) — MBR configuration.

Unlike the post evaluation setting (Section 3.3),
these models were fine-tuned using all of the
WMT’20 test set, the WMT’ 20 development set,
the WMT’21 test set, and the WMT’ 22 test set.

7 Conclusion

This paper described our submission system for the
constrained track of the WMT’23 general transla-
tion task. We developed a translation system for
En<Ja. We perform reranking on the candidates

generated by multiple translation models, which
include a large-scale model with 10.5 billion pa-
rameters. Post evaluation (Section 5.2) confirmed
the limitations of sentence-level translation qual-
ity improvement through model scaling and the
effectiveness of our reranking approach.
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Abstract

This paper describes our approach to
constructing a neural machine translation
system for the WMT 2023 general machine
translation shared task. Our model is based
on the Transformer architecture's base
settings. We optimize system performance
through various strategies. Enhancing our
model's capabilities involves fine-tuning
the pretrained model with an extended
dataset. To further elevate translation
quality, specialized pre- and post-
processing techniques are deployed. Our
central focus is on efficient model training,
aiming for exceptional accuracy through
the synergy of a compact model and curated
data. We also performed ensembling
augmented by N-best ranking, for both
directions of English to Japanese and
Japanese to English translation.

1 Introduction

In the context of the WMT 2023 general machine
translation shared task for Japanese to/from
English, we tackle the inherent challenges posed by
the diverse linguistic structures of these languages.
The transformative impact of the Transformer
model on neural machine translation is undeniable.
While current trends prioritize larger models and
extensive datasets, our focus remains on achieving
efficient translation with modest resources. This
study underscores our use of a compact model and
limited computational assets to enhance translation
quality.

Built upon the Transformer model's base
settings, our approach uses pre-trained models
trained on Japanese-English parallel data
(Morishita et al., 2019). A previous study involved
fine-tuning on various datasets, yielding excellent
translation within specific domains (Kalker et al.,
2021). In this study, we refined our fine-tuning
dataset and systematically tuned hyperparameters

to optimize results. Post-fine-tuning, we harnessed
model ensembling techniques to amalgamate
multiple model outputs, leading to better
translation quality. Our study highlights the
specifics of our system configurations and methods,
offering a concise overview of our strategies.

2 Data selection and Preprocessing

In this section, we elaborate on the process of
creating our fine-tuning dataset for the Neural
Machine Translation (NMT) system, with a focus
on enhancing translation quality for the WMT
competition. Our approach involved meticulous
data selection and preprocessing to ensure the
effectiveness of our system. We describe the details
behind selecting the base dataset, incorporating
additional parallel corpora, and performing data
cleaning to curate a high-quality training dataset.

2.1 Base Dataset Selection

Our foundational dataset for training the initial
NMT models is derived from the JParacrawl
Version 3 dataset, which offers a diverse array of
content spanning various domains. This choice was
made due to its comprehensive coverage, which
provides a strong starting point for training the base
NMT models.

2.2 Augmenting the Dataset

Upon training our base models, we identified an
opportunity to further enhance translation quality
by incorporating additional datasets. To achieve
this, we integrated parallel corpora obtained from
sources recommended by the WMT competition
organizers. This augmentation was aimed at
increasing the diversity of the training data, which
often contributes to improved translation accuracy.
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2.3 Data Cleaning

Data cleaning played a pivotal role in refining the
quality of our training dataset. During this stage,
we implemented several key steps to ensure the
integrity of the data:

Language Focus: Given our goal of improving
Japanese-to-English translation, we focused on
maintaining language homogeneity within the
dataset. Therefore, non-Japanese languages, such
as Korean and Chinese, as well as their
corresponding English translations, were deleted
from the dataset.

Sentence Length and Quality: To uphold the
overall coherence and effectiveness of the NMT
model, we eliminated sentences that were
excessively short or of low quality. This step aimed
to prevent the model from learning suboptimal
translation patterns and to maintain a high standard
of translation output. Furthermore, to maintain
coherence, we curate our training data by excluding
sentences longer than 250 subwords (see 3.1).

Translation Pair Quality: Translation Pair
Quality: JParacrawl v3 provides a score for
translations labeled as “Accuracy”, so we removed
sentences with lower scores from the dataset. The
threshold for the score was set at 0.5 for training
data and 0.75 for the validation dataset. This
procedure was not applied to the other parallel
corpora.

Normalize symbolic characters: Normalize
symbolic characters: Especially for Japanese
sentences, since the language has more variations
of symbolic characters like ] , [J ,and
for quotation marks. We added pre-processing to
normalize symbolic characters based on rules. We
decided that emojis were not included in this
process, as these characters are translated as they
are. By adding these rule-based translations, the
final BLEU score increased by +0.1.

«»

2.4 Final Dataset Composition

The outcome of our data selection and
preprocessing efforts yielded a curated dataset
(22.2M). We divided the processed data into a
training dataset and a test dataset (2.5M) to
evaluate model quality. The training dataset was

further divided into a train and a validation to
perform fine-tuning on our NMT models.

We also developed a fusion dataset by combining
the processed JParacrawl v3 training data with
other parallel corpora that were provided by WMT
2023. The dataset finally contains 49.9M sentences
(Figure 1, Table 1).

Figure 1 Dataset development

processed

I Other parallel corpuses ‘

—-| training dataset }—-I fusion dataset ‘

Table 1 Data selection summary

Dataset Sentences
JParaCrawl Ver.3 25.7™M
JParaCrawl Ver.3 (processed) 22.2M
Other Parallel Corpus 33.8M
Other Parallel Corpus (processed) 27.7TM
Fusion Corpus 49.9M
(JParacrawlVer3 + Other Parallel)

3 Tokenization

3.1 SentencePiece Toolkit for Tokenization and
Detokenization

We use the SentencePiece toolkit (Kudo and
Richardson, 2018) for tokenization. SentencePiece
is suited for languages with complex linguistic
structures and compound words. Its efficacy is
pronounced in languages with ambiguous word
boundaries, agglutinative morphology, and
compound word usage. This enables the extraction
of subword components from intricate terms,
enhancing our tokenization precision. It can
remove meta-symbols from translated output,
ensuring fluidity and linguistic correctness in the
final translations.

3.2 Customized Vocabulary
To bridge vocabulary disparities between our base

model (JParacrawl Version 1) and our Fusion
Corpus, we train a SentencePiece tokenizer. This
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tokenizer aligns with our data's linguistic nuances,
enhancing token accuracy. Our SentencePiece
model employs a vocabulary size of 32,000 tokens.

4 Model Training

This section details the training process of our
translation models using the fairseq toolkit. The
selection and configuration of models, as well as
the optimization parameters, are presented.
Additionally, our model training strategy (Figure 2),
including the utilization of advanced techniques
such as mixed-precision training and beam search
during decoding, is outlined.

4.1 Model Selection and Configuration

From the array of available models, including
MBART and JParacrawl, our evaluation led us to
opt for Jparacrawl due to its favorable accuracy-
performance trade-off. Jparacrawl models are
underpinned by the Transformer architecture
(Vaswani et al., 2017) with base settings. The
encoder and decoder feature six layers each,
embedding sizes of 512, and feed-forward
embedding sizes of 2048. Eight attention heads are
employed for both the encoder and decoder.
Dropout with a probability of 0.3 is applied to
enhance generalization. The Adam optimizer with
o = 0.001, B1 = 0.9, and B2 = 0.98 is utilized. A
square root decay learning rate schedule with a
linear warmup of 4000 steps is implemented.
Gradient clipping maintains stability by ensuring
gradients do not exceed a norm of 1.0. Mini-
batches contain around 5,000 tokens, with gradient
accumulation of 64 mini-batches per update.
Training spans 24,000 iterations, with model
parameter snapshots saved every 200 iterations.
The final model is an average of the last eight
snapshots. The use of mixed-precision training
optimizes performance on modern GPUs.

4.2 Decoding Strategy

During decoding, various beam search sizes (2, 4,
6, 8) were employed to compare translation results.
We also compared the best checkpoint and
averaged checkpoint to obtain various translation
results. In the training of the Ja to En model, we
also compared the optimal trade-off between
translation quality and computational efficiency by
optimizing the training precision.

Figure 2 Model training system

- )
KYB model
(fine-tuned)

J

4.3 Training Environment

Our model training is executed on Google Cloud
Platform's compute engine equipped with 4-T4
GPUs. Mixed precision (floatl6) training takes
approximately 12 hours and full precision (float32)
training takes approximately 30 hours. Although
the BLEU score is higher for full precision, the
difference is not so large (+0.6, Table 2). So, we
decided to use mixed precision for training the
Fusion Corpus. We used the train-validation-test
split ratio of 90:5:5.

Table 2 En-Ja models summary

Test Model | Training | BLEU | chang
Dataset Precision score e
JPC V3 JPC V1 - 38.0 0.0
JPC V3 KYB Mixed 453 +7.3
(fp16)
JPC V3 KYB Full 459 +7.9
(fp32)
Fusion JPC V1 - 22.3 0.0
Fusion KYB Mixed 29.8 +7.5
(fp16)

% JPC: Shorthand for JParacrawl
*The results used the best checkpoint with beam size 4. Test
set was based on JPC V3 data.

Table 3 Ja-En models summary

Test Model | Training | BLEU | change
Dataset Precision | score
JPC V3 JPC V1 - 19.2
JPC V3 KYB Full 43.8 +24.6
(fp32)

*The results used the best checkpoint with beam size 4. Test
set was based on JPC V3 data.
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4.4 Performance Evaluation

To assess the efficacy of our trained models, we
employ validation data from our dataset. The
sacreBLEU metric (Post, 2018) is employed to
calculate BLEU scores, offering a quantitative
evaluation of translation quality. For testing, we
used a set of 2.5M sentences from JParacrawl v3.

5 Model Ensembling with N-Based
Reranking

In this section, we delve into the intricacies of our
advanced model ensembling approach (Figure 3)
coupled with N-Based Reranking, a technical
strategy inspired by Le et al. (2021). Our objective
is to optimize translation quality through a
combination of models and a refined reranking
mechanism.

Figure 3 Model inference system

14

\
- KYB model Ensembling +
fine-tuned) GPT2 reranking
\ J
A

(
5.1 Model Averaging via Ensembling

Output Sentence

Our ensembling technique involves the
aggregation of multiple trained model files.
Through model averaging, we synthesize the
insights and strengths of various models into a
unified translation framework. This process not
only enhances the stability of our translation
outputs but also contributes to an overall
improvement in translation quality. Moreover, we
implemented checkpoint averaging by considering
the last eight checkpoints to create an averaged
model and employed in-training evaluation to
identify the best checkpoint model.

5.2 N-Based Reranking Strategy

The crux of N-Based Reranking revolves around
the calculation of token probabilities and sentence
perplexities for translations generated by distinct
checkpoint files of our fine-tuned model. We
generate 4 alternative translations for each source
sentence by using different beam search sizes for
one checkpoint file. We compared 6 checkpoint
files for the En-Ja side from three different trained

models, which yielded 24 different translations for
each source sentence. For the Ja-En side, we use
two different checkpoints from trained models and
use the previous study’s model to make 12
alternative translations for each source sentence.
This multifold approach introduces diversity into
our pool of translation candidates, a crucial aspect
of refining translation quality.

To identify the optimal translation candidate
among these alternatives, we employ a GPT-2
based ranker (Radford et al., 2019). The ranker
computes perplexity for each alternative translation,
then chooses the lowest perplexity score as the
most proper translation. We submitted the best
translation result from all the alternative
translations.

6 Post-processing of translation

We found specific tendencies of mistranslation,
such as adding double quotation marks, deleting
part of the quotation marks, or repeating a specific
word endlessly in our translation results. These
phenomena are typical problems in machine
translation tasks, so we added post-processing to
reduce the mistranslations.

After the post-processing, we submitted our
results. Our final submission wa