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Message from the General Chair

It is my great pleasure and honor to welcome you to the 24th Nordic Conference on Computational
Linguistics (NoDaLiDa 2023)!

After a couple of years’” worth of conferences cancelled or held online (including the previous NoDaLiDa)
we are extremely happy that NoDaLiDa 2023 is an onsite event. This is especially exciting given that for
the first time in the history of NoDaLiDa conferences it takes place in Térshavn, Faroe Islands.

The conference features three types of papers: long, short and demo papers. We are truly grateful to all
the authors of papers submitted to this year’s conference, with 130 papers submitted, a more than 40%
increase over last year’s yield! In total, we accepted 79 papers: 49 long papers, 26 short papers and 4
demo papers. More than half of the accepted papers are student papers, in which the first author is a
student (29 long, 17 short and 2 demo papers). We would like to thank the 113 members of the program
committee who reviewed the papers for their contributions!

The 79 accepted papers are grouped into 12 oral and 2 poster sessions. In addition to these regular ses-
sions the conference program also includes three keynote talks. We would like to extend our gratitude
to the keynote speakers for agreeing to present their work at NoDalLiDa. Georg Rehm from DFKI will
talk on the topic of “Towards Digital Language Equality in Europe: An Overview of Recent Develop-
ments”. Hjalmar P. Petersen will talk about “Aspects of the structure of Faroese”. Marta R. Costa-Jussa
from Meta will talk about “No-language-left-behind: Scaling Human-Centered Machine Translation and
Toxicity at Scale”.

The main conference program is preceded by three workshops: NLP for Computer-Assisted Language
Learning (NLP4CALL), the Constraint Grammar Workshop and Resources and representations for under-
resourced languages and domains (RESOURCEFUL’2023). We thank the workshop organizers for their
efforts and for expanding the main conference program with a focus on more specific research topics.

I would like to express sincere gratitude to the entire team behind organizing NoDaLiDa 2023. I was
honored to receive the invitation to serve as the general chair from the NEALT board; thank you for
trusting me with this role. My deepest gratitude goes to Tanel Alumée for serving as the publications
chair and his active participation, Inguna Skadina for serving as the workshop chair as well as Iben
Nyholm Debess for serving as the main local chair and smoothly handling all associated aspects of
conference organization. I also want to thank the rest of the program chairs, Lilja @vrelid and Christian
Hardmeier and the local co-chairs Bergur Djurhuus Hansen, Peter Juel Henrichsen and Sandra Saxov
Lamhauge. Thank you everyone for your contributions, you are awesome!

NoDaLiDa 2023 received financial support from several institutions and we would like to thank them
here: NEALT, Dictus, Malrddid, Térshavnar kommuna, BankNordik, Digitaliseringsstyrelsen, Univer-
sity of the Faroe Islands, Nationella sprakbanken, Elektron and Formula.

Welcome and enjoy the 24th Nordic Conference on Computational Linguistics!
Mark Fishel, General Chair
Tartu

May 2023
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Invited Talk: Towards Digital Language Equality in Europe:
An Overview of Recent Developments

Georg Rehm
German Research Center for Artifical Intelligence

Digital Language Equality (DLE) “is the state of affairs in which all languages have the technological
support and situational context necessary for them to continue to exist and to prosper as living languages
in the digital age”, as we specified in one of our key reports of the EU project European Language Equal-
ity (ELE). Our empirical findings suggest that Europe is currently very far from having a situation in
which all our languages are supported equally well through technologies. In this presentation, I'll give
an overview of the two ELE projects and their main results and findings with a special focus on the Nordic
languages (including insights from the FSTP projects supported through ELE2). This will also include
a brief look back into the past, especially discussing the question if and where we have seen progress
in the last, say, 15 years. Furthermore, I’ll present an overview of our main strategic recommendations
towards the European Union in terms of bringing about DLE in Europe by 2030. The presentation will
conclude with a look at other relevant activities in Europe, including, critically the Common European
Language Data Space project, which started in early 2023.

Invited Talk: No-language-left-behind: Scaling
Human-Centered Machine Translation and Toxicity at Scale

Marta R. Costa-jussa
Meta Al

Machine Translation systems can produce different types of errors, some of which are characterized as
critical or catastrophic due to the specific negative impact that they can have on users. In this talk, we fo-
cus on one type of critical error: added toxicity. We evaluate and analyze added toxicity in the context of
NLLB-200 that open-sources models capable of delivering evaluated, high-quality translations directly
between 200 languages. An automatic toxicity evaluation shows that added toxicity across languages
varies from 0% to 5%. The output languages with the most added toxicity tend to be low-resource ones,
and the demographic axes with the most added toxicity include sexual orientation, gender and sex, and
ability. Making use of the input attributions allows us to further explain toxicity and our recommenda-
tions to reduce added toxicity are to curate training data to avoid mistranslations, mitigate hallucination
and check unstable translations.

vii



Invited Talk: Aspects of the Structure of Faroese

Hjalmar P. Petersen
University of Faroe Islands

Phonological changes and later morphologization have led to different complex alternations in Faroese.
These are argued to emerge especially in small languages, with little contact and tight networks. The
alternations will be exemplified with ’skerping’, palatalization, glide insertion and the quantity-shift.
There will be a discussion of the morphology-phonology interface, where the suggestion is that Faroese
has 3 strata, stem1, stem2 and a word- strata. Syntactic variation and different construction will be ad-
dressed and illustrated; in this context reflexives are included and the present reorganization of the case
system of complements of prepositions, where speakers use semantic and structural case in a certain way.
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Automated Claim Detection for Fact-checking: A Case Study using
Norwegian Pre-trained Language Models

Ghazaal Sheikhi
MediaFutures
University of Bergen

Abstract

We investigate to what extent pre-trained
language models can be used for auto-
mated claim detection for fact-checking in
a low resource setting. We explore this
idea by fine-tuning four Norwegian pre-
trained language models to perform the
binary classification task of determining
if a claim should be discarded or upheld
to be further processed by human fact-
checkers. We conduct a set of experiments
to compare the performance of the lan-
guage models, and provide a simple base-
line model using SVM with tf-idf features.
Since we are focusing on claim detection,
the recall score for the upheld class is to be
emphasized over other performance mea-
sures. Our experiments indicate that the
language models are superior to the base-
line system in terms of F1, while the base-
line model results in the highest preci-
sion. However, the two Norwegian mod-
els, NorBERT2 and NB-BERT;g, give
respectively superior F1 and recall values.
We argue that large language models could
be successfully employed to solve the au-
tomated claim detection problem. The
choice of the model depends on the de-
sired end-goal. Moreover, our error analy-
sis shows that language models are gener-
ally less sensitive to the changes in claim
length and source than the SVM model.

1 Introduction

With the growing concerns about misinformation,
fact-checking has become an essential part of jour-
nalism. To mitigate the time and the human bur-
den of fact-checking and to allow for more fact-
checked articles, automated fact-checking (AFC)
systems have been developed (Guo et al., 2022;

Samia Touileb
MediaFutures
University of Bergen
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University of Bergen

Zeng et al., 2021; Lazarski et al., 2021). To ap-
proach automated fact-checking, three basic tasks
are defined in the pipeline: claim detection, ev-
idence retrieval, and claim verification. Claim
detection refers to monitoring social media and
political sources for identifying statements worth
checking. The subsequent components retrieve
reliable documents for debunking the detected
claims and generate a verdict. Several tools have
been developed to automate these tasks to meet
the expectations of the human fact-checkers!. Ac-
cording to the studies on the user needs of fact-
checkers, claim detection receives the highest
preference among other AFC tools (Graves, 2018;
Dierickx et al., 2022). Automated claim detec-
tion is a classification problem, where models are
trained on sentences parsed from text documents
and labelled by humans according to their check-
worthiness (Hassan et al., 2017a).

In this work, we explore how well Norwegian
pre-trained language models (LMs) perform on
the task of automated claim detection. This is,
to the best of our knowledge, the first attempt at
automated claim detection for Norwegian using
LMs. Fine-tuning LMs for the task of automated
claim detection is not novel (Cheema et al., 2020;
Zhuang et al., 2021; Shaar et al., 2021). However,
this has never been done on Norwegian, and we
believe that our insights into which errors these
models do compared to simple baselines is a valu-
able contribution. Our research questions are:

* How well do Norwegian LMs perform on the
task of automated claim detection compared
to a simple SVM baseline?

* Which aspects of claim detection do these
LMs still struggle with?

"https://www.rand.org/
research/projects/truth-decay/
fighting-disinformation/search.html
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To address these questions, we first fine-tune
each model on a small dataset from a Norwegian
non-profit fact-checking organization, comprising
claims manually annotated with labels reflecting
their check-worthiness. Then we manually anal-
yse the misclassifications of each model and pro-
vide an error analysis.

We believe that the contributions of this work
have important societal implications. The case we
study here sheds lights on the future directions of
claim detection tools for fact-checking based on
pre-trained language models for low to medium
resourced languages. This would contribute to
the fight against dis/misinformation by scaling and
speeding up the fact-checking process.

The rest of the paper is organized as follows. In
Section 2 we give an overview of previous work
on automated claim detection. Section 3 describes
the dataset and our experimental setup. We present
and discuss our results and provide an error anal-
ysis in Section 4. Finally, we summarize our main
findings, and discuss possible future works in Sec-
tion 5.

2 Background

Automated claim detection for fact-checking does
not have a long history, but it has turned to be one
of the attractive fields of research in NLP (Has-
san et al., 2015; Gencheva et al., 2017; Beltran
et al.,, 2021; Cheema et al., 2020; Shaar et al.,
2021). One of the first studies on claim detec-
tion for AFC is initiated as part of the ClaimBuster
project Hassan et al. (2017b). Their initial claim
detection system was based on a set of features
(sentiment, word count, part of speech (PoS) tags
and named entities (NE)) followed by a feature se-
lection and a traditional classifier namely Naive
Bayes, SVM, and Random Forest(Hassan et al.,
2015). Claim detection has also been addressed
in languages other than English. ClaimRank is a
claim detection system that supports both Arabic
and English (Gencheva et al., 2017). A compre-
hensive set of features such as tf-idf, assertiveness,
subjectivity, word embeddings are added to the
ClaimBuster features and are fed to a two-layered
neural network classifier (Gencheva et al., 2017).
In recent years, employment of pre-trained
language models (LMs) in automated claim de-
tection has been considered by numerous re-
searchers (Cheema et al., 2020; Shaar et al., 2021;
Beltran et al., 2021). Several instances of these

works are presented in the check-worthiness de-
tection sub-tasks in CLEF CheckThat! editions
(introduced in 2018 and ongoing) (Shaar et al.,
2021; Nakov et al., 2022). CheckThat! provides
data sets in different languages (English, Turkish,
Arabic, Bulgarian, and Spanish) for the claim de-
tection task on Twitter and political debates. The
teams participating in this task have proposed clas-
sifier models mostly based on LMs. For instance,
the top-ranked teams in CheckThat! 2020 used
BERT (Devlin et al., 2019) and RoBERTa (Zhuang
et al., 2021) with enhanced generalization capabil-
ity (Williams et al., 2020) to detect check-worthy
Tweets. For the task of detecting claims in polit-
ical debates, the baseline BiLSTM (Schuster and
Paliwal, 1997) model with GloVe embedding out-
performs the LM-based systems (Martinez-Rico
et al., 2020). ClaimHunter (Beltran et al., 2021)
is another BERT-based claim detection system
that leverages XLM-RoBERTa %(Conneau et al.,
2020), a multilingual version of RoBERTa. It has
been proved that the proposed model is superior to
the classical baseline models NNLM+LR (Neural-
Net Language Models embedding+Logistic Re-
gression) and tf-idf+SVM.

To deal with the problem of small training
data for LMs, data augmentation is employed.
Claim detection from Twitter has been approached
by generating synthetic check-worthy claims with
lexical substitutions using BERT-based embed-
dings (Shaar et al., 2021). This approach improves
the performance of BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019) classification mod-
els (Shaar et al., 2021). It has also been shown
that the BERTweet (Nguyen et al., 2020) model,
fine-tuned on claims normalized and augmented
by substitutions using WordNet, surpasses a ref-
erence n-gram model (Shaar et al., 2021).

3 Experiments

3.1 Data set

The data set is provided to us by Faktisk.no AS 3,
a non-profit fact-checking organization and inde-
pendent newsroom in Norway. Faktisk is jointly
owned by several prominent Norwegian media
houses, including VG, Dagbladet, NRK, TV2, Po-
laris Media, and Amedia. As per the company’s
articles of association, it operates under the overar-

nttps://huggingface.co/
xlm-roberta-large
*https://www.faktisk.no/om-oss
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Figure 1: Most frequent sources of claims in our
dataset provided by Faktisk, the non-profit fact-
checking organization and independent newsroom
in Norway.

ching ethical guidelines for the Norwegian press,
as stipulated in the Var Varsom poster *. To en-
sure its editorial and organizational independence,
Faktisk.no adheres to the provisions of the Media
Responsibility Act > and its articles of association.
This ensures the editor’s autonomy from the in-
fluence of the owners and other interested parties
with interests in Faktisk’s affairs. Thus, the fund-
ing news organizations of Faktisk and this project,
being a source of some of the claims in the dataset
should not raise concern about the independence
of this research.

The data set comprises 4885 claims in Nor-
wegian collected from social debates and public
discourses from 04.03.2018 to 20.05.2022. Each
claim in the dataset is provided with its respec-
tive source. These cover a selection of Norwe-
gian newspapers (Dagbladet, VG, Nettavisen, Af-
tenposten, Klassekampen, Nationen, Dagsavisen,
DN), alternative news outlets (Resett, Steigan,
Document), think tank (Rights.no), the Norwe-
gian Broadcasting Corporation (NRK), social me-
dia (Facebook, Twitter, YouTube), and TV/Radio
(news) shows (Dagsnyttl8, Politisk kvarter, De-
batten). The alternative news outlets and the think
tank are generally considered radical and contro-
versial. The distribution of the occurrence of these
sources can be seen in Figure 1.

A label is assigned to each claim, which refers

‘nttp://presse.no/pfu/etiske-regler/
vaer—-varsom-plakaten/

Shttps://lovdata.no/dokument /NL/lov/
2020-05-29-59

to the actions taken by human fact-checkers. This
data set has been labelled as part of the daily
routine in the organization Faktisk.no and is nei-
ther hand-crafted nor crowd-sourced for training
LMs. Thus, it resembles a real world prob-
lem. The data set labels are {Discarded, Checked
and rejected, Pre-checked, Published, Suspended,
Checked, Facebook}. After removing the miss-
ing values, the rare samples with label ‘Facebook’
(only nine claims), and the short claims with less
than five words, we end up with 4116 claims
across six different labels. These labels are pro-
duced during the fact-checking procedure. Ac-
cording to Faktisk, a claim must be based on veri-
fiable information and should not be normative or
a prediction of the future. For a claim to be con-
sidered for fact-checking, it must be supported by
verifiable information and should not involve pre-
dictions or normative statements about the future.
Additionally, the claim should have a certain de-
gree of controversy and relevance to a majority of
people. Less relevant claims may be fact-checked
if they possess good entertainment value. Once
a claim is selected, an attempt is made to contact
the sender to verify the claim and its surrounding
context. In cases where the sender is unknown,
the origin and context of the claim are used as the
starting point for the fact-checking process.

For our purposes, we aim to focus on class la-
bels specified as whether a claim is worth being
considered for further processing or if it should be
discarded. We therefore define a binary classifi-
cation task with the labels Discarded and Upheld;
where the Discarded class refers to claims with the
same label (Discarded) in the data set, and the Up-
held class includes the claims originally labelled
as Pre-checked and rejected, Pre-checking, Pub-
lished, Suspended, or Checking. A brief explana-
tion of these labels as well as the mapping of the
original labels to the binary class labels is given
in Table 1. The number of claims in each cate-
gory is also presented. There are 2810 claims in
the first class and 1306 claims in the second class.
The average and the maximum length of claims in
these samples are equal to 16 and 107 words, re-
spectively.

3.2 Experimental setup

Pre-trained language models We fine-tune
four Norwegian LMs to perform the binary clas-
sification task of claim detection. Norwegian
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Class Data Set Label Description #Claims
Discarded | Discarded The claim has simply been discarded, 2810
there is no need for further investigation.

Pre-checked and rejected ~ Some preliminary work has been done to 372
see if the claim is worth fact-checking,

Upheld with a negative result.

Pre-checking Preliminary work to see if the claim is 336
worth fact-checking has been started.

Published The fact-check about the claim has been 297
published.

Suspended The claim will be taken up for consider- 194
ation at a later time, and pre-checking or
fact-checking will start then.

Checking A fact-check about the claim is in 107

progress.

Table 1: Distribution of claims across class labels and related labels in our dataset.

has two official written standards: Bokmal and
Nynorsk, and the four models are trained on data
in both written forms. These are:

¢ NorBERT (Kutuzov et al., 2021): trained
on the Norwegian newspaper corpus®, and
Norwegian Wikipedia, with a vocabulary of
about two billion word tokens.

» NorBERT?2’: trained on the non-copyrighted
subset of the Norwegian Colossal Corpus
(NCC)? and the Norwegian subset of the C4
web-crawled corpus (Xue et al., 2021). The
size of the vocabulary is about 15 billion
word tokens.

¢ NB-BERT},;se (Kummervold et al., 2021):
trained on the full NCC, and follows the ar-
chitecture of the BERT cased multilingual
model (Devlin et al., 2019). This model is
bigger than the two previous ones, and com-
prises around 18.5 billion word tokens.

. NB-BERTlarge9: trained on NCC, and fol-
lows the architecture of the BERT-large un-
cased model. This model is bigger and

*https://www.nb.no/sprakbanken/
ressurskatalog/ocai-nb-no-sbr-4/

"https://huggingface.co/ltgoslo/
norbert?2

$https://github.com/NbAiLab/notram/
blob/master/guides/corpus_description.md

‘nttps://huggingface.co/NbAiLab/
nb-bert-large

trained on more data (from the same sources)
than it’s base-form NB-BERT} .

Training details The baseline model is a SVM
classifier with tf-idf features (Jones, 2004), imple-
mented using the Scikit-learn library!®. To split
the data, stratified sampling based on the origi-
nal data set labels is employed to ensure the dis-
tributions of the real world label noise is consis-
tent among the splits. The ratio of the train, val-
idation, and test sets is 70% — 20% — 10% re-
spectively. The validation set is employed to tune
the hyperparameters of the model. To account
for class imbalance, weighted F1 is used for scor-
ing, which computes metrics for individual labels
and determine their weighted average based on
their respective support values. The hyperparame-
ters of the best model are (C=100, gamma=0.1,
kernel=‘rbf’). It should be noted that the
preliminary experiments revealed that the baseline
model performs extremely poor on the minority
class, Upheld. To make a fair comparison between
the baseline model and the BERT-based models,
we have examined five different random states for
splitting the data and chosen the one in favour of
the baseline model. Furthermore, we ensured that
the distribution of the length of claims in the test
split is consistent with the whole data set (See Fig-
ure 3 (a)). The same split is used for fine-tuning
the pre-trained LMs. The selected split results in
the highest F1 for the Upheld class by the baseline

Yhttps://scikit-learn.org/stable/
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Hyperparameter  Value
batch_size 16
init_Ir 2e-5
end_Ir 0
warmup_proportion 0.1
num_epochs 5
max_seq_length 64

Table 2: Hyperparameter configuration of the four
used Norwegian language models.

Model [ ts) P R F1
tf-idf+SVM 2 0440 0.168 0.243
NorBERT 44 0328 0.626 0.430
NorBERT2 45 0401 0.588 0.477
NB-BERT},e | 48 0358 0.336 0.345
NB-BERTjrge | 103 0.320 0.740 0.447

Table 3: Training time and claim detection results
for the used models, in terms of precision (P), re-
call (R), and F1.

model among the five examined random splits.

The claim detection models are fine-tuned using
a TensorFlow-based model for sequence classifi-
cation ! from the HuggingFace t ransformers
library '2. Bert-based model transformer have a
sequence classification head, i.e. a linear layer
on top. We use the same train, validation, and
test splits as the baseline model and the valida-
tion set is deployed to return the best model af-
ter five epochs. All experiments are repeated for
five times and the best run in terms of F1 is re-
ported. All models are fine-tuned with Adam opti-
mizer (Kingma and Ba, 2014). The other hyperpa-
rameter configurations are identical for all the four
models, and can be seen in Tabel 2.

4 Results and discussion

4.1 Classification performance

The performance of the classification models on
the test data are measured in terms of precision,
recall, and F1. The Upheld class is treated as
the positive class. It should be noted that in
automated claim detection, overlooked important
claims have a higher cost than misclassified unim-

”TFAutoModelForSequenceClassification
Phttps://huggingface.co/docs/
transformers/index

portant claims. In other words, the recall score of
the Upheld class should be given particular em-
phasis.

Table 3 presents the results for the baseline
model and the four fine-tuned language models.
Metrics are computed for the positive class. The
highest score in each column is shown in bold.
For the case of precision, the baseline system
outperforms the LMs, but recall and F1 are ex-
tremely poor. It is noticeable how all the four
LMs are superior to the baseline system in terms
of F1, with NorBERT2 standing on the top. An-
other significant reflection of the results is NB-
BERT,e’s superior performance in terms of re-
call. The training time (in seconds) is also given in
the table. We run the experiments on a PC with an
AMD Ryzen 7 5800X 8 Core Processor, an Nvidia
GeForce RTX-3080 GPU with 10 GB graphics
memory and 32 GB of RAM. The largest model,
NB-BERT e, requires twice as much training
time compared to the other three models.

4.2 Error analysis

To get insights on the errors made by our models,
confusion matrices of the predictions are plotted
in Figure 2. The horizontal and vertical axes refer
to the predicted and true labels, respectively. If we
focus on one of the classes in terms of precision-
recall, the baseline model and NB-BERT g are
the best models. These models appear to learn
one of the classes better, having fewer errors on
that class. For example, NB-BERT ;g has learnt
to correctly classify more instances of the upheld
class. But the fact that it also classifies a large pro-
portion of the claims from the discarded class as
upheld shows that it simply has overfitted on the
upheld class. This observation seems to be true for
the SVM model (overfitted to the majority class)
as well, and to some extent can be said about NB-
BERTye.

NorBERT and NorBERT2 seem to actually
learn a more decent representation of the label dis-
tribution. While NorBERT exhibits some similar-
ities with the previous models, by mostly classi-
fying claims as one class rather than the other (in
this case the discarded class), NorBERT?2 seems to
have a more balanced representation between the
classes. It is the only model that is able to iden-
tify both classes to a certain degree, even if it still
confuses many of the upheld claims as discarded
claims. If we were to select a model that works
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Figure 2: Confusion matrices of our models’ predictions.

100

80 o o 8
o 8

@
S

8
60

IS
S

40

8 B g
3 5 8
8 8
8
20 20

0
Upheld (test) Discarded (test) Upheld (all) Discarded (test)

Number of words
Number of words

(a) test data and all data

80 ° 80

@
3
@
S

8 8

o
i o
o o
o H
8 8 8
. .
20 20
TPs TNs FPs FNs

(d) NorBERT2

IS
S
IS
S

Number of words
Number of words

|

8

8 o
TPs TNs FPs

(b) tf-idf+SVM

o o
3 ] 8
o o o
o
8
= ”
TPs TNs FPs FNs

() NB-BERThase

8

o
8
) g
| ; | i
TPs TNs FPs FNs

(c) NorBERT

Number of words

FNs

80

@
3

8 8

o
8
o o
8 8
8 8 8
; o 8 H
TPs TNs FPs FNs

(f) NB-BERT e

Number of words
IS
S

Figure 3: Distribution of number of words in claims across true and false predictions for the four Nor-

wegian language models and the SVM baseline.

fairly good on both classes, NorBERT2 would be
the natural choice.

Further analysis is conducted on the length of
the claims with respect to the model predictions
for true positives (TPs), true negatives (TNs), false
positives (FPs), and false negatives (FNs). Fig-
ure 3 illustrates the box and whisker plots of the
number of words in each of these groups. In Fig-
ure 3 (a), the number of words in the upheld and
discarded class are shown for the test set and the
whole data set. The length of the claims in the
discarded class appears to be slightly larger than
the upheld class. However, the quartiles and the
median length are very close and thus length is
not a significant discriminative feature. For the
baseline model, length plays an important role in
the model behaviour, though. The SVM model

correctly classifies the longer claims from the up-
held class and the shorter claims from the dis-
carded class. Among the LMs, NorBERT and
NB-BERT] ;. are less sensitive to the length of
the claims, as inferred from the similar statistics
for true and false predictions. The figure also in-
dicates that NorBERT2 suffers when predicting
shorter claims, while NB-BERT},s. deteriorates
for longer claims from the discarded class.

We also looked into the sources of the in-
correctly classified claims for different models.
The five most frequent sources in the data set,
namely, ‘Politisk kvarter’, ‘Facebook’, ‘NRK’,
‘Dagbladet’, and ‘Debatten’ are considered. The
percentage of the claims with false predictions
from each source are shown in Figure 4. One inter-
esting observation is claims from ‘Facebook’ are
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Figure 4: Percentage of the incorrectly classified
claims from the five most frequent sources.

Data Set Label #Claims Acc.

Discarded 281 59.1%
Pre-checked and rejected 37 56.8%
Pre-checking 34 52.9%
Published 30 56.7%
Suspended 19 73.7%
Checking 11 45.5%

Table 4: Number of claims and accuracy in terms
of original labels for the test set.

relatively difficult for all the models, while pre-
dicting the ones from ‘NRK’ seem to be more
straightforward. This could be due to the differ-
ences in the writing styles in an official broad-
casting organization and a social media platform.
It is notable that the patterns for NorBERT and
NorBERT?2 are relatively similar across differ-
ent sources. NB-BERTy,s. and NB-BERT e are
more sensitive to the source of the claims.

Finally, the predicted labels in the test set are
analysed to see what percentage of each individ-
ual original label is correctly classified. We only
focused on the NorBERT? as it is the best model in
terms of F1. Table 4 shows the number of claims
in each category and the accuracy. The results
are relatively comparable among the labels, which
confirms the consistency of the mapping applied
to convert the original labels to the binary labels.
The two exceptions are Suspended and Checking
class corresponding to the highest and the lowest
accuracy, respectively.

5 Conclusion

In this work, we conduct a case study using Nor-
wegian pre-trained LMs for the task of automated

claim detection. Four existing Norwegian models
in addition to an SVM baseline system are exam-
ined and compared using a claim detection data
set that resembles a real world problem. The re-
sults show that language models outperform the
baseline system. Different models can be selected
for different purposes. If the overall performance
is to be prioritized, the NorBERT2 model is the
best performing. If the recall is the focus, then the
biggest NB-BERT],ze model is to be selected.

Most of our observations can also be due to the
differences between the LMs. The behaviour of
our models can be due to model architecture, train-
ing procedures, and the datasets they were origi-
nally trained on. We also show how the length and
the source of the claim plays a role in prediction
patterns. We believe that there is more that can
be uncovered from the behaviour of these models,
and we plan to explore this in future works.

Limitations

Our work does have some limitations that might
have impacted the outputs of our models. For in-
stance, the behaviour of the models might partly
be due to the skewed distribution of classes in the
dataset, where the discarded class is the majority
class. Another limitation is publishing the data to
reproduce the results and perhaps to conduct fur-
ther analysis. Faktisk provided the data set to us to
investigate automated fact-checking systems and
publish the results. At the moment, we are not per-
mitted to make the data set publicly available, as
it is part of the organization’s internal procedure.
This might hopefully change in the future.

Acknowledgements

We would like to express our deepest gratitude to
Faktisk.no for sharing the data set with us for re-
search purposes and for their insightful remarks on
the fact-checking process.

This research was supported by industry part-
ners and the Research Council of Norway with
funding to MediaFutures: Research Centre for
Responsible Media Technology and Innovation,
through the Centres for Research-based Innova-
tion scheme, project number 309339.

References

Javier Beltran, Rubén Miguez, and Irene Larraz. 2021.
Claimhunter: An unattended tool for automated
claim detection on twitter. In KnOD @ WWW.



Gullal S. Cheema, Sherzod Hakimov, and Ralph Ew-
erth. 2020. Check_square at checkthat! 2020
claim detection in social media via fusion of trans-
former and syntactic features. In Working Notes of
CLEF 2020 - Conference and Labs of the Evalua-
tion Forum, Thessaloniki, Greece, September 22-25,
2020, volume 2696 of CEUR Workshop Proceed-
ings. CEUR-WS.org.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmén, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale. In
Proceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 8440—
8451, Online. Association for Computational Lin-
guistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers),
pages 4171-4186, Minneapolis, Minnesota. Associ-
ation for Computational Linguistics.

Laurence Dierickx, Ghazaal Sheikhi, Duc Tien Dang
Nguyen, and Carl-Gustav Lindén. 2022. Report on
the user needs of fact-chekers. In NORDIS Project
Report: University of Bergen, Task 4.2.

Pepa Gencheva, Preslav Nakov, Lluis Marquez, Al-
berto Barrén-Cede no, and Ivan Koychev. 2017.
A context-aware approach for detecting worth-
checking claims in political debates. In Proceed-
ings of the 2017 International Conference on Re-
cent Advances in Natural Language Processing,
RANLP ’17, Varna, Bulgaria.

Lucas Graves. 2018. Understanding the promise and
limits of automated fact-checking. Reuters Institute
for the Study of Journalism.

Zhijiang Guo, Michael Schlichtkrull, and Andreas Vla-
chos. 2022. A survey on automated fact-checking.
Transactions of the Association for Computational
Linguistics, 10:178-206.

Naeemul Hassan, Fatma Arslan, Chengkai Li, and
Mark Tremayne. 2017a. Toward automated fact-
checking: Detecting check-worthy factual claims
by claimbuster. In Proceedings of the 23rd
ACM SIGKDD International Conference on Knowl-
edge Discovery and Data Mining, KDD ’17, page
1803-1812, New York, NY, USA. Association for
Computing Machinery.

Naeemul Hassan, Chengkai Li, and Mark Tremayne.
2015. Detecting check-worthy factual claims in
presidential debates. In Proceedings of the 24th
ACM International on Conference on Information
and Knowledge Management, CIKM ’15, page

1835-1838, New York, NY, USA. Association for
Computing Machinery.

Naeemul Hassan, Gensheng Zhang, Fatma Arslan, Jo-
sue Caraballo, Damian Jimenez, Siddhant Gawsane,
Shohedul Hasan, Minumol Joseph, Aaditya Kulka-
rni, Anil Kumar Nayak, Vikas Sable, Chengkai Li,
and Mark Tremayne. 2017b. Claimbuster: The first-
ever end-to-end fact-checking system. Proc. VLDB
Endow., 10(12):1945-1948.

Karen Spiarck Jones. 2004. A statistical interpretation
of term specificity and its application in retrieval.
Journal of documentation.

Diederik P. Kingma and Jimmy Ba. 2014. Adam: A
method for stochastic optimization.

Per Egil Kummervold, Javier de la Rosa, Freddy Wet-
jen, and Svein Arne Brygfjeld. 2021. Operationaliz-
ing a national digital library: The case for a norwe-
gian transformer model. In Proc. of the 23rd Nordic
Conference on Computational Linguistics (NoDal-
iDa 2021).

Andrey Kutuzov, Jeremy Barnes, Erik Velldal, Lilja
@vrelid, and Stephan Oepen. 2021. Large-scale
contextualised language modelling for norwegian.
In Proc. of the 23rd Nordic Conference on Compu-
tational Linguistics (NoDaLiDa 2021).

Eric Lazarski, Mahmood Al-Khassaweneh, and Cyn-
thia Howard. 2021. Using nlp for fact checking: A
survey. Designs, S.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Dangi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach. arXiv preprint arXiv:1907.11692.

Juan R. Martinez-Rico, Lourdes Araujo, and Juan
Martinez-Romo. 2020. Nlp&ir@uned at checkthat!
2020: A preliminary approach for check-worthiness
and claim retrieval tasks using neural networks and
graphs. In Working Notes of CLEF 2020 - Con-
ference and Labs of the Evaluation Forum, Thessa-
loniki, Greece, September 22-25, 2020.

Preslav Nakov, Alberto Barron-Cedefio, Giovanni
Da San Martino, Firoj Alam, Julia Maria Struf,
Thomas Mandl, Rubén Miguez, Tommaso Caselli,
Mucahid Kutlu, Wajdi Zaghouani, Chengkai Li,
Shaden Shaar, Gautam Kishore Shahi, Hamdy
Mubarak, Alex Nikolov, Nikolay Babulkov,
Yavuz Selim Kartal, Javier Beltran, Michael Wie-
gand, Melanie Siegel, and Juliane Kohler. 2022.
Overview of the CLEF-2022 CheckThat! lab on
fighting the COVID-19 infodemic and fake news
detection. In Proceedings of the 13th International
Conference of the CLEF Association: Information
Access Evaluation meets Multilinguality, Multi-
modality, and Visualization, CLEF °2022, Bologna,
Italy.


http://ceur-ws.org/Vol-2696/paper_216.pdf
http://ceur-ws.org/Vol-2696/paper_216.pdf
http://ceur-ws.org/Vol-2696/paper_216.pdf
https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://datalab.au.dk/fileadmin/Datalab/NORDIS_reports/Report_task_4.2_Fact-checkers_user_needs.pdf
https://datalab.au.dk/fileadmin/Datalab/NORDIS_reports/Report_task_4.2_Fact-checkers_user_needs.pdf
https://doi.org/10.1162/tacl_a_00454
https://doi.org/10.1145/3097983.3098131
https://doi.org/10.1145/3097983.3098131
https://doi.org/10.1145/3097983.3098131
https://doi.org/10.1145/2806416.2806652
https://doi.org/10.1145/2806416.2806652
https://doi.org/10.14778/3137765.3137815
https://doi.org/10.14778/3137765.3137815
https://doi.org/10.48550/ARXIV.1412.6980
https://doi.org/10.48550/ARXIV.1412.6980
https://arxiv.org/abs/2104.06546
https://arxiv.org/abs/2104.06546
https://doi.org/10.3390/designs5030042
https://doi.org/10.3390/designs5030042

Dat Quoc Nguyen, Thanh Vu, and Anh Tuan Nguyen.
2020. BERTweet: A pre-trained language model for
English tweets. In Proceedings of the 2020 Con-
ference on Empirical Methods in Natural Language
Processing: System Demonstrations, pages 9-14,
Online. Association for Computational Linguistics.

M. Schuster and K.K. Paliwal. 1997. Bidirectional re-
current neural networks. IEEE Transactions on Sig-
nal Processing, 45(11):2673-2681.

Shaden Shaar, Maram Hasanain, Bayan Hamdan,
Zien Sheikh Ali, Fatima Haouari, Mucahid Kutlu
Alex Nikolov, Firoj Alam Yavuz Selim Kartal, Gio-
vanni Da San Martino, Alberto Barrén-Cedeiio,
Rubén Miguez, Tamer Elsayed, and Preslav Nakov.
2021. Overview of the CLEF-2021 CheckThat!
lab task 1 on check-worthiness estimation in tweets
and political debates. In Working Notes of CLEF
202 [—Conference and Labs of the Evaluation Fo-
rum, CLEF "2021, Bucharest, Romania (online).

Evan M. Williams, Paul Rodrigues, and Valerie Novak.
2020. Accenture at checkthat! 2020: If you say so:
Post-hoc fact-checking of claims using transformer-
based models. In Working Notes of CLEF 2020
- Conference and Labs of the Evaluation Forum,
Thessaloniki, Greece, September 22-25, 2020, vol-
ume 2696 of CEUR Workshop Proceedings. CEUR-
WS.org.

Linting Xue, Noah Constant, Adam Roberts, Mi-
hir Kale, Rami Al-Rfou, Aditya Siddhant, Aditya
Barua, and Colin Raffel. 2021. mT5: A massively
multilingual pre-trained text-to-text transformer. In
Proceedings of the 2021 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
Online. Association for Computational Linguistics.

Xia Zeng, Amani S. Abumansour, and Arkaitz Zubi-
aga. 2021. Automated fact-checking: A survey.
Language and Linguistics Compass, 15(10):¢12438.

Liu Zhuang, Lin Wayne, Shi Ya, and Zhao Jun. 2021.
A robustly optimized BERT pre-training approach
with post-training. In Proceedings of the 20th Chi-
nese National Conference on Computational Lin-
guistics, pages 1218-1227, Huhhot, China. Chinese
Information Processing Society of China.


https://doi.org/10.18653/v1/2020.emnlp-demos.2
https://doi.org/10.18653/v1/2020.emnlp-demos.2
https://doi.org/10.1109/78.650093
https://doi.org/10.1109/78.650093
http://ceur-ws.org/Vol-2936/paper-28.pdf
http://ceur-ws.org/Vol-2936/paper-28.pdf
http://ceur-ws.org/Vol-2936/paper-28.pdf
http://ceur-ws.org/Vol-2696/paper_226.pdf
http://ceur-ws.org/Vol-2696/paper_226.pdf
http://ceur-ws.org/Vol-2696/paper_226.pdf
https://doi.org/10.18653/v1/2021.naacl-main.41
https://doi.org/10.18653/v1/2021.naacl-main.41
https://doi.org/https://doi.org/10.1111/lnc3.12438
https://aclanthology.org/2021.ccl-1.108
https://aclanthology.org/2021.ccl-1.108

Evaluating the Impact of Text De-Identification on Downstream NLP Tasks

Cedric Lothritz
Saad Ezzini

Bertrand Lebichot
Tegawendé F. Bissyandé

Kevin Allix
Jacques Klein

University of Luxembourg
6, rue Coudenhove-Kalergi
L-1359 Luxembourg

{cedric.lothritz,bertrand.lebichot, kevin.allix

saad.ezzini, tegawende.bissyande, jacques.klein} @Quni.lu

Andrey Boytsov

Clément Lefebvre

Anne Goujon

BGL BNP Paribas
10, rue Edward Steichen
L-2540 Luxembourg

{andrey.boytsov,clement.c.lefebvre,anne.goujon } @bgl.lu

Abstract

Data anonymisation is often required to
comply with regulations when transfering
information across departments or entities.
However, the risk is that this procedure can
distort the data and jeopardise the mod-
els built on it. Intuitively, the process
of training an NLP model on anonymised
data may lower the performance of the re-
sulting model when compared to a model
trained on non-anonymised data. In this
paper, we investigate the impact of de-
identification on the performance of nine
downstream NLP tasks. We focus on the
de-identification and pseudonymisation of
personal names and compare six different
anonymisation strategies for two state-of-
the-art pre-trained models. Based on these
experiments, we formulate recommenda-
tions on how the de-identification should be
performed to guarantee accurate NLP mod-
els. Our results reveal that de-identification
does have a negative impact on the perfor-
mance of NLP models, but it is relatively
low. We also find that using pseudonymi-
sation techniques involving random names
leads to better performance across most
tasks.

1 Introduction

Protection of personal data has been a hot topic for
decades (Bélanger and Crossler, 2011). Careless
sharing of data between companies, cyber-attacks,
and other data breaches can lead to catastrophic
leaks of confidential data, potentially resulting in
the invasion of people’s privacy and identity theft.
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To mitigate damages and hold bad actors ac-
countable, many countries introduced various laws
that aim to protect confidential data, such as the
Health Insurance Portability and Accountability
Act (HIPAA) for healthcare confidentiality (Act,
1996), and the Gramm-Leach-Bliley Act (GLBA)
in the financial domain (Cuaresma, 2002). Most
notably, with the introduction of the General Data
Protection Regulation (GDPR), the protection of
personally identifiable information was codified
into EU law. (Regulation, 2016) Failure to comply
with these regulations can lead to huge fines in case
of a data breach. Indeed, the amount of fines for
GDPR violations adds up to over 1.5 trillion euros
with the largest single fine of 746 million euros
being imposed on Amazon.!

In order to mitigate data leaks, organisations
such as financial institutes and hospitals are re-
quired to anonymise or pseudonymise sensitive
data before processing them further. Similarly,
automated NLP models should ideally be trained
using anonymised data as resulting models could
potentially violate a number of GDPR guidelines
such as the individuals’ right to be forgotten, and
the right to explanation. Furthermore, models can
be manipulated to partially recreate the training
data (Song et al., 2017), which can result in disas-
trous data breaches. On the other hand, however,
anonymisation of texts can lead to loss of informa-
tion and meaning, making NLP models trained on
anonymised data less reliable as a result (Meystre
et al., 2014). Intuitively, this in turn could lead to
a decrease in performance of such models when
compared to models trained on non-anonymised

'at the time of writing this paper, according to https:
//www.privacyaffairs.com/gdpr-£fines/
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text. As such, it is crucial to choose an appropriate
anonymisation strategy to lower this loss of infor-
mation and avoid performance drops of models.
In this study, we investigate the impact of text de-
identification on the performance of downstream
NLP tasks, focusing on the anonymisation and
pseudonymisation of person names only. This al-
lows us to select from a wide array of NLP tasks
as most datasets contain a large number of person
names, whereas other types of names are less com-
monly found. Specifically, we compare six differ-
ent anonymisation strategies, and two Transformer-
based pre-trained model architectures in our ex-
periments: the popular BERT (Devlin et al., 2018)
architecture and the state-of-the-art ERNIE (Sun
et al., 2020) architecture. Further, we look into nine
different NLP tasks of varying degrees of difficulty.
We address the following research questions:

* RQ1: Which anonymisation strategy is the
most appropriate for downstream NLP tasks?

* RQ2: Should a model be trained on original
or de-identified data?

2 Experimental Setup

In this section, we present the datasets used in this
study and we introduce the different anonymisation
strategies that we compare against each other. We
also show the pre-trained models we use.

2.1 Datasets

For this study, we selected several downstream
tasks that greatly vary in complexity, ranging from
simple text classification to complicated Natural
Language Understanding (NLU) tasks featured
in the GLUE benchmark collection (Wang et al.,
2018). We ensured that each set contains a con-
siderable number of person names. Most of these
datasets are publicly available, except for a pro-
prietary email classification dataset provided by
our partners. Table 1 contains statistics about the
datasets used for this study. We release the original
as well as the de-identified datasets for most tasks.”

We choose three public classification tasks: Fake
News Detection (FND)3, News Bias Detection
(NBD) (Bharadwaj et al., 2020), and Fraudulent
Email Detection (FED) (Radev, 2008).

https://github.com/lothritz/
anonymisation_paper

*https://www.kaggle.com/shubh0799/
fake—news
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Five of our investigated tasks are featured
in the GLUE collection, namely MRPC (Dolan
and Brockett, 2005), RTE (Haim et al., 2006),
WNLI (Levesque et al., 2012), CoLA (Warstadt
et al., 2018), and MNLI (Williams et al., 2018).

Our final task is the Email Domain Classifica-
tion Dataset (EDC) which we describe in greater
detail. It is provided by our partners in the banking
domain. As such, it is a proprietary dataset con-
sisting of sensitive emails from clients, and thus
cannot be publicly released. However, it serves as
an authentic use-case for our study. The task con-
sists of classifying emails along 19 broad domains
related to banking activities such as credit cards,
wire transfers, account management etc., which
will then be forwarded to the appropriate depart-
ment. We selected a subset of the provided dataset,
such that each domain is represented equally. More
specifically, for each domain in the set, we ran-
domly selected ~ 500 emails, for a total of nearly
9000 emails. Furthermore, the dataset is multilin-
gual, but we perform our experiments on the emails
written in French due to the high sample number.

2.2 Anonymisation Strategies

We consider six anonymisation strategies (AS1-
6) for this study. These strategies are commonly
found in the literature (Berg et al., 2020; Deleger
et al., 2013). They largely fall into three categories:
replacement by a generic token (AS1, AS2, AS3),
removal of names (AS4), and replacement by a ran-
dom name which we also refer to as pseudonymisa-
tion throughout this work (ASS5, AS6). We describe
each AS in Table2. Table 3 shows the differences
between each AS on an example.

2.3 Name Detection

In order to detect names in the datasets, we fine-
tune a BERT Large model on the task of Person
Name Detection. We use the CoNLL-2003 dataset
for Named Entity Recognition (Sang and De Meul-
der, 2003) and modify it by relabeling every non-
Person entity as non-entity. The resulting training
set consists of 204 567 words, 11 128 are Person en-
tities and 193 439 are labeled as non-entities.* The
resulting model achieved an F1 score of 0.9694,
precision of 0.9786, and a recall of 0.9694 on the
modified CoNLL-2003 test set. We use this fine-

“The dataset used to to train the de-identification
model can be found at https://github.com/
lothritz/anonymisation_paper/tree/main/
anonymisation_model



dataset FND | NBD | FED | MRPC | RTE | WNLI | CoLA | MNLI | EDC
train set 4382 1374 | 8980 3668 2489 635 6039 | 39999 | 6354
dev set 690 196 997 407 276 71 851 5000 | 926
test set 1237 395 1926 1725 800 146 1661 | 5396 | 1798
#names 68890 | 15610 | 30404 | 3324 | 3685 898 2600 | 85999 | 6550
#unique 7500 | 3247 | 6104 1729 2042 102 335 | 10460 | 2807
Y%de-identified | 90.9 83.9 55.7 43.1 51 61.9 41 93.8 | 42.6
type binary | multi | binary | binary | binary | binary | binary | multi | multi

Table 1: Statistics for the datasets. Size of datasets, number of names found in the training set (#names),
number of unique names found in the training set (#unique), percentage of samples that contains at
least one name (i.e. the percentage of samples to be de-identified) (%de-identified), and the type of the

classification task (binary/multiclass)

Name | Description of AS

AS1 | Singular generic token

AS2 | Unique generic token for each name in document

AS3 | Unique generic token for each distinct name in document
AS4 | Removal of names

AS5 | Random name for each name in document

AS6 | Random name for each distinct name in document

Table 2: Description of Anonymisation strategies

tuned model to detect and replace names from the
training, validation, and test set of the selected
downstream tasks.

2.4 Model Training

We compare the impact of de-identification
strategies using two Transformer-based models:
BERT (Devlin et al., 2018) and ERNIE (Sun et al.,
2020). For the tasks written in English, we use the
uncased BERT Base mode and the ERNIE Base
models. For the EDC task, we use the multilingual
mBERT model and the ERNIE-M model published
by Ouyang et al. (2021). For our study, we use the
Transformers library by Huggingface (Wolf et al.,
2019) as our framework. Furthermore, we take a
grid-search based approach to determine the most
appropriate fine-tuning parameters for each down-
stream task (cf. Appendix A)

3 Experimental Results

In this section, we show the results of our exper-
iments and address the research questions from
Section 1. For each task and for each pre-trained
model, we fine-tune a model on the original dataset
and each of our six anonymised datasets. We also
de-identify the test sets accordingly and evaluate
each model on the corresponding test set. We do
five runs for each case, and average the results. We
then compare the average performance for each AS
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to the performance of the models trained on origi-
nal data. Table 4 shows the average performance
of every model. For each of the GLUE tasks, we
use the metric recommended by (Wang et al., 2018)
and F1 score for the classification tasks.

3.1 Which anonymisation strategy is the most
appropriate for downstream NLP tasks?

In order to determine the most appropriate strat-
egy, we consider two ranking-based approaches:
Borda Count and Instant Runoff (Taylor and Pacelli,
2008). For both approaches, we determine the
score s, for each anonymisation strategy (AS,
indexed by a) and for each task (indexed by t) in
the following way: The best approach gets a score
of five, the second best gets a score of four, etc.
The final Borda Count score for a given anonymi-
sation strategy A is defined as Z?:o sa¢ (where T'
is the total number of tasks, here, nine). The model
with the highest total score is considered the best.
Instant Runoff is an iterative procedure. For each
iteration, we count the number of wins for each AS,
where an AS is considered a winner in a given task
if its corresponding fine-tuned model outperforms
every other model. We then eliminate the AS with
the lowest number of wins and update the scores
accordingly. We repeat this process until one AS
remains, or until we cannot eliminate further ASs.
Table 5 shows the scores for each model and the
winning anonymisation strategies according to the
aforementioned approaches. For BERT models, we
see that AS1, AS4, and AS6 are the best perform-
ing strategies according to Borda count, AS6 being
a close winner. Instant Runoff leads to similar re-
sults with AS4 and AS6 reaching the final iteration,
and ASG6 being the overall winner. Furthermore,
we note a lower variance in the scores for AS6



Original "Hi, this is Paul, am I speaking to John?"  "Sorry, no, this is George. John is not here today."
AS1 "Hi, this is ENTNAME, am I speaking to ENTNAME?" "Sorry, no, this is ENTNAME. ENTNAME is not here today."
AS2 "Hi, this is ENTNAMEI, am I speaking to ENTNAME2?"  "Sorry, no, this is ENTNAME1. ENTNAME? is not here today."
AS3 "Hi, this is ENTNAME], am I speaking to ENTNAME2?" "Sorry, no, this is ENTNAME3. ENTNAME?2 is not here today."

AS4 "Hi, this is , am I speaking to " "Sorry, no, this is . is not here today."
ASS "Hi, this is Bert, am I speaking to Ernie?" "Sorry, no, this is Elmo. Kermit is not here today."
AS6 "Hi, this is Jessie, am I speaking to James?" "Sorry, no, this is Meowth. James is not here today."

Table 3: Example for each anonymisation strategy

BERT ERNIE

Task | Metric || Original | AS1 | AS2 | AS3 | AS4 | AS5 | AS6 || Original | ASI | AS2 | AS3 | AS4 | AS5 | AS6
END | F1 0.973 | 0.976T | 0.974T | 0.969] | 0.965) | 0.968] | 0.971] || 0.968 | 0.962] | 0.960J | 0.960J | 0.956] | 0.956. | 0.963]
NBD | Fl 0.653 | 0.6581 | 0.647) | 0.6541 | 0.6811 | 0.6741 | 0.6831 || 0.678 | 0.6811 | 0.6841 | 0.6951 | 0.7097 | 0.653 | 0.669.
FED | Fl1 0.994 | 0.9951 | 0.9961 | 0.9961 | 0.9961 | 0.994 | 0.995¢ || 0.996 | 0.994] | 0.993] | 0.994] | 0.993] | 0.995] | 0.993
MRPC | Fl 0.791 | 0.786) | 0.769] | 07681 | 0.7971 | 0.7921 | 0.783) || 0.811 | 0.8241 | 0.817+ | 0.799) | 0.8321 | 0.8261 | 0.8201
RTE | Acc 0.691 | 0.670) | 0.654] | 0.639) | 0.624] | 0.644] | 0.666] || 0.703 | 0.696) | 0.665 | 0.671} | 0.683) | 0.7161 | 0.676,
WNLI | Fl 0.520 | 0.5301 | 0.5261 | 0.5511 | 0.5867 | 0.5411 | 0.535 || 0.561 | 0.472) | 0.557) | 0.5647 | 0.5951 | 0.6141 | 0.550]
CoLA | MCC 0.555 | 0.520] | 0.522] | 0.524] | 0.443] | 0.495] | 0.532] || 0.519 | 0.517) | 0.5431 | 0.5561 | 0.385) | 0.5401 | 0.542¢
MNLI | Acc 0754 | 07420 | 0.730) | 0.734] | 0.745) | 0.742) | 0.747] || 0789 | 0.7741 | 0.7504 | 0.759) | 0.770J | 0.776. | 0.773,
EDC | Fl 0.626 | 0.624] | 0.6831 | 0.617) | 0.619) | 0.616] | 0.595] || 0.642 | 0.635) | 0.6961 | 0.642 | 0.635] | 0.627] | 0.621]

Table 4: Results of our fine-tuned models. We highlight in green (1) the models that outperform the
models trained on original data, in red (]) the models that do not.

BERT ERNIE
Task AS1 | AS2 | AS3 | AS4 | AS5 | AS6 || AS1 | AS2 | AS3 | AS4 | AS5 | AS6
FND 5 4 2 0 1 3 4 3 3 1 1 5
NBD 2 0 1 4 3 5 2 3 4 5 0 1
FED 2 5 5 5 0 2 4 2 4 2 5 2
MRPC 3 1 0 5 4 2 3 1 0 5 4 2
RTE 5 3 1 0 2 4 4 0 1 3 5 2
WNLI 1 0 4 5 3 2 0 2 3 4 5 1
CoLA 2 3 4 0 1 5 1 4 5 0 2 3
MNLI 3 0 1 4 3 5 4 0 1 2 5 3
EDC 4 5 2 3 1 0 3 5 4 3 1 0
Total 27 21 20 26 18 28 25 20 25 25 28 21
Avg. 3 23322228 | 2 |31 278222278 278|311 | 233

Table 5: Ranking scores for fine-tuned models. Bold text shows the winner according to Borda Count,
underlined text according to Instant Runoff.

BERT ERNIE

Task Metric ||| Original | AS1 AS2 AS3 AS4 AS5 AS6 Original | ASI AS2 AS3 AS4 AS5 AS6

FND F1 0.973 | 0.933] | 0.910] | 0.907] | 0.950] | 0.963] | 0.963| 0.968 | 0.951] | 0.938] | 0.935] | 0.9571 | 0.9671 | 0.9671
NBD Fl1 0.653 | 0.566] | 0.551] | 0.546) | 0.601] | 0.602] | 0.609] 0.678 0.683 | 0.684 | 0.659] | 0.687] | 0.6837 | 0.6837
FED F1 0.994 0.995 | 0995 | 0995 | 0.996 | 0.996 | 0.996 0.996 0.995 | 0.995 | 0.995 | 0.996 | 0.996 | 0.996
MRPC | F1 0.791 | 0.8091 | 0.8111 | 0.8111 | 0.8191 | 0.8167 | 0.8141 0.811 | 0.8487 | 0.8487 | 0.8491 | 0.8527 | 0.804] | 0.8347
RTE Acc 0.691 | 0.665] | 0.6631 | 0.6691 | 0.6701 | 0.6451 | 0.660) 0.700 | 0.7031 | 0.7011 | 0.6931 | 0.6991 | 0.688] | 0.7041
WNLI | F1 0.520 | 0.504) | 0.504] | 0.504] | 0.504] | 0.504] | 0.504] 0.561 | 0.435] | 0.442] | 0.467) | 0.506]) | 0.458] | 0.428
CoLA | MCC 0.555 | 0.376) | 0.515] | 0.5281 | 0.335] | 0.5491 | 0.5501 0.519 | 0.427] | 0.537) | 0.511) | 0.313] | 0.518] | 0.523]
MNLI | Acc 0.754 | 0.7531 | 0.724] | 0.7531 | 0.7531 | 0.7441 | 0.744] 0.789 | 0.7837 | 0.545] | 0.7601 | 0.7721 | 0.669] | 0.765]

Table 6: Results of testing the original models on de-identified data. We highlight in green (1) the models
that significantly outperform the matching model in Table 4 using a Wilcoxon test, in red (/) the models
that perform significantly worse, in black the models that do not perform significantly differently.

when compared to AS4. In contrast, when eval-  on data with generic tokens, usually rank low.
uating ERNIE models, we note that AS5 models

are performing significantly better than every other ~ 3.2 Should a model be trained on original or
strategy according to Borda Count. Similarly, AS5 de-identified data?

also wins the Instant Runoff with AS4 and AS5
making it to the final round. Overall, it appears
that using random names over generic tokens to
de-identify textual data is the preferable solution
as AS1, AS2, AS3 models, which were all trained

In order to answer this question, we investigate the
performance of models trained on original data on
the de-identified test sets (cf. Table 4) and compare
them to the models trained directly on de-identified
data. Table 6 shows the results of testing models
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trained on original training sets and evaluated on
each of the de-identified test sets. We find that
nearly half of the models trained on de-identified
data outperform the counterpart model trained on
original data. While there is not always a clear
trend, we observe that the original models almost
consistently perform better in the MRPC and RTE
tasks, and perform worse in the WNLI and CoLA
tasks, regardless of the architecture used. Further-
more, for BERT models, the models trained on
de-identified data consistently perform worse on
the FND and NBD tasks. For the ERNIE models,
the models trained on original data consistently
perform better on the FED task ever so slightly.
Despite these observations, we notice that the per-
formance losses are oftentimes very high, specifi-
cally for the NBD, WNLI, and CoL A tasks, while
performance gains tend to be lower.

4 Discussion

Judging by the results of our experiments, we rec-
ommend practitioners to de-identify their sensi-
tive textual data using random names, as they typ-
ically lead to the best results among the anonymi-
sation strategies we tested. We also recommend to
de-identify data before the training of NLP mod-
els. It follows that it is important to keep the de-
identification process and naming schemes consis-
tent throughout the entire pipeline that uses the data
in order to mitigate potential performance losses
of models. It may also be important to keep the
number of names sufficiently high in order to avoid
introducing bias in the training that may contribute
to unfair discrimination against specific names, a
well-known issue in machine learning models that
handle person names (Caliskan et al., 2017).

5 Related Work

Relevant studies done on textual data largely focus
on medical texts and on a very limited number of
tasks and anonymisation strategies when compared
to our work. On the other hand, they typically
anonymise a wide variety of protected health in-
formation (PHI) classes, while our work focuses
on anonymisation of persons’ names only. Berg
et al. (2020) studied the impact of four anonymisa-
tion strategies (pseudonymisation, replacement by
PHI class, masking, and removal) on downstream
NER tasks for the clinical domain. Similarly to our
findings, they find that pseudonymisation yields
the best results among the investigated strategies.
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On the other hand, removal of names resulted in
the highest negative impact on the downstream
tasks. Deleger et al. (2013) investigated the im-
pact of anonymisation on an information extraction
task using a dataset of 3503 clinical notes. They
anonymised 12 types of PHI such as patients’ name,
age, etc., and used two anonymisation strategies
(replacement by fake PHI, and masking). They
found no significant loss in performance for this
task. Similarly, Meystre et al. (2014) found that the
informativeness of medical notes only marginally
decreased after anonymisation, using 18 types of
PHI and 3 anonymisation strategies (replacement
by fake PHI, replacement by PHI class, and replace-
ment by PHI token). Using the same anonymisa-
tion strategies and ten types of PHI, Obeid et al.
(2019) investigated the impact of anonymisation
on a mental status classification task. Comparing
nine different machine learning models, they did
not find any significant difference in performance
between original and anonymised data.

6 Conclusion

In this paper, we conducted an empirical study
analysing the impact of de-identification on down-
stream NLP tasks. We investigated the difference
in performance of six anonymisation strategies on
nine NLP tasks ranging from simple classification
tasks to hard NLU tasks. Further, we compared two
architectures, BERT and ERNIE. Overall, we found
that de-identifying data before training an NLP
model does have a negative impact on its perfor-
mance. However, this impact is relatively low. We
determined that pseudonymisation techniques in-
volving random names lead to higher performances
across most tasks. Specifically, replacing names by
random names (AS5) had the least negative impact
when using an ERNIE model. Similarly, replac-
ing by random names while preserving the link
between identical names (AS6) worked best for
BERT models. We also showed that it is advisable
to de-identify data prior to training as we observed
a large difference in performance between models
trained on original data versus de-identified data.
There is also a noticeable difference between the
performances of BERT and ERNIE, warranting fur-
ther investigation into the performance differences
between a larger number of language models.
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7 Appendices
7.1 Appendix A: Fine-Tuning

Hyperparameters
BERT ERNIE

Task batch size | learnrate | #epoch || batch size | learn rate | #epoch
FND 16 5e-5 1 8 279 1
NBD 16 5e-5 3 8 275 5
FED 32 3e-5 3 32 57 1
MRPC 16 Se-5 3 32 375 4
RTE 16 5e-5 4 4 279 4
WNLI 16 3e-5 4 8 275 4
ColA 16 5e-5 3 64 37 3
MNLI 16 Se-5 2 512 375 3
EDC 16 5e-5 5 8 37 3

Table 7: Hyperparameters for fine-tuning pre-
trained models for downstream tasks
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Abstract

In this work, we studied methods for
automatic abstractive summarization in a
low-resource setting using Icelandic text,
which is morphologically rich and has lim-
ited data compared to languages such as
English. We collected and published the
first publicly available abstractive summa-
rization dataset for Icelandic and used it
for training and evaluation of our mod-
els. We found that using multilingual pre-
training in this setting led to improved
performance, with the multilingual mT5
model consistently outperforming a simi-
lar model pre-trained from scratch on Ice-
landic text only. Additionally, we ex-
plored the use of machine translations for
fine-tuning data augmentation and found
that fine-tuning on the augmented data fol-
lowed by fine-tuning on Icelandic data im-
proved the results. This work highlights
the importance of both high-quality train-
ing data and multilingual pre-training in
achieving effective abstractive summariza-
tion in low-resource languages.

1 Introduction

The task of automatic text summarization has been
gaining interest in recent years due to the increas-
ing amount of available information and the need
for well-written summaries that preserve key in-
formation while being coherent and flowing natu-
rally. Two main approaches to automatic text sum-
marization are extractive and abstractive methods.
Extractive methods compose the summary out of
copies of important sections from the original text,
whereas abstractive methods rephrase and shorten
the text similar to how a human would (Tas and
Kiyani, 2017). The rise of Transformer mod-
els (Vaswani et al., 2017) in natural language
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processing (NLP) has led to great advances in
the field, particularly in abstractive summariza-
tion (Zhang et al., 2020). However, these models
often rely on a large amount of text data and com-
putational resources for pre-training. This raises
the question of whether low-resource languages
can build advanced NLP models for summariza-
tion, given the lack of data.

We aim to address this question by studying
the use of state-of-the-art Transformer models for
abstractive summarization of Icelandic text. We
introduce the first publicly available abstractive
summarization dataset for Icelandic, RUV Radio
News (RRN), and use it for training and evalua-
tion of the models. With that approach, we aim to
study whether state-of-the-art Transformer mod-
els can be adapted to perform abstractive sum-
marization in a low-resource setting for Icelandic
text. In order to support future research on ab-
stractive summarization in Icelandic, we are shar-
ing our dataset' and the fine-tuned model? with the
research community.

This work is motivated by the increasing de-
mand for automatic text summarization and the
challenges of applying machine learning methods
to low-resource languages such as Icelandic. The
study of NLP in low-resource languages is impor-
tant for language preservation, and this research
contributes to this field by providing a dataset
for Icelandic and evaluating the performance of
state-of-the-art Transformer models on it. Sum-
marization has been claimed to be challenging
in low-resource settings (Zoph et al., 2016; Khu-
rana et al., 2022) and the potential solution that
we base our work on is to apply transfer learn-
ing (Zhuang et al., 2021) and data augmentation
techniques (Tanner and Wong, 1987).

"https://huggingface.co/datasets/
thors/RRN

https://huggingface.co/thors/
mt5-base-icelandic-summarization
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2 Background

Abstractive summarization is a complex task that
involves identifying important information from a
text and expressing it in new words. The Trans-
former architecture (Vaswani et al., 2017), which
is based on the attention mechanism (Bahdanau
et al., 2015), has become popular for this task as it
can efficiently work with larger text segments and
take into account context in the input.
Transformers are widely applied through trans-
fer learning, a technique introduced by Yosinski
et al. (2014) where a model trained on one task
is fine-tuned or reused as the starting point for
a model on a similar or different task. Prior to
the transfer, the models are generally trained us-
ing self-supervision, which allows the models to
leverage a large, diverse corpus of unlabeled text
data. For generative models, the pre-training ob-
jective often involves masking parts of the input
sequence and tasking the model with filling in the
gaps, as proposed by (Song et al., 2019) for exam-
ple. Raffel et al. (2020) demonstrated with the T5
model that many NLP problems can be treated as
text-to-text tasks, allowing for the pre-training of
a single encoder-decoder Transformer on a diverse
set of tasks. Additionally, BART models (Lewis
et al., 2020) have been trained to reconstruct a text
document that has been corrupted with an arbitrary
noising function and have proved to be very effec-
tive at tasks such as summarization. The PEGA-
SUS model (Zhang et al., 2020) uses a pre-training
objective that closely resembles the summariza-
tion task, resulting in a model that adapts faster
when fine-tuned on a small number of examples.
Pre-training language models through self-
supervised learning has achieved impressive re-
sults when applied to abstractive summarization
tasks. However, obtaining high-quality summa-
rization outcomes can be difficult when there
is a scarcity of data for fine-tuning, a common
issue encountered with low-resource languages.
To tackle this challenge, researchers have turned
to transfer learning and data augmentation tech-
niques, which have proven to be effective in
various low-resource natural language processing
(NLP) tasks (Hedderich et al., 2021). Prior results
on abstractive summarization in a low-resource
setting serve as good examples of applying such
methods (Fadaee et al., 2017; Sennrich et al.,
2016).
Transfer

learning methods have enabled
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progress in Icelandic NLP tasks, such as trans-
lation (Simonarson et al., 2021), question
answering (Snabjarnarson and Einarsson, 2022b),
and named entity recognition (Snabjarnarson
et al., 2022). However, research on Icelandic sum-
marization has predominantly concentrated on
extractive approaches (Christiansen, 2014; Dada-
son et al., 2021; Dadason and Loftsson, 2022).
Multilingual models, like XLM-R (Conneau et al.,
2020) and mT5 (Xue et al., 2021), have exhibited
promising results across a wide range of NLP
tasks and have been particularly advantageous
for Icelandic tasks (Snabjarnarson et al., 2022;
Snabjarnarson and Einarsson, 2022a).

3 Methods
3.1 Data

A summary of the text corpora utilized in this
study is provided in Table 1. The English lan-
guage corpora were translated to Icelandic using
machine translation, as described in Section 3.1.4.

3.1.1 Pre-training Corpus

The Icelandic Gigaword Corpus (IGC, (Stein-
grimsson et al., 2018)) version 20.05 was used
for pre-training of the Gullfaxi model (see Sec-
tion 3.2). The corpus consists of a collection of
approximately 5 million documents from various
categories, including adjudications, parliamentary
speeches, news, books, and scientific journals.
The corpus consists of text that is automatically
divided into sentences and running words, tagged,
and lemmatized. The IGC-Newsl 21.05 dataset,
consisting of news articles from the year 2020,
was used for validation during pre-training. These
articles were not included in the training data.

3.1.2 Fine-tuning corpora

In this study, we utilized the following news sum-
marization datasets for fine-tuning our models:
RUV Radio News (RRN) dataset, which consists
of news stories from the Icelandic National Broad-
casting Service (RUV) collected specifically for
this study. It includes 4k stories from 2021 and
2022, containing many stories related to COVID-
19 and domestic news.

XSum dataset (Narayan et al., 2018), which fea-
tures a variety of English-language BBC articles
from 2010 to 2017, each accompanied by a pro-
fessional, single-sentence summary.
CNN/DailyMail dataset (Hermann et al., 2015),
which includes English-language news stories



Dataset # Documents Language Type

IGC 20.05 SM is Generic
IGC-News1 21.05 (2020) 112k is Generic
RRN 4k is Summarization
XSum 227k en Summarization
CNN/DailyMail 311k en Summarization

Table 1: Overview of the datasets used in this study. The language column refers to the original language

of the dataset.

from CNN and Daily Mail websites, each accom-
panied by human-written summary bullets.

Note that there was no overlap between the fine-
tuning datasets and the pre-training corpus. We
study fine-tuning on the datasets separately and we
also study fine-tuning on translated data followed
by fine-tuning on RRN.

3.1.3 Pre-processing RRN

The Icelandic National Broadcasting Service
(RUV) granted access to a database of news sto-
ries via a custom interface that was available on-
premises at their headquarters. The stories were
manually selected from the database, and only
transcripts of radio news from 2021 and 2022 were
used. The RRN dataset was extracted from these
transcripts and comprises four parts for each story:
a title, an intro, the main story, and a summary. To
ensure that the dataset was suitable for the summa-
rization task, we filtered out stories that were not
relevant, such as live broadcasts and weather news.
Additionally, we programmatically removed re-
porters’ comments, phone numbers, and instruc-
tions for the broadcast. The intro and the sum-
mary are often similar as they both provide an
overview of the key points of the story and in
some instances, they may be identical. For a given
date, the summaries were in a separate document
and not linked to a story by any unique identifier.
Therefore, the summaries were paired with their
corresponding stories in a heuristic manner using
a ROUGEI1-FI score. To ensure the accuracy of
the pairing, we reviewed 100 random pairings and
found that this approach produced correct pairings
in all cases.

3.1.4 English to Icelandic Translation

In order to augment our summarization data, we
translated the XSum and CNN/DailyMail datasets
from English to Icelandic using a machine trans-
lation model. Specifically, we utilized Facebook’s
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multilingual model, which was a winning submis-
sion to the 2021 Conference on Machine Trans-
lation (WMT, Tran et al. (2021)). This model is
fine-tuned for news domain data and trained us-
ing data from eight different languages, achiev-
ing state-of-the-art performance in machine trans-
lation. We used the pre-trained version of the
model, which is available in HuggingFace’s Trans-
formers library, and loaded the weights from
the wmt2l-dense-24-wide-en-x reposi-
tory. To improve the quality of translations, we
split the text into sentences and translated them
separately. This approach was found to improve
translation quality during a manual inspection, al-
though no quantitative evaluation was performed
to confirm it.

3.2 Models

In this study, we introduce the Gullfaxi model,
which is based on the PEGASUS architec-
ture (Zhang et al., 2020) but trained on Icelandic
text. We call the model Gullfaxigasg and it corre-
sponds to the BASE architecture presented in the
PEGASUS study. Gullfaxigasg has 223M train-
able parameters. Additionally, we also fine-tune a
pre-trained mT5 model (Xue et al., 2021) for per-
formance comparison. We use mTS5gasg, which
has 580M trainable parameters. The increase in
parameter count compared to Gullfaxi gasg is pri-
marily due to the larger vocabulary employed in
mTS5. Details on training and hyperparameters can
be found in Appendix A

3.3 Downstream Tasks

We evaluate the performance of our models on
a set of downstream summarization tasks using
the RUV Radio News (RRN) dataset. The RRN
dataset is split into train, validation, and test sets
with a 60%, 20%, 20% ratio respectively. We cre-
ated three fine-tuning tasks to test different abili-
ties for abstractive summarization:


https://huggingface.co/facebook/wmt21-dense-24-wide-en-x

Task 1: Intro + Main — Summary The task
involves producing a summary from the introduc-
tion and main part of the story. As the introduction
and summary are often similar and in some cases
identical, this task is somewhat related to extrac-
tive summarization.

Task 2: Main — Intro The task involves gen-
erating the introduction from the main part of the
story. The introduction and main text rarely share
the same sentences, thus we expect the model to
generate more abstractive summaries.

Task 3: Intro — Title The task involves pro-
ducing the title of the story from the introduction.
The title is much shorter compared to the output
in the previous tasks, and we expect the model to
generate more abstractive summaries.

To further understand the performance of
Gullfaxi on larger corpora, we fine-tune it on
the Icelandic translations of the XSum and
CNN/DailyMail datasets and compare the results
to the English PEGASUS model.

We also explored a mixed fine-tuning approach
where the models were first fine-tuned on trans-
lated data and then on Icelandic data. For each
fine-tuning phase, the model was fine-tuned until
the validation loss stopped decreasing.

3.4 Performance Measures

In this study, we use the Recall-Oriented Under-
study for Gisting Evaluation (ROUGE) scoring al-
gorithm to evaluate the performance of our mod-
els (Lin, 2004). ROUGE is a widely used and ac-
cepted standard for evaluating automatic summa-
rization tasks. We use ROUGE-1, ROUGE-2, and
ROUGE-L to calculate the similarity between the
model’s summary and a reference summary.

We define county,acn(gram,) as the number of
matching n-grams, and similarly, count.¢(gram,)
and countyger(gramy,) refer to the number of n-
grams in the reference and the model output, re-
spectively. The ROUGE-N precision, recall, and
F1-score are calculated as follows:

COUNtpych(gramy)

ROUGE-N precision = s
countmoger (gramy)

COUNtmach(gramy)

ROUGE-N recall = .
countef(gramy)

Similarly, we define ROUGE-L precision and re-

call using the longest common subsequence (LCS)

between the reference summary and the model’s
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output in the numerator. The LCS represents the
longest sequence of words shared between the two
texts, regardless of whether the words appear con-
secutively. Finally, we compute the F1-score for
each of ROUGE-1, ROUGE-2, and ROUGE-L as
the harmonic mean of their precision and recall.

recision x recall
Fl-score = 2 x p

precision + recall’

3.5 Human Evaluation

To further assess the quality of the generated sum-
maries, we conduct human evaluations on a sub-
set of the generated summaries. The samples are
rated by a single annotator on three binary criteria:
relevance, correctness, and language. Relevance
is based on whether the summary is relevant to
the reference text and pertains to the subject mat-
ter of the story. Correctness is based on whether
the summary is factually accurate and consistent
with the reference text, and does not include any
unrelated information. Lastly, language is based
on whether the summary is grammatically correct
and natural, without any repetitions or use of non-
Icelandic words.

4 Results

4.1 Summarization Performance

In this section, we present the results of our evalu-
ation of the Gullfaxi model and the mT5 model on
the RRIN dataset. Table 2 shows the ROUGE F1-
scores (R1/R2/RL) of the fine-tuned models for
each task. The results show that mT5gasg out-
performs the Gullfaxi model on all tasks. The
difference between the models is particularly no-
table in the first task (Intro + Main — Summary).
Opting for an extractive approach in this task pro-
vides leverage in achieving high ROUGE scores
as the intro and the summary tend to be similar.
For comparison, a basic strategy of copying the
intro yields a score of 61.8/46.2/58.9. Examples
of the model outputs and their scores can be found
in Appendix B.

We also found that mTS almost exclusively re-
lied on an extractive approach in the first task, sim-
ply copying the intro, which resulted in a much
higher score compared to Gullfaxi. In the other
tasks, we observed more abstractive output from
all models. Factors that contributed to lower
ROUGE scores include repetition, grammatical er-
rors, and different lengths of the output.



As a reference, we also fine-tuned a randomly
initialized model, referred to as Transformergasg,
with the same architecture as Gullfaxigasg on the
full RRN training set without any pre-training.

4.2 Low-resource Fine-tuning

In this section, we examine the performance of
Gullfaxi and mT5 in a low-resource fine-tuning
setting. We fine-tuned both models using vary-
ing amounts of data from the RRN dataset, specif-
ically using the first 10¥ (k = 1,2,3) examples
from the training set. Figure 1 show the results of
the low-resource fine-tuning of Gullfaxigasg and
mT5pAsE.

Our findings indicate that even without fine-
tuning, Gullfaxigasg performed better than
Transformergasg on some tasks. mT5gasg also
showed a gradual improvement in performance
as the number of training examples increased.
Both models achieved significantly higher scores
than Transformergasg wWhen fine-tuned on the full
RRN training set.

4.3 Fine-tuning Data Augmentation

In this section, we investigate the impact of data
augmentation on fine-tuning Gullfaxi and mT5 for
summarization tasks. Specifically, we fine-tune
the models on the Icelandic translations of XSum
and CNN/DailyMail datasets and evaluate their
performance on the RRN dataset. We also ex-
plore an approach where the model is fine-tuned
in two phases, first on augmented data and then on
RRN data. Results are presented in Table 2. We
observe that when the translations are combined
with RRN, the scores are higher. Furthermore, by
manually reviewing the output of the models, we
notice an increase in grammatical errors when us-
ing the translations for fine-tuning for Gullfaxi but
not for the mTS model. To further demonstrate
the difference in performance between Icelandic
and English models trained in a similar manner,
we evaluate the performance of the Gullfaxi model
fine-tuned on XSum and CNN/DailyMail on their
respective test sets. Table 3 shows the results with
and without fine-tuning, as well as a comparison to
the English data scores of the PEGASUS models
obtained from the original study. It is apparent that
fine-tuning leads to a notable improvement in per-
formance on both datasets. However, when com-
paring Gullfaxi to PEGASUS, it is evident that the
PEGASUS model’s scores for English are much
higher.
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4.4 Human Evaluation

In order to further evaluate the performance of
our models, we conducted a human evaluation of
a subset of the summary outputs. We randomly
sampled 50 examples from the Main — Intro task,
which tests the model’s ability to generate an ab-
stractive summary in a few sentences. The results
of the human evaluation are presented in Table 4,
which compares the scores for Gullfaxi and mT5
for different fine-tuning approaches.

In general, we observed that the output intros
produced by all models were of lower quality than
those written by humans. The outputs were of-
ten relevant to the reference text but not effec-
tively summarizing it. Fine-tuning Gullfaxi on
the Icelandic translations of CNN/DailyMail re-
sulted in the worst performance, particularly re-
garding grammar, often using the wrong inflec-
tions of words, as seen in Table 5.

We further observed that the mT5 model im-
proved with augmented translation data, whereas
Gullfaxi performed worse with the augmented
data, particularly in grammar and word inflec-
tion. Overall, the mTS5 model showed superior
performance, producing the best summaries when
fine-tuned on the augmentations followed by fine-
tuning on the RRN dataset, demonstrating gener-
alization to the summarization task. However, it
sometimes extracted information from the refer-
ence text instead of generating new phrases, which
may explain its higher scores for relevance and
correctness compared to Gullfaxi.

5 Discussion

In this study, we investigated techniques for ad-
dressing the challenging task of low-resource ab-
stractive summarization for Icelandic. We evalu-
ated several well-known approaches and uncov-
ered limitations as well as potential avenues for
future work.

The main challenge in our study was the lack of
sufficient data for training abstractive summariza-
tion models for Icelandic. We collected a news-
domain abstractive summarization dataset, RUV
Radio News (RRN), but acknowledge that it is rel-
atively small and may not generalize well to other
domains or summarization settings. The collec-
tion and processing of RRN were time-consuming
due to the inconsistency in the format of the radio
transcripts. To aid in future language resource de-
velopment, publicly funded organizations, such as
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Figure 1: Model performance on RRN with a limited number of fine-tuning examples. The dashed lines
are the performance of the Gullfaxigasg model whereas the solid lines represent the mTS5gasg model.

Intro + Main

Model Main — Intro Intro — Title
— Summary

Transformergasg (only fine-tuning) 13.1/1.3/12.0 10.8/0.7/9.7 14.2/0.6/14.1
Gullfaxigasg (no fine-tuning) 18.4/2.9/16.4 16.8/2.2/15.1 6.8/1.1/6.6
Gullfaxigasg (RRN) 29.4/10.2/26.8  20.5/5.7/18.5  26.6/5.8/26.6
Gullfaxigasg (CNN/DailyMail) 26.5/9.0/24.2 17.8/3.5/16.0 -
Gullfaxigasg (CNN/DailyMail + RRN) 42.5/21.3/39.6  22.2/6.2/19.7 -
mT5gase (RRN) 54.9/38.8/52.1 24.8/11.2/23.0 27.1/5.1/26.8
mT5pasg (CNN/DailyMail) 36.2/19.3/33.9  21.4/5.9/19.4 -
mT5gasg (CNN/DailyMail + RRN) 58.9/42.8/56.1 33.0/17.0/30.6 -

Table 2: A comparison of Gullfaxigasg and mT5gasg on the RRN dataset using different training sets.
Transformergasg has the same model architecture as Gullfaxigasg but is not pre-trained, only randomly
initialized. The scores listed are the ROUGE F1-scores (R1/R2/RL). The information in brackets denotes
what data the model was fine-tuned on, when fine-tuned on more than a single dataset, the training is
performed in two phases. Highest scores in the first two columns are shown in bold.

Model XSumjg CNN/DailyMail;g
Gullfaxigasg (no fine-tuning) 13.3/1.1/11.4 13.1/1.3/12.1
GullfaxiBASE (XSum) 23.5/7.3/19.9 -
Gullfaxigasg (CNN/DailyMail) - 24.6/7.7/23.1
XSume, CNN/DailyMail,
PEGASUSgaAsE 39.8/16.6/31.7 41.8/18.8/38.9

Table 3: Gullfaxigasg’s ROUGE F1-scores (R1/R2/RL) with and without fine-tuning on the Icelandic
translations of XSum and CNN/DailyMail. The scores listed for PEGASUSgasEg are the highest English
language fine-tuning scores obtained from the PEGASUS paper.

RUV, should be encouraged to be more mindful  specifically for the Icelandic language. mT5 con-
of their data processing. RRN provides a start-  sistently outperformed the Gullfaxi models. How-
ing point for further research in this field, but ever, we also observed that pre-training Gullfaxi
broader coverage and diversity are necessary to  led to better summarization performance when
create practical summarization solutions for Ice-  compared to no pre-training.

landic. The performance of the multilingual mT5

We evaluated the performance of two Gullfaxi  model can be attributed to the large corpus of
models and mT5 on the RRN dataset for ab-  multilingual data, including 2.1 million Icelandic
stractive summarization in a low-resource setting,  pages, used for pre-training. It should further
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Model Relevance Correctness Language
Gullfaxigasg (RRN) 74% 8% 42%
Gullfaxigasg (CNN/DailyMail) 46% 8% 6%
Gullfaxigasg (CNN/DailyMail + RRN) 64% 4% 10%
mT5gase (RRN) 84% 46% 54%
mT5pasg (CNN/DailyMail) 80% 42% 44%
mT5gasg (CNN/DailyMail + RRN) 96% 54% 56%

Table 4: The human evaluation scores for the Main — Intro task. The scores listed are the fraction of
summary results that fulfilled the criteria of each category in the 50 annotations evaluated. Highest scores
in each column are shown in bold.

Reference summary

Model output

Framkvamdastjori Vistorku 4 Akureyri segir raunsajan kost ad Island
geti ordid algjorlega 6h4d oliu 4 naestu drum og par med sjalfbert um
alla orkuframleidslu. Heildrana stefnu vanti pé { méalaflokknum.
framkvamdastjori segir ad pad er engin (séu engar) hindranir til (fyrir
pvi) ad flyta banni vid innflutningi 4 oliu

Reference summary

Model output

[ fyrsta sinn { 15 4r er stefnt ad pvi ad byggja fjolda ibidarhdsa nordur
af Akureyri. Mikill dhugi er 4 160unum og farri fengu dthlutun en
vildu.

4 sidustu 19 drum hafa 16dir (hefur 160um) verid tdthlutad til eldri bor-

gara. dhugi 4 160ir (160um) hefur aukist 4 undanférnum drum.

Table 5: Examples of ungrammatical output text of Gullfaxigasg fine-tuned exclusively on the Icelandic
translations of CNN/DailyMail. Corrections are in parentheses. The inflections of the words in red are

incorrect.

benefit from the translation task, which is one
of the tasks it is trained on in the pre-training
phase. Our results suggest that low-resource lan-
guages may benefit from the general knowledge
acquired through multilingual pre-training when
fine-tuned for specific tasks, aligning with pre-
vious work (Snabjarnarson et al., 2022; Snab-
jarnarson and Einarsson, 2022a) where multilin-
gual models for Icelandic were studied. For Gull-
faxi, we used the same hyperparameters as in the
Pegasus paper, but we still cannot conclude that
Gullfaxi cannot be made better since we did not
perform extensive hyperparameter tuning of the
model due to time and cost.

We explored using machine translations to aug-
ment data for low-resource NLP tasks, specif-
ically abstractive summarization in Icelandic.
We fine-tuned models on Icelandic translations
of two large English summarization datasets,
CNN/DailyMail and XSum, but found the fine-
tuned model did not perform well on the Icelandic
summarization task, RUV Radio News (RRN) and
had more grammar mistakes compared to other
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models. When reviewing the Icelandic transla-
tions used for data augmentation there are a few
things to note. Although most of them are easily
comprehensible for a native speaker, they tend to
be unnatural, use unusual wording, and have the
wrong inflection of words. For that reason, we
think that exclusively using translated examples
for fine-tuning can sometimes lead to worse out-
put texts.

We also explored a two-phase fine-tuning ap-
proach where we first fine-tuned on translated data
and then on RRN. We observed improvements in
ROUGE metrics but a manual inspection revealed
better summaries for the mTS model but worse
summaries for the Gullfaxi model when compared
to using no augmentation. This difference high-
lights the limitation of using ROUGE scores as
a metric to measure summarization performance.
It further highlights the importance of the quality
of training data in low-resource settings, as well
as the importance of considering the naturalness
and grammatical accuracy of machine translations
when using them for data augmentation.



We investigated the impact of the number of
fine-tuning examples on the performance of a low-
resource abstractive summarization task by fine-
tuning Gullfaxigasg with 0, 10, 100, and 1k exam-
ples from the RRN dataset. Our results showed
that even without fine-tuning, Gullfaxigasg per-
formed better on some tasks than a randomly ini-
tialized model fine-tuned on all the RRN train-
ing set examples. As we increased the number
of fine-tuning examples, Gullfaxigasg continued
to improve, achieving significantly higher scores
than the baseline when using the full RRN dataset.
This demonstrates the effectiveness of pre-training
in a low-resource setting and highlights the poten-
tial value of creating small, domain-specific sum-
marization datasets. However, we also observed
that the mT5 model was better able to make use
of more fine-tuning examples when exceeding a
thousand examples.

The study has several limitations, including that
all models tend to generate summaries that are in-
consistent with the source text, which is a com-
mon issue for abstractive summarization models,
and limits their practical use (Cao et al., 2018;
Bender et al., 2021). Another limitation is that
the pre-training objective may encourage the gen-
eration of incorrect statements. To address this,
the use of reinforcement learning with human
feedback, as demonstrated by the Instruct GPT
model (Ouyang et al., 2022) can be used. Addi-
tionally, it is worth noting that most state-of-the-
art models and breakthrough studies in NLP are
primarily focused on English-language solutions,
and it is unclear to what extent the choice of lan-
guage impacts the performance of these models
when the training budget and amount of training
data are fixed. Further research comparing the per-
formance of state-of-the-art models across differ-
ent languages would be necessary to better under-
stand this issue. Lastly, we would like to highlight
the potential of including the Main — Summary
task in future research, which was deemed out of
scope for this work.

Our evaluation approach may be perceived as a
limitation due to its binary nature. However, we
intentionally designed it this way to prioritize ob-
jectivity, by being stringent about any errors in the
model-generated summaries. That said, there are
alternative evaluation approaches that could be ex-
plored in future research, such as employing con-
tinuous rating scales or more nuanced assessment
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criteria to better capture the intricacies of sum-
mary quality. By investigating these alternatives,
we can potentially gain a deeper understanding
of the strengths and weaknesses of summarization
models.

Our results on data augmentation show that
evaluating abstractive summaries is challenging.
In this study, we used ROUGE scores and hu-
man evaluation, but ROUGE has been known to
favor lexical similarity, which may not be suitable
for abstractive summaries (Ng and Abrecht, 2015),
particularly in morphologically rich languages like
Icelandic. The lower ROUGE scores of Icelandic
summaries compared to English language studies
may be due to the differences in grammar between
the two languages. The human evaluation revealed
that the summaries tended to be factually inaccu-
rate and had varying levels of grammatical quality.
For future evaluations, it could be beneficial to in-
clude human-written summaries for comparison.

6 Conclusion

In this work, we explored methods for automatic
abstractive summarization in a low-resource set-
ting, specifically in the Icelandic language. We
collected and published the first publicly avail-
able abstractive summarization dataset for Ice-
landic, and used it to train and evaluate state-of-
the-art models. Our findings indicate that multilin-
gual pre-training provides significant benefits for
this task, as the multilingual mTS5 model consis-
tently outperformed a similar capacity PEGASUS
model pre-trained from scratch on Icelandic text
only. Additionally, we found that using machine
translations for data augmentation led to higher
ROUGE scores. However, when evaluated man-
ually, the benefits of data augmentation were not
consistently observed across models compared to
a scenario where models were solely fine-tuned
on the RRN dataset. Specifically, data augmen-
tation enhanced the quality of the summaries gen-
erated by the mT5 model compared to those pro-
duced with RRN fine-tuning alone. In contrast,
the Gullfaxi model’s summaries experienced a de-
crease in quality due to data augmentation, dis-
playing weaker grammar and a higher level of in-
consistency compared to the reference text.

For future work, we suggest a further collection
of abstractive summarization data for Icelandic, as
well as studying metrics that may be better suited
for this language. We also emphasize the benefits



of using pre-trained multilingual models, which
we expect to apply to other generative tasks and
languages. Overall, our study highlights the im-
portance of pre-training and the challenges of eval-
uating abstractive summarization in low-resource
settings.
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A.1 Pre-training Objective

Gullfaxi is pre-trained using a self-supervised pre-
training objective called gap sentence generation
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(GSG). This method, originally proposed for the
PEGASUS model, involves masking whole sen-
tences from the input document and concatenating
them in their original order to form an abstractive
summary-like output text. The goal is that a pre-
training objective that closely resembles the sum-
marization task will lead to a better starting point
for fine-tuning.

The gap sentences are selected using a heuristic
approach based on importance criteria. The ideal
outcome is that the sentences containing the key
information of the text are chosen from the doc-
ument, but this is not guaranteed by the method.
The importance of a sentence within a document
is estimated by calculating the ROUGE]1-F1 score
between the gap sentence and the rest of the doc-
ument. In this study, we calculate this score based
on the lemmatized sentences as they are given in
the IGC, due to the inflected nature of the Ice-
landic language.

The highest-performing models from the PE-
GASUS study were obtained by choosing a gap
sentence ratio between 15%-45%, varying by task
and model. For this study, we mask 20% of the
total number of sentences in the original text doc-
ument.

A.2 Vocabulary

The vocabulary of a language model is the set of
unique subword units, referred to as tokens, that
the model is able to recognize. Methods such as
PEGASUS and mTS5 construct the vocabulary by
training a subword tokenizer, which aims to iden-
tify an appropriate separation of input text. In
this study, we use the SentencePiece unigram to-
kenizer (Kudo and Richardson, 2018) to construct
a vocabulary for Gullfaxi. This configuration is
similar to that used in PEGASUS, with a vocab-
ulary size of 96k and no differentiation between
lowercase and uppercase letters. The Gullfaxi tok-
enizer is trained on documents from the Icelandic
Gigaword Corpus (IGC). On the other hand, the
mT5 model comes with a pre-trained multilingual
vocabulary of size 250k, obtained from training a
SentencePiece tokenizer on the mC4 dataset.

A.3 Hyperparameter configuration

In this study, we use the same hyperparameter con-
figuration as the PEGASUS model, as it is compu-
tationally expensive to train and conduct a search
for optimal hyperparameters. Details of the ex-
periments’ hyperparameters and training configu-
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ration can be found in the appendix. The Gullfaxi
model is trained from scratch and implemented us-
ing the HuggingFace Transformers library, while
the mT5 model uses pre-trained weights from the
google/mt5-base repository and the corre-
sponding tokenizer. The training was conducted
on a high-performance computing cluster using
multiple GPUs and distributed configuration with
the HuggingFace Accelerate library. During fine-
tuning, we use a label-smoothed regularization
with a value of 0.1, and at test time, we use a beam
size of 8 with a length penalty of 0.8 for all tasks.

B Example model outputs

Examples of model output can be seen in Tables 7,
8, and 9.


https://huggingface.co/google/mt5-base

Pre-training of Gullfaxi

Batch Max input Max target

Model # Steps size tokens tokens

GullfaxiBASE 200k 256 512 256

Fine-tuning of Gullfaxi models in Table 2, 3 and 4

Max input Max target

Task # Steps Batch size tokens tokens
Intro + Main — Summary 4k 256 512 128
Main — Intro 4k 256 512 128
Intro — Title 4k 256 128 32
XSum 50k 256 512 64
CNN/DailyMail 50k 256 512 128

Fine-tuning of mT5g,sg in Table 2 and 4

Max input Max target

Task # Steps  Batch size tokens tokens

RRN 8k 256 Same as Gullfaxi

Low-resource fine-tuning of Gullfaxigssg and mT5gssg in Figure 1

Max input Max target

Task # Steps  Batch size tokens tokens

RRN 3k 256 Same as Gullfaxi

Table 6: Hyperparameter setup for pre-training and fine-tuning.
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RRN Document

Title Neydarastand vegna fléda { Kina (e. Emergency due to floods in China)

Intro Hzsta vidbunadarstigi hefur verid lyst yfir { Henan-héradi i Kina vegna fl6da. Pau hafa ordid ad minnsta kosti t6lf manns ad bana. (e. The
highest level of preparedness has been declared in Henan province in China due to floods. At least twelve people have been killed.

Main Hatt { tvo hundrud pusund ibdar borgarinnar Sheng-sja Zhengzhou { Henan-héradi { Kina hafa verid fluttir ad heiman vegna fl6da. Pau hafa

ordid ad minnsta kosti t61f manns ad bana. Haesta vidbtinadarstigi hefur verid lyst yfir { héradinu. Rikisfjolmidlar { Kina hafa eftir Xi Jinping
ad dstandid 1 Henan sé afar alvarlegt. Stiflur hafi brostid og valdid manntjéni og eignatapi. Allir verdi ad leggjast 4 drarnar til ad koma i veg
fyrir ad pad verdi enn meira. A annan tug borga og bzja eru umflotin vatni. A gétum hafa myndast straumhardar 4r sem bera med sér bila og
alls kyns brak. Ef marka ma fréttir af sveedinu er dstandid verst { héradshofudborginni Zhengzhou. Par fleddi vatn inn { jardlestagong med
peim afleidingum ad télf drukknudu. Um fimm hundrud var bjargad tr géngunum. Hatt { tvé hundrud pusund ibium borgarinnar hefur verid
fordad ad heiman vegna fl6da. Sidustu prja sélarhringa hefur fallid dlika mikid regn og 4 einu ari. P4 greindi kinverski herinn fra pvi { geer ad
tuttugu metra sprunga vari komin { Yihetan stifluna { Luoyang par sem um pad bil sjo milljénir bia. Hermenn hafa verid sendir 4 vettvang
til ad styra rennsli { 4m og hlada upp sandpokum til ad styrkja bakkana. Vegna vedursins { midhluta Kina hefur fjolda flugferda verid aflyst
og dztlunarferdir jarnbrautarlesta eru ur skordum. (e. Around two hundred thousand residents of the city of Zhengzhou in Henan province in
China have been evacuated from their homes due to floods. The floods have killed at least twelve people. The highest preparedness level has
been declared in the province. State media in China have quoted Xi Jinping as saying that the situation in Henan is very serious. Dams have
burst, causing casualties and property damage. Everyone must do their part to prevent further damage. Between ten and twenty cities and
towns are flooded with water. On the streets, strong currents have formed, carrying cars and various debris with them. Judging by news from
the area, the situation is worst in the provincial capital of Zhengzhou. There, water flooded into subway tunnels, resulting in twelve people
drowning. About five hundred people were rescued from the tunnels. Almost two hundred thousand inhabitants of the city have been forced
from their homes due to the floods. In the past three days, as much rain has fallen as in an entire year. The Chinese army reported yesterday
that a twenty-meter crack has appeared in the Yihetan dam in Luoyang, where around seven million people live. Soldiers have been sent to the
site to control the flow of rivers and build sandbags to strengthen the banks. Due to the weather in central China, numerous flights have been
canceled and scheduled train trips are disrupted.)

Summary Heasta vidbuinadarstigi hefur verid lyst yfir { Henan héradi { Kina vegna fi6da. Ad minnsta kosti t6lf manns hafa ltist (e. The highest level of
preparedness has been declared in Henan province in China due to floods. At least twelve people have died.).
Gullfaxigasg (RRN) ROUGE F1
Title skjalfti { henan-héradi 25.00/0.00/25.00
Intro ad minnsta kosti fimm eru latnir eftir ad 6flugur jardskjalfti reid yfir kina { geer. 35.29/11.43/29.41
R/C/L:1/0/1 The text is relevant to the topic of a natural disaster in China but incorrectly refers to the
cause of the disaster as an earthquake. The language used is natural and grammatically correct.
Summary minnst nfu hafa latist { miklum flédum { kina fra pvi { gar. tugir pisunda hafa ordid ad yfirgefa heimili sin 35.00/14.29/30.00
vegna fl6da.
Gullfaxipasg (CNN/DailyMail) ROUGE F1
Intro ad minnsta kosti 12 manns hafa verid drepnir { henan héradi { henan-héradi { kina 54.55/28.57/48.48
R/C/L:0/0/0 The text is not relevant to the topic, incorrectly capturing the subject of the story, asserting
that people were murdered in China. The language used includes unnatural repetitions.
Summary ad minnsta kosti 12 manns hafa ldtist { henan héradi i henan-héradi { henan-héradi { kina 64.52/50.00/64.52
Gullfaxigasg (CNN/DailyMail + RRN) ROUGE F1
Intro hatt { tvo pusund ibuar { kina hafa ordid ad yfirgefa heimili sin vegna fl6da { henan-héradi { kina. 45.71/31.58/40.00
R/C/L:1/0/1 The text is relevant but contains a factual error regarding the number of people who left their
homes due to the flood. The language used is natural and grammatically correct.
Summary hasta viobunadarstigi hefur verid lyst yfir { kina vegna fl6da { henan-héradi { kina vegna fl6da. pau hafa ordid 78.95/58.54/73.68
ad minnsta kosti t6lf ad bana { henan-héradi { kina.
mT5gssk (RRN) ROUGE F1
Title Hesta vidbtinadarstig lyst yfir { Henan 18.18/0.00/18.18
Intro Sidustu prja s6larhringa hefur fallid d4standid verst { midhluta Kina. Hatt { tv hundrud pisund ibdar borgarinnar 37.21/4.55/32.56
hafa verid fluttir ad heiman vegna fl6da.
R/C/L:1/0/0 The text is relevant but the first sentence is unclear and unnatural.
Summary Hzsta vidbunadarstigi hefur verid lyst yfir { Henan-héradi { Kina vegna fl6da. Pau hafa ordid ad minnsta kosti 82.05/65.00/76.92
tolf manns ad bana.
mT5gsse (CCN/DailyMail) ROUGE F1
Intro Hatt 1 tvo hundrud pisund ibuar borgarinnar Sheng-sjda Zhengzhou { Henan-héradi i Kina hafa verid fluttir ad 42.11/20.00/36.84
heiman vegna fl6da
R/C/L:1/1/1 The text meets all criteria but note that it copies the first sentence of the input text.
Summary Hzsta vidbtinadarstig hefur verid lyst yfir { Henan-héradi { Kina vegna fl6da 60.00/46.67/60.00
mT5gase (CCN/DailyMail + RRN) ROUGE F1
Intro Fl6din i Henan-héradi { Kina hafa ordid ad minnsta kosti t6lf ad bana. Stiflur hafa brostid og valdid manntjéni 54.05/43.90/54.05
og eignatapi.
R/C/L:1/1/1 The text meets all criteria. The first sentence effectively rephrases information from the input
text while the second sentence is a direct copy.
Summary Hzsta vidbtnadarstigi hefur verid lyst yfir { Henan-héradi { Kina vegna fl6da. Pau hafa ordid ad minnsta kosti 82.05/65.00/76.92.

t6lf manns ad bana.

Table 7: Example of model output. English translations are shown for the source text and the human

evaluation scores are shown for each translation along with a justification.
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RRN Document

Title Stridid geeti varad drum saman

Intro Stridid i Ukrainu geeti varad drum saman og Vesturlénd purfa ad vera undir pad biin ad veita Ukrainu studning dfram. Petta segir Jens
Stoltenberg framkvamdastjéri Atlantshafsbandalagsins.

Main Stoltenberg 1€t pessi ord falla { vidtalid vid pyska dagbladid Bild. Hann segir ad pritt fyrir ad stri6id sé kostnadarsamt verdi Vesturlnd ad
halda dfram ad senda Ukrainumonnum hergdgn og naudsynjar pvi kostnadurinn verdi umtalsvert meiri ef Vladimir Pitin Russlandsforseti nai
sinum markmidum. Vid purfum ad bia okkur undar pad ad stridid gati varad drum saman, segir Stoltenberg. Pad sama segir Boris Johnson,
forsatisradherra Bretlands, sem for { sina adra heimsokn til Kenugards 4 fostudag. "It would be a catastrophe if Putin won. It would be a
catastrophe if he was able to secure the land bridge to the cities in the south that he has, to hold the Donbas. That’s what he wants. Boris
Johnson segir skelfilegt ad hugsa til pess ad Putin vinni stridid. Studningur vid Ukrainu sé naudsynlegur til ad koma { veg fyrir ad Ridssar
ndi Donbas. Breska varnarmélardduneytid birti { morgun yfirferd um 4tokin sem geisa hvad hardast vid borgina Sjevjerodonetsk. Par kemur
fram ad litlar breytingar hafi ordid sidasta s6larhringinn. Sidustu daga hafi verid nokkud um lidhlaup tr dkrainskum hersveitum. Einnig segir
breska varnarmalardduneytid ad 4tok haldi dfram innan hersveita Rissa og demi séu um ad hersveitir neiti ad hlyda skipunum foringja sinna.

Summary Framkvamdastjéri Atlandshafsbandalagsins segir ad Vesturlénd purfi ad vera undir pad biiin ad veita Ukrafnu studning dfram, stridid geti
varad { morg ar { vidbot.

Gullfaxigase (RRN) ROUGE F1

Title jens stoltenberg um tkrainu 0.00/0.00/0.00

Intro vladimir putin rdsslandsforseti segir ad stridid { dkrainu sé { fullum gangi. piitin rdsslandsforseti segir ad rissar 25.00/9.09/25.00
verdi ad s@tta sig vid stridid { dkrainu.

Summary framkvamdastjori atlantshafsbandalagsins segir ad stridid { tkrainu sé hafid. framkvaemdastjori atlantshafsban- 40.00/6.25/33.33
dalagsins segir ad stridid { dkrainu sé hafid.

Gullfaxigasg (CNN/DailyMail) ROUGE F1

Intro forsatisradherra bretlands segir ad stridid 1 dkrainu sé naudsynlegurnaudsynlegur til ad koma i veg fyrir ad 25.00/9.09/25.00
rissland ndi drangri 1 dkrainu

Summary jens stoltenberg, framkvamdastjéri atlantshafsbandalagsins { ikrainu, segir ad vladimirs putin rdsslandsforseti 19.23/3.33/15.38
muni halda dfram ad senda hergogn til kenugards. forsatisrddherra bretlands, donbas, segir ad rdssneskir
hermenn hafi verid sendir til keenugards til ad koma { veg fyrir atok 1 dkrainu.

Gullfaxigasg (CNN/DailyMail + RRN) ROUGE F1

Intro forsatisradherra bretlands segir skelfilegt ad stridid { ukrainu sé ad undirbda sig fyrir pad. hann segir ad strid { 28.57/8.70/28.57
ukrainu sé 4 réttri leid.

Summary jens stoltenberg knattspyrnustjori atlantshafsbandalagsins segir ad stridid { ikrainu geeti komid i veg fyrir ad 26.32/4.76/21.05
rissar ndi fridi { dkrainu.

mT5gsse (RRN) ROUGE F1

Title Stridid { Ukrainu 25.00/0.00/25.00

Intro Forsatisrddherra Bretlands segir skelfilegt ad hugsa til pess ad Vladimir Pitin Rdsslandsforseti ndi sinum mark- 10.53/0.00/10.53
midum.

Summary Forsetisrddherra Bretlands segir ad stridi { Ukrainu geti varad 4rum saman og Vesturlond purfa ad vera undir 62.22/36.00/44.44
pad buin ad veita Ukrainu studning dfram. Petta segir framkvamdastjéri Atlantshafsbandalagsins.

mT5gase (CCN/DailyMail) ROUGE F1

Intro Studningur vid Ukrainu er naudsynlegur til ad koma i veg fyrir ad Russar ndi Donbas segir Boris Johnson 18.60/0.00/13.95
forsatisradherra Bretlands

Summary Studningur vid Ukrainu er naudsynlegur til ad koma { veg fyrir ad Russar nai Donbas segir Jens Stoltenberg 25.00/0.00/10.00
framkvaemdastjéri Atlantshafsbandalagsins

mT5gsse (CCN/DailyMail + RRN) ROUGE F1

Intro Forsztisraherra Bretlands segir skelfilegt ad hugsa til pess ad Putin Russlandsforseti vinni stridid. Studningur 20.83/0.00/12.50
vid Ukrainu sé naudsynlegur til ad koma { veg fyrir ad Rissar ndi Donbas.

Summary Stridid i Ukrainu geeti varad drum saman og Vesturlénd purfa ad vera undir pad biiin ad veita Ukrainu studning 69.77/39.13/46.51.

afram, segir framkvaemdastjori Atlantshafsbandalagsins.

Table 8: Example of model output.
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RRN Document

Title Breytingar 4 leigumarkadi
Intro Ungt f6lk hefur hrakist af leigumarkadi { covid-faraldrinum og hefur { vaxandi meli purft ad flytja aftur heim { foreldrahis. Visbendingar eru
um ad dregid hafi dr frambodi 4 leiguhisn®di 4 sidustu manudum.
Main Petta kemur fram { konnun 4 vegum hagdeildar Hisnzdis- og mannvirkjastofnunar um stdduna 4 leigumarkadi. Almennt hefur leigjendum
feekkad 4 sidustu tveimur drum. Margir hafa nytt sér hagstad lanakjor til ad kaupa hisnzdi en adrir hafa hrakist af markadinum. Karlotta
Halldérsdottir hagfradingur hja stofnuninni segir ad ungt félk hafi ordid hvad verst tti. Svo myndi ég segja lika ad ahrif af covid faraldrinum
pau eru ad koma einna verst nidur 4 bisetu hjd ungu félki. Yngsta aldurshépnum 18 til 24 dra. Par erum vid ad sjd stérlekkun hjd peim 4
leigumarkadi og beir eru 1 auknum meli ad flytja aftur { foreldrahds Vid mundum geta giskad 4 ad pad vari minni atvinna fyrir pau. Kannski
mikid til f6lk sem er { hlutastorfum, veitingageiranum, ferdapjonustutengt og atvinna par hafi minnkad og pau séu med minna radstofunarfé
og hafi pa ekki lengur efni 4 ad vera 4 leigumarkadi P4 eru einnig visbendingar um ad dregid hafi tr frambodi 4 leiguhisnadi 4 undanfornum
manudum. T upphafi faraldursins jokst frambod verulega pegar Airbnb ibadir féru inn 4 hinn almenna leigumarkad. Vid sium einmitt { kjélfarid
af covid og 1 fyrra pd vorum vid ad sjd frambod af leiguhisnadi aukast toluvert. Folk 4tti audveldara med ad finna sér hisnadi og svona aukid
oryggi. En vid erum ad sja { fyrsta skipti niina sidan 2015 ad pad sé¢ harra hlutfall sem finnst erfidara ad verda sér tti um hdsnadi. Pannig ad
pad eru visbending um ad pad sé ad draga dr pessu mikla frambodi sem var Petta hefur lika pzr afleidingar ad leiguverd fer ni hakkandi. Vid
sdum pad { fyrsta skipti { svolitinn tfma pd haekkadi visitalan. alveg téluvert milli manada. pannig ad pad eru kannski svona einhver merki um
ad pad sé¢ adeins farid ad vera erfidari leigumarkadurinn hja okkur
Summary Stada ungs f6lks 4 husleigumarkadi hefur versnad i Covid faraldrinum og margir hafa neydst til ad flytja aftur { foreldrahis. Petta synir ny
konnun.
Gullfaxigasg (RRN) ROUGE F1
Title skortur 4 leiguhdsnzdi 33.33/0.00/33.33
Intro ungtungt félk 4 aldrinum 18 til 4tjdn dra hefur flutt I6gheimili sitt 4 almennum leigumarkadi. petta kemur fram 20.83/0.00/20.83
i nyrri kénnun.
Summary ungt félk hefur dregid tr frambodi 4 leigumarkadi frd pvi 1 fyrra. ungt félk er liklegra til ad flytjast biferlum 26.67/4.35/22.22
frd heimilum sinum.
Gullfaxigasg (CNN/DailyMail) ROUGE F1
Intro ungt f6lk 4 aldrinum 18 til 24 dra hefur faekkad 4 undanférnum tveimur d&rum. ungt f6lk 4 aldrinum 18 til 24 dra 26.67/3.92/22.22
eru verst uti 4 leigumarkadi.
Summary ungt félk hefur dregid tr frambodi 4 ibidarhisnzdi 4 undanfornum manudum. 4 undanfornum manudum hefur 10.81/0.00/10.81
fjoldi leigjenda dregid dr frambodi 4 leiguhtisndi 4 undanfornum méanudum.
Gullfaxipssg (CNN/DailyMail + RRN) ROUGE F1
Intro ungt folk 4 aldrinum 18 til 24 dra er { auknum mli 4 leigumarkadi { fyrsta sinn { 20 dr. petta kemur fram { nyrri 23.73/5.80/20.34
konnun sem gerd var 4 vegum hidsnadis- og mannvirkjastofnunar sem unnin var 4 ddgunum.
Summary ungt félk hefur hrakist af leigumarkadi i vaxandi meli 4 sidustu manudum. visbendingar eru um ad ungt félk 21.74/0.00/17.39
hafi dregid tr frambodi covid-faraldrinum.
mT5gase (RRN) ROUGE F1
Title Leigumarkadur 0.00/0.00/0.00
Intro Forstjéri Hisnzdis- og mannvirkjastofnunar segir ad ungt folk hafi ordid hvad verst uti um hisnadi. Petta 33.96/3.39/18.87
kemur fram { konnun 4 vegum hagdeildar Hisn®dis- og mannvirkjastofnunar um stoduna 4 leigumarkadi.
Summary Formadur Hudsnadis- og mannvirkjastofnunar segir ad ungt folk hefur hrakist af leigumarkadi i covid- 28.57/9.68/25.00
faraldrinum og hefur { vaxandi meli purft ad flytja aftur heim i foreldrahis. Visbendingar eru um ad dregid hafi
ur frambodi 4 leiguhisnazdi 4 sidustu manudum.
mT5gase (CCN/DailyMail) ROUGE F1
Intro Almennt hefur leigjendum faekkad 4 undanfornum tveimur drum. Margir hafa nytt sér hagsted ldnakjor til ad 19.61/3.64/19.61
kaupa hdsndi. En adrir hafa hrakist af markadinum.
Summary Almennt hefur leigjendum faekkad 4 sidustu tveimur drum. Margir hafa nytt sér hagsted lanakjor til ad kaupa 25.53/8.51/21.28
hidsnzdi. En adrir hafa hrakist af markadinum.
mT5gase (CCN/DailyMail + RRN) ROUGE F1
Intro Ungt félk er { auknum meli ad flytja aftur { foreldrahus. Petta segir hagfradingur hjd Hisnadis- og mannvirk- 45.28/17.54/45.28
jastofnun. Almennt hefur leigjendum faeekkad 4 sidustu tveimur drum.
Summary Ungt folk hefur hrakist af leigumarkadi og hefur { vaxandi meli purft ad flytja aftur heim  foreldrahis. Vis- 34.62/10.91/30.77.

bendingar eru um ad dregid hafi tr frambodi 4 leiguhtisnadi 4 sidustu manudum.

Table 9: Example of model output.
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Abstract

The aim of this work is to present a set of
novel language resources in Faroese suit-
able for the field of Automatic Speech
Recognition including: an ASR corpus
comprised of 109 hours of transcribed
speech data, acoustic models in systems
such as WAV2VEC2, NVIDIA-NeMo,
Kaldi and PocketSphinx; a set of n-gram
language models and a set of pronuncia-
tion dictionaries with two different vari-
ants of Faroese. We also show comparison
results between the distinct acoustic mod-
els presented here. All the resources ex-
posed in this document are publicly avail-
able under creative commons licences.

1 Introduction

As the digital world has become increasingly
prominent and omnipresent in most human activ-
ities, the use of more and better language tech-
nologies has become a pressing need. For this
reason, more and more governments are invest-
ing in the development of all kinds of linguistic
resources that allow their citizens to be part of the
new digital era, with all the benefits it entails. Lan-
guage technology initiatives in the main regions
of the world such as: Europe (Rehm et al., 2020;
Nikuladsdéttir et al., 2020; Meister et al., 2010;
D’Halleweyn et al., 2006), India (Vikas, 2001;
Choudhary, 2021), Africa (Grover et al., 2011),
China (Kania et al., 2018), Saudi Arabia (Mae-
gaard et al., 2008, 2005) and the Spanish speak-
ing countries (Fernandez et al., 2016); allow us to
attest how important language technologies have
become in recent times.

In synchrony with all the developments men-
tioned above, it is time to talk about the efforts
made for the development of the Faroese language
in the digital sphere. The most recent initiative in
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this regard is the Ravnur Project, founded in the
Faroe Islands. Thanks to the resources generated
and shared by Ravnur, it has been possible to de-
velop all the language resources presented in this
document.

1.1 Faroese

The Faroe Islands is a set of small islands located
at the North Atlantic in a half way between Scot-
land, Iceland and Norway. It is an autonomous ter-
ritory of the Kingdom of Denmark with Faroese as
the official language, which is spoken by around
54,000 people. There are four main dialect ar-
eas in the Faroe Islands; north, northwest, central
and southern (Petersen, 2022). The Faroe Islands
is a bilingual country with Danish as the second
official language. While many native speakers of
Faroese use Danish for university education or em-
ployment in Denmark, Faroese is spoken as a first
language by most of the population and is used
on all domains, e.g. in education, public sectors,
church etc. in the Faroe Islands. The first and, to
this date, only Faroese speech synthesis was cre-
ated in 2005 (Helgason and Gullbein, 2005) by
combining efforts from researchers at the Univer-
sity of Stockholm and the University of the Faroe
Islands and is used by the visually impaired com-
munity. Currently, there is a huge demand for
Faroese ASR solutions, needed by the deaf, visu-
ally impaired and dyslexic communities - and also
the general public, who wish to use their mother
tongue when interacting with technology.

1.2 The Ravnur Project

The Faroese ASR research project, Ravnur, was
assembled in 2019 (Foundation, 2019). The aim
of the project was to create open-source resources
that could be used to create automatic speech
recognition (ASR) systems in Faroese. These re-
sources would also be useful for creating other
types of language technologies, as well as for lin-
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guistic research. The project was funded by pub-
lic and private initiators and investors, including
the Faroese government. The development team
consisted of a project leader, a technical leader,
three native speaking junior linguists, an IT as-
sistant, five university student assistants, as well
as external advisors. The project concluded in the
summer of 2022 with the publication of the Basic
Language Resource Kit for Faroese (BLARK) (Si-
monsen et al., 2022; Debess et al., 2022).

1.3 Collection of the Speech Corpus

A Basic Language Resource Kit or BLARK is
defined as the minimal set of language resources
needed to create language and speech technology
for a language (Krauwer, 2003; Maegaard et al.,
2006). A BLARK is ideally language indepen-
dent, but because languages may have different re-
quirements, the contents of the BLARK may vary
in some respects from language to language.

So, as Ravnur was an ASR project, the fo-
cus was on collecting good quality recordings of
Faroese and creating a transcription corpus and
pronunciation dictionary. During the course of the
project, Ravnur collected 135 hours of recordings
of 433 speakers total (249 female speakers and
184 male speakers) reading text of various genres,
such as news, blogs, Wikipedia, law texts, GPS
commands, word lists etc. The participants self-
reported their gender, native language, dialect and
age which varies between 15 to 83 years old. The
recordings were made on TASCAM DR-40 Linear
PCM audio recorders using the built-in stereo mi-
crophones in WAVE 16 bit with a sample rate of
48kHz. All recordings have been manually ortho-
graphically transcribed, while part of the speech
corpus has been phonetically transcribed. The
transcriptions were made by the university student
assistants and the three Faroese linguists working
for the project. All words that occur in the record-
ings were put in a pronunciation dictionary. The
dictionary includes phonetic transcriptions written
in SAMPA and PAROLE PoS-tags (Bilgram and
Keson, 1998; Keson, 1998)".

As it can be seen, the BLARK developed by

Ravnur is the starting point of the novel machine
learning models presented in this work.

'Both the Faroese SAMPA alphabet (sometimes called
FARSAMPA) and PAROLE PoS-tags were created by
Ravnur for the BLARK.
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2 The Ravnursson Corpus

Ravnursson? (Herndndez Mena and Simonsen,
2022) is an ASR corpus with a length of 109
hours?, extracted from the BLARK described in
section 1.3. Unlike the original BLARK, the
Ravnursson only contains the speech files along
with their respective transcriptions. The main
characteristics of the corpus are the following:

* The audio files in this corpus are distributed
in a FLAC format at 16kHz @ 16bit mono.

* The corpus contains 71, 949 speech files from
433 speakers.

* The corpus is split into train, dev, and test
portions. Lengths of every portion are: train
= 100h08m, dev = 4h30m, test = 4h30m.

* The development and test portions have ex-
actly 10 male and 10 female speakers each
and both portions have exactly the same size
in hours.

* As the test and development portions were
selected to be gender balanced, an equal rep-
resentation of all the dialectal variants is not
guarantee in these two portions.

* Due to the limited number of prompts to read,
only 39,945 of the 71,949 prompts in the
whole corpus are unique. In other words,
44.48% of the prompts in the corpus are re-
peated at least once.

* Despite the repeated prompts in the corpus,
the development and test portions do not
share speakers with each other or with the
training set.

2.1 Analysis of the Repeated Prompts

As the number of reading prompts for the corpus
was limited during the recording process, the com-
mon denominator in the Ravnursson corpus is that
one prompt is read by more than one speaker. This
is relevant because it is a common practice in ASR

2As a matter of fact, the name Ravnursson comes from
Ravnur (a tribute to the Ravnur Project) and the suffix “son”
which in Icelandic means “son of”. Therefore, the name
“Ravnursson” means “The (Icelandic) son of Ravnur”. The
double “ss” is just for aesthetics.

3 As it was mentioned in section 1.3, 135 hours of speech
data were collected for the original BLARK. However, the
Ravnursson Corpus contains 109 hours because we removed
the portions with no presence of speech as much as we could.



to create a language model using the prompts that
are found in the train portion of the corpus. That is
not recommended for the Ravnursson Corpus as it
counts with several prompts shared by all the por-
tions and that will produce an important bias in the
language modeling task.

Table 1 shows some statistics about the repeated
prompts through all the portions of the corpus.
The way this table has to be understood is as fol-
lows: for example, the first row indicates that there
is a total of 71,949 reading prompts in the whole
corpus; 39,945 of those are unique and 32,004
are repeated at least once. Therefore, a total of
44.48% prompts in the whole corpus are repeated
at least once. The same applies to the rest of the
rows in Table 1.

Corpus Total Unique | Repeat. %
Portion | Prompts | Prompts | Prompts

All 71,949 | 39,945 | 32,004 | 44.48%
Train 65,616 | 38,646 | 26,970 | 41.1%
Test 3,002 | 2,887 115 | 3.83%
Dev 3,331 | 3,302 29 | 0.87%

Table 1: Analysis of Repeated Prompts.

2.2 Corpus Organization

The “speech” directory contains all the speech
files of the corpus. The files in the speech folder
are divided in three directories: train, dev and
test. The train portion is sub-divided in three
types of recordings: RDATA10, RDATA10P and
RDATA2; this is due the organization of the
recordings in the original BLARK. There, the
recordings are divided in Rdatal and Rdata2.

One main difference between Rdatal and
Rdata? is that the reading environment for Rdata2
was controlled by a software called ‘“PushPrompt”
which is included in the original BLARK (Simon-
sen et al., 2022). Another difference is that in
Rdatal there are some available transcriptions la-
belled at the phoneme level. The audio files in
the speech directory of the Ravnursson corpus are
divided in the folders RDATA1O where “O” is
for “Orthographic” and RDATA10P where “O” is
for Orthographic and “P” is for phonetic. These
categories are just a reminiscence of the original
BLARK but it does not imply that the Ravnursson
corpus comes with transcriptions at the phonetic
level. In the case of the dev and test portions, the
data come only from Rdata2 which does not have

labels at the phonetic level in the original BLARK.

2.3 The Metadata File

The metadata file is a “tab-separated values file”
(TSV) containing all the relevant information of
the corpus. The file can be read using the Pan-
das (McKinney et al., 2010) library in Python and
it comprises of the following 12 columns:

1. id: The filename without the extension
“flac”.

2. speaker_id: The filename without the seg-
ment number.

3. filename: Full filename including the exten-
sion “.flac”.

4. sentence_norm: The normalized transcrip-
tion: no punctuation marks, no digits, lower
case letters, one single space between words.

5. gender: The gender of the speaker: male or
female.

6. age: The age range of the speaker: 15-35, 36-
60, 61+ years old.

7. native_language: “Faroese” in all the cases.
8. dialect: The speaker dialect.

9. created_at: The date when the audio file was
recorded.

10. duration: Duration of the speech file in sec-
onds.

11. sample_rate: 16k H z in all the cases.
12. status: The corpus portion: train, test or dev.

2.4 Codification of the Audio Filenames

In the Ravnursson corpus, the filenames of the au-
dio files encode relevant information about the re-
spective speech files. The first row of Table 2,
shows a typical audio filename. The second row
enumerates the fields of information encoded in
the filename and the third row shows the same
filename of row one but broken down in the eight
parts as specified in the second row.

The explanation of the information encoded in
the filename is at follows:

1. Gender of the Speaker: M for male or K for
female



MEY01_040319_rok0_0009. flac

23,4 5 6 | 7

E|Y |01 | 040319 | rokO | 0009 | flac

Table 2: Audio Filename Format.

Dialect Group: U for Suduroy, A for San-
doy, S for Sudurstreymoy, E for Nordurstrey-
moy/Eysturoy (exclusive of Fidi, Gjogv
og Funningur), V for Vigar and N for
Norduroyggjar (inclusive of Eidi, Gjégv og
Funningur)

. Age Group: Y for “Younger” between 15-35
years old, M for “Middle-aged” between 36-
60 years old and E for “Elderly” 61 years old
or older.

. Number of Speaker in a Group: is a number
that always consists of two digits and starts
with 01, 02, 03 etc. The first speaker in a
group with the same gender, dialect group
and age group (e.g. MEY) gets the num-
ber 01. The next speaker in the same group
gets the number 02 (and his ID is therefore
MEY02).

Date: The date when the speech was recorded
(day/month/year).

Type of reading material: This code can only
be found in speech files at RDATA10 and
RDATA1OP. For more information about the
types of reading material please see the docu-
mentation of the original BLARK and its di-
rectory “readingtexts_1.0".

Segment Number: In the original BLARK
the recording session is distributed as one
audio file per speaker and it can be very
long from the ASR perspective. So, the
audio files are subdivided in segments of
around 10 seconds to fit most of the mod-
ern ASR engines*. The numbering is con-
tinuous for each speaker; the only exception
is with the files MUYO01_180519_set4_0004
and MUY02_190120_eind2_0007. We de-

*According to the developers of Sphinx, the optimal
length for audio recordings in ASR is between 5 and 30 sec-
onds (see https://cmusphinx.github.io/wiki/
tutorialam/. However, we segmented the audio files of
the Ravnursson Corpus to have a lenght around 10 seconds to
fit the format of other corpora developed by our laboratory
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tected that they are empty and we removed
them.

8. File extension: The corpus is distributed in
FLAC format.

3 Acoustic Models

The development of the Ravnursson corpus al-
lowed us to create acoustic models in four differ-
ent ASR systems: WAV2VEC2, NeMo, Kaldi and
PocketSphinx. In this section we discuss the de-
tails of how we created each of them.

3.1 WAV2VEC2 Model

WAV2VEC, released in 2019, is a convolutional
neural network that takes raw audio as input and
computes a general representation that can be
input to a speech recognition system (Schnei-
der et al., 2019). In 2020, a second version,
WAV2VEC?2 (Baevski et al., 2020) was released.
Based on WAV2VEC2, the XLSR-53 (Conneau
et al., 2020) was also released in 2020. XLSR-53
is a open-source model trained with more than 50k
hours of unlabelled speech in 53 languages. It can
be used to create acoustic models in any language
through a fine-tuning step.

Using the XLSR-53 as a starting point, we cre-
ated an acoustic model suitable for Faroese (Her-
nandez Mena, 2022b)° which is available on a
Creative Commons licence “CC BY 4.0”. The
fine-tuning process for this model lasted 30
epochs. Due to the acceptable WER results that
we obtained with this model, we decided not to
add any type of augmentation to the training data.

3.2 NeMo Model

NeMo (Neural Modules) is a Python toolkit de-
veloped by NVIDIA for creating Al applica-
tions. It comes with extendable collections of
pre-built modules for automatic speech recogni-
tion and natural language processing (Kuchaiev
et al., 2019). One of the NeMo modules suitable
for speech recognition is called Quartznet (Kri-
man et al., 2020) which is a convolutional model
trained with Connectionist Temporal Classifica-
tion (Graves, 2012) or CTC for short.

In order to train an ASR model for Faroese
in NeMo, we used the public checkpoint

3 Available at: https://huggingface.
co/carlosdanielhernandezmena/
wav2vec2-large-xlsr-53-faroese—-100h



Points of articulation
Consonants Bi-labial Labiodental Dental Alveolar Post-alveolar Retroflex Palatal Velar Glottal
Voiceless Stop p t k
Voiced Stop b d g
Voiceless Affricate tS
Voiced Affricate dZ
Voiceless Fricative f 5 S S Z h
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articulation Voiced Nasal m n N
Voiceless Lateral L
Voiced Lateral 1
Approximants T ] w
Vowels Front Central Back
Close 1 y 3 u
1Y U
Close-mid (& 2 (0]
8
Open-mid E 9 O
Open a

Table 3: Phonetic Repertoire of Faroese

“QuartzNet15x5Base-En.nemo®” as a starting
point. This model was trained with more than
3k hours of English data in a Quartznet archi-
tecture during 600 epochs. Based on a work
by Huang et al.”, we fine-tuned the checkpoint
with the data of the Ravnursson corpus during 236
epochs, obtaining a first checkpoint able to recog-
nize Faroese. Then, we augmented the initial 100
hours of the training portion of the Ravnursson
corpus to 300 hours through speech perturbation
using two speed rates: 0.9 and 1.1. Finally, we
fine-tuned our initial checkpoint in Faroese with
the augmented data during 163 epochs to obtain
a final model® (Hernandez Mena, 2022a) which is
available on a Creative Commons licence “CC BY
4.0”.

SAvailable at: https://catalog.ngc.nvidia.
com/orgs/nvidia/models/nemospeechmodels/
files

"The decision of using the QuartzNet architecture and not
others, was based mainly on this research paper. A compar-
ison of different NeMo architectures is beyond the scope of
this paper.

8 Available at: https://huggingface.
co/carlosdanielhernandezmena/stt_fo__
quartznetl5x5_sp_epl63_100h

3.3 Kaldi Model

Kaldi (Povey et al., 2011), released in 2011,
is a well established toolkit for speech recog-
nition written in C++, which is based on dis-
tinct paradigms such as: finite-state transduc-
ers (Allauzen et al., 2007), Hidden Markov Mod-
els (Juang and Rabiner, 1991), Gaussian Mixture
Models (Naeem et al., 2020) as well as neural net-
works (Rath et al., 2013).

Our “Kaldi Recipe for Faroese’” (Hernan-
dez Mena, 2022) was created using the Ravnurs-
son corpus as training data. The recipe produces
models based on Hidden Markov Models (HMMs)
as well as Neural Networks; in specific, the neural
network is an LSTM or “Long Short-Term Mem-
ory” (Huang et al., 2017) and it uses speed pertur-
bation as augmentation technique with speed rates
of 0.9 and 1.1. This recipe requires a 3-gram lan-
guage model (Im) for decoding, a 4-gram Im for
re-scoring and a pronouncing dictionary; elements
that are available in our “Faroese Language Mod-
els with Pronunciations” (Herndndez Mena et al.,
2022), discussed in further sections.

%See: https://github.com/
CarlosDanielMena/Kaldi_Recipe_for_
Faroese



The recipe is available on Clarin.is '© un-

der a Creative Commons licence “CC BY 4.0”.

3.4 PocketSphinx Model

Sphinx is an old speech recognition system
based on Hidden Markov Models developed by
Carnegie-Mellon University in the late 80’s (Lee
et al., 1990). Through time, progressive versions
of Sphinx have been released up the version 4.
At some point, the version 2 turned into Pock-
etSphinx (Huggins-Daines et al., 2006). Pocket-
Sphinx was supposed to be a lighter and faster
version of Sphinx but nowadays it has become the
main version that can be used in real time mode,
even in ARM processors. PocketSphinx has long
ceased to be a suitable system for research, but
nevertheless it still has an active community of
users that choose it as a real time speech recogni-
tion system in devices with not a great computing
power such as Raspberry PI (Upton and Halfacree,
2014) or other ARM computers.

Our PocketSphinx models!!, trained with the
Ravnursson corpus, are suitable for the Pocket-
Sphinx Python library available at the Pypi repos-
itory '2. With this library it is possible to per-
form both standard and real time speech recog-
nition, forced-alignment and produce timestamps.
The version of PocketSphinx that was available
when we produced these models was the number
4. Few weeks later the version 5 was released but
our models remain compatible.

The example language model that comes with
the PocketSphinx model is a 3-gram model cre-
ated using the training prompts of the Ravnurs-
son Corpus. The test portion of the corpus was
used to measure a WER of 18.7%. We don’t show
this result in Table 5 because the use of the train-
ing prompts in the language model produces a bias
that is not fair to the other models as we point out
in section 2.1. We strongly recommend to create
a language model for the specific task that is re-
quired and to kept it as short as possible because a
larger model will impact the latency of the system.

0gee: http://hdl.handle.net/20.500.
12537/305
! Available at: https://github.com/

CarlosDanielMena/RAVNURSSON_FAROESE_

Models_100h
2Gee:

pocketsphinx/

https://pypi.org/project/
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4 Pronunciation Models

The pronunciation models that we discuss in this
section is a set of pronouncing dictionaries that are
included in our “Faroese Language Models with
Pronunciations” (Hernandez Mena et al., 2022)
along with a number of language models that will
be discussed in section 5. Most of the pronun-
ciations come from the original BLARK, but for
convenience, we subdivide them in different dic-
tionaries as follows:

* Central_Faroese.dic: It contains pronuncia-
tions of the variant of Faroese which is spo-
ken in the capital.

East_Faroese.dic: It contains pronunciation
13

of the northwest variant of Faroese'”.
Ravnursson_Composite_Words.dic: It con-
tains words with hyphens and/or underscores
that are present in the Ravnursson Cor-
pus. We keep them separate in a different
dictionary because these type of composite
words can be problematic for a grapheme-to-
phoneme (g2p) tool.

BLARK.dic: It contains pronunciations of
words that are present in the BLARK but that
are not present in any other dictionary of the
set.

FAROESE_ASR.dic:  This dictionary is
recommended for ASR experiments in
Kaldi or any other ASR system based on
phonemes. The dictionary is the mix of
Central_Faroese.dic, East_Faroese.dic and
Ravnursson_Composite_Words.dic. It is im-
portant to clarify that the dictionary can
contain words with multiple pronunciations,
which is normal in Kaldi-like systems.

4.1 Phoneme Sets of Dictionaries

Table 3 shows the phonetic repertoire of Faroese
using 42 SAMPA symbols. Each of these corre-
spond to an individual phoneme that is included

BIn the most recent dialect classification (Petersen, 2022),
the islands in the northwest area are classified as being the
same dialect area. However, there is a difference in the pro-
nunciation of the digraph ei between the westernmost islands
and the more central and eastern islands in that dialect area.
Therefore, the westernmost part of the dialect area is not in-
cluded in our EAST dictionary. For that reason, we have
given this dictionary the name EAST. The idea is that this
makes it is possible to make WEST, NORTH and SOUTH
dictionaries in the future.



SAMPA | IPA | SAMPA | IPA | SAMPA | IPA | SAMPA | IPA
p p" m m e e aJ ai

b b M m E € aW au

t th n n a a (0)] ol

d d X n y y oW ou
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g g X | 2 @ EwW eu

f f 1 1 9 e AV oceu
\4 v L 1 u u 9] cei
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z s r 1 EA €a 8 9

h h U (§) OA Ja H Pre-aspiration
tS g i uJ ui

dz & I I EJ ei

Table 4: SAMPA vs. IPA Equivalences.

in the pronouncing dictionaries described in sec-
tion 4, except for the vowel “/3/” that only occurs
in diphthong. The phonetic repertoire of Faroese
includes the following 12 diphthongs: EA, OA,
UJ, EJ, aJ, aW, OJ, OW, 3W, EW, 9W and 9J.
Summing the 41 individual phonemes in Table 3,
plus the 12 diphthong, plus seven phonemes with
pre-aspiration (Hb, Hd, HdZ, Hg, Hp, Ht, HtS),
we have a total of 60 phonemes. That is the list
of 60 phonemes that are included in the dictio-
naries presented in section 4. To see an equiv-
alence between our SAMPA symbols versus the
IPA phonemes, please see Table 4.

S Language Models

As it was mentioned in section 4, our ‘“Faroese
Language Models with Pronunciations” is a set
of n-gram language models of distinct sizes that
were created using the Faroese text provided in
the BLARK, as it provides with text from news-
paper articles, parliamentary speeches, books and
more. The normalization process of that text in-
cluded to change everything to lowercase, allow
only characters belonging to the Faroese alphabet
and removing punctuation marks.

The resulting text has a length of more than half
million lines of text (106.3MB approximately).
The text was used to create a 3-gram (recom-
mended for decoding) and a 4-gram (recom-
mended for re-scoring) language models with the
SRILM toolkit (Stolcke, 2002). Both the 3-gram
and 4-gram models come in pruned and unpruned
versions. It also includes a 6-gram language model
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in binary format suitable for ASR experiments
with the NeMo toolkit. In particular, this model
was created using KenLM (Heafield, 2011). It is
important to mention that all the words present in
any of the language models are present in the pro-
nouncing dictionaries for the east and central vari-
ants of Faroese (see section 4).

6 Results

Table 5 shows a comparison of the Word Error
Rate (WER) obtained with the acoustic models
presented in section 3 with the exception of the
PocketSphinx models as discussed in section 3.4.

The NeMo results include the WER obtained
using the 6-gram language model (LM) presented
in section 5 as well as the WER obtained with no
language model at all. The Kaldi results include
the WER obtained with Hidden Markov Mod-
els (HMM) only and the WER obtained with the
LSTM network. As it can be seen, the best results
are obtained with the WAV2VEC2 model, which is
not a surprise as it is well known that it can achieve
acceptable results with less than 1 hour of speech
data. What is remarkable indeed, is the gap of per-
formance between WAV2VEC?2 and the other sys-
tems.

In addition to this, based on our previous expe-
rience (Hernandez Mena et al., 2020; Mena et al.,
2022), it is also remarkable that the WER obtained
with NeMo using a language model and the WER
obtained with Kaldi using the LSTM are so close
to each other despite of the relatively low amount
of training data. This fact reveals that the train-



Corpus | NeMo SP | NeMo SP Kaldi Kaldi | WAV2VEC2
Portion NoLM | With LM | HMM | LSTM XLRS-53
Dev 20.51% 13.66% | 20.60% | 12.22% 5.56%
Test 22.81% 15.95% | 23.44% | 14.04% 7.60 %

Table 5: WER Results.

ing method described by Huang et al. in 2020 and
the use of speed perturbation for training are really
effective in NeMo.

On the other hand, Table 6 shows the results
obtained with the newest system Whisper (Rad-
ford et al., 2022). Whisper is a transformer-based
speech recognition system trained with 680k hours
of transcribed data in multiple languages. Whisper
is also a multitask system able to perform multilin-
gual speech recognition as well as speech transla-
tion and language identification. According to the
original paper (Radford et al., 2022), the training
set that Whisper uses for translation includes 46
hours of Faroese. Based on this, we decided to test
Whisper in its distinct sizes with no fine-tuning
step and using the development and test portions
of the Ravnursson corpus. As it can be seen in
Table 6, we obtained terribly bad WER results, re-
vealing that Whisper needs to be fine-tuned prior
to recognize Faroese data; unfortunately, this is
beyond the scope of this paper but it will tackle
as further work.

Whisper Dev Test
Size WER WER
Tiny 113.4% | 116.7%
Base 112.61% | 113.07%
Small 128.05% | 132.64%
Medium | 116.34% | 119.3%
Large 105.93% | 110.25%

Table 6: Whisper WER Results.

7 Conclusions

A major development of Faroese ASR is presented
in this work. The Ravnursson project has pro-
duced a corpus of 109 hours of transcribed speech
and acoustic models for WAV2VEC2, NeMo,
Kaldi and PocketSphinx have been developed.
Furthermore, the project has also produced a set
of n-gram language models of distinct sizes and
pronunciation dictionaries in Faroese suitable for
ASR experimentation. Quality assessment of the
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acoustic models are shown in Table 5 where the
best results of 7.60% WER was achieved by the
WAV2VEC2 model. Another interesting result is
shown in Table 6 demonstrating that a fine-tuning
step is needed for Faroese for the multi-lingual
ASR system Whisper.

Faroese ASR is no longer under-developed due
to this work. The project has lowered the tech-
nological threshold for implementing ASR solu-
tions for Faroese in industry and for studying the
Faroese language using ASR as a tool. With all the
results made available with open licenses, there
is no good reason why Faroese ASR should not
be included in standard language technology soft-
ware in the future.

8 Further Work

As further work, it is clear to us that we have to ex-
plore acoustic models with the new parameter ver-
sions of WAV2VEC?2 such as 300m, 1B and 2B; as
well as the Whisper system with a fine-tuning step
in Faroese in order to keep improving our WER
results. Another future challenge is to add more
Faroese data to our models, including conversa-
tional speech.
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Abstract

In this paper, we explore the extent
to which readability contributes to the
perception of literary quality as de-
fined by two categories of variables:
expert-based (e.g., Pulitzer Prize, Na-
tional Book Award) and crowd-based
(e.g., GoodReads, WorldCat). Based on a
large corpus of modern and contemporary
fiction in English, we examine the corre-
lation of a text’s readability with its per-
ceived literary quality, also assessing read-
ability measures against simpler stylomet-
ric features. Our results show that read-
ability generally correlates with popularity
as measured through open platforms such
as GoodReads and WorldCat but has an in-
verse relation with three prestigious liter-
ary awards. This points to a distinction be-
tween crowd- and expert-based judgments
of literary style, as well as to a discrimina-
tion between fame and appreciation in the
reception of a book.

1 Introduction and Related Works

Is it overall better for a novel to strive for an easy
prose, or is there a link between difficulty and lit-
erary quality? The concept of readability has been
studied for decades and is defined as the ease with
which a text can be read and understood (Dale and
Chall, 1949). Several works have attempted to de-
fine an easy way to compute readability in order
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to make, for example, didactic books more acces-
sible, reduce technical jargon in documents pro-
duced for the general public, and adjust text selec-
tions according to the intended audience (Dubay,
2004). The result has been a series of popular and
amply tested measures, each with a slight differ-
ence in their model of readability. Dale and Chall
(1949), for example, referred to readability as the
combination of elements in a text that impact im-
portant aspects of a reader’s experience - including
whether the reader can understand the text, finds
it interesting, and can read with optimal speed
(Dale and Chall, 1949). Despite their shortcom-
ings (Redish, 2000), readability measures have
been broadly applied to a large number of different
domains. Measures of readability vary according
to what aspect of a text they take into account, but
they typically combine features such as sentence
length, word length, and the presence of complex
words. While the actual ease of a text depends on
reader characteristics (background, situation, abil-
ity) it is widely accepted that simple textual fea-
tures such as sentence length, syllables per word
and lexical diversity impact the reading experi-
ence (Dubay, 2004). The connection of readabil-
ity to the quality of a text has often been implied
when it comes to non-fiction, and early studies into
readability attest to the educational and social im-
portance of developing such measures to improve
technical or expository documents (Chall, 1947),
but its role in the quality of literary fiction is much
more complex. An easy-to-read novel can be en-
joyable to read, but may also apppear poor or uno-
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Figure 1: Correlations between stylometrics and flavours of readability (Spearman).

between 0.09 and 0.99 are statistically significant.

riginal. In literary studies, the idea that readability
might be a precondition for literary success is de-
bated, and literary texts have been assessed var-
iously by readability measures and similar met-
rics. Sherman (1893) was one of the first schol-
ars to propose certain values of average sentence-
length and reading ease as properties of “better”
literary style. Readability naturally varies across
genre, but it is a widespread conception for readers
and publishers alike that bestsellers (as defined by
top book-sales) are easier to read (Martin, 1996).
More recently, readability has gained traction in
areas of (commercial) creative writing and pub-
lishing, especially where its measures are imple-
mented in text-editing tools such as the Heming-
way or Marlowe editors '. These applications tend
to favour lower readability scores - which is, texts
easier to read. Yet, on the large scale, few studies
have included readability as a measure that could
help predicting literary quality. Studying a small
corpus of bestsellers and more literary, canonical
works, Martin (1996) found no significant differ-
ence in readability, using a modified Flesch read-
ing score, while Garthwaite (2014) found differ-
ences in readability between bestsellers and com-
mercially endorsed book-list titles. Relying on
multiple measures of readability and one measure
of literary quality (i.e., GoodReads’ average rat-
ings), Maharjan et al. (2017) found that readability
was actually a weak measure for estimating popu-
larity in comparison to, for example, character n-
grams. Still, many studies of literary success, pop-
ularity, or perceived literary quality have sought to
approximate text complexity and have studied tex-
tual properties upon which formulae of readability
are directly or indirectly based, such as sentence-
length, vocabulary richness, or text compressibil-
ity (Brottrager et al., 2022; van Cranenburgh and

"https://hemingwayapp.com/help.html,
https://authors.ai/marlowe/

ITY_FLESCH_GRADE READABILITY_FLESCH_EASE
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Bod, 2017; Crosbie et al., 2013).

The question of the role of readability in literary
quality is complicated by the practical and con-
ceptual problem of defining literary quality itself,
and consequently of quantifying it for large scale
studies. Studies that seek to predict perceived lit-
erary quality from textual features often rely on
the provisional proxy of one single gold standard,
such as book-ratings from large user-platforms
like GoodReads (Maharjan et al., 2018), person-
ally or institutionally compiled canons (Mohseni
et al., 2022) or sales-numbers (Wang et al., 2019).
However, it has been shown that readers may
have different, distinct perceptions of quality that
are not necessarily based on the same criteria or
prompted by the same textual features (Koolen
et al., 2020).

In this paper, we explore to what extent read-
ability might contribute to the perception of liter-
ary quality — defined through several alternative
measures — in a large fiction corpus of modern
and contemporary novels in English, taking into
account, instead of one golden standard, different
contextual perspectives on literary quality, so as to
cover both crowd-based and “expert”-based stan-
dards of judgment.

2 Data and Methods

The essence of our approach consists in examining
whether readability, as measured through five dif-
ferent algorithms, and literary quality, as approx-
imated through six different resources, show any
correlation on a large corpus of English-language
fiction. We use standard correlation measures
(Pearson and Spearman product-moment correla-
tion coefficients 7, and r, respectively). For infer-
ence on the correlation measures, simple Student’s
t-tests are used. For robustness checks, correlation
coefficients were also modelled using a Bayesian
ridge model of standardized the variables — al-


https://hemingwayapp.com/help.html
https://authors.ai/marlowe/

though not reported due to limited space.?

2.1 Corpus

We use a corpus of modern and contemporary fic-
tion in English, the so-called Chicago Corpus. 3
The Chicago Corpus is a collection of over 9000
novels from 1880 to 2000, representing works of
fiction that are widespread in libraries, that is, the
works of fiction that have a large number of library
holdings as listed on WorldCat, a large-scale, in-
ternational online library catalogue . The num-
ber of holdings was used as a first filtering mea-
sure to include or exclude works in the dataset,
yet there are still large differences in how many
libraries hold each title, so we can use it as a met-
ric to score different titles within the dataset as
well. The corpus is unique, to our knowledge,
for its diversity and extraordinary representation
of famous popular- and genre-fiction, as well as
seminal works from the whole period: key works
of modernism and postmodernism as well as No-
bel laureates and winners of major literary award.
Still, it should be noted that the Chicago corpus re-
flects a clear cultural and geographical tilt, with a
strong over-representation of Anglophone authors,
and features only works either written in or trans-
lated into English. This tilt should be taken into
account especially since we correlate textual fea-
tures in the corpus to readability measures that
were developed - and are particularly successful
- in the English language context (Antunes and
Lopes, 2019).

N. Titles N. Authors
Whole corpus 9089 7000
Pulitzer 53 46
NBA 104 79
Hugo 96 47

Table 1: Overall titles and authors in the corpus
and number of long-listed titles for each award.

2.2 Measures of quality

We use six different measures of literary quality
of two main types, heuristically setting up a qual-
itative distinction between more crowd-based and
more expert-based measures. Expert-based mea-

2The code will be publicly available upon acceptance.

3While we cannot directly provide access to the corpus, it
is possible to contact the authors for requests.

*https://www.worldcat.org/about
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sures may be supposed more institutionally pre-
scribed, where titles are distinguished by appoint-
ing committees (as with literary prizes). Here, we
chose to look at three prominent literary prizes in
Anglophone literary culture: The Pulitzer Prize,
the National Book Award, and the Hugo Awards,
considering titles that were both long- and short-
listed for these prizes. The selection of awards
allows us to consider a main-stream vs. genre-
literature divide in our expert measures, since the
first two prizes are assigned mainly to works of
literary fiction, while the latter is an award given
to works of genre fiction (science fiction and fan-
tasy).

Crowd-based measures may be considered
more democratic in the sense of being user-
created, for example by users’ ratings on
large scale reading community sites such as
GoodReads, or by the effect of popular demand on
library acquisitions. We use three standards here:
the average ratings of titles on GoodReads (from
0 to 5 stars), the average rating count of titles on
GoodReads (number of ratings given to a given ti-
tle), and the number of libraries that hold a title ac-
cording to Worldcat. Goodreads ratings and/or rat-
ing counts are often favoured in studies of literary
quality and reception, because they seem to proffer
more democratic literary evaluations in the wild”,
considering the large diversity and geographical
spread of its nearly 90 million users (Nakamura,
2013). In slight contrast to Goodread’s ratings,
we consider library holdings a conceptually hy-
brid measure, standing between completely free
reader-based votes and expert-driven choices, as
libraries respond to user-demand from within an
institutional structure.

2.3 Measures of readability

For assessing the complexity and/or difficulty of
literary texts, we apply various measures of read-
ability. Since the 1920s, and especially with the
success of the Flesch and Dale-Chall formulas in
the 1950s, combinations of sentence-length and
words and/or syllables have been used to assess
the difficulty of a text as proxies of word and sen-
tence complexity (Dale and Chall, 1948). Accord-
ing to Dubay (2004), there were more than 200
different versions of readability formulas in 1980,
while new ones are still introduced and old ones
revised. Still, measures from what Dubay calls
the “classic” readability studies, continue to be the


https://www.worldcat.org/about
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Figure 3: Quality standards and flavours of readability

most widely used measures and to prove them-  (as in our case), readability scores may provide a
selves effective in assessing text difficulty (Dubay,  general/overarching measure which is also suffi-
2004; Stajner et al., 2012) - despite their relative  cient for comparison between texts. These mea-
simplicity (being counts of two or three aspects  sures have been applied to a wide range of written
of texts). As mentioned, readability is subjective  productions, from technical and journalistic texts
and depends on the audience/reader. However, if  to fiction. Flesch, for example, found that fiction
the intended audience or specific reader is unkown  tend to score a Flesch Reading Ease score in the
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range 70 j Score | 90, in contrast to scientific text
that often score below 30 (Flesch, 1948). In the
present study we used five different “classic” read-
ability algorithms to measure the prose of each

book, chosen for their popularity and interpretabil-
(S

ity °.
* The Flesch Reading Ease is a measure of
readability based on the average sentence
length (ASL), and the average syllables per
word (word length)(ASW). It is calculated as
follows:

Score = 206.835 — (1.015 x ASL)
— (84.6 x ASW)

* The Flesch-Kincaid Grade Level is a revised
version of the Flesch Reading Ease score.
Like the former, it is based on the average
sentence length (ASL), and the number of
syllables per word (ASW). It is calculated as
follows:

GL = (0.4 x ASL) + (12 x ASW) — 15

* The SMOG Readability Formula is a read-
ability score introduced by McLaughlin
(McLaughlin, 1969). It measures readabil-
ity based on the average sentence length and
number of words with more than 3 syllables
(number of polysyllables), applying the for-
mula:

SMOG grading = 3 + \/polysyllablecount

* The Automated Readability Index is a read-
ability score based on the average sentence
length and number of characters per words
(word length). It is calculated as follows:

characters words

4.71 21.43

words " sentences

* The New Dale—Chall Readability Formula is
a 1995 revision of the Dale-Chall readabil-
ity score (Chall and Dale, 1995). It is based
on the average sentence length (ASL) and the
percentage of “difficult words” (PDW) which
were defined as words which do not appear
on a list of words which 80 percent of fourth-
graders would know (Dale and Chall, 1948),

S All readability scores were extracted using the textstat
package: https://pypi.org/project/textstat/
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contained in the Dale-Chall word-list. © It is
calculated as follows:

Raw Score = 0.1579xPDW+0.0496 x ASL
If PDW > 5% : Adjusted Score =
Raw Score + 3.6365

All readability scores are represented as a US-
grade level, where a higher grade means a more
difficult text, except for the Flesch Reading Ease.
The Flesch Reading Ease indicates a score be-
tween 0 (low readability) and 100 (high readabil-
ity): a higher number means a more readable text.
For this reason in most of our experiments the
Flesch Reading Ease looks reversed with respect
to the other measures (and is negatively correlated
with them).

3 Results

Pearson’s and Spearman’s correlations between
these five readability metrics and commonly used
stylometric features show - as a sanity check - that
readability measures capture aspects of novels’
overall style. All measures are similarly correlated
to sentence-length (naturally, being a base for all
measures) but also to lexical diversity and com-
pressibility, which measure, respectively, com-
plexity at the word- and sequence-level. More-
over, the correlations with our “quality scores”
show that readability is linked with the ones closer
to popularity than to appreciation.

aaaaa

0.061

Figure 4: Correlations between quality standards
and flavours of readability. All correlations are
statistically significant.

Pearson’s 1, specifically in its significance test-
ing, relies on the assumption of normally dis-
tributed data and it assumes that the two vari-
ables have a linear relationship, while Spearman’s
r correlation coefficient is non-parametric, mean-
ing that, while it still assumes a monotonic relation

8See: https://countwordsworth.com/download /DaleChal-
IEasyWordList.txt
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between the two variables, it does not make strong
assumptions on the shape of the data. For this rea-
son, Spearman is probably the best overall mea-
sure for this study, as we have no reason to assume
that all our measures are normally distributed (and
some are evidently not, as can be seen in Figure 2).
For these reasons, we will mainly credit the corre-
lations observed through Spearman’s r, although
we report both in 2.

3.1 Readability and stylometrics

As readability measures are supposed to be mea-
sures of style, we compute their correlation with
three core stylistic features - sentence length, lex-
ical diversity’ and textual compressibility® - that
have been found linked to perceived literary qual-
ity in previous studies (van Cranenburgh and Bod,
2017; Crosbie et al., 2013; Maharjan et al., 2017;
Wang et al., 2019). As can be seen in Figure 1,
all readability measures have evident correlations
with these three metrics, even though they don’t
necessarily compute them directly - for example,
no readability measure computes text compress-
ibility. However, while compressibility is not ob-
viously correlated to readability, compressibility is
a measure of redundancy or formulaicity: it ap-
pears that easier texts also have a tendency to be
more sequentially repetitive. One readability mea-
sure, the new Dale-Chall, correlates with the sim-
ple length (word count) of the novels. This is a
surprising effect, since, like the other measures,
the new Dale-Chall is not length-dependent. As it
is the only measure looking at the texts’ lexicon
through an index of difficult words, it seems to be
picking on a tendency for longer books to have a
slightly more complex vocabulary.

3.2 Relation with quality - GoodReads and
libraries

As discussed before, we correlate readability with
three possible proxies of perceived quality of nov-
els: GoodReads’ average ratings, GoodReads’ rat-
ing count, and the number of libraries holding

"We operationalized lexical diversity as the type-token
ratio (TTR) of a text, using a common method insensi-
tive to text-length: the Mean Segmental Type-Token Ratio
(MSTTR). MSTTR-100 represents the average TTR of local
averages in 100-word segments of each text.

8Following van Cranenburgh and Bod (2017), for text
compressibility, we calculated the compression ratio (origi-
nal bit-size/compressed bit-size) using bzip2, a standard file-
COMpressor.
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a given title according to WorldCat’. We could
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Figure 5: The likelihood of being acquired by less
than 100 libraries increases quite steadily with dif-
ficulty of reading (Spearman’s rho 0.84), as the
probability of appearing in more than 500 de-
clines. Readability is here measured as Flesch-
Kincaid Grade Level.

consider GoodReads’ rating count to be a mea-
sure closer to the concept of popularity or fame,
while GoodReads’ average rating tells us about the
appreciation of the title independently from how
many readers it had.  As can be seen in Figure

1.0 4

8 10 12
Readability (Flesch Grade)

T T T

14 16 18

Probability of being rated less than 100 times

Figure 6: The probability of being rated by less
than 100 users in Goodreads strongly correlates
with the difficulty of the texts as measured, in this
case, by the Flesch-Kincaid Grade Level.

4, all of our readability measures show a degree
of correlation with the number of library holdings
and the GoodReads’ rating count: more readable

“Naturally this selection remains arbitrary. Expanding to
other measures of perceived quality is an ongoing process.
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Figure 8: Flavours of readability and awards: mean value and standard error.

books tend to have more ratings and tend to be
held by more libraries.

The average rating of titles on GoodReads, on
the other hand, shows a significant correlation
with only one of the measures, the Dale-Chall
readability score, while it appears to have no link
with the other four. Interestingly, the Dale-Chall
score is the only measure that uses a precompiled
list of words to estimate the number of difficult
words in a text, instead of relying entirely on the
features of the text at hand. While this could make
it a more fragile measure (due to linguistic change
and differences between genres) it appears to ac-
tually give it an increased modelling power for the
tastes of GoodReads’ average readers. It is worth
mentioning that GoodReads’ average ratings do
not correlate, in our corpus, with the books’ pub-
lication date - so a direct effect of language evolu-
tion on the measure’s index can be excluded. Sim-
plifying a bit, this points to the idea that the ease
of vocabulary might relate to the average apprecia-
tion of a book as well as its fame, so that texts with
a simpler lexicon, together with shorter sentences
or words, are both more read and better liked.

In Figure 3 we show the relation of each read-
ability measure with library holdings, average
Goodreads ratings and number of Goodreads’ rat-
ings. As can be seen, we should interpret the re-
sults with some caution, as the relation might not
be linear: it could be that the best interpretation of
the relation between, for example, readability and
library holdings is modelled with a curve rather
than a straight line. Yet, it appears quite evident
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at a glance that the probability of being held by a
large number of libraries, and of being rated by a
large number of Goodreads users, decreases dra-
matically when the difficulty of the text increases
beyond a certain level. As we show in Figure 5,
the probability of being acquired by less than 100
libraries grows quite clearly with the text’s dif-
ficulty, and the probability of being acquired by
more than 500 decreases accordingly, with an in-
teresting peak at a medium-low point of difficulty.
The effect is even more evident when consider-
ing the probability of having less than 100 ratings
on GoodReads, as appears in Figure 6. Appear-
ing in 90 libraries is still a quite impressive mea-
sure of success, but the majority of the titles in
the Chicago corpus goes beyond that threshold, as
well as beyond the threshold of 100 user ratings
on GoodReads, so the difference in probabilities
seems to point to a relative decline in popularity or
fame with the increase of the texts’ surface com-
plexity.

3.3 Relation with quality - literary awards

The second type of quality check we selected is a
categorical one: whether or not a title was long-
listed for one of three prestigious awards - the
Pulitzer Prize, the National Book Award and the
Hugo Award.

As we show in Figures 7 and 8, as well as in
Table 3, the difference between long-listed books
and non long-listed books in terms of readability is
small but significant for almost all measures, with
long-listed books are systematically harder to read



ern and contemporary fiction. Their relation with

different proxies of literary quality is intriguing:
more popular works, in terms of number of ratings
on GoodReads and in terms of libraries willing to
hold a copy of the book, appear to have a corre-
lation with readability, while the appreciation of

Libs. Rat. n.
Flesch grade -0.16 (-0.1)  -0.06 (-0.06)
Flesch ease 0.13 (0.07) 0.08 (0.09)
SMOG -0.15(-0.1)  -0.11 (-0.11)
ARI -0.15 (-0.01) 0.06 (-0.06)
New Dale-Chall -0.25 (-0.2) -0.22 (-0.2)
Flesch grade 0.84 0.83
Flesch ease -04 -0.48
SMOG 0.76 0.81
ARI 0.73 0.71
New Dale-Chall 0.78 0.82

readers alone (independently from their number)
seems to hold almost no link with it, and long-
listed titles have an inverse relation with readabil-
ity, tending to prefer slightly more difficult prose
on the readability metrics’ scale. It can be argued

Table 2: On the upper part of the table, Spear-
man’s r (Pearson’s in parenthesis) for each read-
ability flavour and quality measure. On the lower,
Spearman’s r with the probability of being in less
than 100 libraries or having less than 100 ratings.

than their non-listed counterparts - again with the
exception of the new Dale-Chall measure. Using
this kind of quality proxy, we do not observe a
value of reading ease but possibly its “dark side”,
such as perceived simplification or a reduced ex-
pressive power of novels.

It may not surprise that these different stan-
dards should exhibit different preferences and per-
spectives on quality. Literary awards are notori-
ously elitist, even, perhaps, in a way that is wanted
by their readership: the committee of the Booker
Prize was accused of populism in 2011 when an-
nouncing “readability” as a new criterion for the
award (Clark, 2011).

T-test p-value
Flesch grade 3.78  0.0001
Flesch ease -4.66  0.000005
SMOG 3.69  0.0002
ARI 3.6 0.0003
New Dale-Chall 1.8 0.07

Table 3: T-test and p-value for the difference be-
tween long-listed and non-listed titles for each
readability measure. The only measure that does
not fall under the formal threshold of statistical
significance is the new Dale-Chall.

4 Conclusions and Future Works

Readability measures proved significantly consis-
tent, both between each other and with other rel-
evant stylometric features, when applied on mod-
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that we are seeing the divide between high-brow
and “popular” literature, but the lack of correla-
tion with GoodReads average rating might point
to a slightly more nuanced conclusion. It is worth
noting that the only measure showing a meaning-
ful correlation with all of the crowd-based quality
metrics was the new Dale-Chall measure of read-
ability, also the only one explicitly focusing on the
presence of widely understood lexicon in a text,
but it was also the only one showing no significant
difference between long-listed and non long-listed
titles. The only other measure having a correlation
higher than 0.1 with average GoodReads’ ratings
was SMOG, which, while not using a list of hard
words, considers “difficult words” in its own way
in its computation, using the number of polysyl-
lable words as a central element. If we were to
draw rough conclusions from these observations,
it would seem that surface-level simplicity of style
in terms of words per sentence, characters per
words, and similar metrics “helps” a text’s pop-
ularity, but has nothing to do with its likelihood
of being highly liked by its readers - and it even
slightly hinders its possibilities of receiving a pres-
tigious awards. In other words, surface-level sim-
plicity improves a text’s quality only if we equate
it with popularity or fame. Similarly, looking at
threshold-based probability distributions showed
that indeed increasing the difficulty of the novels’
style might hinder its diffusion across libraries and
Goodreads’ users. Using a more common vocab-
ulary might also increase readers’ appreciation of
the text, but only when it comes to crowd-based
measures. On the other hand, the correlations of
average number of ratings and library holdings
with readability measures do not appear linear or
monotonic, meaning that there might also be a
’point of balance” between too easy and too diffi-
cult, that maximizes the correlation with a novel’s
fame. The same might be true for the likelihood



of a novel being long-listed for one of the three
awards we took into consideration.

Overall, readability seems to have an impact on
different perceptions of literary quality, although
its role and interaction with other features of the
text remains to be defined. Another overarching
point to observe from these findings is that there
is a difference between crowd-based (GoodReads)
and expert-based (awards) standards of literary
quality in readability-level preference, which in-
dicates that the criteria change across different
quality-judgements, which suggetss that “literary
quality” cannot be quantified reliably if it is re-
duced to a single golden standard. Further re-
search points towards extending the set of corre-
lations to more proxies of quality as well as more
sophisticated stylometric measures to see whether
interactions can provide a clearer picture of what
we perceive as literary quality. Other further work
could be to check the correlations of our measures
with publication date: readability might depend
on time, either in the sense of the evolution of the
average novelistic style, overall language change,
or even cultural selection, which would make the
passage of time a particular form of “quality test”
of its own accord.
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Abstract

We approach the problem of recognition
and attribution of quotes in Finnish news
media. Solving this task would create pos-
sibilities for large-scale analysis of media
wrt. the presence and styles of presenta-
tion of different voices and opinions. We
describe the annotation of a corpus of me-
dia texts, numbering around 1500 articles,
with quote attribution and coreference in-
formation. Further, we compare two meth-
ods for automatic quote recognition: a
rule-based one operating on dependency
trees and a machine learning one built on
top of the BERT language model. We con-
clude that BERT provides more promis-
ing results even with little training data,
achieving 95% F-score on direct quote
recognition and 84% for indirect quotes.
Finally, we discuss open problems and fur-
ther associated tasks, especially the neces-
sity of resolving speaker mentions to en-
tity references.

1 Introduction

The recognition of quotes and reported speech is
an important step towards the computational anal-
ysis of news media articles. It allows us to mea-
sure, on a large scale, who is given voice and how
much, how opposing or competing views are pre-
sented alongside each other, as well as how the
language of the quoted sources differs from the
language of the journalistic reporting. In case of
the Finnish news media, such analyses have re-
cently been attempted by (Koivunen et al., 2021;
Seuri et al., 2021). On the other hand, Suomen
Kuvalehti et al. (2021) have studied politicians’
visibility in the media based on the mentions of
their names.

In the present paper, we focus on the technical
task of recognizing direct and indirect quotes in
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the Finnish news media texts. The task can be il-
lustrated with the following example:

Sipilin mukaan lakiehdotuksia ollaan
tuomassa eduskuntaan helmikuussa.

According to Sipild, bill proposals will
be brought to the parliament in Febru-

ary.

Such relations consists of three elements: the
cue ‘mukaan’ (‘according to’) indicates an indi-
rect quote, in which the source (Juha Sipild, the
Finnish prime minister 2015-2019) says the text
referred to as proposition, or quotation span.! A
complete approach for quote detection and attribu-
tion would solve the following tasks:

1. Detecting quotation spans.

2. Attributing quotation spans to the source
mention in the text (which might also span
multiple tokens).

. Linking source mentions to entity identi-
fiers (including coreference resolution and
lemmatization).

We will present methods for solving tasks 1 and 2,
while discussing 3 as subject for further work.
Most existing work for this task deals with En-
glish, while occasionally other Germanic or Ro-
mance languages have been considered. Com-
pared to that, Finnish presents challenges due to
a rich morphology and free word order. Those
can largely be dealt with by the advanced NLP
tools that we are using (either a dependency parser
pipeline or BERT), but they rule out the usage of
simpler pattern-based methods and remain a possi-
ble source of errors even for state-of-the-art NLP.
"We follow Pareti (2015)’s convention of marking the

quotation span in cursive, the source in bold, and underlin-
ing the cue.
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We describe the process of collecting and anno-
tating a gold standard corpus in Sec. 3. Further,
in Sec. 4, we describe two different automatic ap-
proaches: a rule-based one, amounting to match-
ing certain grammatical structures in dependency-
parsed text, as well as a machine learning one,
which utilizes the state-of-the-art neural language
model BERT. The corpus and the code for both
methods are publicly available.? 3

Our initial intuition was that dependency pars-
ing provides enough information to recognize
quotes with simple pattern matching. Another rea-
son to implement this approach was that it did not
need training data, which was at first unavailable
for us. However, the final comparison revealed
that the BERT-based model outperformed the rule-
based even with little training data. The results of
this experiment are described in Sec. 5.

2 Related Work

To our knowledge, the most similar work to ours
has been done by Silvia Pareti and colleagues
(Pareti et al., 2013; Pareti, 2015, 2016), who anno-
tated a corpus of attribution relations for English
and experimented with machine learning models
for recognizing such relations. For the latter they
applied classification algorithms — CRF, k-NN, lo-
gistic regression — working on data enriched with
linguistic features, which was state-of-the art in
NLP at the time. However, Scheible et al. (2016)
have criticized the choice of CRFs for quote detec-
tion because of the Markov assumption they make.
More recently, Papay and Pad6 (2019) presented a
neural LSTM-based model for recognizing quota-
tions, but without attribution. Brunner et al. (2020)
compare different embedding-based models (in-
cluding BERT) on the task of recognizing types of
speech, which includes direct and indirect quotes.

As to Nordic languages, a rule-based approach
for Norwegian has been presented by Salway et al.
(2017). It utilizes a dependency parser and a
list of speech verbs. From among other lan-
guages, Quintdo (2014) used a machine learn-
ing method on Portuguese news corpora, while
Pouliquen et al. (2007) used a rule-based approach
for multiple European languages.

https://github.com/hsci-r/
fi-quote-coref-corpus

*https://github.com/hsci-r/
flopo-quote-detection

*nttps://github.com/hsci-r/
flopo-quotes-bert
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Muzny et al. (2017) present a method for quote
attribution. They thus start with quotation spans
already recognized and perform two tasks: 1) at-
tributing a quote to a speaker mention in the text,
2) linking the speaker mentions into entities. They
use a rule-based strategy on top of tools perform-
ing dependency parsing and coreference resolu-
tion. They have also released a corpus of quote
attributions consisting of three novels in English.

Although not dealing exactly with quote detec-
tion, Padé et al. (2019) provide a prominent ex-
ample of computational analysis of political dis-
course using modern NLP methods. They use
various neural models (including BERT) to detect
claims and attribute them to actors, with the goal
of modeling the discourse as a network of relations
between actors and claims. Automatic quote de-
tection could be a useful element of such a larger
system as well.

3 Dataset and Annotation

The annotation process consisted of two paral-
lel tasks: marking quotations and linking to-
gether chains of co-referencing expressions denot-
ing people, institutions and other human-like ac-
tors present in the documents. Both annotation
tasks were conducted using the WebAnno plat-
form (Eckart de Castilho et al., 2016), by which
each annotator was assigned their documents and
by which the annotation itself was done. The an-
notation guidelines were written beforehand and
further developed after a test run.

The quotation detection annotation consisted of
1) marking the span in the text containing the con-
tent of the quote, 2) marking the speech act verb (if
present), 3) marking the source of the quotation (if
present), and 4) noting whether the quote was di-
rect or indirect. The task was relatively straightfor-
ward, as all annotators were students with at least
a minor degree in linguistics.

The project employed 10 annotators. Four of
them were recruited in an earlier phase and an-
notated a test data set of 40 articles. After the
test run, the guidelines were improved based on
both inter-annotator agreement scores and feed-
back from the annotators, in accordance with the
standard linguistic annotation methodology (Art-
stein, 2017). The inter-annotator agreement scores
(Fleiss’ k) were between 0.77-0.8, which we
deemed sufficient to consider the annotations con-
sistent. The workload was balanced so that the 6


https://github.com/hsci-r/fi-quote-coref-corpus
https://github.com/hsci-r/fi-quote-coref-corpus
https://github.com/hsci-r/flopo-quote-detection
https://github.com/hsci-r/flopo-quote-detection
https://github.com/hsci-r/flopo-quotes-bert
https://github.com/hsci-r/flopo-quotes-bert

other annotators who were recruited at the later
stage annotated more articles to compensate for
the test run. The annotators worked independently
on the WebAnno platform.

The articles were sampled from a database con-
taining the metadata for the online media sources
and the sampled lists of articles were then scraped
using a web crawler (Mikeld and Toivanen, 2021)
and automatically pre-processed to CONLL for-
mat containing lemmatization, part-of-speech and
dependency taggings using Turku Neural Parser
(Kanerva et al., 2018). We used four sources for
the articles: YLE (the Finnish national broadcast-
ing company), Helsingin Sanomat (the most popu-
lar daily newspaper), Iltalehti (an evening tabloid)
and STT (the Finnish news agency), covering dif-
ferent kinds of media texts wrt. length and style.
The total number of articles annotated was 1500.
Except for the common part mentioned above, the
remaining 1460 articles were assigned to one an-
notator each at the second stage.

4 Methods
4.1 Rule-based approach

The input to the rule-based quote detection engine
is text with linguistic annotations obtained from
the Turku Neural Parser (Kanerva et al., 2018).
The parser performs the following tasks: tokeniza-
tion, lemmatization, part-of-speech and morpho-
logical tagging, and dependency parsing.

The first stage of quote recognition is recogniz-
ing syntactic structures that typically introduce a
quote (Table 1). Rules 1-2 describe the very com-
mon structures like ‘X says that Y’ and ‘Y, says
X’, respectively. Rules 3-4 describe structures of
the type: ‘according to X, Y’ and ‘in X’s opinion,
Y’. In such structures, the source and cue can be
positioned differently relatively to the proposition:
before, after, or even inside it (see the example
for rule 4). In the latter case, we allow annotat-
ing the cue and source as part of the proposition to
avoid discontinuous propositions. Finally, rule 5 is
characteristic for Finnish: it captures the construc-
tion ‘says + active participle’, e.g. sanoo olevansa

3 A reviewer has plausibly remarked that using the depen-
dency parser available in spaCy could simplify the architec-
ture. We have not evaluated the impact of this change on per-
formance, as at the time of implementing the method Turku
Neural Parser was considered state-of-the-art for Finnish and,
unlike spaCy, the Turku parser was applied in various other
ways in the project context. However, the rules are coded in
the spaCy DependencyMatcher format, so they can easily be
tried on spaCy output as well.
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‘says that he is’, or sanoo tehneensd ‘says that he
did’. This construction does not use the word eftd
‘that’.

In the rules where the cue is a verb (1, 2 and
5), the verb sanoa ‘to say’ can be substituted by
any other speech act verb, e.g. kertoa ‘to tell’,
korostaa ‘to emphasize’, kuitata ‘to sum up’ etc.
We initially prepared a list of speech act verbs
manually, then used a word2vec model to expand
it with automatically generated synonyms, which
were again filtered manually. The final list con-
sisted of 73 verbs.

Once the source-cue-proposition triplets are
recognized, the proposition texts can typically be
extracted by taking the dependency subtree under
the token marked as proposition. However, fur-
ther post-processing is needed for quotes consist-
ing of multiple sentences. For example in Table
1, the example for rule 2 is clearly the last sen-
tence of a multi-sentence quote. In order to expand
the matches to multi-sentence quotes, we use two
rules:

1. If the paragraph containing the match starts
with a hyphen — extend the quote to the begin-
ning of the paragraph. This is because long
direct quotes are typically formatted as sepa-
rate paragraphs.

. If there is a quotation mark between the cue
and the proposition head — extend the quote
backwards to the matching quotation mark.

In both these cases, the quote is classified as
direct, as it is marked with quotation markers.
Matches that do not fulfill the above conditions are
classified as indirect.

Finally, we use an additional rule to detect ‘free-
standing’ direct quotes encompassing entire para-
graphs. These do not necessarily contain a source
attribution (like ‘, says X’) because the source
might be already clear from the context. Thus,
we detect remaining paragraphs that either start
with a hyphen or are enclosed in quotation marks,
as direct quotes. For the attribution we currently
use a naive strategy of attributing them to the
same source as the previous quote in the text (if
present). This works in a lot of cases because the
quotes usually follow a structure in which a whole-
paragraph direct quote is introduced by a preced-
ing sentence containing an indirect quote, like in
the following example:



According to Lindberg, approximately
every third pet is overweight.

— We do have a lot of work on that.

The rules from Table 1 are implemented using
the spaCy library class DependencyMat cher®
which offers a declarative language to express the
rules and good performance. The post-processing
code is implemented in Python.

4.2 BERT model

The machine learning model is realized as two to-
ken classification heads on top of BERT — a neural
language model based on the transformer architec-
ture (Devlin et al., 2019). We use the model pre-
trained on Finnish data by Virtanen et al. (2019).

The first classification head recognizes and clas-
sifies spans of quoted text (propositions). The la-
beling follows the IOB schema and the class label
encodes whether the quote is direct or indirect, as
well as the relative position of the speaker men-
tion to the quoted text. The latter is expressed as
one of the symbols: +, — or = and a number 1-4.
The symbol describes whether the speaker is men-
tioned after (+), before (-) or inside (=) the propo-
sition, while the number signifies, which recog-
nized entity is the speaker. For example, the class
label B-DIRECT+2 denotes the beginning (B-)
of a direct quote, the source of which is the sec-
ond recognized entity after the quote. A special
label 00 signifies that the source of the quote is
not marked.

The second classification head recognizes the
entities, i.e. elements of coreference chains. It has
just one class encoded in the IOB schema and does
not perform the linking of entities into chains.

An example of sequence annotation is shown in
Table 2. It shows the following sentence:

Kansainviilinen rikostuomioistuin aikoo
mddrdtd Sudanin presidentin  Omar
al-Bashirin  pidatettdiviiksi, kertoo
sanomalehti New York Times.

The International Criminal Court is in-
tending to issue an arrest warrant on
Sudan’s president Omar al-Bashar, the
newspaper New York Times reports.

There are three entities in the sentence: ‘The In-
ternational Criminal Court’, ‘Sudan’s president

*https://spacy.io/api/
dependencymatcher
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Omar al-Bashar’ and ‘the newspaper New York
Times’ — their annotations on the token level are
encoded on the ‘entity’ layer. The ‘quote’ layer
encodes an indirect quote, which is attributed to
the first entity following the quote (hence, +1).

5 Evaluation

For the evaluation experiments we use a roughly
80-20 split of the data by taking the data provided
by 2 annotators as evaluation set and the remaining
8 annotators as training set. The dataset sizes are
summarized in Table 3. We compare both methods
on the task of quote recognition (with and without
direct/indirect classification) and attribution.

Quote detection. The results of quote span de-
tection without taking into account the direct-
indirect distinction are shown in Table 4. On the
other hand, the direct-indirect breakdown is shown
in Table 5, where misclassifications (identifying a
direct quote as an indirect one or vice versa) were
counted as both a false positive and a false neg-
ative. We exclude punctuation tokens from the
evaluation as especially the commas and periods
on the boundaries of quotes might have been in-
consistently annotated, and their inclusion in the
quote is irrelevant.

Both settings show a clear advantage of the
BERT model. In case of direct quotes, the rules
for recognizing them are quite rigid. Furthermore,
they can suffer from paragraph segmentation er-
rors and misplaced or incidental quotation marks
(e.g. ‘scare quotes’). This explains the lower re-
call of the rule-based method.

Indirect quotes have proven more challenging to
the rule-based method as well. This can be to a va-
riety of reasons: missing speech act verbs, incor-
rectly identifying quote spans based on syntactic
criteria (also affected by parser, tagger and sen-
tence segmentation errors), or uncommon struc-
tures not covered by the rules. Moreover, rule 3
(‘according to’) has a tendency to produce false
positives, e.g. something being described ‘accord-
ing to the plan’.

In general, the BERT model has shown to be
more flexible wrt. the often unpredictable nature
of text data, and does not suffer from the error
propagation through the NLP pipeline.

Attribution. The evaluation of attribution is
problematic because of the fact that our dataset
was not annotated with the BERT model in mind.


https://spacy.io/api/dependencymatcher
https://spacy.io/api/dependencymatcher

madrata I-INDIRECT+1
Sudanin I-INDIRECT+1
presidentin I-INDIRECT+1

Omar I-INDIRECT+1
al-Bashirin I-INDIRECT+1
pidétettdviksi I-INDIRECT+1
kertoo
sanomalehti
New

York

Times

oNecNoNoRoNoNe)

No. | schema example
1 : Malinen sanoo, ettd hdn ei tule esittdmdidn liiton hallituk-
selle yhdenkddn sopimuksen hyviksymistd.
source cue prop Malinen says that he will not propose accepting even a
VERB single motion of agreement to the union’s board.
2 _ i Siksi mekin ldhdimme ndihin neuvotteluihin mukaan,
subj Mikynen sanoo.
source cue prop This is why we also joined these negotiations, Makynen
VERB says.
3 Sipildn mukaan lakiehdotuksia ollaan tuomassa eduskun-
(obl} -
taan helmikuussa.
[ \ According to Sipila, bill proposals will be brought to the
source cue prop | parliament in February.
LEMMA: ‘mukaan’
4 Suomen vaikeista ongelmista talous on presidentin
mielestd helpompi.
source cue prop From Finland’s most difficult problems, the economy is in
LEMMA: ‘mieli’ the president’s opinion easy.
CASE: Ela
5 _ Orpo sanoo olevansa valmis poikkeuksellisiin keinoihin ja
jopa lainmuutoksiin |[. .. ].
source cue prop Orpo says that he is ready for exceptional measures and
VERB even legistative changes [. .. ].
Table 1: The manually constructed rules for detecting quote-like syntactic structures.
training evaluation
word quote entity articles 1,172 287
Kansainvilinen B-INDIRECT+1 sentences 22,949 5,097
rikostuomioistuin | I-INDIRECT+1 tokens 252,006 59,076
aikoo I-INDIRECT+1 quotes 3,854 984

Table 3: The sizes of datasets used in experiments.

method Pr Re F1
rule-based | .85 .78 .82
BERT 92 90 .91

Table 4: Results of quotation span detection with-
out classification.

indirect direct
method Pr Re F1| Pr Re F1
rule-based | .75 .66 .70 | 93 .86 .89

Table 2: An example of sequence annotation for

the BERT model.

BERT 84 84 841 .96 94 95

Table 5: Results of quotation span detection and
direct/indirect classification.
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Thus, we present it as our best attempt given the
current possibilities, but recognize the need for
further work in this regard.

The annotated data assigns each quote to a sin-
gle token representing the mention of the quote’s
source in the text. If the source is represented by
a longer phrase, the syntactic head (wrt. depen-
dency parsing) of this phrase should be selected
according to the annotation guidelines. On the
other hand, mentions of quote sources are typ-
ically entities annotated as parts of coreference
chains, and thus the entire span is marked for the
purpose of coreference annotation. Thus, by com-
bining the quote and coreference annotations, we
are able to obtain a span-to-span attribution rela-
tion for most cases. The exception are cases in
which the quoted entity is mentioned only once in
the article, and thus not annotated as a coreference
chain.

Although the BERT model outputs sources as
entity spans, the rule-based model points to a sin-
gle token — the syntactic head, similarly to the
gold standard annotation. In order to make the
results comparable, we reduced the output of the
BERT model to the first token of the span, and
then evaluated a source annotation as correct if it
either points to exactly the same token as the gold
standard, or if it points to a token within the same
coreference span. Thus, the model’s ability to cor-
rectly identify the entire span is currently not eval-
uated, as it is not implemented in the rule-based
method.

Table 6 presents results of the attribution eval-
uation in terms of the number of gold-standard
quote tokens with correctly and incorrectly recog-
nized source, as well as unrecognized source. The
latter case occurs if either the token is not recog-
nized as a quote at all, or it is recognized but with-
out identifying the source. We report the accuracy
as the ratio of correctly identified to all tokens.

The results indicate a small advantage of the
rule-based model. In both cases, the main source
of errors are the unrecognized annotations, rather
than the incorrect ones. For the rule-based model
this is typically due to quotes not being recog-
nized at all (see low recall in Table 4), while for
the BERT model there is a large amount of cor-
rectly identified quotes, for which the source could
not be found. Of the 1990 recognized quotes, 646
(32%) are reported without source, compared to
13% (218/1633) for the rule-based model. The
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method cor inc wunrec | accuracy
rule-based | 7889 774 4996 .58
BERT 7554 767 5338 .55

Table 6: Results of attribution.

BERT model’s ability to identify the source de-
pends on the entity detection, for which the train-
ing data is incomplete (derived from coreference
annotations only). Further, the model processes
the text paragraph by paragraph and thus does not
find a source mention that is outside of the para-
graph containing the quote. These problems offer
room for improvement in further work, and thus it
can be expected that the BERT model will eventu-
ally outperform the rule-based one also in attribu-
tion.

6 Discussion and Further Work

Although we regard the work presented in the pre-
vious sections as a complete solution to a well-
delimited problem, we see some potential for both
incremental improvements, as well as work on fur-
ther related tasks, that will be addressed in the fu-
ture.

Entity annotation and detection. While de-
signing our annotation project, we did not antici-
pate that a machine learning quote detection model
will need to also detect entities that the quotes can
be attributed to. We intended the coreference an-
notation to be used only in the further step (entity
resolution). In result, entities that are mentioned
only once were not annotated. The corpus could
be improved by ensuring that at least tokens as-
signed as source to a quote are also annotated as
an entity. This is expected to improve the BERT
model’s performance on entity detection, and thus
quote attribution.

Entity resolution. While some works treat the
problem of quote attribution to speaker mention in
the text and entity resolution jointly (e.g. Muzny
et al., 2017), in our opinion entity resolution is a
complex task that is best treated separately. In ad-
dition to coreference resolution within one docu-
ment, also matching the entities across documents
could be considered there.

Coreference resolution can be done with BERT
with state-of-the-art accuracy (Joshi et al., 2019).
However, the setup is complicated as coreferences
are typically long-range relations, so a sliding win-



dow approach needs to be used to mitigate BERT’s
limitation in text size. Furthermore, modeling re-
lations with a neural model is not straightforward.

A related problem is that nested entities are pos-
sible and might be relevant, e.g.:

[[[Viron] metallityovéen liiton] puheen-
johtaja Endel Soon]

[[[Estonia]’s metal workers’ union]’s
chairman Endel Soon]

In such case, coreferences and other quotes might
also refer to the inner entities ‘Estonia’ or ‘Esto-
nia’s metal workers’ union’. For the present work,
we disregarded nested entities as locally the outer-
most entity is typically the source of the quote it
stands next to.

7 Conclusion

We have presented two methods for recognition of
quotes in Finnish news media, along with an an-
notated corpus for training and evaluation. To our
knowledge, our solution is the first one proposed
for Finnish. We hope that the progress achieved
on this task will facilitate more detailed large-scale
quantitative analysis of voices in the Finnish news
media.
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Abstract

Dyslexia screening in adults is an open
challenge since difficulties may not align
with standardised tests designed for chil-
dren. We collect eye-tracking data from
natural reading of Danish texts from read-
ers with dyslexia while closely following
the experimental design of a corpus of
readers without dyslexia. To our knowl-
edge, this is the first attempt to classify
dyslexia from eye movements during read-
ing in Danish. We experiment with var-
ious machine-learning methods, and our
best model yields a 0.85 macro F1 score.

1 Introduction

Dyslexia is a learning disorder of neurological ori-
gin that reportedly affects about 10-20% of the
world population (Rello and Ballesteros, 2015;
Kaisar, 2020). It involves difficulties with reading,
spelling, and decoding words, and is not related to
intelligence (Perera et al., 2018; Rauschenberger
et al., 2017). Detecting dyslexia as early as pos-
sible is vital, as the disorder can lead to many
negative consequences that can be mitigated with
proper assistance. These include low self-esteem
and high rates of depression and anxiety (Per-
era et al., 2018; Schulte-Korne, 2010). There
are qualitative studies suggesting that living with
an undiagnosed learning disorder leads to frus-
trations (Kong, 2012), feelings of being misun-
derstood (Denhart, 2008), and of failure, (Tanner,
2009). Being diagnosed with a learning disorder
as an adult has been reported to lead to a sense
of relief (Arceneaux, 2006), validation (Denhart,
2008; Kelm, 2016) and liberation (Tanner, 2009;
Kong, 2012). Dyslexia can be difficult to diagnose
due to its indications and impairments occurring
in varying degrees (Eckert, 2004), and is there-
fore often recognised as a hidden disability (Rello
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and Ballesteros, 2015). Popular methods of de-
tecting dyslexia usually include standardised lex-
ical assessment tests that involve behavioural as-
pects, such as reading and spelling tasks (Perera
et al., 2018). Singleton et al. (2009) explain that
computerised screening methods have been well-
established for children in the UK, but develop-
ing such tests for adult readers with dyslexia is
exceptionally challenging as adults with dyslexia
may not show obvious literacy difficulties that
align with what standardised tests distinguish as
dyslexic tendencies. For one thing, dyslexia is ex-
perienced differently from person to person. Still,
also, most adults with dyslexia have developed
strategies that help them disguise weaknesses and
may thus remain unnoticed and result in false-
negative tests (Singleton et al., 2009).

Less frequently used methods are eye track-
ing during reading or neuroimaging techniques
such as (functional) magnetic resonance imaging,
electroencephalogram, brain positron emission to-
mography, and magnetoencephalography methods
(Kaisar, 2020; Perera et al., 2018). These mod-
els are yet under experimental development and
are currently not used for screening dyslexia (Per-
era et al., 2018). A small body of studies inves-
tigates dyslexia detection using eye tracking with
the help of machine-learning techniques outlined
in §2.4. Compared to neuroimaging techniques,
eye tracking is more affordable and faster to record
and its link to online text processing is well estab-
lished (Rayner, 1998). Using eye-tracking records
for dyslexia detection does not necessarily require
readers to respond or perform a test but merely ob-
jectively observes the reader during natural read-
ing (Benfatto et al., 2016). Although eye-tracking
experiments are often limited to a relatively small
number of participants compared to computerized
tools, the method typically produces many data
points from each participant.

The purpose of the current paper is twofold:

Proceedings of the 24th Nordic Conference on Computational Linguistics (NoDaLiDa), pages 60-70
May 22-24, 2023 (©)2023 Association for Computational Linguistics



1) We provide a dataset from participants with
dyslexia reading Danish natural texts. This dataset
uses the same experimental design as the CopCo
corpus by Hollenstein et al. (2022), which al-
lows us to compare the eye movement patterns
from readers with dyslexia to those without from
CopCo. 2) We train the first machine learn-
ing (ML) classifiers for dyslexia prediction from
eye movements in Danish. The data is available
as raw gaze recording, fixation-level information,
and word-level eye tracking features.! The code
for all our experiments is also available online.?

2 Related Work

2.1 Dyslexia Screening in Denmark

In 2015, The Ministry of Children and Educa-
tion in Denmark launched a national electronic
dyslexia test, Ordblindetesten ‘the Dyslexia Test’.
The test is a screening method for children,
youths, and adults speculated to have dyslexia. It
is accessible through educational institutions and
is performed under the observation of a supervi-
sor (Centre for Reading Research et al., 2020).
It consists of three multiple-choice subtests, per-
formed electronically, that focus on phonological
decoding abilities. The result is ‘not dyslexic,’
‘uncertain phonological decoding,” or ‘dyslexic.’
The official instruction strictly denies the uncer-
tain group to be dyslexic® and therefore not en-
titled to dyslexia support. But they may ben-
efit from other support and are subject to fur-
ther assessment, e.g., text comprehension, reading
speed, spelling, and vocabulary tests appropriate
for the examinee’s age and educational require-
ments (Centre for Reading Research et al., 2020).
To this end, Helleruptesten “The Hellerup Test” is
used by educational institutions for adults.*

2.2 Danish as a Target Language

Similar studies on dyslexia detection with ML
classification include experiments with Chinese
(Haller et al., 2022), Swedish (Benfatto et al.,
2016), Spanish (Rello and Ballesteros, 2015),
Greek (Asvestopoulou et al., 2019), Arabic (Al-
Edaily et al., 2013) and Finnish (Raatikainen et al.,

'nttps://osf.io/ud8s5/

https://github.com/norahollenstein/
copco-processing

3https://www.spsu.dk/for-stoettegivere/elever-og-
studerende-med-usikker-fonologisk-kodning

*from Vestegnen VUC, an educational institution that pro-
vides education for students with dyslexia
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2021) as their target languages. However, the di-
agnostic characteristics of dyslexia may differ de-
pending on the transparency of the language. In
early research, De Luca et al. (1999) reported that
the regular spelling-sound correspondences in lan-
guages of transparent orthographies, e.g., German
and Italian, dim phonological deficits. Phonologi-
cal deficits of individuals with dyslexia are clearer
in languages with irregular, non-transparent or-
thographies (Smyrnakis et al., 2017).

Danish is a language with a highly non-
transparent orthography. It has been shown that
overall adult reading comprehension skills are
poorer in Danish than in other Nordic languages
(Juul and Sigurdsson, 2005). The lack of spelling-
sound correspondence in Danish indicates that the
Danish language holds excellent value for inves-
tigating dyslexia detection based on two main
reasons: Firstly, the combination of the non-
transparent orthography of the Danish language
and eye movement patterns could potentially re-
veal more apparent indications of dyslexia through
the selected features that have proven to be rel-
evant for dyslexia detection in other languages,
which can be favourable in further research on,
e.g., the development of assistive tools and tech-
nologies. Enabling a direct comparison between
eye-tracking data from adults with dyslexia and
adults without dyslexia with Danish as the tar-
get language will provide beneficial insights into
reading dyslexic patterns, which can be favourable
in further research, e.g., the development of as-
sistive tools and technologies. Secondly, the fact
that reading comprehension skills are proven to be
poorer in Danish than in other Nordic languages
highlights the necessity of proper assistance and
recognition for individuals with dyslexia in Den-
mark.

2.3 Dyslexia and Eye Movements

Tracking eye movements during natural reading
reveals information on fixations (relatively still
gaze on a single location) and saccades (rapid
movements between fixations). Studies (Rayner,
1998; Henderson, 2013) have substantiated that
information on eye movements during reading
contains characterizations of visual and cogni-
tive processes that directly impact eye movements.
These are also strongly related to identifying infor-
mation about, e.g., attention during reading, which
is highly correlated with saccades (Rayner, 1998).
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Figure 1: Fixations recorded from a reader without dyslexia (above) and a reader with dyslexia (below)
when reading the same sentence. Numbers indicate duration in ms.

As Henderson (2013) phrases it, “eye movements
serve as a window into the operation of the atten-
tional system.”

Previous studies have repeatedly shown that
readers with dyslexia show more fixations and re-
gressions, longer fixation durations, and shorter
and more numerous saccades than readers with-
out dyslexia (Pirozzolo and Rayner, 1979; Rayner,
1986; Biscaldi et al., 1998). This was already dis-
covered by Rubino and Minden (1973) and later
work discussed whether this was the cause or ef-
fect of dyslexia with evidence on both sides, e.g.,
Pirozzolo and Rayner (1979); Pavlidis (1981);
Eden et al. (1994); Biscaldi et al. (1998). Most
recent studies acknowledge that the movements
reflect a dyslexic reader’s difficulties with pro-
cessing language. (Fischer and Weber, 1990;
Hyoni and Olson, 1995; Henderson, 2013; Rello
and Ballesteros, 2015; Benfatto et al., 2016;
Raatikainen et al., 2021), and Rayner (1998) who
echo an earlier study (Rayner, 1986) state that eye
movements are not the cause of slow reading but
rather reflect the more time-consuming cognitive
processes. These insights from psycholinguistics
motivate the feature selection for this work.

2.4 ML-based Dyslexia Detection from Gaze

Recent evidence shows that ML-based methods
can be used for dyslexia detection in children,
e.g., Christoforou et al. (2021); Nerusil et al.
(2021). This section is, however, limited to ML-
based methods for dyslexia detection in adults.
Prior studies that facilitate the investigation of
dyslexia detection with the help of machine learn-
ing classification on eye-tracking data have con-
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cluded that support vector machines (SVM’s)
is of great advantage (Rello and Ballesteros,
2015; Benfatto et al., 2016; Prabha and Bhargavi,
2020; Asvestopoulou et al., 2019; Raatikainen
et al., 2021). Rello and Ballesteros (2015) used
an SVM for dyslexia detection based on eye-
tracking recordings from readers with and without
dyslexia, which resulted in an accuracy of 80.18%.
Benfatto et al. (2016); Prabha and Bhargavi (2020)
achieved accuracy scores of 95.6% and 95% re-
spectively on the same dataset using SVM varia-
tions.

With Greek as their target language, Smyrnakis
et al. (2017) propose a method with two parame-
ters for dyslexia detection: word-specific and non-
word-specific. Non-word-specific features con-
sisted of fixation duration, saccade lengths, short
refixations, and the total number of fixations. On
the other hand, the word-specific features con-
tained gaze duration on each word and the num-
ber of revisits on each word. Based on the same
dataset as Smyrnakis et al., Asvestopoulou et al.
(2019) developed a tool called DysLexML. The
classifier with the highest accuracy on noise-free
data is linear SVM, used on features selected by
LASSO regression at A1SE, which gave an ac-
curacy of 87.87%, and up to 97%+ when using
leave-one-out cross-validation. In recent years,
Raatikainen et al. (2021) used a hybrid method
consisting of an SVM classifier with random for-
est feature selection for dyslexia detection with
data recorded from eye movement. The best-
performing SVM model of their study scored an
accuracy of 89.7%.



SUBJ SCORE n TEXTS WPM AGE GENDER DIAGNOSED
READERS WITH DYSLEXIA
P23 1.00 2 200.0 33 F 16
P24 0.80 2 203.7 64 F 9
P25 0.82 4 142.0 20 F 16
P26 0.57 2 86.7 32 M 12
P27 0.71 4 137.4 53 M 48
P28 0.93 4 173.3 25 F 15
P29 0.73 3 143.3 25 F 21
P30 0.93 4 179.0 61 M 50
P31 0.75 2 61.9 20 M 15
P33 0.86 2 59.3 30 F 8
P34 0.62 2 107.4 56 F 9
P35 0.71 4 285.1 24 F 19
P36 0.40 2 58.5 23 F 11
P37 0.58 4 270.7 25 F 23
P38 0.75 2 115.5 30 M 29
P39 1.00 1 160.2 32 F 17
P40 0.92 4 173.3 29 M 7
P41 0.88 4 154.9 51 F 50
AVG 0.78 (0.16) 29 (1.1) 150.7 (65.0) 35.1(14.7) 67.7%F 20.8 (14.3)
READERS WITHOUT DYSLEXIA
AVG 0.81(0.11) 4.4(1.5) 276.8(54.6) 30.7(10.8) 78% F -

Table 1: Overview of readers with dyslexia included in the study. Average and standard deviations are
in brackets. SCORE is the accuracy of the answers to the comprehension questions; DIAGNOSED refers
to the age at which the participants were diagnosed with dyslexia. Aggregated data from the 18 readers
without dyslexia from Hollenstein et al. (2022) for comparison.

3 Data Collection

Data acquisition follows Hollenstein et al. (2022),
but the most important points are repeated here.
The only procedural difference is the additional
two reading tests administered to participants with
dyslexia as described in §3.3.

3.1 Participant Selection

The participant selection for this study of natu-
ral reading is purposefully broad and follows the
requirements for Hollenstein et al. (2022) from
which we sample the typical readers. Prior to
this, we excluded four participants from the non-
dyslexic group from the analysis due to poor cali-
bration or reported attention deficit disorder. The
only difference to our participant sampling is that
all dyslexic readers are officially diagnosed with
dyslexia. There is no age limit and no required
educational background but all participants are
adults, and native speakers of Danish. All have
normal vision or corrected-to-normal (glasses or
contact lenses), but no readers included in the
analysis had a known attention deficit disorder.
All participants signed an informed consent and
all digital data is pseudonymised. Due to the ab-
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sence of an official dyslexia diagnosis, we discard
the data from one subject for further analysis but
include 18 readers in the dyslexic group. Partici-
pant statistics for all included dyslexic participants
are presented in Table 1 with a summary of the 18
non-dyslexic participants for comparison.

3.2 Reading Materials

We used the same set of reading materials as
Hollenstein et al. (2022) presented in the same
way. They are 46 transcribed and proofread Dan-
ish speeches, accessed from the Danske Taler
archive (https://dansketaler.dk). Table 2 shows an
overview. The readability of each speech was
calculated from a LIX score, which is based on
the length of the words and sentences in a text
(Bjornsson, 1968). Each reader read a subset of
the full dataset reported in n TEXTS in Table 1.

Reading Comprehension Questions To pre-
vent mindless reading, comprehension questions
were added to occur after approximately 20% of
the paragraphs that contain more than 100 charac-
ters following Hollenstein et al. (2022). The aver-
age accuracy of the comprehension questions per
participant can be seen in Table 1 in the SCORE



MIN MAX MEAN STD \ ToTAL
SENTS PER DOC 37 134 92.4 29.4 1,849
TOKENS PER DOC 978 2,846 1,744.8 5331 34,897
WORD TYPES PER DOC 391 1,056 603.6 159.4 7,361
LIX PER DOC 26.4 50.1 37.2 7.2 -
FREQUENCY PER DOC 0.68 0.79 0.74 0.03 -
SENT LEN IN TOKENS 1 119 10.8 15.9 -
TOKEN LEN IN CHARS 1 33 45 3.0 -

Table 2: Statistics on the 46 documents that
comprise the reading material. TOTAL is the
dataset total. LIX is the readability score. For
typical readers, a text with a LIX score between
25 and 34 is considered easy, whereas a text
scoring more than 55 is considered difficult and
corresponds to an academic text. The frequency
is measured by the proportion of words included
in the 10,000 most common Danish words from
https://korpus.dsl.dk/resources/
details/freg-lemmas.html

column.

3.3 Lexical Assessment

All participants with dyslexia performed two lex-
ical assessment tests, which are used as a control
test for the current study. Both tests are developed
by the Centre of Reading Research, University of
Copenhagen. The purpose of the tests is to have
a comparable benchmark for a lexical assessment
unrelated to the eye movements of the participants
with dyslexia.

Nergéard-Nilssen and Eklund (2018) found in
their psychometric evaluation that a pseudohomo-
phone test is of high reliability and that such a
test incorporates evaluations that provide accurate
discrimination of readers with dyslexia. Due to
this finding, as well as the fact that the pseudoho-
mophone task is used in the Danish dyslexia test,
a pseudohomophone test was selected as one of
the lexical assessment tests for the current study.
For the sake of reliability and providing insightful
findings on reading skills, a reading comprehen-
sion test was also used as a complementary lexical
assessment test.

Reading Comprehension Test The original
purpose of the reading comprehension test’ is to
provide easy access for adults to receive an infor-
mal evaluation of their reading skills, and to stress
that more adults are seeking help with developing
their reading skills (Jensen et al., 2014). It takes
ten minutes to complete, making it relatively

>Accessed from https://selvtest.nu/
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short, yet insightful. The tasks in the test consist
of three variants of cloze tests, which are tests
where the participants must select a missing word
in a sentence, e.g., It had been raining
for some [days,

countries] (our translation).

moments,

As the reading task is an online self-assessment
test that requires no log-in or external assistance,
requirements, or access, the participants without
dyslexia in the experiment were contacted after
their participation in the eye-tracking experiment
to voluntarily take the test at home to serve as a
control group. Ten participants without dyslexia
submitted their scores as a contribution to this ex-
periment.

The aggregated results for both reader groups
are presented in Table 3. We observe that read-
ers with dyslexia generally have a lower score and
a larger variance. A two-tailed t-test showed that
this difference is significant (p < 0.001).

GROUP n  MEAN MIN MAX
DYSLEXIC 18 3.5 0.7 5.2
NOT DYSLEXIC 10 5.7 4.4 7.1

Table 3: Reading task scores for participants of
both reading groups. A score between 0-3.4 indi-
cates that the reader may find many texts difficult
and time-consuming to read, and a score between
3.5-3.9 indicates that the reader may find some
texts difficult and/or time-consuming to read. A
score over 4 indicates good reading skills.

Pseudohomophone Test The second linguistic
assessment we conducted with the participants
with dyslexia was a pseudohomophone ¢ and was
developed as a part of a diagnostic reading test
for adults. The test encompasses 38 tasks where
each task consists of four non-words, of which
one of the words sounds like a real Danish word
when pronounced. The difficulty of the 38 tasks
increases gradually. The participants get five
minutes to complete as many tasks as possible.
Knowledge of the words of the test is required to
perform it, but as the words are frequent, everyday
words in Danish, it is assumed that native, adult
readers are familiar with the words. Translated
examples of the words are: cheese, eat, steps, fac-
tory, and help.

®Accessed  from

test/

https://laes.hum.ku.dk/



GROUP n Acc
NO READING DIFFICULTIES 72 66%
IN PROGRAMS FOR DYSLEXIC STUDENTS 46 23%
IN LITERACY READING PROGRAMS 167 31%
CoprPCO READERS WITH DYSLEXIA 18 33%

Table 4: Pseudohomophone test accuracies. The
three top rows are standards from the official doc-
umentation of the test material for comparison.

The result is presented in Table 4 compared
to standard scores from the documentation of the
test’. We observe that the scores from the read-
ers with dyslexia in the current study are on par
with the standard scores of adults in literacy read-
ing programs and higher than the standards for
adults in programs for dyslexic readers. However,
all quartile scores for our group of readers with
dyslexia are about half compared to the standards
for adults without reading difficulties.

3.4 Experiment Procedure

Eye movement data were collected with an in-
frared video-based EyeLink 1000 Plus eye tracker
(SR Research) and follow Hollenstein et al.
(2022). The experiment was designed with the
SR Experiment Builder software. Data is recorded
with a sampling rate of 1000Hz. Participants were
seated at a distance of approximately 85 cm from
a 27-inch monitor (display dimensions 590 x 335
mm, resolution 1920 x 1080 pixels). We recorded
monocular eye-tracking data of the right eye. In
a few cases of calibration difficulties, the left eye
was tracked.

A 9-point calibration was performed at the be-
ginning of the experiment. The calibration was
validated after each block. Re-calibration was
conducted if the quality was not good (worst point
error < 1.5°, average error < 1.0°).Drift cor-
rection was performed after each trial, i.e. each
screen of text. Minimum calibration quality mea-
sure of the recording (“good” calibration score, or
“fair” in exceptionally difficult cases).

Experiment Protocol Participants read
speeches in blocks of two speeches. The ex-
periment was self-paced meaning there were no
time restrictions. Thus, the participants read in
their own pace for comprehension which is what
we dub ‘natural reading’. Between blocks, the

7https ://laes.hum.ku.dk/test/find_det_
der_lyder_som_et_ord/standarder/

65

participants could take a break. Each participant
completed as many blocks as they were comfort-
able within one session. The order of the blocks
and the order of the speeches within a block were
randomized. Instructions were presented orally
and on the computer screen before the experiment
started. All participants first completed a practice
round of reading a short speech with one compre-
hension question. The experiment duration was
between 60 and 90 minutes.

Stimulus Presentation The text passages pre-
sented on each screen resembled the author’s
original division of the story into paragraphs as
much as possible. Comprehension questions were
presented on separate screens. The text was
in a black, monospaced font (type: Consolas;
size: 16pt) on a light-gray background (RGB:
248,248,248). The texts spanned max. 10 lines
with triple line spacing. We used a 140 pixels mar-
gin at the top and bottom, and 200 pixels side mar-
gin for a screen resolution of 1920x1080.

4 Data Processing

4.1 Event Detection

This procedure also follows Hollenstein et al.
(2022) closely. During data acquisition, the eye
movement events are generated in real-time by
the EyeLink eye tracker software during record-
ing with a velocity- and acceleration-based sac-
cade detection method. The algorithm defines a
fixation event as any period that is not a saccade
or a blink. Hence, the raw data consist of (x,y)
gaze location coordinates for individual fixations.

We use the DataViewer software by SR Re-
search to extract fixation events for all areas of in-
terest. Areas of interest are automatically defined
as rectangular boxes surrounding each text charac-
ter on the screen, as shown in Figure 1. For later
analysis, only fixations within the boundaries of
each displayed character are extracted. Therefore,
data points distinctly not associated with reading
are excluded. We also set a minimum duration
threshold of 100ms.

4.2 Feature Extraction

In the second step, we use custom Python code
to map and aggregate character-level features to
word-level features. These features cover the read-
ing process from early lexical access to later syn-
tactic integration. The selection of features is
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Figure 2: Correlation matrices showing correlations between all features recorded from readers with
dyslexia (DR; left) and readers without dyslexia (NDR; right).

inspired by similar corpora in other languages
(Siegelman et al., 2022; Hollenstein et al., 2018;
Cop et al., 2017) as well as features known to
show strong effects in eye movements from read-
ers with dyslexia (Biscaldi et al., 1998; Pirozzolo
and Rayner, 1979; Rayner, 1986). We extract the
following eye-tracking features:

nFIX: The total number of fixations on the
current word.

FFD: Duration of the first fixation of the cur-
rent word.

MFD: Mean duration of all fixations on the
current word.

TFD: Total fixation duration on the current
word.

FPD: first pass duration, The summed dura-
tion of all fixations on the current word prior
to progressing out of the current word (left or
right).

GPT: go-past time, the sum duration of all
fixations prior to progressing to the right of
the current word, including regressions to
previous words that originated from the cur-
rent word.

MSD: mean saccade duration, Mean duration
of all saccades originating from the current
word.
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* PSV: peak saccade velocity, Maximum gaze
velocity (in visual degrees per second) of all
saccades originating from the current word.

The feature correlations for readers with and
without dyslexia are shown in Figure 2. They il-
lustrate that the correlation of the features is gener-
ally higher for readers without dyslexia compared
to those with dyslexia. This may indicate that
the data varies more among readers with dyslexia,
suggesting that the reading pattern of the partic-
ipants with dyslexia includes greater variability.
The highest correlated features are those related
to fixations, with the highest correlated pairs be-
ing first fixation duration and mean fixation du-
ration, as well as total fixation duration and the
number of fixation duration. A t-test analysis was
performed to compare the features recorded from
readers with and without dyslexia, revealing that
all eight features show a significant difference be-
tween groups (p <0.0001).

5 Dyslexia Classification

We experiment with three types of classifiers us-
ing features on two different levels of aggregation;
sentence-level and trial-level. A trial corresponds
to the text presented on a single screen, roughly
corresponding to paragraphs from the original text
materials. For both levels of aggregation, the eye-
tracking features of each word in a sentence or
trial, respectively, are averaged to get a single vec-
tor of eight features for each sample. Further,
we experiment with adding standard deviations
(+STD) and max values (+MAX). Therefore, we



n SAMPLES
EXPERIMENT TYPE NON-DYSLEXIC DYSLEXIC
TRIAL-LEVEL 5,147 4,144
SENTENCE-LEVEL 21,859 17,477

Table 5: Dataset size.

train classifiers, where each sample corresponds
either to the eye-tracking information from a sen-
tence or from a full trial. Dataset sizes are pre-
sented in Table 5. The data is split into 90% train-
ing data and 10% test data. We use an additional
10% of the training data as a validation split for
the Long Short-Term Memory (LSTM). For all
experiments, we randomly undersampled the non-
dyslexic datasets for training, but not testing. We
perform 5 runs taking different random samples
from the data of readers without dyslexia and re-
port the average performance.

SVM and Random Forest Classifiers The eye-
tracking features are normalised with a min-max
scaler that gives each instance a number between
0 and 1.We use a grid search to tune the hyper-
parameters of both SVM (the best regularization
parameter C' = 100) and random forest (the best
maximum depth=9, and the optimal number of es-
timators=200) in a 5-fold cross-validation setup on
the full train set. The classifiers are implemented
with the scikit-learn library for Python. The SVM
uses a linear kernel. In addition to taking the mean
feature values per word or trial (i.e., aggregating
the eye-tracking features of all individual words),
we also experiment with adding the standard devi-
ations and maximum values of each feature.

LSTM Classifiers with Sequential Word Fea-
tures We train a recurrent neural network op-
timized for sequential data, namely an LSTM.
As LSTMs perform well with sequences and data
consisting of large vocabularies and are effective
in memorizing important information, it can be
beneficial to dyslexia detection to predict the prob-
ability of class for a sentence, given the observed
words. Therefore, the inputs for the LSTM net-
work are the same eye-tracking features, but rather
than aggregating on the full trial or sentence, each
word is assigned a feature vector. The sequences
were then padded to the maximum sentence or
trial length, respectively. We use two LSTM lay-
ers, with 32 and 16 dimensions, respectively, and
a dropout rate of 0.3 after the first layer. Fi-
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nally, we use a sigmoid activation function for out-
putting the probabilities of each class. The mod-
els are trained with a batch size of 128, using a
cross-entropy loss and a RMSprop optimizer with
a learning rate of 0.001. We implement early stop-
ping with a patience of 70 epochs on the maximum
validation accuracy and save the best model. The
model was implemented using Keras.

MODEL TRIAL SENTENCE
SVM 0.80 (0.018)  0.71 (0.004)
SVM + STD 0.81 (0.010) 0.71 (0.006)
SVM + s1D + MAX  0.81 (0.014) 0.72 (0.007)
RF 0.83 (0.012)  0.72 (0.001)
RF + STD 0.85 (0.015) 0.72 (0.007)
RF + STD + MAX 0.85 (0.010)  0.73 (0.006)
LSTM 0.82 (0.030) 0.71 (0.037)
Table 6: Average F1 score (standard devia-

tion across five runs in brackets) for SVM,
R(random)F(orest) and LSTM.

5.1 Results

The trial-level and sentence-level results for the
dyslexia classification task are presented in Table
6. We observe that trial-level classifiers achieve
much higher results than sentence-level classifiers,
which is to be expected since the latter includes
reading data from fewer words. However, for the
SVM and random forest, the features are aggre-
gated. Hence there will be an upper limit of text
length suitable for these methods. The random for-
est achieves the best results on both levels and a
wider range of features (namely, including stan-
dard variation and maximum value features) yields
higher scores. The LSTM model does not outper-
form the simpler and faster-to-train random forest
models and shows a higher variance between runs.

5.1.1 Misclassifications

To further analyze these results, we look at the
confusion matrix and misclassified participants
from the best model, namely the random forest
classifier including mean, standard deviation, and
maximum value features. The confusion matrices
in Figure 3 show that more mistakes are made clas-
sifying samples from readers with dyslexia than
from readers without dyslexia. This is more appar-
ent at sentence-level where the number of samples
is substantially larger.

Furthermore, we hypothesize that the classifier
struggles to correctly classify samples from read-



ers with dyslexia that have reading patterns com-
parable to readers without dyslexia. The sam-
ples that are misclassified most frequently belong
mostly to the same group of participants, both at
sentence-level and at trial-level. The most fre-
quently misclassified samples from readers with
dyslexia were P28, P35, P23, P40, and P37 (in
descending order of the number of misclassifi-
cations). We correlate the number of misclassi-
fied samples for all participants with dyslexia with
their demographic and lexical text information and
find a significant correlation between misclassi-
fications and words per minute (p = 0.79,p <
0.001) and between misclassifications and read-
ing comprehension scores (p = 0.71,p < 0.001).
However, the correlation between misclassifica-
tions and pseudohomophone test scores is minimal
and not significant. This shows that samples from
readers with dyslexia with higher reading speed
and better reading comprehension are more likely
to be misclassified since the features are more sim-
ilar to readers without dyslexia.
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Figure 3: Confusion matrices for the best classi-
fier, RF+SDT+MAX, for each experiment level.
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6 Discussion & Conclusion

We presented a dataset of eye-tracking recordings
from natural reading from adults with dyslexia,
which complements the CopCo dataset of readers
without dyslexia (Hollenstein et al., 2022). Ad-
ditionally, to the best of our knowledge, we pre-
sented the first attempt to predict dyslexia from
eye-tracking features using Danish as a target
language. The best-performing classifier of the
current study achieves an F1 score of 0.85, us-
ing a random forest classifier trained with a fea-
ture combination that includes the aggregation of
means, standard deviations, and maximum values
of eight eye-tracking features.

While the recorded eye-tracking features
proved to reflect vital information about the read-
ing mechanisms of the participants, there were a
considerably high number of misclassifications
of fast and skilled readers with dyslexia. This
indicates that a fast reading speed is atypical for
a reader with dyslexia. These results contribute
to findings that the symptoms of dyslexia oc-
cur in varying degrees and thus underline the
importance of developing a reliable assessment
tool for dyslexia that can reduce the number of
misclassifications.

Moreover, due to known comorbidities across
reading disorders (Mayes et al., 2000) that can
be reflected in eye movements (e.g., attention and
autism spectrum disorders), as the dataset contin-
ues to grow, we will include these populations of
readers in the data collection to learn to classify
different subgroups readers correctly.

Precise criteria for dyslexia diagnosis remain
difficult to standardise with the varying degrees
of the symptoms and indicators of the disorder,
which is why the condition deserves more atten-
tion. As eye-tracking recordings provide insight-
ful information about cognitive processes in natu-
ralistic tasks such as reading, they can be a ben-
eficial tool for dyslexia prediction. Eye tracking
can be a stepping stone to achieving more reliable
screening methods for dyslexia.
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Abstract

We train and evaluate four Part-of-Speech
tagging models for Icelandic. Three are
older models that obtained the highest
accuracy for Icelandic when they were
introduced. The fourth model is of a
type that currently reaches state-of-the-art
accuracy. We use the most recent version
of the MIM-GOLD training/testing cor-
pus, its newest tagset, and augmentation
data to obtain results that are comparable
between the various models. We exam-
ine the accuracy improvements with each
model and analyse the errors produced by
our transformer model, which is based on
a previously published ConvBERT model.
For the set of errors that all the models
make, and for which they predict the same
tag, we extract a random subset for manual
inspection. Extrapolating from this subset,
we obtain a lower bound estimate on anno-
tation errors in the corpus as well as on
some unsolvable tagging errors. We argue
that further tagging accuracy gains for Ice-
landic can still be obtained by fixing the
errors in MIM-GOLD and, furthermore,
that it should still be possible to squeeze
out some small gains from our transformer
model.

1 Introduction

Part-of-Speech (POS) tagging is a sequential la-
belling task in which each token, i.e., words, sym-
bols, and punctuation in running text is assigned
a morphosyntactic tag. It is an important step for
many Natural Language Processing applications.
A token is ambiguous when it has more than one
possible tag. The source of ambiguity is polysemy
in the form of homographs from the same word
class, from different word classes, and also within
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the declension paradigms of the same word. The
task, therefore, entails examining the token itself
and its context for clues for predicting the cor-
rect tag. For the last mentioned type of ambigu-
ity, which is prevalent in Icelandic, it is necessary
to find another unambiguous token in the context
that the target token shows agreement with and use
it to determine the correct target tag.

Over the last two decades, steady progress has
been made in POS tagging for Icelandic. Various
taggers have been presented throughout this period
that improved on previous state-of-the-art (SOTA)
methods (Rognvaldsson et al., 2002; Helgadéttir,
2005; Loftsson, 2008; Dredze and Wallenberg,
2008; Loftsson et al., 2009, 2011; Loftsson and
Ostling, 2013; Steingrimsson et al., 2019; Sne-
bjarnarson et al., 2022; Dadason and Loftsson,
2022; Jonsson and Loftsson, 2022).

Work on Icelandic corpora has also progressed.
Existing corpora have undergone error correction
phases (Barkarson et al., 2021), and, in some
cases, been expanded with new data (Barkarson
et al., 2022). A new larger gold standard cor-
pus for POS tagging, MIM-GOLD (Loftsson et al.,
2010), was created to replace the older standard,
the Icelandic Frequency Dictionary (IFD, Pind
et al. 1991), and multiple alterations have been
made to the fine-grained Icelandic tagset (Stein-
grimsson et al., 2018; Barkarson et al., 2021).

All this variability over the years means that
previously reported results for POS taggers are not
easily comparable. Thus, we train and test four
data-driven taggers that have been employed for
Icelandic (see Section 3), using the latest version
of MIM-GOLD and its underlying tagset, as well
as the latest versions of augmentation data (see
Section 2). We obtain SOTA tagging accuracy by
training and fine-tuning a ConvBERT-base model
in a slightly different manner than previously re-
ported by Dadason and Loftsson (2022) (see Sec-
tion 3).
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With the latest tagging method based on the
transformer model finally reaching above 97%
per-token accuracy for Icelandic (Jénsson and
Loftsson, 2022; Sn@bjarnarson et al., 2022; Dada-
son and Loftsson, 2022), the generally be-
lieved limit of inter-annotator agreement (Mann-
ing, 2011), we might ask ourselves if POS tagging
is now a solved problem for Icelandic. Indeed, our
evaluation results show that the tagging accuracy
of our ConvBERT-base model is close to 98% (see
Table 3). A large portion of the remaining errors
can be explained by 1) a lack of context inform-
ation to make the correct prediction, and 2) anno-
tation errors or other faults in the training/testing
corpus itself. Addressing the latter should give
further gains. Furthermore, some small additional
gains could be squeezed out of the transformer
model, by using a larger model and pre-training
it on more data. When this is done, we may be
able to argue that POS tagging is a solved problem
for Icelandic.

The rest of this paper is structured as follows.
In Sections 2 and 3, we describe the data and the
models, respectively, used in our experiments. We
present the evaluation results in Section 4, and de-
tailed error analysis in Section 5. Finally, we con-
clude in Section 6.

2 Data

In this section, we describe the data and the tagset
used in our work.

2.1 Corpus

The MIM-GOLD corpus is a curated subset of the
MIM corpus (Helgadéttir et al., 2012) and was
semi-automatically tagged using a combination of
taggers (Loftsson et al., 2010). Version 21.05 of
the corpus contains 1 million running words from
13 different text types, of which about half origi-
nate from newspapers and books (see Table 1). All
versions of MIM-GOLD include the same 10-fold
splits for use in cross-validation.

MIM-GOLD was created to replace the IFD as
the gold standard for POS tagging of Icelandic
texts. The IFD corpus was sourced from books
published in the eighties and has a clear literary
and standardized language slant. Steingrimsson
et al. (2019) reported a 1.11 percentage point (pp)

"Version 21.05 is available at http://hdl.handle.
net/20.500.12537/114
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Text type % of all
Newspaper Morgunbladio 249
Books 23.5
Blogs 13.4
Newspaper Fréttabladio 9.4
The Icelandic Web of Science 9.1
Websites 6.5
Laws 4.1
School essays 34
Written-to-be-spoken 1.9
Adjudications 1.3
Radio news scripts 1.1
Web media 0.8
E-mails 0.5
Total 100.0

Table 1: Information about the various text types
in MIM-GOLD, adapted from Loftsson et al.
(2010).

lower per-token accuracy for MIM-GOLD com-
pared to the IFD.

2.2 Morphological lexicon

Version 22.09 of the Database of Modern Ice-
landic Inflection (DMII) (Bjarnadéttir, 2012),
which is now a part of the Database of Icelandic
Morphology (Bjarnadoéttir et al., 2019), contains
6.9 million inflectional forms and about 330 thou-
sand declension paradigms.> Though the database
cannot be used directly to train a POS tagger, as
there is no context or distributional information
for the word forms, it has been used to augment
taggers during training and help with tagging un-
known words (words not seen during training)
(Loftsson et al., 2011; Steingrimsson et al., 2019).

2.3 Pre-training corpus

The Icelandic Gigaword Corpus (IGC), which in-
cludes text sources from multiple varied domains,
has been expanded annually since 2018 (Barkar-
son et al., 2022). The motivation for construct-
ing the IGC was, inter alia, to make the devel-
opment of large Icelandic language models pos-
sible (Steingrimsson et al., 2018). The 2021 ver-
sion used in our work contains about 1.8 billion
tokens.’

https://bin.arnastofnun.is/DMII/
LTdata/

3Version 2021 is available at http://hdl.handle.
net/20.500.12537/192



2.4 Tagset

The MIM-GOLD tagset v. 2 is the fourth iteration
of the fine-grained tagset that is exclusively used
for modern Icelandic and has its origin in the IFD.
The tagset consists of 571 possible tags, of which
557 occur in MIM-GOLD.

The tags are morphosyntactic encodings con-
sisting of one to six characters, each denoting
some feature. The first character denotes the /ex-
ical category and is, in some cases, followed by
a sub-category character. For each category, a
fixed number of additional feature characters fol-
low, e.g., gender, number and case for nouns;
degree and declension for adjectives; and voice,
mood and tense for verbs. To illustrate, consider
the word form konan (‘the woman’). The corre-
sponding tag is nveng, denoting noun (), feminine
(v), singular (e), nominative (n) case, and definite
suffixed article (g).

3 Models

In this section, we describe the four data-driven
POS tagging models we trained and evaluated:

» TriTagger (Loftsson et al., 2009) is a reim-
plementation of TnT (Brants, 2000), a sec-
ond order (trigram) Hidden Markov model.
The probabilities of the model are estimated
from a training corpus using maximum like-
lihood estimation. Assignments of POS tags
to tokens is found by optimising the product
of lexical probabilities (p(w;|t;)) and contex-
tual probabilities (p(¢;|ti—1,ti—2)) (Where w;
and t; are the i** word and tag, respectively).

When work on creating a tagger for Icelandic
started at the turn of the century, five existing
data-driven taggers were tested on the IFD
corpus (Helgadoéttir, 2005). TnT obtained the
highest accuracy and has often been included
for comparison in subsequent work.

» IceStagger (Loftsson and Ostling, 2013)
is an averaged perceptron model (Collins,
2002), an early and simple version of a neu-
ral network.* Tt learns binary feature func-
tions from predefined templates. The tem-
plates are hand-crafted and can reference ad-
jacent words, previous tags, and various cus-
tom matching functions applied to them. The

*IceStagger and TriTagger are included in the IceNLP

toolkit (Loftsson and Rognvaldsson, 2007): https://
github.com/hrafnl/icenlp
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templates, intended to capture dependencies
specific to Icelandic, were developed against
the IFD. During training, the algorithm learns
which feature functions are good indicators
of the assigned tag, given the context avail-
able to the templates. It does that by ad-
justing the weight associated with the feature
function. The highest-scoring tag sequence
is approximated using beam search. Both
IceStagger and TriTagger use data from the
DMII to help with guessing the tags for un-
known tokens.

ABLTagger v. 1 (Steingrimsson et al., 2019;
Jonsson and Loftsson, 2022) is based on a
bidirectional long short-term memory (Bi-
LSTM) model.> That model is an exten-
sion of LSTMs (Hochreiter and Schmidhu-
ber, 1997) that can be employed when the
input is the whole sequence. Two LSTMs
are trained on the input, with the second
traversing it in reverse (Graves and Schmid-
huber, 2005). The input for ABLTagger con-
sists of both word and character embeddings.
The model is augmented with n-hot vectors
created from all the potential lexical features
of the word forms from the DMII. ABL-
Tagger was developed against the IFD but
was the first tagger to be applied to MIM-
GOLD.

ConvBERT (Jiang et al., 2020) is an im-
proved version of the BERT model (Vaswani
et al., 2017; Devlin et al., 2019) that is more
efficient and accurate. We used an exist-
ing ConvBERT-base model pre-trained on
the IGC by Dadason and Loftsson (2022)%
and fine-tuned it for tagging on MIM-GOLD.
This is a standard pre-trained transformer
model with two changes: the embeddings
of the first and last subwords are con-
catenated (first+last subword pooling) to
generate the token representations (Schuster
and Nakajima, 2012), and we continued the
pre-training of the ConvBERT-base model
using the training data of each fold from
MIM-GOLD for three epochs before fine-
tuning it for tagging for 10 epochs with the
same data. Each modification gave a 0.07 pp

SABLTagger v. 1 is available at https://hdl.

handle.net/20.500.12537/53
®https://huggingface.co/jonfd/
convbert-base-igc-is



Token acc. | Sent. acc.
TriTagger 91.01% 35.58%
IceStagger 92.72% 42.74%
ABLTagger v1 94.56% 49.11%
ConvBERT-base | 97.79% 73.43%

Table 2: Token and sentence tagging accuracy for
the four models.

improvement in accuracy; i.e. 0.14 pp in to-
tal.”

4 Results

We evaluated the four models by applying 10-fold
cross-validation (CV) using the standard splits
in MIM-GOLD (see Section 2). The results
are shown in Table 2. The transformer model,
ConvBERT-base, obtains 6.78 pp higher accuracy
than the HMM model (TriTagger), which is equiv-
alent to a 75.42% reduction in errors!

The increase in sentence accuracy, which is
often overlooked, is also very impressive. It has
more than doubled and now close to % of the sen-
tences are correct. Sentences come in different
lengths, ranging from a single token up to 1,334
tokens in MIM-GOLD, and increased length can
result in increased complexity. Figure 1 shows
the length distribution of sentences with no errors.
The figure shows both general accuracy gains as
well as an improvement in handling longer sen-
tences.

All (15Mdn, 17.1M)

ConvBERT (13Mdn, 14.8M)

ABLTagger v1 (11Mdn, 12.8M)
s [ceStagger (10Mdn, 11.8M)
BN TriTagger (YMdn, 10.7M)

2000

@
3
3
11

1000

I|I
IIIII
500 Il
i
0
0 10 2

0 30
Sentence length (/<50)

Sentence count

50

Figure 1: Distributions of correctly tagged sen-
tences. The legend shows each set’s median (Mdn)
and mean (M).

’See https://github.com/orvarkl3/postr/
for training and evaluation scripts, as well as fine-tuned
models.
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Figure 2: The accuracy improvements between the
models for the more frequent lexical categories.
Solid lines are the per-token accuracy for all tags
in that category, and dashed lines are the lexical
class accuracy, i.e., the tag category is correct but
there is some error in the predicted features. Errors
within the categories diminish as those lines con-
verge.

4.1 Accuracy improvements

TriTagger and IceStagger are limited to a three-
token window and they need frequency inform-
ation of tokens to learn from. As is to be ex-
pected, IceStagger gains accuracy according to the
feature templates pre-defined for it. ABLTagger’s
improvements come from the BiLSTM’s context
window being the whole sentence and it, thereby,
being able to detect long-range dependencies. Its
ability to see within the token by means of the
character embeddings helps it handle tokens not
seen during training. Augmenting the model with
data from DMII also helps with unknown words.

The source of improvement for the transformer
model is mainly threefold. First, the attention
mechanism aids it in selecting the right depend-
encies (e.g., when there is more than one option),
and it is detecting longer long-range dependencies
than the BiLSTM model. We see this from the
examination of the predictions and it is also indi-
cated by the model’s success with longer sentences
as is evident in the shape of its distribution in Fig-
ure 1. Secondly, the model is often able to dis-
cern the different semantic senses of ambiguous
tokens. We assume this stems from the contextual
word embeddings in the large pre-trained Conv-
BERT language model. Finally, it benefits from
all the language sense from the IGC infused in the



POS Transformer Model Accuracy
IceBERT-IGC [1] 97.37%
ConvBERT-base [1] 97.75%
Our ConvBERT-base 97.79 %
Excluding x and e tags

IceBERT-IGC, multi-label [2]  98.27%
Our ConvBERT-base 98.14%

9-fold CV, excluding x and e errors
DMS, ELECTRA-base [3] 97.84%
Our ConvBERT-base 98.00%

Table 3: Accuracy results for different POS trans-
former models pre-trained on IGC and the accu-
racy of our transformer model when fine-tuned
and evaluated in a comparable manner. [1] were
reported in Dadason and Loftsson (2022), [2] in
Snabjarnarson et al. (2022), and [3] in Jonsson
and Loftsson (2022).

language model during pre-training.

Figure 2 shows the accuracy improvements of
the models for the more frequent lexical cate-
gories.

4.2 Transformer models and SOTA

In Table 3, we show previously reported results for
transformer models pre-trained on the IGC, and
the results of our transformer, a ConvBERT-base
model trained and fine-tuned slightly differently
compared to Dadason and Loftsson (2022) (see
Section 3), evaluated in the same manner for com-
parison. Two of the papers cited in the table report
results excluding the x and e tags, either both dur-
ing training and evaluation or only during evalu-
ation. These tags are used for unanalysed tokens
and foreign words, respectively, and have the low-
est category accuracies, the reasons for which will
become apparent in Section 5. Not counting tagg-
ing errors for these two tags increases reported
accuracy by 0.21 pp for our model. Excluding
those tags from training, by fixing their weights to
zero, increases the reported accuracy by a further
0.14 pp, because, in this case, the model is no
longer able to assign these two tags erroneously
to tokens.

The current SOTA is a multi-label model based
on IceBERT-large® (Snzbjarnarson et al., 2022).
Multi-label classification means that the tags are
split into individual features, e.g., lexical category,

81ceBERT is based on a RoBERTa model (Liu et al.,
2019).
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tense, gender, number, and the model is trained to
predict each separately. Treating composite tags
as multiple labels has been shown to improve POS
tagging accuracy, especially when training data
is scarce (Tkachenko and Sirts, 2018). Combin-
ing the predictions back into tags is dependent
on knowledge about the composition of the tags.
The results presented in Table 3 show that our
ConvBERT-base model obtains SOTA results for
single-label models applied to Icelandic.

5 Error analysis

In this section, we, first, present an analysis of the
most frequent errors, and, second, the results of
our analysis of the different sources of errors.

5.1 Most frequent errors

Table 4 shows the most frequent errors made by
our transformer model. The list for the BiLSTM
model is very similar, but with about double the
accuracy degradation. The 12 most frequent errors
are in fact six pairs of tags where the confusion
between each pair occurs in either direction.

The most frequent confusion is n—s—e (and
e—n—s), or between foreign proper names and
foreign words.” More than half, 0.04 pp for both
error types, are due to words not seen during train-
ing. According to the MIM-GOLD tagging guide-
lines, compound foreign names should have the
first word tagged as a foreign proper name (n—
s), and then the rest of the name tagged as for-
eign words (e), except for names of persons and
places that should have all parts tagged as foreign
proper names (n—s). The tag n—s is also used
for abbreviations of foreign proper names, e.g.,
BBC. There are also some special cases that devi-
ate from these rules (Barkarson et al., 2021). A
significant portion of these tagging errors is in-
deed caused by annotation errors in the corpus
(mostly n—s—se), as well as the fact that the appli-
cation of the rules requires world knowledge that
the models of course lack.

Confusion between adverbs and prepositions
(which are annotated in MIM-GOLD as adverbs
that govern case), i.e., aa—af (and af—aa) are the
next most frequent errors. Some of these tagging
errors are due to cases where there is a clause be-
tween the preposition and the object, or where the

“We denote a tagging error with a—b where a is the pre-
dicted tag and b is the gold tag. The tag n—s stands for a
proper noun without markings for gender, number, or case.



Predicted tag Degradation
No. | — gold tag in pp
. | n—s —e 0.07
2. | e > n—s 0.07
3. | af — aa 0.05
4. | aa — af 0.05
5. | nheo — nhfo 0.03
6. | fphep — fahep 0.03
7. | nvep — nveo 0.03
8. | nhfo — nheo 0.02
9. | nveo — nvep 0.02
10. | ct = ¢ 0.02
11. | ¢ > ct 0.02
12. | fahep — fphep 0.02

Table 4: The 12 most frequent tagging errors our
transformer model makes. The rightmost column
shows accuracy degradation in percentage points
for each error type.

object has been moved to the front of the sentence.
There also seem to be a fair number of annotation
errors associated with this confusion between ad-
verbs and prepositions.

A confusion between personal and demonstra-
tive pronouns, fphep—fahep (and fahep—fphep),
is caused by the antecedent being out of context or
being a whole clause. Understanding the clause is
often necessary to make the distinction. These are
all the same word form, pvi (‘it’ or ‘this, that’).
For pvi/fphep—fahep, we see some improvement
in accuracy with the transformer model over the
other models, but for pvi/fahep—fphep, we notice
the only case of lower accuracy for the transformer
model compared to the others. The tags here are
for neuter (k) singular (e) in the dative case (p).
There are identical confusions for the accusative
and genitive cases, but those tokens are not as freq-
uent.

The c—ct (and ct—c) errors are compara-
tive conjunctions being marked as relativizers (a
subordinating conjunction indicating a relative
clause) and vice versa. Except for a few anti-
quated uses of er, these cases are all the word form
sem (‘as’ or ‘who, whom, that, which’). The con-
junction sem subsumed er’s role as a relativizer in
OIld Icelandic. This language change was feasi-
ble due to their syntactic structures being identical
(Kemmer, 1984). Semantically their function is
similar, as one complements and the other modi-
fies a noun phrase with the following clause. The
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difference is this role of the relation. Therefore,
the remaining tagging errors for sem are caused
by a lack of syntactic and contextual information
to make the correct prediction. Indeed, Loftsson
et al. (2009) suggested that two tag categories be
merged.

The errors nheo—nhfo (and nhfo—nheo), are
confusions between the singular (e) and plural
(f) forms of neuter nouns (nh..). When this
error occurs, the context is usually not enough
to determine the correct number. A wider con-
text, previous sentences, or general knowledge is
needed, and might even not be enough. Finally,
nvep—nveo (and nveo—nvep) are confusions be-
tween the dative (p) and accusative (o) cases of
feminine nouns (nv...). The word that governs the
case needs to be in the context, if it is omitted the
distinction cannot be made. Moreover, if it can
govern both cases, the required semantic inform-
ation is unavailable.

One other group of errors should be mentioned,
* —x, where x is any tag and the x tag denotes
unanalysed tokens. This error is obscured be-
cause the predictions are distributed over many
tags. These are tokens that contain spelling mis-
takes or constitute grammar errors and are the ma-
jority of the 2,777 tokens in the unanalysed tag
category. Of the four models, the transformer does
best with this tag category but is only predicting
58% correctly. Without changing how the spelling
mistakes are annotated in MIM-GOLD or sim-
ply excluding sentences containing them, this will
continue to be a source of about 0.12 pp accuracy
degradation. As the corpus also contains tokens
with such mistakes that are not annotated as un-
analysed it would be in line with current practice
to look to the intended meaning of these tokens
and tag them accordingly.

5.2 Sources of errors

Manning (2011) discusses the generally perceived
97% token accuracy upper limit for POS tagg-
ing. At that time, those accuracy numbers had
been reached for English, but Icelandic, a morpho-
logically richer language with a very fine-grained
tagset, had a long way to go. Rognvaldsson et al.
(2002) had earlier suggested 98% as the highest
possibly achievable goal for Icelandic, because of
inter-annotator disagreement. Manning reasons
that the disagreement might actually be higher but
says it is mitigated with annotator guidelines and



adjusting tag categories. Besides disagreement,
subjectivity in annotation and the possibility of
more than one right choice make up what Plank
(2022) calls human label variation.

Manning samples errors the Stanford POS
Tagger (Toutanova et al., 2003) makes when ap-
plied to a portion of the Penn Treebank corpus.
He analyses the errors to try to understand if and
how tagging accuracy could be further improved.
He finds that the largest opportunity for gains is in
improving the linguistic resources used to train the
tagger. Before the initial release of MIM-GOLD,
Steingrimsson et al. (2015) carried out an identi-
cal analysis on errors in both the IFD and MIM-
GOLD when tagged with IceStagger. Their find-
ings concurred with Manning’s. We performed a
similar analysis, though with a less detailed class-
ification of the errors.

13,374

1,573

1,801

2,994

) 1,084

1,484 1,970

1,135 /
,/

ABLTagger v1 (54,429)
ConvBERT (22,128)

mm= TriTagger (89,962)
= IceStagger (72,858)

Figure 3: Venn diagram showing how prediction
errors are shared between the four models.

Of the 1,000,218 tokens in MIM-GOLD, our
transformer model makes 22,128 tagging errors.
For 10,087 of these tokens, the three other taggers
also make errors (see Figure 3), and for 5,526 of
them, all four taggers agree on the predicted tag.
From this set of errors, we drew a random sample
of 500 for analysis. In this sample, we discovered
166 annotation errors, i.e., incorrect gold tags. For
150 of them, the taggers predicted the correct tag.
Extrapolating to the superset gives us 1,658 tagg-
ing errors caused by gold errors (=0.16 pp). We
also found 87 cases where the prediction error was
obviously caused by there being insufficient con-
text information (/20.09 pp), and 18 cases where
it was likely caused by a spelling or grammar mis-
take (~0.02 pp). The last error class (spelling or
grammar mistakes) is aggravated by the use of the
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unanalysed tag (x) for such mistakes in the corpus.
Table 5 shows the accuracy degradation for each of
these error classes. Though we cannot draw con-
clusions from these findings about the frequency
of these errors in the whole set of 22,128 errors,
it is safe to assume these are the lower bounds of
these error categories.

Error class pPp

Annotation errors 0.16
Insufficient context 0.09
Spelling or grammar mistakes | 0.02
Unexplained 0.25
Total 0.52

Table 5: Estimated accuracy degradation in per-
centage points caused by each class in the set of
prediction errors that all four taggers agree on.

6 Conclusions and Future Work

For Icelandic POS tagging, we have reached a
point where individual error categories no longer
stand out and annotation errors in the corpus are
more pronounced, as well as inconsistencies stem-
ming from human label variation.

Clear annotation errors can be corrected in the
corpus, and the tagging guidelines and tag cate-
gories can be refined to remove some of the
inconsistencies. Further gains can as well be
squeezed out of the transformer model by using
a larger model, i.e., ConvBERT-large instead of
ConvBERT-base, increasing the vocabulary size,
training it on the 2022 version of IGC that adds
549 million tokens, and fine-tuning the hyperpara-
meters for the tagging model. Yet, on top of
the annotator disagreement, there will always be
errors because of a lack of information in the con-
text, as well as the scarcity of examples to learn
from for the long tail of infrequent tags.

For MIM-GOLD, that unsolvable part of the
tagging errors seems to amount to less than 2 pp.
Therefore, with a little more work, we should be
able to confidently pass that 98% accuracy goal
(when training and evaluating using the whole
tagset) envisioned twenty years ago. A good start-
ing point would be to search for and fix those
estimated 1,658 annotation errors in MIM-GOLD,
which are a subset of the tagging errors that all
four models agree on.

To conclude, POS tagging for Icelandic is very
close to being solved!
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Abstract

Most research in Relation Extraction (RE)
involves the English language, mainly due
to the lack of multi-lingual resources.
We propose MULTI-CROSSRE, the broad-
est multi-lingual dataset for RE, includ-
ing 26 languages in addition to English,
and covering six text domains. MULTI-
CROSSRE is a machine translated ver-
sion of CrossRE (Bassignana and Plank,
2022a), with a sub-portion including more
than 200 sentences in seven diverse lan-
guages checked by native speakers. We
run a baseline model over the 26 new
datasets and—as sanity check—over the
26 back-translations to English. Results
on the back-translated data are consis-
tent with the ones on the original English
CrossRE, indicating high quality of the
translation and the resulting dataset.

1 Introduction

Binary Relation Extraction (RE) is a sub-field of
Information Extraction specifically aiming at the
extraction of triplets from text describing the se-
mantic connection between two entities. The task
gained a lot of attention in recent years, and dif-
ferent directions started to be explored. For ex-
ample, learning new relation types from just a
few instances (few-shot RE; Han et al., 2018;
Gao et al., 2019; Sabo et al., 2021; Popovic and
Farber, 2022), or evaluating the models over mul-
tiple source domains (cross-domain RE; Bassig-
nana and Plank, 2022b,a). However, a major issue
of RE is that most research so far involves the En-
glish language only.

After the very first multi-lingual work from
the previous decade—the ACE dataset (Dodding-
ton et al., 2004) including English, Arabic and
Chinese—recent work has started again exploring
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multi-lingual RE. Seganti et al., 2021 published a
multi-lingual dataset, built from entity translations
and Wikipedia alignments from the original En-
glish version. The latter was collected from auto-
matic alignment between DBpedia and Wikipedia.
The result includes 14 languages, but with very
diverse relation type distributions: Only English
contains instances of all the 36 types, while the
most low-resource Ukrainian contains only 7 of
them (including the ‘no_relation’). This setup
makes it hard to directly compare the performance
on different languages. Kassner et al., 2021 trans-
lated TREX (Elsahar et al., 2018) and GoogleRE,1
both consisting of triplets in the form (object, re-
lation, subject) with the aim of investigating the
knowledge present in pre-trained language mod-
els by querying them via fixed templates. In
the field of distantly supervised RE, Koksal and
Ozgiir, 2020 and Bhartiya et al., 2022 introduce
new datasets including respectively four and three
languages in addition to English.

In this paper, we propose MULTI-CROSSRE, to
the best of our knowledge the most diverse RE
dataset to date, including 27 languages and six di-
verse text domains for each of them. We automat-
ically translated CrossRE (Bassignana and Plank,
2022a), a fully manually-annotated multi-domain
RE corpus, annotated at sentence level. We release
the baseline results on the proposed dataset and, as
quality check, on the 26 back-translations to En-
glish. Additionally, we report an analysis where
native speakers in seven diverse languages manu-
ally check more than 200 translated sentences and
the respective entities, on which the semantic rela-
tions are based. MULTI-CROSSRE allows for the
investigation of sentence-level RE in the 27 lan-
guages included in it, and for direct performance
comparison between them. Our contributions are:
(D We propose a practical approach to machine-

"https://code.google.com/archive/p/
relation-extraction-corpus

Proceedings of the 24th Nordic Conference on Computational Linguistics (NoDaLiDa), pages 80-85
May 22-24, 2023 (©)2023 Association for Computational Linguistics


https://code.google.com/archive/p/relation-extraction-corpus
https://code.google.com/archive/p/relation-extraction-corpus

In machine learning,

(SVMs, also support-vector networks) are supervised learning

models with learning algorithms that analyze data used for classification and regression analysis.

Beim maschinellen Lernen sind

(SVMs, auch Support-Vektor-Netzwerke) iiberwachte

Lernmodelle mit Lernalgorithmen, die Daten fiir Klassifizierungs- und Regressionsanalysen analysieren.

In machine learning,

(SVMs, also support vector networks) are supervised learning

models with learning algorithms that analyse data for classification and regression analysis.

Figure 1: Example sentence with color-coded entity markup. From top to bottom: The original
English text, its translation to German, and translation back to English. In the first translation step
the entity classification is not transferred to German. In the second translation step the entity machine
learning is (wrongly) expanded by a comma—Ilater corrected in our post-processing.

| SENTENCES | RELATIONS
‘ train  dev test ‘ tot. ‘ train dev test tot.
B | 164 350 400 | 914 | 175 300 396 | 871
m | 101 350 400 | 851 | 502 1,616 1,831 | 3,949
& | 103 351 400 | 854 | 355 1,340 1393 | 3,088
J3 100 350 399 | 849 | 496 1,861 2,333 | 4,690
M| 100 400 416 | 916 | 397 1,539 1,591 | 3,527
@ | 100 350 431 | 881 | 350 1,006 1,127 | 2,483
tot. | 668 2,151 2446 | 5,265 | 2,275 7,662 8,671 | 18,608
Table 1: CrossRE Statistics. Number of sen-

tences and number of relations for each domain.

translate datasets with span-based annotations and
apply it to produce MULTI-CROSSRE, the first
multi-lingual and multi-domain dataset for RE in-
cluding 27 languages and six text domains.”> (2)
Multi-lingual and multi-domain baselines over the
proposed dataset. (3) Comprehensive experiments
over the back-translations to English. (4) A man-
ual analysis by native speakers over more than 200
sentences in seven diverse languages.

2 MULTI-CROSSRE

CrossRE As  English base, we  use
CrossRE (Bassignana and Plank, 202221),3 a re-
cently published multi-domain dataset. CrossRE
is entirely manually-annotated, and includes 17
relation types spanning over six diverse text
domains: artificial intelligence (@), literature
(W), music (), news (B3), politics (&), natural
science (@). The dataset was annotated on top
of CrossNER (Liu et al., 2021), a Named Entity
Recognition (NER) dataset. Table 1 reports the
statistics of CrossRE.

Translation Process With the recent progress
in the quality of machine translation (MT), uti-
lizing machine-translated datasets in training and
evaluation of NLP methods has become a stan-

https://github.com/mainlp/CrossRE
3Released with a GNU General Public License v3.0.
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dard practice (Conneau et al., 2018; Kassner et al.,
2021). As long as the annotation is not span-
bound, producing a machine-translated dataset is
rather straightforward. The task however becomes
more involved for datasets with annotated spans,
such as the named entities in our case of the
CrossRE dataset, or e.g. the answer spans in a
typical question answering (QA) dataset. Numer-
ous methods have been developed for transferring
span information between the source and target
texts (Chen et al., 2022). These methods are of-
ten tedious and in many cases rely on language-
specific resources to obtain the necessary map-
ping. Some methods also require access to the in-
ner state of the MT system, e.g. its attention activa-
tions, which is generally not available when com-
mercial MT systems are used.

In this work, we demonstrate a practical and
simple approach to the task of machine translating
a span-based dataset. We capitalize on the fact that
DeepL,* a commercial machine translation service
very popular among users thanks to its excellent
translation output quality, is capable of translat-
ing document markup. This feature is crucial for
professional translators—the intended users of the
service—who need to translate not only the text of
the source documents, but also preserve their for-
matting. In practice, this means that the input of
DeepL can be a textual document with formatting
(a Word document) and the service produces its
translated version with the formatting preserved.

For the CrossRE dataset, we only need to trans-
fer the named entities, which can be trivially en-
coded as colored text spans in the input docu-
ments, where the color differentiates the individ-
ual entities. This is further facilitated by the fact
that the entities do not overlap in the dataset, al-
lowing for a simple one-to-one id-color mapping.
Observing that oftentimes the entities are over-

*https://www.deepl.com/translator
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‘ TRANSLATION (EN — X)

EVAL ON BACK-TRANSLATED DATA ‘

BACK-TRANSLATION (X — EN)
EVAL ON ORIGINAL CROSSRE DATA

ang2vec

-
w

Language | | & WM 1 &8 @ |avg | @

n

-
w

-
w

=] @lag | @ M I B @ | avg | |

246 276 296 9.7
255 30.8 330 119
262 307 292 10.7
282 329 317 105
258 309 293 97
267 29.1 275 9.0
25.8 334 31.1 106
27.0 323 281 79
27.1 325 313 128
265 33.0 302 103
28.1 344 272 9.0
29.6 335 323 113
231 327 282
260 34.6 332
248 323 250
27.6 322 299
224 289 260
283 333 318
234 293 274
262 315 263
246 343 287
229 302 247
250 30.1 284
222 334 250
23.8 294 267
226 292 20.1

19.7
19.8
20.0
20.1
18.5
19.4
18.6
15.0
19.1
16.6
20.4
19.3
18.6
19.7
159
19.2
19.2
20.3
17.1
18.9
19.5
17.0
19.4
20.1
20.4
19.5

21.1 | 22.0 | 249
214 | 237|256
212 | 23.0 | 249
229|244 | 244
20.7 | 22.5 | 25.0
204 | 22.0 | 24.8
21.6 | 235 | 25.7
20.1 | 21.7 | 25.3
223 1242|263
21.3 1 23.0 | 24.0
209 | 233|243
235|249 | 255
182 | 21.7 | 24.4
20.7 | 24.0 | 25.2
19.1 | 21.4 | 243
225|235 | 245
18.4 | 20.6 | 21.2
227|242 | 241
19.0 | 20.8 | 22.7
162 | 21.5 | 245
19.9 | 229 | 24.4
18.1 1203 | 21.4
18.1 | 21.8 | 23.8
18.7 | 214 | 23.1
182 | 21.5 | 234
129 | 18.9 | 21.1

315
314
34.7
34.7
32.1
314
32.1
324
34.6
337
315
335
326
329
32.6
324
31.0
30.7
31.8
31.3
31.6
29.5
30.8
28.4
232
274

German
Danish
Portuguese_ BR
Portuguese PT
Dutch
Ukrainian
Swedish
Slovenian
Italian
Romanian
Bulgarian
French
Slovak
Indonesian
Latvian
Spanish
Hungarian
Greek
Estonian
Lithuanian
Polish
Finnish
Czech
Chinese
Turkish
Japanese

0.41

279
34.6
32.1
28.0
30.3
29.9
334
28.4
32.0
29.8
292
314
31.6
32.6
27.6
29.1
28.5
329
29.2
26.4
279
27.1
29.0
27.1
28.4
21.7

10.5

8.4
10.1
10.1
10.5
10.4

8.0
10.5
11.3
10.8
10.8
11.2

193
20.0
18.2
19.9
19.9
16.1
17.4
19.8
19.9
20.7
19.1
19.8
19.2
16.9
18.8
19.5
18.5
18.6
15.8
18.8
16.6
17.4
20.2
18.9
17.6
16.1

212225 | 251
214|236 | 256
21.5|23.6 | 253
219|232 | 251
21.6 | 232 | 25.7
225|225 | 246
20.5 | 229 | 252
21.1 229 | 251
19.7 | 24.0 | 26.7
19.4 | 23.1 | 243
214|227 | 243
21.8 239|255
19.8 | 23.0 | 24.1
209 | 23.0 | 26.1
205 | 22.1 | 244
239 | 23.1 | 246
212 215|222
19.8 | 22.9 | 24.7
194 | 21.2 | 238
214|222 (253
204 | 21.8 | 245
20.5 | 20.8 | 24.9
19.6 | 22.2 | 24.4
220 | 215|238
19.1 ] 20.2 | 245
15.2 | 18.3 | 20.5

30.7 27.7 104 215|225
306 338 8.6 20.6 | 23.2
325 325 101 214|233
345 289 10.0 223|234
322 303 107 21.8 | 235
309 305 108 233 | 22.7
313 324 83 202 | 225
31.3 30.2 10.1 20.2 | 22.8
343 315 113 20.0 | 24.0
30.5 304 108 19.2 | 22,5
31.1 309 109 215 | 22.9
32.1 312 109 21.7 | 23.6
33.6 31.7 20.1 | 22.9
329 324 20.7 | 23.1
309 287 20.5 | 22.0
319 286 233 | 23.0
302 29.1 21.3 | 21.8
319 336 20.8 | 23.5
30.6 304 184 | 21.3
300 27.6 212|222
309 286 20.8 | 21.8
347 321 21.5 | 23.6
319 295 20.0 | 22.5
28.7 274 213 | 21.6
232 298 20.3 | 20.8
279 234 16.2 | 18.7

19.6
20.1
17.9
19.7
20.4
16.2
17.8
20.0
20.2
20.0
19.0
20.1
17.8
16.5
19.1
20.2
19.3
19.2
16.4
18.6
16.6
18.2
19.6
18.7
17.9
16.1

Table 2: MULTI-CROSSRE Baseline Results.

Macro-F1

scores of the baseline model ordered by

increasing lang2vec distance from English. Agt: delta between back-translated and original evaluation
when model trained on back-translated data. Aggr: delta between model trained on back-translated data
and on original CrossRE data when evaluated on original CrossRE English.

@ M I B8
English | 20.8 364 307 10.1

-
i

ﬂ ‘ avg.
200 216|233

Table 3: CrossRE Baseline Results. Macro-
F1 scores of the RC baseline over the original
CrossRE English dataset.

extended by a punctuation symbol during transla-
tion, the only post-processing we apply is to strip
from each translated entity any trailing punctua-
tion not encountered in the suffix of the original
named entity. The process is illustrated in Fig-
ure 1, with details about two typical issues with
this approach (later analysed in Section 4).>

3 Experiments

Model Setup In order to be able to directly
compare our results with the original CrossRE
baselines on English, we follow the model and
task setup used by Bassignana and Plank, 2022a.
We perform Relation Classification (Han et al.,
2018; Baldini Soares et al., 2019; Gao et al.,
2019), which consists of assigning the correct re-
lation types to the ordered entity pairs which are
given as semantically connected. The model fol-
lows the current state-of-the-art architecture by
Baldini Soares et al., 2019 which augments the

The overall translation process cost is a2 60€.
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sentence with four entity markers ef!@, end,
estart es™d surrounding the two entities. Follow-
ing Zhong and Chen (2021) the entity markers are
enriched with information about the entity types.
The augmented sentence is then passed through a
pre-trained encoder (XLM-R large; Conneau et al.,
2020), and the classification made by a linear
layer over the concatenation of the start markers
[Sestart, Sestare]. We run all our experiments over
five random seeds. See Appendix A for repro-

ducibility and hyperparameters settings.

Results The original CrossRE study reports the
baseline experiments by using the mono-lingual
BERT (Devlin et al., 2019) language encoder. In
order to be able to compare the original baseline
with the results on our MULTI-CROSSRE dataset,
we re-run the English experiments by using the
multi-lingual XLM-R large (Conneau et al., 2020)
language encoder, and report the results in Table 3.

In Table 2 we report the results of our ex-
periments over MULTI-CROSSRE. The left-most
columns are the results of the models trained and
evaluated over the translated data (from English
to language X). As a sanity check, we back-
translated the data from each of the 26 new lan-
guages to English (from language X to English).
We train and evaluate new models on this data in
the middle columns. Finally, on the right-most



columns we evaluate the same models—trained on
back-translated data—over the original CrossRE
test sets. We sort the languages by increasing dis-
tance to English, computed as the cosine distance
between the syntax, phonology and inventory vec-
tors of lang2vec (Littell et al., 2017).

For our analysis we consider the average of
the six domains.® Our scores on the translated
data reveal a relatively small drop in respect to
the English baseline in Table 3. The difference
range goes from an improvement of +1.6 Macro-
F1 points on French, to a maximum drop of —4.4
on Japanese—which has the largest lang2vec dis-
tance with respect to English (0.41). The results
of the models trained on the back-translated data
present essentially the same trend between evalu-
ating on the back-translations and on the original
CrossRE English data—with a Pearson’s correla-
tion coefficient of 0.88—confirming the high qual-
ity of the proposed translation. The only exception
if Finnish, with a difference of 2.8 points between
the two evaluations. All the other languages report
a smaller difference in a range between 0.0 and
0.6. The lang2vec distance is not informative of
the quality of the individual translations (Pearson’s
correlation —0.59). However, other factors should
be taken into account, e.g. the language model per-
formances on each individual language.

4 Manual Analysis

We performed a manual analysis for further in-
specting the quality and usability of MULTI-
CROSSRE for studying multi-lingual RE. We
manually checked 210 sentences from a diverse set
of seven languages, including one North Germanic
(Danish), one Uralic (Finnish), one West Slavic
(Czech), two Germanic (German and Dutch), one
Latin (Italian), and one Japonic (Japanese). For
each of them, native speakers annotated the fol-
lowing: (1) In how many sentences is the over-
all meaning preserved? (2) How many entities are
transferred to language X? (3) How many entities
are correctly translated? (4) How many entities are
marked with the correct entity boundaries?

We annotated 30 sentences for each language.
Table 4 reports the statistics of our analysis. Over-
all, we find a surprisingly high quality of entity
translations (96% are judged as correct by our

°Bassignana and Plank, 2022a discuss the lower scores of
news (B3) attributing them to the data coming from a different
data source and the fewer amount of relation instances with
respect to the other domains.

&3

Language ‘ Sent. Transl. # entities Ent. Transl. Ent. Bound.
English | 30 160

Czech 158
Danish 158
Dutch 158
Finnish 150
German 151
Italian 160
Japanese 150

152
143
156
141
148
157
145

143
136
141
137
139
152
82

Table 4: Statistics of the Manual Analysis. At
the top, total amount of original English sentences
and annotated entities within them. Below, for
each sample set, amount of correct instances in the
four categories of sentence translation, number of
entities, entity translations, and entity boundaries.

human annotators). Out of the seven languages,
Japanese is the one suffering the most by the trans-
lation process and, as we discussed above, this is
reflected in the lowest scores in Table 2. Some
entities are not transferred. These are mostly due
to compounds typical for some languages. For
example, the English snippet “the Nobel laure-
ate” (where only Nobel is marked as entity), is
translated to Danish as “nobelpristageren”, and to
Dutch as “Nobelprijswinnaar”. In Italian, which
in this regard behaves more similarly to English,
all the entities are correctly transferred. In Ap-
pendix B we report the total per-language percent-
ages of transferred entities and relations. Regard-
ing the entity translations and the entity bound-
aries, the latter is a bigger challenge for the trans-
lation tool, often including surrounding function
words—e.g. the writer Pat Barker in Danish is ex-
tended to the entity Pat Barker er. These could
easily be post-processed, but since the Relation
Classification model relies on the injected entity
markers, it is not much influenced by this type of
error (see baseline discussion in Section 3).

5 Conclusion

We introduce MULTI-CROSSRE, the most diverse
RE dataset to date, including 26 languages in addi-
tion to the original English, and six text domains.
The proposed span-based MT approach could be
easily applied to similar cases. We report base-
line results on the proposed resource and, as qual-
ity check, we back-translate MULTI-CROSSRE to
English and run the baseline model again over it.
Our manual analysis reveals that the higher chal-
lenge during the translation is transferring the cor-
rect entity boundaries. However, given the model
architecture, this does not influence the scores.
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Appendix
A Reproducibility

We report in Table 5 the hyperparameter setting of
our RC model (see Section 3). All experiments
were ran on an NVIDIA® A100 SXM4 40 GB
GPU and an AMD EPYC"™ 7662 64-Core CPU.
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Parameter | Value
Encoder | xlm-roberta-large
Classifier | 1-layer FFNN
Loss | Cross Entropy
Optimizer | Adam optimizer
Learning rate | 2¢~°
Batch size | 32
Seeds | 4012, 5096, 8878, 8857, 9908

Table 5: Hyperparameters Setting. Model de-
tails for reproducibility of the baseline.

Language ‘ % Entities % Relations

German 96.7 91.4
Danish 97.5 93.9
Portuguese_BR 99.8 99.5
Portuguese_PT 99.8 99.6
Dutch 98.5 95.8
Ukrainian 99.1 97.7
Swedish 97.6 94.1
Slovenian 99.1 98.0
Italian 99.8 99.5
Romanian 98.8 96.7
Bulgarian 99.5 98.9
French 99.6 99.4
Slovak 99.2 98.1
Indonesian 99.8 99.5
Latvian 99.4 98.6
Spanish 99.3 98.3
Hungarian 98.2 95.8
Greek 98.8 98.0
Estonian 97.9 94.6
Lithuanian 99.4 98.8
Polish 99.4 98.6
Finnish 96.0 90.7
Czech 99.0 98.0
Chinese 99.3 98.4
Turkish 99.4 98.5
Japanese 94.9 88.9

Table 6: Transferred Entities and Relations.
Percentages of entities and of relations transferred
during the translation process for each language.

B Per-language Analysis

In table 6 we report the percentages of entities
which are transferred during the translation pro-
cess from the original English to language X, and
the percentage of relations which do not involve
missing entities (i.e. are transferred during the
translation process).
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Abstract

This paper describes a collaborative Eu-
ropean project whose aim was to gather
open source Natural Language Processing
(NLP) tools and make them accessible as
running services and easy to try out in the
European Language Grid (ELG). The mo-
tivation of the project was to increase ac-
cessibility for more European languages
and make it easier for developers to use the
underlying tools in their own applications.
The project resulted in the containeriza-
tion of 60 existing NLP tools for 16 lan-
guages, all of which are now currently run-
ning as easily testable services in the ELG
platform.

1 Introduction

Universities and other research institutes in Eu-
rope, and sometimes companies, are nowadays
often publishing open source Natural Language
Processing (NLP) software on various platforms,
primarily GitHub. This software is often associ-
ated with research papers and, in the best case,
also linked to other sharing platforms, such as
CLARIN! or META-SHARE?. GitHub is, how-
ever, often the only place in which the tools are
available. If a user finds a tool with a suitable li-
cense, it may still be difficult to determine if the
tool works as intended. The threshold for trying
out these NLP tools can also be high due to the
reliance on various dependencies that may not be

'nttp://clarin.eu/
http://www.meta-share.org/
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compatible with other desired tools or the tools are
simply not up to date. Reproducibility of results is
important in NLP but currently many results can-
not be reproduced, even if the code is available.
For example, Wieling et al. (2018) were only able
to reproduce the same results in 1 out of 10 exper-
iments.

In this paper, we describe a collaborative Eu-
ropean project, Microservices at Your Service:
Bridging the Gap between NLP Research and In-
dustry® (hereafter simply referred to as the Mi-
croservices project), carried out by four partners:
Lingsoft, a private company from Finland, Univer-
sity of Tartu from Estonia, Reykjavik University
from Iceland, and Gradiant, a non-profit organisa-
tion from Spain. The main aim of the project was
to increase accessibility of NLP tools for more Eu-
ropean languages by:

* Making the tools available as running ser-
vices in the European Language Grid*
(ELG), and, additionally, registering them
in ELRC-SHARE? for higher visibility and
reach.

Providing, for each tool, a tested container
image which takes care of any dependencies
and provides a logical handling of the data
inputs and outputs, should the users want to
use the container in their own computing en-
vironment.

https://www.lingsoft.fi/en/microserv
ices—-at-your-service-bridging-gap-betwe
en-nlp-research-and-industry

41'1ttps ://live.european-language—grid.
eu/

Shttps://elrc-share.eu/
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* Providing training and dissemination in the
form of recorded workshops about the con-
tainerization of the tools, uploading the tools
to the ELG.

* Finally, showcasing how the tools can be in-
tegrated for different purposes.

The project has deployed services in the ELG
for 16 languages (see Section 4). For many lan-
guages, there is a distinct lack of resources in the
current academic NLP research (Maria Giagkou,
2022). Highlighting the efforts made for low-
resource languages is paramount to foster the de-
velopment and usage of these resources by both
the academic community and the industry, and our
project targeted several of these low-resource lan-
guages.

Each underlying open source tool was imple-
mented as a microservice (see Section 2.1) using
Docker (see Section 3.3) for containerization. This
allows developers, who need functionality from
the various tools, to design their NLP applications
as a collection of loosely coupled running ser-
vices, as opposed to building the application using
sources from various Github repositories, which,
notably, may be written using various program-
ming languages and depend on various external li-
braries.

In total, our project has resulted in the con-
tainerization of 60 existing NLP tools, all of
which are currently running as services accessible
through the ELG.

2 Background

Nowadays, software is often distributed to the
end users via the Internet, rather than having the
users install the software on their local machines.
This method of distribution is called software-as-
a-service or SaaS. Many large commercial organi-
sations offer cloud platforms for distributing soft-
ware, e.g. Al and NLP as SaaS, to the end users,
and on some platforms it is possible for other or-
ganisations than the platform provider to upload
their own tools for further distribution.

In this section, we provide the reader with basic
information on the concept of microservices, the
ELG cloud platform, and ELRC-SHARE.

2.1

The microservice architectural style for software
development has been defined as “[..] an approach
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to developing a single application as a suite of
small services, each running in its own process and
communicating with lightweight mechanisms, of-
ten an HTTP resource API” (Lewis and Fowler,
2014).

One of the advantages of microservices is that
they can be updated without the need of re-
deploying the application that uses them. Another
advantage is that different services can be imple-
mented in different programming languages. In
the contrasting monolithic architectural style, an
application is built as a single executable unit (of-
ten using a single programming language). Any
changes to the functionality demand building and
deploying a new version of the application.

According to Francesco et al. (2017),
“[m]icroservice architectures are particularly
suitable for cloud infrastructures, as they greatly
benefit from the elasticity and rapid provisioning
of resources.”

2.2 European Language Grid

The ELG is a scalable cloud platform, which hosts
tools, data sets, and records of Language Technol-
ogy (LT) projects and LT providers in official 24
EU languages and many additional ones. The goal
of the ELG is to become the primary platform for
LT, including NLP and speech technologies, in Eu-
rope. An important part of the purpose of ELG is
to support digital language equality, “i.e., to create
a situation in which all languages are supported
through technologies equally well” (Rehm et al.,
2021). Additionally, there is a growing movement
to ensure that all relevant services can be offered
by European providers to improve EU-wide digi-
tal sovereignty (European Parliament et al., 2023).
Currently, most European cloud services are pro-
vided by non-European providers (Synergy Re-
search Group, 2022).

The ELG platform is growing continuously and
they foresee a need to evolve in the following ar-
eas: hardware capacity and cost distribution, hard-
ware acceleration (for example, there is no GPU
support yet), integration and deployment support,
and workflow support (Kintzel et al., 2023).

ELG provides resources for developers to eas-
ily integrate a service: A (micro)service running
in the ELG is wrapped with the ELG LT Service
API and packaged in a Docker container. Both of
these steps are carried out by the developer of the
service. Thereafter, the container is integrated into



the ELG: It can either be called through the API
or tested using a web UL All APIs are https-based
and use JSON as the primary data representation
format. For easy creation of an application for an
ELG-compatible service, Java- and Python-based
libraries are available (Galanis et al., 2023).

For a user looking for potential tools, the ELG
platform provides a faceted search functionality,
allowing search by resource type such as cor-
pus, tool, functionality, availability as an ELG-
compatible service, data type, language, and li-
cense in a simple manner. The submissions to
the service are also validated, which should im-
prove the findability compared to a platform with-
out such validation process.

2.3 ELRC-SHARE

ELRC-SHARE is a repository, maintained by
the European Language Resource Coordination
(ELRC)®, for documenting, storing and access-
ing language data and tools in all EU languages,
Norwegian Bokmal, Norwegian Nynorsk, and Ice-
landic. The original intent of the repository
was to obtain and store data and tools that con-
tribute to the European Commission’s automated
eTranslation platform’, but the scope has
broadened to include other LT tools as well. Ap-
proximately 80% of the language resources are
freely usable outside ELRC (Marra et al., 2022).

3 Project Execution

Our two year project started in March 2021. The
goal of the project (described in Section 1) in-
cluded several stages. In the first stage, we sought
out open source tools that might be of potential in-
terest. We prioritized those that are actively main-
tained or developed. This was carried out both
by bottom-up search on the software sharing plat-
forms (primarily GitHub), and by contacting re-
search institutions in the targeted regions. In par-
allel, we also collected standard or available test
data sets for the tools. This initial phase was fol-
lowed by testing the set of collected tools on the
existing test data. If many tools existed for the
same task, a selection was made based on met-
rics performance and language coverage. After
all tools were tested and selected, we started con-
tainerizing the tools and expose a web service

*https://www.lr-coordination.eu/
"https://webgate.ec.europa.eu/etransl
ation/public/welcome.html
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API for each of them on the ELG. Finally, we
stored metadata information of each tool in ELRC-
SHARE. Our dissemination activities ran parallel
to making the tools available: We held workshops
on different themes of the project, ranging from
dockerization of the tools to demonstrating their
functionality and use case integration.

3.1 Searching for tools

The search for tools was not primarily guided by
pre-specified project goals or use cases, but rather
guided by the subjective explorative interests of
the individual partners.

At the start of the project, there was an initial
assumption made that university labs or individ-
ual programmers were storing interesting and use-
ful tools on local disks. These tools could then be
made public via the project. However, the reality
was different: source code was always in GitHub®
or GitLab?. The focus therefore quickly shifted
to verifying that the found tools were functioning
well.

To find interesting tools, we sent emails to uni-
versity contacts, browsed university web reposito-
ries and arXiv, did online searches with relevant
keywords (e.g. ‘speech recognition’, ‘parsing’, or
’named entity recognition’) and looked up con-
ference proceedings and journal articles for inter-
esting repositories. Then, we went through each
promising repository to see first if all the relevant
parts for running the tool were available. This was
followed by an initial compilation of the tool and
ensuring that we obtained the same or at least sim-
ilar results as the original authors, if the test data
was available. If not, we gathered examples to en-
sure the test results seemed reasonable.

3.2 Testing and documenting

To make a third-party tool available for the wider
public involves providing documentation, which
minimally describes the following: a) What the
purpose of the tool is; b) how to run the tool; c)
specification of the tool input and output formats
and error handling; d) the original authors of the
tool; and e) what kind of a licence or terms of use
the tool has.

Often these points have already been addressed
by the authors of the tool, although the amount of
details varied. We sometimes had to fill in missing

$http://github.com/
http://gitlab.com/
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information (most notably the licence) and come
up with our own wording about the purpose and
place of the tool in the ecosystem of the LT field
of the particular language.

While creating the documentation for the mi-
croservices tools it was noticed that some tools
with similar functionality had differing output
types without an explicit reason why. Such dif-
ferences can of course be justified, but can also
indicate that some standardisation in a field might
benefit interoperability. This was especially no-
table for morpho-syntactic categories for Estonian
and University of Tartu set up a designated web-
page'” for facilitating comparison between these
identified systems.

3.3 Dockerization

We used Docker!! for developing, distributing and
running the NLP tools (in the ELG). Docker has in
recent years been established as a convenient solu-
tion for making it easier to create, deploy, and run
applications by using containers. Containers allow
developers to package up an application with all
requirements, such as libraries and other depen-
dencies, and distribute it as a single stand-alone
package. Docker is a good option for a platform
independent solution for making NLP tools avail-
able for both researchers and software developers.

Each of the selected NLP tools was dockerized
by building a container with the tool itself along
with an http API that gives people/programs out-
side the container access to the tool. All of the im-
ages for our tools are shared in the Docker Hub!2,
world’s largest library for container images. The
difficulty of dockerizing a given NLP tools was
dependent on how easy it was to give the API in
the container access to the tool. Once the API was
able to receive output from the NLP tool, all that
was left was to make sure that the output from the
API was in accordance to the ELG specification.

For each service integrated to the ELG, we also
provided metadata, which contains a link to the
code repository of the underlying tool.

4 The NLP Tools

In our project, the focus was on tools for the
Nordic/Scandinavian languages, the Baltic lan-
guages, and the Iberian languages, simply because

Yhttps://cl.ut.ee/ressursid/morfo-sys
teemid/

Uhttps://www.docker.com/
2https://hub.docker.com/
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of the partners’ geographical locations and local
interests.

We dockerized 60 existing NLP tools, in 16 lan-
guages: Catalan: 2; English: 2; Estonian: 11;
Faroese: 1; Finnish: 4; Galician: 1; Basque: 1;
Icelandic: 11; Komi: 1; Latvian: 3; Lithuanian: 2;
Northern Sami: 2; Norwegian: 1; Portuguese: 6;
Spanish: 5; and Swedish: 3. Additionally, we pro-
vided four multilingual tools. Whilst the major-
ity these tools come from European institutions,
the project also made available relevant results
from South American countries (Brazil, Chile and
Uruguay).

The list of dockerized tools is available at the
project website. The NLP tools are very diverse,
covering from low level (e.g. PoS taggers, mor-
phological analyzers, NERs and parsers) to high
level applications (e.g. question answering (QA)
and audio processing), as well as others with niche
results (detection of false friends and text genera-
tion of proverbs given a short text)

5 Getting the Tools into Use

There is a risk that new tools made for low-
resource languages might not be known by the
community. A tool might be created as a one time
release for an academic publication, or it might not
have gathered the attention needed for a contin-
ued development. For the purpose of both stimu-
lating researchers to share their tools and promote
the tools we made available, we held three types of
workshops: First we had an early awareness work-
shop, in which we provided hands-on guidance on
how to release available tools as Docker images.
During the second year, we held two workshops
focusing on how to make tools available in the
ELG platform. Finally, at the end of the project,
we held workshops which summarized our work
and demonstrated how the tools we provided can
be integrated into LT applications. All workshops
are made available on the project webpage.

In what follows, we describe some of these pilot
integration cases. In each of these cases, it was
easy to “plug in” a container with a well defined
API, and then handle the input and output in the
process pipeline.

A language identification (LID) tool was uti-
lized in two different cases. In a translation pro-
cess, we utilized it to make sure the training data
for a neural machine translation (NMT) model
was actually in the correct language. The original
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texts contained sentences in other languages, caus-
ing an in-production NMT model to occasionally
produce English instead of Swedish translations.
The previous LID tool had a 98.9 % precision and
96.4% recall for Swedish, whereas the new tool,
HeLI OTS (Jauhiainen et al., 2022), had a 99.9 %
precision and 99.6% recall. When there are hun-
dreds of millions of words in the training mate-
rial, one percentage point yields millions of words
tagged in wrong language. The new LID tool alle-
viated this problem to a sufficient extent.

This LID tool was also found useful in an on-
line library platform'3, where publishers provide
large amounts of e-books. Sometimes the meta-
data provided by the publisher does not match the
language of the actual e-book, yielding erroneous
behavior, for example, in screen readers.

At the online library platform, we also piloted
aligning audio books and e-books, to allow seam-
less switching from text to audio and back, using
an audio alignment tool. This tool was not de-
signed for this kind of task originally, but, nev-
ertheless, it allowed testing potential new features
for the platform. Furthermore, we also tested NER
and linking to ontologies to further improve the
findability within an e-book or audio book.

6 Limitations

In the previous sections, we have argued that it
can be beneficial to dockerize NLP tools for the
purpose of making them accessible as running mi-
croservices. However, this approach can have
some practical limitations.

First, changes to a tool do not automatically be-
come available in the dockerized version. Thus,
the running microservice in the ELG might be-
come outdated. However, if the developer of the
underlying tool is keen on making the newest ver-
sion running as a microservice, the developer can
easily build the docker image again (the code for
building it is open source) and then ask ELG to
pull the new image from the associated docker
hub. Most of that process can also be automated.

Second, due to resource constraints, ELG ser-
vices are not guaranteed to be constantly running.
If a user calls the API of a service, which is not
running, the user will probably experience consid-
erable initial delay (associated with the first API
call) before the requested service has started.

Bhttps://www.ellibs.com
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With regard to both of the above mentioned lim-
itations, it is worth noting that anyone can use a
given docker image to expose an API for the un-
derlying tool on some web server. In other words,
ELG is not the only option for providing access to
a running service.

7 Conclusion

In this paper, we have described a collaborative
project which succeeded in making 60 NLP tools
covering a total of 16 languages available as mi-
croservices in the ELG platform. We also de-
scribed the microservice principles and the Euro-
pean platforms that record or host these microser-
vices, and the steps to get the tools into these plat-
forms.

We recommend that researchers continue this
work by providing their tools as Docker images
and as compatible services in the ELG platform.
This requires just a little more effort from the re-
searchers, but substantially lowers the threshold
for testing the tool for new researchers/developers.
Hence, lowering the threshold for integrating the
tool in new services and raising the potential im-
pact of the initial research.
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Abstract

This work studies the plausibility of
sequence-to-sequence neural networks as
models of morphological acquisition by
humans. We replicate the findings of
Kirov and Cotterell (2018) on the well-
known challenge of the English past tense
and examine their generalizability to two
related but morphologically richer lan-
guages, namely Dutch and German. Using
a new dataset of English/Dutch/German
(ir)regular verb forms, we show that the
major findings of Kirov and Cotterell
(2018) hold for all three languages, includ-
ing the observation of over-regularization
errors and micro U-shape learning trajec-
tories. At the same time, we observe trou-
blesome cases of non human-like errors
similar to those reported by recent follow-
up studies with different languages or neu-
ral architectures. Finally, we study the
possibility of switching to orthographic in-
put in the absence of pronunciation in-
formation and show this can have a non-
negligible impact on the simulation re-
sults, with possibly misleading findings.

1 Introduction

The plausibility of neural network-based or con-
nectionist models in simulating psycholinguistic
behaviours has been attracting considerable at-
tention since Rumelhart and McClelland (1986)
first modeled the past-tense acquisition with an
early example of sequence-to-sequence network.
Their experiment received harsh criticism (e.g.,
Pinker and Prince, 1988) but also inspired cog-
nitive scientists with alternatives (e.g., Kirov and
Cotterell, 2018; Plunkett and Juola, 1999; Taat-
gen and Anderson, 2002). Much more recently,
Kirov and Cotterell (2018) replicated Rumelhart
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and McClelland (1986)’s simulations using a mod-
ern encoder-decoder neural architecture developed
for the task of morphological paradigm comple-
tion. Their improved results resolved much of the
original criticisms by Pinker and Prince (1988).

The main purpose of this paper is to study the
generalizability of Kirov and Cotterell (2018)’s
findings beyond the case of English. Specifically,
we consider two languages that are genetically
related to English, but morphologically richer —
namely, Dutch and German. In these languages
too, past tense inflection is divided into regular and
irregular verbs, but with different proportions and
different inflectional patterns than English. More-
over, German and Dutch are characterized by a
much more transparent orthography than English
(Van den Bosch et al., 1994; Marjou, 2021), which
allows us to study the usability of grapheme-based
input for simulating past tense acquisition patterns
when pronunciation information may not avail-
able. Concretely, we aim to answer the following
research questions:

1. Can the model applied by Kirov and Cot-
terell (2018) to English also simulate the past
tense acquisition process in languages with
more complex morphological inflection, such
as Dutch and German?

. Given the more predictable grapheme-to-
phoneme correspondence, i.e., orthographic
transparency (Marjou, 2021), in these two
languages, will the model perform similarly
if the written forms of verbs are used for
training instead of the phonetic ones?

To answer these two questions, we build and
release a new past-tense inflection dataset of
English, Dutch, and German, covering both
grapheme and phoneme features (Section 3).! We

'All code and data are available at https://github.
com/JingyanChen22/IK-NLP-Project-4.git
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then replicate the single-task learning experiments
of Kirov and Cotterell (2018) (Section 4) and ex-
tend them to our multilingual dataset, using both
phoneme- and grapheme-based input for compari-
son (Section 5).

Our findings reconfirm the potential and limita-
tions of using neural networks for the simulation
of human language learning patterns. Our model
shows human-like behavior in learning past tenses
of verbs, such as the micro U-shape coined by
Plunkett et al. (1991) and over-regularization er-
rors in all the examined languages; however non
human-like errors are also reported. We also find
that learning irregular past tense forms is consider-
ably easier in Dutch and German than in English.
Finally, we observe that higher orthographic trans-
parency indeed leads to more consistent learning
results when a model is trained with grapheme vs.
phoneme input.

2 Background

Past tense debate  The acquisition of ver-
bal past tense in English, particularly the over-
regularization of the irregular verbs in the process
of learning (Marcus et al., 1992), has been serv-
ing as a testing ground for different hypotheses in
language modelling for decades. A much debated
question is whether the past tense of (ir)regular
verbs is learnt by rules and memories (e.g., Plaut
and Gonnerman, 2000; Seidenberg and Gonner-
man, 2000; Marcus et al., 1995; Albright and
Hayes, 2003; Pinker and Ullman, 2002), by anal-
ogy (e.g., Ramscar, 2002; Albright and Hayes,
2003) or by a dual mechanism (Pinker and Prince,
1988; Taatgen and Anderson, 2002).

Marcus et al. (1995) posited the necessity of
mental rules in learning German irregular verbs.
By contrast, Ernestus and Baayen’s (2004) and
Hahn and Nakisa’s (2000) studies on Dutch and
German respectively provided evidence in favour
of connectionist and analogical approaches: they
showed that humans tend to choose wrong past
tense suffixes for regular verbs whose phonolog-
ical structure is similar to that of irregular ones.

Recent connectionist revival The recent devel-
opment of deep learning methods in computa-
tional linguistics has led to a renewed interest in
connectionist approaches to modelling language
acquisition and processing by humans (e.g., Bly-
thing et al., 2018; K4dar et al., 2017; Pater, 2019;
Corkery et al., 2019; McCurdy et al., 2020). Last
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year, modelling morphological acquisition trajec-
tories was adopted as one of the shared tasks
of SIGMORPHON-UniMorph (Kodner and Khal-
ifa, 2022). The three submitted neural systems
(Pimentel et al., 2021; Kakolu Ramarao et al.,
2022; Elsner and Court, 2022) exhibited over-
regularization and developmental regression, but
non-human-like behaviours were also observed.

Some recent studies have revealed a poor
alignment between the way humans and neural
encoder-decoder models generalize to new words
(wug test) in the case of English verb past tense
(Corkery et al., 2019) and German plural nouns
(McCurdy et al., 2020). Dankers et al. (2021)
observed cognitively plausible representations in
a recurrent neural network (RNN) trained to in-
flect German plural nouns but also found evidence
of problematic ‘shortcut’ learning. Wiemerslage
et al. (2022) observed that Transformers resemble
humans in learning the morphological inflection of
English and German in the wug tests but they also
pointed out the divergence of the model in Ger-
man production. However, computational simula-
tions have succeeded in replicating the U-shaped
learning curve during the acquisition of past tense
(Kirov and Cotterell, 2018; Plunkett and March-
man, 2020). Additionally, further probing experi-
ments have suggested that neural models do learn
linguistic representations (Goodwin et al., 2020;
Hupkes et al., 2018; Ravichander et al., 2020).
Our research continues on exploring the cognitive
plausibility of neural networks in modeling lan-
guage inflection learning.

Recurrent encoder-decoder inflection model
In this work, we adopt the model of Kirov and
Cotterell (2018), henceforth referred to as K&C.
This model is based on the encoder-decoder archi-
tecture proposed by Bahdanau et al. (2014), with
input representation and hyper-parameters taken
from Kann and Schiitze (2016). The architec-
ture consists of a bidirectional LSTM (BiLSTM)
encoder augmented with an attention mechanism
and a unidirectional LSTM decoder. The task of
the encoder is to map each phonetic (or ortho-
graphic) symbol from the input string to a unique
embedding and then process that embedding to get
a context-sensitive representation of that symbol.
The decoder reads the context vector from the fi-
nal cell of the encoder and generates an output
of phoneme/grapheme sequences through training
a BILSTM model with two hidden layers. For



more details on the model, see Bahdanau et al.
(2014); Kann and Schiitze (2016); Kirov and Cot-
terell (2018).

3 Datasets

To replicate the results published by K&C, we em-
ploy their dataset based on CELEX (Baayen et al.,
1993).2 To extend the experiments to Dutch and
German and compare the results to English, we
build a new dataset containing past tense forms in
all three languages.

3.1 K&C English Dataset

K&C’s CELEX-based dataset contains 4,039 En-
glish verb types including 3,871 regular verbs and
168 irregular verbs. Each verb is associated with
an infinitive form and past tense form, both in
International Phonetic Alphabet (IPA). Moreover,
each verb is marked as regular or irregular (Al-
bright and Hayes, 2003).

Note that there are label errors in their dataset.
For example, dive-dived, dream-dreamed,
light-1lighted are marked as irregular. This
is possibly because those verbs have two past tense
forms and the other form does not follow the regu-
lar inflection (dive—-dove, dream—-dreamt,
light-1light). However, as the past tense of
those verbs in the original dataset aligns with the
regular inflection rule of English, we take those
verbs as regular ones and manually correct their
labels.

3.2 Multilingual Unimorph-based Dataset

We use the morphological annotation dataset Uni-
morph (McCarthy et al., 2020) as a source of En-
glish, Dutch, and German word forms to enable a
fair comparison in our multilingual experiments.
In this lexicon, each entry consists of the infinitive
of the verb, the conjugation, and the tag contain-
ing the Part-Of-Speech and inflectional informa-
tion. Our use of the Unimorph dataset allowed for
a wider range of past tense inflection cases com-
pared to the CELEX-based dataset. Unlike the lat-
ter, we included more present-past pairs instead
of exclusively using infinitive-past pairs. An im-
portant adjustment has to be made here because
English has only two forms for the present tense
(I/you/we/they) and only one for the past. By con-
trast, Dutch and German distinguish more persons

’Dataset, code and other experimental details are

taken from https://github.com/ckirov/
RevisitPinkerAndPrince

present(g) past(g) present(p) past(p) reg
accounts accounted @kénts @kéntId reg
account accounted @ként @kéntId reg
feels felt filz fELt irreg
feel felt fil fElt irreg
(a) English
slaap sliep slap slip irreg
slaapt sliep slapt slip irreg
slapen sliepen slap@ slip@ irreg
behoef behoefde b@huf b@huvd@ reg
behoeft behoefde b@huft b@huvd@ reg
behoeven behoefden b@huv@ b@huvd@ reg
(b) Dutch
berechne berechnete b@rExn@ b@rExn@t@ reg
berechnest berechnetest b@rExn@st b@rExn@t@st reg
berechnet berechnete b@rExn@t b@rExn@t@ reg
berechnen berechneten  b@rExn@n b@rExn@t@n reg
fliehe floh fli@ flo irreg
fliehst flohst flist flost irreg
flieht floh flit flo irreg
fliehen flohen fli@n flo@n irreg
(c) German

Figure 1: Excerpt of the newly introduced dataset
of English, Dutch and German past tense. Dutch
verbs: slapen (to sleep); behoeven (to need).
German: berechnen (fo calculate); £1iehen
(to fleed).

in both present and past tense. To address this, we
include for each lemma the first/second/third sin-
gular present form and plural form together with
their respective past form, each as a separate entry
(see examples in Figure 1).

Specifically, we start by extracting from Uni-
morph a list of verb lemmas and their correspond-
ing present and past tense forms. A different ex-
traction script is used in each language because of
the different number of forms and slightly differ-
ent POS tags:

* English only has two present tense forms:
one for the third person singular and one for
the rest. Mostly, there is only one past tense.

* Most verbs in Dutch have three present tense
forms and two past tense forms.

* Most verbs in German have five present tense
forms and four past tense forms.

Next, we tag each form as regular or irregular,
based on a simple rule-based strategy:

* English: if the past tense ends with ‘ed’ then
it is considered a regular verb.

* Dutch: if the singular past tense ends with
‘-de’ or ‘-te’, it is considered regular.
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Number of verbs

Language  Type train dev test Total verbs
Count (%) | Count (%) | Count (%) Count (%)
all 4,879 799 611 10.0 614 10.1 6,104 100.0
English regular 4,601 754 529 8.7 520 85 5,650 926
irregular 278 4.6 82 13 94 15 454 7.4
all 4,896 80.1 612 10.0 607 99 6,115 100.0
Dutch regular 4,383 71.7 550 9.0 542 89 5475 89.6
irregular 513 84 62 1.0 65 1.0 640 104
all 4,865 79.7 616 10.1 620 10.2 6,101 100.0
German regular 4,299 705 535 8.8 578 9.5 5412 8838
irregular 566 9.2 81 13 42 0.7 689 11.2

Table 1: Dataset distributed into train, dev and test sets in each of the three languages. The number of
regular and irregular verbs is also reported. The percentage is calculated over the total number of verbs

per language.

* German: if the singular past tense of the first
or third person ends with ‘-te’, it is consid-
ered regular.

Finally, the IPA transcriptions of all word forms
are retrieved from CELEX for all languages and
added to the final dataset. As shown in Fig-
ure 1, the resulting dataset is in the same format
as K&C’s CELEX-based dataset.

Data selection The generated Dutch data only
contains 6106 verb forms versus 11489 and 6975
in English and German respectively. Therefore,
to enable a fair comparison among languages, we
need to downsample the larger datasets. However,
randomly choosing 6K verb forms from the En-
glish and German lists may lead to a poor selec-
tion given the long tail of infrequent words. As
a solution, we use word form frequencies as pro-
vided in the CELEX data and choose all words
with a frequency of more than 1 in a million, and
complement with a random selection of less fre-
quent words in order to get approximately 6106
verb forms.

To make sure the model can generalize to un-
seen verbs, we follow Goldman et al. (2022) and
split the data by lemma into a train set (80%), a
development (dev) set (10%) and a test set (10%).
Therefore, the verb forms from the same lemma
can only appear in one of the splits. The data dis-
tribution into three sets and regular/irregular verbs
for each language is reported in Table 1.

3.3 Remarkable problems

A few problems occurred during data prepara-
tion. First, rule-based tagging of lemma’s is not
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as trivial as it seems at first sights. For example,
in English, not all past tenses ending with ‘-ed’
are regular. Using the data of K&C, we added a
few exceptions that are all irregular words ending
with ‘-ed’: bled, bred, led, misled, fled,
and forms of fed (including breast-fed,
force-fedand bottle—-fed).

Also, in the original K&C experiment, the
model should be able to predict past tense based
on what it learned from other verbs, not from other
word forms. In morphologically richer languages,
a lemma has more word forms and data splitting
becomes problematic. For instance, a model might
have learned that work — worked and walks
— walked, then it might predict that works —
worked. In such a case, it is not possible to
know whether the model made the right prediction
based on similarities to other lemmas (walks) or
to other forms of the same verb (work). To be
as comparable as possible to the original setup of
K&C, we put all forms of the same verb in the
same data split (that is, either training, dev or test).
As a result, if the model scores well, we know for
sure that it cannot make predictions based on other
forms of the same verb.

Another issue is that one present tense form nor-
mally corresponds to one past tense form. How-
ever, German poses two notable exceptions to this:

* The second person singular verb form ends
with ‘-st” and the third person singular ends
with ‘-t’. Those forms coincide if a verb al-
ready ends with an ‘s’, but there is still a dif-
ference between those forms in the past tense.
For example, bremst is the present conju-



gation form of verb bremsen (fo brake) for
pronoun du you, er he and even 1hr you.

* Verbs ending in ‘-t’ can be the third person
singular or the second person plural informal.
For example, wundert is the present conju-
gation of the verb wundern (fo wonder) for
the pronoun ihr you and er he.

In the former case, the model should be able to
output multiple solutions, since only context can
make clear whether it is the second person or the
third person. However, this complicates the eval-
uation. As a solution, we exclude the third person
form if it collides with the second person. As for
the latter issue, we choose to remove all second
person plural informal forms, since those are far
less frequent than the third person singular forms.

4 Replication of K&C

Before moving to the main multilingual experi-
ments, we replicate the original K&C experiments
(single-task only).

4.1 Experimental Setup

For the replication, we employ K&C’s CELEX-
based dataset and keep the model architecture
and hyper-parameters unchanged using Open-
NMT (Klein et al., 2017)3. Also, as reported by
K&C, we train the neural model for 100 epochs
to make sure the examples in the training data are
properly learned. See more details in Appendix A.
Following K&C, the model is trained on the IPA
transcription.

We use word form-level accuracy to evaluate
model performance. An important remark con-
cerns data splitting: K&C did not release their spe-
cific data split, which makes it impossible to repli-
cate the exact same results. We, therefore, cre-
ate our own splits following K&C’s proportions
(80/10/10% for training/dev/test). To obtain more
reliable results, we train the model three times us-
ing different random seeds for different initializa-
tion and report the averaged resulting accuracies.

To study the micro U-shape learning curve of ir-
regular verbs, we save the model at each 10 epochs
and use those partially-trained models to predict
the test set and compare their prediction results.

SHowever, as the epoch has been deprecated in the latest

version of OpenNMT, we converted it to train_steps based on
its relationship with steps.
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4.2 Results

As shown in Table 2, the results on the training
set are almost the same as reported in the original
paper, which means our replication is largely suc-
cessful.* We note that the accuracy for irregular
verbs in the dev and test set is considerably dif-
ferent from that of K&C (dev: 21.1% vs. 53.3%;
test: 35.3% vs. 28.6%). Since K&C did not re-
lease their specific data split, replicating their ex-
act results on the small portion of irregular verbs
is not possible. Given that our results are averaged
over three random seeds and on all three split sets,
we consider them more reliable, which means the
model might perform worse at learning the past
tense of irregular verbs than K&C’s report.

all regular irregular

train dev test train dev test train dev test

K&C 99.8 97.4 95.1 999 99.2 989 97.6 53.3 28.6

Ours 99.9 953 96.5 999 984 99.2 984 21.1 35.3

Table 2: Mean accuracy of our replication of K&C
with three random seeds based on English data
from CELEX-based dataset.

4.3 Discussion

The reason we assume for the gap between our
results and K&C’s is twofold: (i) the number
of irregular verbs is much lower than regular
ones, which makes the accuracy change dramat-
ically even if only few more or few less verbs
are predicted correctly than the original experi-
ments; (i1) we corrected the label errors mentioned
above, thus the number of irregular verbs becom-
ing smaller than before. This small difference
could cause a large impact on the accuracy calcu-
lation given that these two sets only contain about
20 irregular verbs. To test this hypothesis, we con-
duct 9-fold cross-validation® and find that the ac-
curacy for irregular verbs varied in different dev
splits, ranging widely between 9% and 42%.

*Qur results are also very close to those of Corkery et al.
(2019), who did a similar replication and reported the aver-
aged accuracy over ten runs initialized with different random
seeds, but only on the training set.

>We keep the test set unchanged and validated across the
train and dev sets. To make sure the dev set has a comparable
number of verbs as the original set, we adopt 9 fold instead
of 10 fold cross-validation.



S Multilingual Experiments

This section presents the results of our main ex-
periments aimed at comparing Dutch and German
past learning patterns to the English ones. It also
presents the results of grapheme vs phoneme se-
quence learning in all three languages. Because
Dutch and German pronunciation is more pre-
dictable than the English one, we expect that the
difference between grapheme and phoneme learn-
ing will be smaller in these languages.

For comparability, all experiments in this sec-
tion use the newly introduced Unimorph-based
dataset, which includes a similar amount of train-
ing forms in all languages (cf. Table 1). The model
architecture and the hyperparameter settings are
the same as in previous experiments. We also run
each experiments three times with different ran-
dom seeds and report the averaged results.

We use our newly-created data for multilingual
experiments without resampling tokens by their
frequency. This decision is informed by research
suggesting that human learners generalize over
type frequency, rather than token frequency (By-
bee, 1995; Bybee and Thompson, 1997) and is
consistent with the experimental design of K&C.
Other studies have suggested that word frequency
is important for children’s past tense acquisition
(Plunkett and Marchman, 1991; Bybee and Slobin,
1982; Ellis, 2002), but we do not examine this hy-
pothesis in this work.

Result overview For the forms seen in training,
the model is able to learn both regular and irregu-
lar past tense inflection with more than 95% accu-
racy (Table 3a), and with similar learning curves
(Figure 2), which confirms and strengthens the
main findings of K&C on two other languages.

Comparing Table 3a to 3b, we find that the over-
all trends are maintained when the model is trained
on graphemes instead of phonemes (the original
setup of K&C). However, a notable exception is
observed: grapheme learning results in a much
lower accuracy of English irregular verbs.

In the following sections, we discuss these re-
sults in more detail.

5.1 Past Tense Learning Results in English,
Dutch, and German

Accuracy Looking closer at the results across
languages (Table 3a), we notice that inflecting un-
seen Dutch regular verbs is slightly harder than in
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Figure 2: Learning curves of the model on the Ger-
man, English, and Dutch training set (with random
seed 123).

German and English. This might be explained by
the fact that in Dutch all voiced consonants be-
come unvoiced at the end of a word, but to pre-
dict if the past tense becomes ‘-de’ (for voiced
consonants) or ‘-te’ (for unvoiced consonants), we
still need the end consonant of the stem, which
can be found within the lemma and most of the
times in the spelling of the word form. Unfortu-
nately, this information is absent in the pronun-
ciation. For example, in the pair 1Ant-1Andda@,
one will not know whether the past tense should be
1And@ or 1Ant @ before seeing the orthographic
form land. We find that such errors account for
about 50% (18/38) of all Dutch regular verb er-
rors. This difference in voiced/unvoiced regular
past tense endings only occurs in Dutch.

As for irregular verbs, we find a large difference
across languages in the ability to generalize to new
forms. Especially in English, while the model has
almost perfectly learned to inflect seen verbs, it
has a hard time predicting the form of new irreg-



all regular irregular

all regular irregular

train dev test train dev test train dev test

train dev test train dev test train dev test

EN 995 93.1 921 99.8 96.1 95.0 98.1 27.8 40.5

EN 99.1

936 93.8 99.8 982 98.1 89.0 11.1 28.1

NL 989 884 884 992 914 922 965 624 579

NL 994

88.0 89.6 99.8 912 93.0 979 58.6 61.0

DE 989 850 925 994 92.0 95.1 96.7 38.7 579

DE 984

86.4 93.6 99.1 935 957 939 395 659

(a) Phoneme input

(b) Grapheme input

Table 3: Past tense inflection accuracy in English, Dutch, and German; all averaged over 3 random seeds.

epoch English Dutch German
hits bestijgt (mounts) gilt (applies)
10 hltld hitted b@stKGd@ besteeg glit@ galte
20 hltst hit b @stex besteeg glit@ galt
30 hltld hitted b@stKGd@ besteeg g&lt galt
40 hItld hitted b@stKGd@ besteeg g&lt galt
50 hIt hitted b@stKGd@ besteeg g&lt galt
60 hltst hit b @stex besteeg glit@ gilte
70 hit hit b@stex bestijgde g&lt galt
80 hitld  hitted b@stex besteeg g&lt galt
90 hItld hitted b@stex besteeg g&lt galt
100 hlt hit b@stex besteeg g&lt galt

Table 4: The oscillating development (micro U-shape) of single verbs in three languages: with phoneme
or grapheme inputs, the respectively predicted past phonetic (left) or orthographic (right) forms are
changing with the training proceeding, but their final predictions are correct when reaching the last

epoch. The changing points are boldfaced.

ular verbs (dev: 27.8%, test: 40.5%). This effect
is smaller in Dutch and German, suggesting the ir-
regular inflection patterns in these languages are
more predictable. Surprisingly, the model made
more mistakes when predicting the inflections of
the irregular verbs in the German dev set than the
test set (dev: 38.7%, test: 57.9%). By inspecting
the mistakes, we found that the model incorrectly
took many irregular verbs as regular ones because
of their resemblance (high character overlap). For
instance, reitest-*reitetest/rittest
(ride) is influenced by the regular conjugation
of bereitest-bereitetest (prepare). We
found 23/81 irregular verbs in the dev set are very
similar to regular verbs in the training set. Out
of these, 8 irregular verbs are identical to regular
ones except for a prefix (e.g., reitet (rides) vs.
bereitet (prepares) and reitest (ride) vs.
verbreitest (spread), which could be highly
confusing for a model that is only based on form
regardless of meaning. By contrast, such overlap
is not found between the irregular verbs in the test
set and regular ones in the training set. This distri-
butional discrepancy might explain the lower ac-
curacy in the dev set. It echoes with our other
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finding discussed in the next section that irregu-
lar verbs might be misled by regular verbs if they
share representation similarity.

Errors and learning trajectories Going be-
yond overall accuracy, we inspect the learning tra-
jectories of individual verbs in our dataset. We
find human-like overregularization patterns simi-
lar to those observed by K&C in English also oc-
cur in Dutch and German. For example, in Dutch,
after 40 epochs of training, the model change
verscheent to verscheen as the past tense
of verschijnt (appears). However, after 50
epochs, the model again generate the wrong form
verscheent. After 70 epochs, the correct result
is again obtained. Similar patterns are observed
for sink in English and streitet (argues) in
German. Interestingly, Plunkett and Marchman
(1991); Bybee and Slobin (1982); Kuczaj I1 (1977)
reported that children do sometimes vacillate, even
within one utterance, between the correct and in-
correct past tense form of the same irregular stem.
All wrongly predicted irregular verbs are caused
by over-regularization. In other words, no patterns
like ated in English or 1ookte in Dutch are



found, which is consistent with humans’ learning
behaviour (Pinker and Prince, 1988). More exam-
ples from English, Dutch and German are listed in
Table 4.

Additionally, we find cases where the model
generates an irregular form for a regular verb,
because of the resemblance with other (irregular)
verbs. In Dutch, for example, the regular verb
versier—-versierde (decorate-decorated)
gets incorrectly inflected as
resemblance to verbs like verlies-verloor
(lose-lost).  Similar errors also occur in Ger-
man. For instance, the wrong prediction
of verfehle-+verfahl/verfehlte
(miss-missed) might be misled by the pair
befehlen-befahlen (order-ordered), and
schweben-+schwoben/schwebten (float-
floated) is possibly due to its resemblance to
schieben-schoben (push-pushed). Inter-
estingly, this type of errors aligns with Ernestus
and Baayen (2004)’s experiments with Dutch
speakers: phonological similarity, rather than
rule-based regularity, influences participants’
judgments toward the inflection of verbs.

That said, the model also displays error pat-
terns that are not human-like, such as copying the
present form or randomly removing phonemes (or
letters) from it. Similar cases of non-plausible
predictions were also observed at the Sigmor-
phon Shared Task (Kodner and Khalifa, 2022),
for instance forgive—-+forgaved/forgave
or seek—+sougk/sought. As also observed
by Wiemerslage et al. (2022), this kind of model
predictions contrasts with the behavior of human
speakers, who mostly resort to generating a regu-
lar past tense when a verb is unknown.

xversoor by

5.2 Phoneme vs. Grapheme Input

Undoubtedly, using phoneme input is more prin-
cipled than grapheme input when simulating hu-
man acquisition patterns. However, pronunciation
information is not always available and makes it
harder to extend this kind of simulations beyond a
small set of widely studied languages. Here, we
investigate the usability of grapheme-based input
for modeling past tense inflection. We expect Ger-
man and Dutch to be a good use case for this, given
their more transparent orthography compared to
English (Marjou, 2021).

The results in Table 3 clearly show that
switching to grapheme input for the English
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simulations is not principled as this results in
a slight increase of regular inflection accu-
racy (from 99.8/96.1/95.0% to 99.8/98.2/98.1%
train/dev/test) as opposed to a large decrease of ir-
regular inflection accuracy (from 98.1/27.8/40.5%
to 89.0/11.1/28.1%). The latter effect is particu-
larly marked, suggesting non-transparent orthog-
raphy may not be a uniform property of the lan-
guage but may be correlating with less regular
word forms within a language. We leave this in-
vestigation to future work.

Using grapheme input in Dutch and German
seems much safer (differences are overall small,
with only a slight increase in almost all cases). Our
observations seem to reflect the figures of Mar-
jou (2021), who give a much higher transparency
score to Dutch and German than to English.

In sum, using graphemes to simulate human
patterns of morphological acquisition is possible
but should be done with caution and only in some
languages. A good practice could be to first verify
that the orthographic transparency of a language
is high (Marjou (2021) present results for 17 lan-
guages). When that is not possible, grapheme-
based results should be at least validated against
a small-scale pronunciation dataset.

6 Conclusions

In this work, we study the plausibility of using
sequence-to-sequence neural networks for simu-
lating human patterns of past tense acquisition.
More specifically, we replicate findings by Kirov
and Cotterell (2018) and examine their generaliz-
ability beyond the specific case of English, using a
new dataset of English/Dutch/German (ir)regular
verb forms based on Unimorph (McCarthy et al.,
2020).

We show that the main findings of K&C also
largely hold for Dutch and German, including
over-regularization errors and the oscillating (or
micro U-shape) learning trajectory of individual
verb forms across training epochs. At the same
time, we also observe cases of non human-like
errors, for instance when the model just keeps
the present form unchanged or randomly removes
phonemes from it. A notable difference among
our studied languages concern unseen English ir-
regular verbs, which appear to be much harder
to inflect than the Dutch and German ones. We
also observe that the orthographic transparency of
a language influences and possibly confounds the



model’s learning performance: higher transparent
orthography contributes to more reliable and con-
sistent simulation results, but in general this as-
pect should be seriously considered when setting
up new benchmarks of morphological acquisition.

Future work could include the construction of
a nonce word benchmark in Dutch and German
to enable a multi-lingual evaluation of this task
(Corkery et al., 2019), as well as an in-depth in-
vestigation of the different level of irregular past
inflection difficulty in our three languages.

Kirov and Cotterell (2018) provided very
promising evidence for the use of modern neural
networks to model the human language acquisi-
tion patterns. Our work confirms the potential of
this research direction, but also raises important
issues and joins recent follow-up studies (Cork-
ery et al., 2019; Dankers et al., 2021; Kodner and
Khalifa, 2022; Wiemerslage et al., 2022) that have
warned against over-optimistic conclusions.
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A Appendix

Parameter Value
seed 123
feat_vec_size 300
feat_merge concat
rnn_type LSTM
encoder_type brnn
encoder_layers 2
encoder_rnn_size 100
decoder_type rnn
decoder_layers 2
decoder_rnn_size 100
dropout 0.3
learning_rate_decay 1.0
learning_rate 1.0
batch_size 20
(training sample size/
train_steps batch size)*the number of
epochs
beam_size 12
optim adadelta
verbose True
tensorboard True
tensorboard_log_dir logs
report_every steps / 100
log_file directory of the log file
log_file_level 20

A displays hyperparameter settings of the repli-
cating experiments and the extension experiments.
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Abstract

We address two understudied areas related
to explainability for neural text models.
First, class explanations. What features
are descriptive across a class, rather than
explaining single input instances? Sec-
ond, the type of features that are used
for providing explanations. Does the ex-
planation involve the statistical pattern of
word usage or the presence of domain-
specific content words? Here, we present
a method to extract both class explanations
and strategies to differentiate between two
types of explanations — domain-specific
signals or statistical variations in frequen-
cies of common words. We demonstrate
our method using a case study in which
we analyse transcripts of political debates
in the Swedish Riksdag.

1 Introduction

Recent developments in NLP are often the result
of ever more complex model architectures and an
increasing number of model parameters. Yet, if
we want to rely on these models, we should be
able to review the similarities and dissimilarities
between the model and human judgement. Ex-
plainability frameworks can do this by highlight-
ing on what the model has learnt to base its deci-
sions. Are these coincidental statistical patterns or
something that a human would use as an explana-
tion? Madsen et al. (2022) argue that explanations
should ideally be both functionally-grounded (true
to the underlying machine learning model) as well
as human-grounded (useful to a human).

In this article, we propose a new method for
extracting class explanations from text classifiers.
Besides, we also show a new way to distinguish
between two types of features that appear in those
explanations, that is, between informative content

103

words and subtle statistical differences in common
words’ frequencies. Our method aggregates expla-
nations for individual data points (here provided
by LIME (Ribeiro et al., 2016)), followed by a
sorting stage that separates the different kinds of
features.

Our work is in part motivated by use cases of
machine learning for texts in the social sciences.
In this field, explainability methods are relevant
both as checks to compare against human expert
knowledge and as a tool for bias detection. As a
case study, we use our method to explain the de-
cisions of a binary classifier trained to identify if
speeches in the Swedish Riksdag belong to either
of the two main parties, the Moderates (M) or the
Social Democrats (S).

We find that our method can separate class ex-
plainability features and that those data points
whose explanations contain primarily domain-
specific content words are more often classified
correctly.

2 Literature Review

As a result of the extensive work on explainabil-
ity methods, a complex typology of different ap-
proaches exists (see Danilevsky et al. (2020) or
Madsen et al. (2022) for a survey). One impor-
tant distinction is between global and local. On
the one hand, global methods aim to explain some
general behaviour of a model, such as class expla-
nations, which summarise the model with respect
to a certain class. On the other, local methods aim
to explain why the model assigned a single data
point to a particular class.

Between global and local methods, the latter re-
ceive the most attention (Nauta et al., 2022). Three
popular methods are gradient-based approaches
(Baehrens et al., 2010), Shapley values (Shapley,
1952), and LIME. Gradient-based approaches use
the model’s weights and take the gradient with
regard to the input. As such, they measure the
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change in the outcome given some small change in
the input. Yet, they are only an accurate reflection
of the model if that model is linear (Li et al., 2016),
which is not the case for most deep NLP architec-
tures. On the other hand, while Shapley values
have many theoretical guarantees to make them a
faithful interpretation (they represent the true con-
tributions of the features (Ethayarajh and Jurafsky,
2021)), their implementations (e.g. via attention
flows for transformer-based architectures (Abnar
and Zuidema, 2020)) tend to be computationally
expensive, which is problematic in the current set-
ting, where we focus on aggregating a substantial
number of individual explanations. Finally, LIME
has an advantage over gradient-based approaches
as it is model agnostic. This means that LIME at-
tempts to explain a trained classifier independently
of its architecture (Ribeiro et al., 2016).

2.1 Class explanations

The area of global class explanations is so far less
studied than that of local explanations. One ap-
proach to providing global understanding of the
model is to use behavioural or structural probes
(Tenney et al., 2019; Hewitt and Manning, 2019;
Wallace et al., 2019). Probing is a technique where
a supervised model (a probe) is used to determine
what is encoded in the internal representation of
the studied model. This is done by training the
probe to predict based on the frozen representa-
tions of the black-box model. If the probe per-
forms well on the task, that indicates the required
information was well represented by the black-
box model, if the probe is unable to achieve high
accuracy, that is taken to signify that the studied
patterns are not learned by the black-box model.
This has some limitations — for example, the com-
plexity of the probe. If the probe is too sim-
ple, it may not capture second order effects, if it
is too complex, it may learn the task internally
and “discover” things that are in the probe rather
than the model (Hewitt and Liang, 2019). More
importantly, these methods tend to be applied to
the discovery of simple syntactic structures like
part of speech (POS) tagging, syntactic tree struc-
tures (Rogers et al., 2020) or to detect the pres-
ence of specific knowledge (Petroni et al., 2019).
Other attempts in this area include leveraging lo-
cal methods and utilising a strategy for aggregat-
ing and presenting those results to the user. An
example of such approach is SP-LIME (Ribeiro
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et al., 2016), which aggregates individual LIME
explanations with a greedy search for finding data
points (texts) that are explained by the most dis-
similar sets of features in order to represent the
breadth of the class explanations. The results are
presented as ranked text examples with their cor-
responding explanations, where the number of ex-
amples is defined by the user. Due to its focus
on features that cover as many input instances as
possible, this method tends to overemphasise stop
words (see further discussion in Section 6).

2.2 Features of Explanations

To a human, not all features learnt by the machine
learning model are equally informative. Some
signals may come from speech patterns, others
from the topic that is discussed and the senti-
ment, yet others may indicate preferred catch-
phrases and slogans. There is a distinction be-
tween explanations of the model (what a model
bases its prediction on) and human explanation
(what a human would base their decision on
if faced with the same prediction task) (Miller,
2019). Since humans have background knowl-
edge that is not accessible to the model and the
model has the capacity to detect small statistical
signals that are beyond human computational ca-
pabilities, the set of features that are selected by ei-
ther may differ. This issue can be viewed in terms
of the concepts presented in the position paper
by Doshi-Velez and Kim (2017) and further dis-
cussed by Madsen et al. (2022), namely — human-
grounded and functionally-grounded explainabil-
ity. Functionally-grounded explainability is con-
cerned with how well the explanation reflects the
model, whereas human-grounded explainability is
concerned with producing explanations that are
useful to a human. This is also in line with work by
Nauta et al. (2022), where the authors argue for the
rigorous evaluation of an explainability method
across twelve properties in three categories — con-
tent, presentation, and user. The content prop-
erties and in particular correctness (faithfulness
w.r.t. the black box) are related to the functionally-
grounded approach, whereas the user properties
— context (how relevant the explanation is to the
user), coherence (how accordant the explanation
is with prior knowledge), and controllability (how
interactive or controllable an explanation is) — re-
late to human-grounded explainability.

In our work, we use stop words and content



words to align with functionally-grounded and
human-grounded explanations. Content words are
words that have independent meaning outside of
the sentence they appear in. These are typically
a noun, verb, adjective, or adverb and are distin-
guished from function words, which mainly ex-
press grammatical relationships and have little se-
mantic content. Stop words are words that carry
little or no important information for the task at
hand and tend to contain function words. This
concept is not strictly defined, but generally refers
to high-frequency terms. It can therefore extend
to, for example, procedural language (e.g. “tall-
man” (speaker)) that can also act as a stop word in
the domain of Swedish political debates. A model
can learn to detect distributional differences of any
word as long as it is correlated with the predicted
class, but a human will be unlikely to relate and
understand the cause of the distributional differ-
ences of stop words. The difference in frequency
of how often a group uses the word “also”, for
example, may not be very informative for a hu-
man, even if those distributional differences point
to real speech patterns that distinguish between the
speakers (Arun et al., 2009a) and have even been
linked to the author’s gender (Arun et al., 2009b).
Human domain knowledge will most likely be
captured through domain-specific, content words.
Being able to confirm the (extent of the) model’s
grounding in content words can serve to validate
it.

3 Method

Our algorithm for computing class explanations
consists of four steps: post-hoc instance expla-
nations extraction, aggregation, sorting, and a
keyword-in-context search that extracts example
texts. This framework is formalized in Algorithm
1. It is similar to SP-LIME, but rather than search-
ing for data points that capture the most diver-
sity of the important features, we propose to work
directly with the feature importance and explore
ways to summarize and sort these by relevance.

The replication materials and full results are
available online !

3.1 Step 1: Instance explanation extraction

For a set of held-out data samples N, we apply
the trained classifier f. In the instances where

'https://github.com/dsaynova/
NoDaLiDa2023
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Algorithm 1 Class explainability from instance
explanations

Require: Binary classifier f, data samples N
Require: Instance explainability function g
Require: Feature scoring function h

W+ {} > features and importance scores
cl + {} > features explaining class 1
2+ {} > features explaining class 2

Step 1 — Instance explanation extraction

for text, true_label € N do
if f(text) = true_label then
W« W U {g(text, f)}
end if
end for

Step 2 — Aggregation

for feature, score € W do
if score < 0 then
cl < cl U {feature}
else
€2 < 2 U { feature}
end if
end for

Step 3 — Sorting

for c € {c1,c2} do
return c sorted by h score
end for

Step 4 — Keywords in context

for c € {c1,c2} do
for term € top X terms in ¢ do
return all occurrences of term
with n words before and after
end for
end for

the classifier makes the correct prediction, we ex-
tract the list of features and their corresponding
saliency with model g. This can also be flipped
to focus on instances where the model makes the
incorrect predictions to investigate which patterns
or instances are hard to classify. A certainty
threshold can also be used to explore only cases
where the model is certain or borderline cases.
Our method aims to be extendable to different
model architectures, therefore we require a post-
hoc, model agnostic instance explanation function
g. For now, we have chosen LIME, but alternative
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methods can be used as well, as long as they are
able to extract features and the feature contribu-
tion scores that explain an instance. This means
we are currently constrained by LIME’s limita-
tions and only consider single tokens as features.
Since LIME is a surrogate model, there is also
some uncoupling between the classification model
and the explanations. For each correctly classified
instance, we extract the top k features (here set
to 10). This can be reduced even further in order
to limit the number of features that are considered
or extended to include all tokens and the task of
limiting the explanation will then be completely
relegated to the sorting step.

3.2 Step 2: Aggregation

A feature can contribute either positively or nega-
tively towards the prediction of the model. When
working with a binary classifier, a negatively con-
tributing feature towards predicting class 1 means
it is a positively contributing feature for class 2.
Therefore, the features collected from the previous
step are aggregated in two sets — cl, ¢2 — one for
each class based on their feature score sign. Note
that these two sets of features may have overlaps
if the predictive signal is indicative of the different
context in which those features appear.

3.3 Step 3: Sorting

The resulting sets of features for each class need to
be constrained to a feasible size to be interpretable
by a human. We propose two approaches to de-
veloping a feature relevance score h to prioritize
and distinguish these terms along an axis of more
domain-specific concepts to more generic words —
normalization and PCA.

Normalization. Here, we use the sum of LIME
scores for each feature of the explanation divided
by number of occurrences of that feature in the
validation set. We calculate the feature relevance
score h of the j feature as: h; = m% SN W
Here, N is the number of data points in the ex-
plained dataset, m; is the number of occurrences
of feature j in the explained set, and W is the ex-
planation matrix containing the local importance
of the interpretable components for each instance.
This will give higher scores to features identi-
fied as more important by LIME, but will penalise
common words, if they do not contribute to a class
prediction often. This is in line with the defini-
tion of stop words and should target the corpus-
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specific stop words. We also filter out words that
appear in two or less documents, as these can be
party specific, but may not be useful for generali-
sation. This number can also be increased to filter
out more predictive (according to LIME) words.

PCA. The second approach to sorting is to de-
couple it from the LIME score after the initial
aggregation step and use PCA of word embed-
dings. We found that PCA applied to pre-trained
word embeddings tends to separate domain spe-
cific words from more generic terms. A theoret-
ical motivation for this analysis lies in the distri-
butional differences between a general text (used
for pre-training word embeddings) and a domain-
specific text (in this case — political debate). We
hypothesise that the general embedding model
will see the domain specific terms in sufficiently
distinct context in order to embed them in a com-
pact space with a latent dimension separating them
from more common and general terms. This relies
on the studied data having a significant amount of
domain specific terminology that is rarer in gen-
eral. We expect this to be the case for many ap-
plication within the social sciences (e.g. politics),
but can have limitations in, lower-level, syntactic
classification tasks like POS tagging.

To calculate the sorting score, the terms from
each set c1 and 2 are embedded using a model®
trained on the Swedish CoNLL17 corpus. A PCA
is run on each set of words — c1, ¢2 — and the first
PCA dimension value is used as the sorting score
h. Similarly to the normalisation approach, words
that appear in two or fewer documents are filtered
out. This dimension seems to provide a good dis-
tinction of domain specific terms.

3.4 Step 4: Keywords in Context

To further increase human interpretability, we also
provide a way to provide context by extracting
snippets of texts around the top word features pro-
duced in Step 3. For each occurrence, we use a
simple keyword-in-context search and extract n
words before and after our feature word. This is
clearly not feasible or interesting for very frequent
words, which further motivates separating rarer,
domain specific content words from more com-
mon stop words.

http://vectors.nlpl.eu/repository/20/
69.zip
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4 Data

The dataset used for the case-study consists
of transcripts of debates in the Swedish Riks-
dag, sourced from Riksdagens Oppna data —
Anforanden®. We use a pre-processed version
available from Sprikbanken* consisting of de-
bates from 1993 to 2018. For our experiment,
texts from the Social Democrat (S) and Moder-
ate (M) parties have been extracted, resulting in
104,842 S and 62,160 M data points (one data
point is one speech that could be part of a longer
debate). From these, 100 examples have been
sampled for a small-scale human baseline check,
where two annotators are asked to perform the
classification task of determining the party label
from the speech texts and were evaluated against
the true label. Since these are debates, refer-
ences to the opponent are a strong but trivial pre-
dictor of party. References to people and po-
litical parties have been removed by targeting
Swedish political party names’ stems (for a full
list please refer to the linked code base) and words
tagged as “People_along_political_spectrum” in
Sprakbanken’s tags, based on Swedish FrameNet
(Heppin and Gronostaj, 2012). Since the cleanup
is based on a coarse rule for party name stems de-
tection and the automatic tags from Sprakbanken,
not all references have been removed. We have
opted for blanking all certain cases, so that enough
of the interfering signal is removed to make the
classification task non-trivial, rather than applying
a comprehensive and exhaustive search of all men-
tions, since that is not the main goal of this work.
Data points shorter than 50 words have been re-
moved, as manual analysis shows these tend to be
entirely procedural and do not carry political sen-
timent. This is in line with similar cleaning prac-
tices used for US congressional debates (Bayram
et al., 2019). The data is undersampled to bal-
ance the classes and split into: train (108,169), test
(12,019) and validation (2,000) sets. The valida-
tion set is used for explainability methods.

5 Experiments

To test our methodology we apply it to a BERT
classifier trained to predict the party label of a text
(Devlin et al., 2019). The classifier is fine-tuned

*https://data.riksdagen.se/data/
anforanden/

‘nttps://spraakbanken.gu.se/resurser/
rd-anf-1993-2018
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from a pre-trained model for Swedish data re-
leased by The National Library of Sweden/KBLab
and available through the huggingface library>.
The model has a 50,325 word vocabulary and 512
maximum token length. Longer inputs are trun-
cated. As a baseline for investigating class differ-
ences and separability of the data we use a logistic
regression classifier, as this provides easy access
to class explanations by simply looking at the top
and bottom scoring internal weights of the model.
N-gram spans from 1 to 3 and a combination of
all have been compared. The number of input fea-
tures is 50,325 — the same as the pre-trained BERT
model.

A small-scale human annotation check on 100
instances shows the two annotators perform with
58 and 56 percent accuracy respectively. A Co-
hen’s kappa of 0.4 indicates this is a hard classifi-
cation task.

In the interest of space, the sections below con-
tain partial results. The full results are available
online.

5.1 Baseline

Table 1 summarises the accuracy and F1 scores
for the logistic regression classifier. We observe
that the best result is achieved with 1-grams, with
the inclusion of 2- and 3- grams adding no perfor-
mance gains. It seems the main part of the distin-
guishing signal can be picked up by specific words
rather than phrases.

n-gram span | # feat acc F1

1,1 50,325 | 76.94 | 76.80

2,2 50,325 | 73.19 | 73.05

33 50,325 | 69.39 | 69.15

1,3 150,975 | 76.93 | 76.80
Table 1:  Logistic regression classifier perfor-
mance.

From the internal model weights, we can
identify both domain specific words — “sjuka”
(sick), “arbetslosa” (unemployed), “arbetslinjen”
(the employment line, a Moderate catchphrase),
and stop words — “det” (the), “ocksa” (also), “syn-
nerhet” (in particular), can be predictive of the
party label. This is in agreement with our assump-
tion that a model can depend on both statistical
differences in stop word or in human concepts as

Shttps://huggingface.co/KB/
bert-base-swedish-cased
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the basis of its prediction, and in doing so outper-
forms the human annotators.

5.2 BERT

The BERT model (Ir = 5e-6, batch size = 48, steps
= 6000) shows only slight improvement over the
baseline, summarised in Table 2.

Evaluation acc F1
test set 78.44 | 76.66
validation set | 79.95 | 78.27

Table 2: BERT classifier performance.

Applying LIME to all validation samples and
aggregating the top 10 features for each data point
results is a list of 2,043 Moderate and 2,085 Social
Democrats terms. Out of these 1,456 Moderate
and 1,334 Social Democrat terms appear in more
than two documents, and are thus candidates to be
included as part of class explanations (this limit
can be adjusted by the user).

5.3 Validation

Tables 3 — 4 show the results of both LIME and
PCA for both M and S. In both cases, the mod-
els separate informative terms from generic ones.
This is especially the case with the LIME scores,
where the lowest-scoring words are all stop words.
As for the highest-scoring words, we find that they
are all related to taxes and employment. This
is understandable, as this is also what makes up
the main political left/right dimension in Sweden
(Franzmann and Kaiser, 2006; Jolly et al., 2022;
Ezrow et al., 2011). Besides, we can identify sev-
eral references to several (groups of) parties and
ministers, which we would expect in debates. As
discussed in section 3.2, we also find a term that
appears as important for both parties - budget-
propositionen (the budget bill). This is a result
of the explainability model using single tokens as
features and most likely indicates that this is a term
mentioned in a different context for both parties.
While these findings are hopeful on their own,
to be useful for social scientists, we need to do

PCA ordering PCA ordering
rank | term rank | term
1 utgiftsomrade (expenditure area) 1 budgetpropositionen (the budget bill)
2 budgetpropositionen (the budget bill) arbetsmarknadspolitik
: 2 .
3 jobbskatteavdrag (labor market policy)
(employment tax credit) 3 samlingspartiet [Refers to the Moderates]
4 arbetsloshetsforsdkringen 4 ungdomsarbetslosheten
(unemployment insurance) (youth unemployment)
5 skattehdjningar (tax increases) 5 skattesdnkningar (tax cuts)
1454 | hogkvalitativa (high quality) 1332 | tillsammans (together)
1455 | vackra (beautiful) 1333 | u(u)
1456 | klassiska (classic) 1334 | dam (lady)
Normalised LIME score Normalised LIME score
rank | term rank | term
1 vénsterregering (left-wing government) 1 overldggningen (the deliberation)
) fattigdomsbekdmpning 2 moderatledda (moderate-led)
(poverty alleviation) 3 kd (abbrev. for Christian Democrat party)
3 bidragsberoende (benefits dependency) 4 skattesdnkningarna (the tax cuts)
4 fridens (of peace) 5 borgarna (the bourgeois [parties to the
5 arbetsfora (able to work) right])
1454 | som (as) 1332 | har (have)
1455 | ett (one) 1333 | av (of)
1456 | en (one) 1334 | for (for)

Table 3: Results for the Moderates.
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Table 4: Results for Social Democrats.




more to ensure that our results are valid. In other
words, we want to ensure that our method mea-
sures what we intend to measure (Carmines and
Zeller, 1979). In our case, this is whether a speech
is representative of S or M.

Looking at how appropriate the terms are, as we
did above, is a first step. This is also known as
face validity, as we look if our method “appears to
measure” what we want it to measure (Anastasi,
1976, pp. 139-140). Yet, face validity depends on
many implicit decisions that vary between context
and researcher. As such, we should look further if
we wish to provide a more satisfactory validation.
One good candidate for this is by looking at con-
struct validity (Shadish et al., 2002; Carmines and
Zeller, 1979). This refers to the degree to which
we can use our results to say something about that
what we aim to measure. One way to learn this
here is to look at the wider context in which the
terms the algorithm uses appear. For example, if
a term used by the algorithm to assign a speech to
S occurs in a context that defines S, this strength-
ens our case for construct validity. To see this, we
can use keyword-in-context (KWIC), which looks
at the n (here we choose 20) words before and af-
ter the term that interests us. In Table 5 we show
this for one of the terms from the PCA analysis
for S — arbetsmarknadspolitik (labour market pol-
icy). Here, we see that the context of the word
indeed refers to policies close to S. In both cases,
the term is used to call for more and new measures
to regulate the labour market — something indica-
tive of S. Similar examples for the words in Tables
3 — 4 are in the online appendix. As we have im-
plemented KWIC in our algorithm, scholars can
thus easily assess whether the same is true for any
of the other terms and in this way better assess the
validity.

5.4 Explanations and Predictive Accuracy

Returning to individual instance explanations, we
also wanted to investigate if the kind of words
(domain specific or statistical distributions) occur-
ring in an explanation have any relationship with
the certainty of the model on those datapoints.
We found domain specific words (here related to
politics), along the positive PCA spectrum, while
more common, general words had embeddings
placing them towards the negative end. We find
that data points where the explanation-words are
predominantly positioned within the positive PCA
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enda atgdrd 16sa detta, det behovs
manga atgirder. Det handlar om ett gott
foretagarklimat, om en ny arbetsmarknad-
spolitik, om ytterligare utbildningssatsningar,
om att bygga om — osv. med de forslag till
atgédrder som vi ...”

“... single measure solve this, many measures
are needed. It’s about a good business cli-
mate, about a new labour market policy, about
further training efforts, about rebuilding — etc.
with the proposed measures that we . ..”
“...1arbete det finns individer som kommer att
behova siskilt stod, och da behover vi ha en bra
arbetsmarknadspolitik. Men det &r forstas in-
get egenvirde i att ungdomar som kan fa jobb
dndé ska varaien...”

“... in work there are individuals who will
need separate support, and then we need to
have a good labour market policy. But of
course there is no intrinsic value in young peo-
ple who can get a job still being ina...”

Table 5: Keywords-in-context for the class-
explanation feature labour market policy for the
Social Democrats.

spectrum (the sum of the PCA coordinates of the
top-ten explanation features is positive) are cases
where the model is more accurate. Compared to
datapoints where explanations lie in the negative
PCA space, there is an accuracy gain of roughly
10 percent (Table 6). Interestingly, this suggests
that explanations containing domain specific, rarer
words are correlated with the model’s correctness,
although the number of datapoints with domain
specific explanations is quite small.

Correct | Incorrect | Acc
Pos PCA sum | 186 25 88.15
Neg PCA sum | 1413 376 78.98

Table 6: Classifier performance on the validation
set split based on the sum of PCA coordinates of
the explanation provided by LIME.

6 Comparison to SP-LIME

Our method is comparable with SP-LIME, which
aggregates individual LIME explanations. SP-
LIME consists of three similar steps: post-hoc in-
stance explanations extraction, sorting and exam-



Rank 1 SP-LIME example (true label S):

ar (is), det (the), som (as), den (the), vi (we),
Natomedlemskap (NATO membership), att (to),
du (you), samlingsregeringen (the coalition
government), Vi (We)

Rank 2 SP-LIME example (true label M):
fragorna (the questions), protektionistiska
(protectionist), onskar (wish), Det (The),
och (and), Herr (Mr), oerhdrt (incredibly),
handelsminister (Minister of Trade), tackar
(thanks), de (the)

Rank 12 SP-LIME example (true label M):
medelinkomsttagare (middle income
earner), avregleringar (deregulations),
vinster (left), tvivelaktiga (questionable),
skattesiinkningar (tax cuts), Da (Then), och
(and), Man (One/third person singular),
bostadsmarknaden (the housing market), stod

(support)

Rank 16 SP-LIME example (true label S):
borgarna  (the  bourgeois), (us),
langtidsarbetslosa (long-term unemployed),
klyftorna (the cleavages), det (the), sjuka
(sick), rodgrona (red green)6, Vi (We), Lat
(Let), ar (is)

(AN

Table 7: Explanations provided by SP-LIME.
Bold features indicate words contributing towards
an M classification, while italic features do the
same for S. Full results are in the online appendix.

ple extraction. In contrast to our proposed scoring
functions, SP-LIME calculates the score for fea-
ture j as [; = VEN, W;; where N is the num-
ber of data points in the explained dataset and W
is the explanation matrix containing the local im-
portance of the features. Based on this scoring,
SP-LIME performs a greedy search to extract the
top scoring data examples that also have the great-
est coverage of distinct features. Therefore, the
model explanation takes the form of a set number
of text examples with their corresponding instance
explanations, where the number of examples pro-
vided is defined by the user. Since the method
performs a greedy search, the results are ordered
by their contribution to how well they explain the
model and how many unique features they cover.
We apply SP-LIME to the BERT classifier and
extract the top 20 text examples that the explain-
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ability approach considers most representative.
These contain 9 S examples and 11 M examples.
A selected set of instance explanations can be seen
in Table 7 and the full list is available in our on-
line appendix. We can see the overemphasis of
stop words especially in the top examples. Only a
couple of the surfaced terms carry a political sig-
nificance, and even those lack context and have
debatable generalisability. Some of the examples
provided by SP-LIME (see Top 12 and Top 16 in
Table 7) are instances where human intuition is
easier to align with. However SP-LIME in gen-
eral does not provide a way to distinguish between
the two types of contributing features that the cur-
rent work targets. Finally, SP-LIME also differs
from our method in the way it presents texts con-
taining explanatory features. SP-LIME tries to
find texts which have as many features as pos-
sible in one and the same text, while we choose
to present many alternative contexts in which ex-
plaining feature words appear, motivated by social
science use-cases.

7 Conclusion and Discussion

We have developed a new algorithm for extract-
ing class explanations, which takes the distinction
between stop words and content words into ac-
count. It thereby provides an alternative to prior
methods like SP-LIME, which mixes explanations
based on e.g. stop word frequency with the pres-
ence of certain domain-specific terms. Our mo-
tivation comes from the idea of human-grounded
explainability: a useful explanation for a human
will focus on content rather than stop words, while
still being true to the model. In our case study, we
demonstrated this for speeches from the Swedish
parliament, with the task of explaining a binary
classifier associating speeches to either of the two
main parties. This is a difficult task, our human
annotation experiment showed humans perform-
ing just better than random, potentially as they
primarily looked for clues about policy. The ma-
chine learning models performed better, as they
likely also managed to identify statistical speech
patterns of speakers, which we saw in explanations
where e.g. stop words inevitably appear. Our al-
gorithm can not only identify these, but also sep-
arate them from explanations containing domain-
specific words, hinting at policy, motivated by the
needs of social scientists. Additionally, we find
indications that domain-specific explanations cor-



relate with model performance. Patterns related to
policy in our experiment may be more robust than
learned speech patterns of stop words, which risks
being influenced by single frequent individuals in
the dataset, rather than capturing patterns common
to a political party.

Future work will focus on systematic and exten-
sive testing of the proposed methodology in order
to evaluate it along the twelve properties proposed
by Nauta et al. (2022). The focus should be on
measuring the faithfulness to the underlying black
box model, correctness, as well as a larger scale
domain expert evaluation to measure how relevant
and valid the explanations are (context and coher-
ence properties). The generalisability will also be
tested, by studying other domains and classifica-
tion tasks.
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Abstract

Automatic text simplification (ATS) de-
scribes the automatic transformation of a
text from a complex form to a less com-
plex form. Many modern ATS techniques
need large parallel corpora of standard and
simplified text, but such data does not ex-
ist for many languages. One way to over-
come this issue is to create pseudo-parallel
corpora by dividing existing corpora into
standard and simple parts. In this work, we
explore the creation of Swedish pseudo-
parallel monolingual corpora by the appli-
cation of different feature representation
methods, sentence alignment algorithms,
and indexing approaches, on a large mono-
lingual corpus. The different corpora are
used to fine-tune a sentence simplification
system based on BART, which is evaluated
with standard evaluation metrics for auto-
matic text simplification.

1 Introduction

Automatic Text Simplification (ATS) is a sub-field
of natural language processing mainly focusing on
the automatic transformation a text from a com-
plex form to a less complex form, and in that way
make texts accessible for weaker readers. Even
though the modern ATS techniques vary in scale
and efficiency, there is one constant; the need for
large parallel corpora of standard and simplified
text, in order to train the simplification system.

The acquirement of such corpora is however not
an easy task. One theoretical option is to collect
manually created simplifications, but that process
is incredibly time consuming and often not fea-
sible due to the enormous amount of text that is
required by modern ATS systems.

A second option is to leverage already existing
sources of parallel texts. One common example is
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the collection of articles from Wikipedia alongside
their Simple Wikipedia counterpart. However, Xu
et al. (2015) identified numerous problems to the
dual Wikipedia approach, for example the fact the
simple article most often is not a rewrite of the
standard article. This can lead to a variation of
the content in the articles that is large enough to
make them unsuitable to be included in an aligned
corpus. Moreover, the Simple English Wikipedia
presents a limitation in text simplification research
due to its sole availability in the English language.
One way to overcome this problem is to trans-
late the English texts into another language. For
instance, Sakhovskiy et al. (2021) translated the
WikiLarge dataset (Zhang and Lapata, 2017) into
Russian.

Another possibility would be to follow the ap-
proach of Kajiwara and Komachi (2018), where
a monolingual sentence corpus is divided into a
standard and simplified part, and aligned with the
best sentence matches between the two corpora.
The result is a “pseudo-parallel” monolingual cor-
pus; a parallel monolingual corpus that has been
aligned with an unsupervised alignment algorithm
rather than been manually constructed or collected
from an already divided source, circumventing the
previously mentioned problems. The approach
was proven to perform well for both English and
Japanese domains.

The aim of the work presented in this paper
was two-fold. First, we aimed to create Swedish
pseudo-parallel sentence simplification corpora'
from a single monolingual Swedish sentence cor-
pus. Second, we aimed to investigate how differ-
ent methods and techniques used during the cre-
ation influence the performance of sentence sim-
plification systems trained on the different cor-

!The corpora are made available at: https://github
.com/holmad/Constructing-Pseudo-paralle
1-Swedish-Sentence-Corpora-for-Automatic
—Text-Simplification
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pora. The research question we explored was:

* For different alignment and embedding tech-
niques, which alignment thresholds produce
corpora that when used to fine-tune a BART
model, produce sentence simplifications with
the highest BLEU and SARI scores?

2 Related work

Data-driven approaches are common for most
modern research in sentence simplification (Alva-
Manchego et al., 2020). Data-driven does—in this
context—refer to the collection of parallel corpora
of standard-simple sentence pairs. These corpora
are then used to train simplification systems by
considering the simplification task as monolingual
machine translation.

Much research has been conducted by exploit-
ing the standard and simple versions of the English
Wikipedia (Zhu et al., 2010; Coster and Kauchak,
2011; Woodsend and Lapata, 2011; Hwang et al.,
2015; Zhang and Lapata, 2017). Additionally,
the Newsela corpus (Xu et al., 2015) has been
used for the creation of aligned corpora (Alva-
Manchego et al., 2017; Zhao et al., 2018) , much
alike Wikipedia. The Newsela corpus contains
1,130 standard news articles, combined with up
to five simplifications for each given article. The
simplifications are created by professional writ-
ers, which overall should be an improvement in
quality over the simplifications in the Simple En-
glish Wikipedia, which are produced by volunteers
(Alva-Manchego et al., 2020). In a Swedish con-
text, Rennes (2020) compiled a corpus of 15,433
unique sentence pairs derived from the websites
of Swedish authorities and municipalities. This
comparatively small resource is the only available
aligned corpus of standard-simple sentence pairs
for Swedish.

In contrast to the previously mentioned corpora,
which are based on alignment of sentences that
are extracted from one source of standard sen-
tences and another source of simplified sentences,
the construction of a pseudo-parallel monolingual
corpus includes the process of deciding if every
given sentence should be considered as one of
standard or less complexity. For this task, Ka-
jiwara and Komachi (2018) calculated the, for
English text widely used, Flesch Reading Ease
Score (FRES) for each sentence, and in that way
determined its complexity. The Swedish coun-
terpart to FRES is called Lésbarhetsindex (LIX)
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(Bjornsson, 1968). Since LIX only measures the
lengths of words, sentences, and ratios of long
words, additional text complexity metrics have
been developed for Swedish texts, such as the
SCREAM (Falkenjack et al., 2013; Falkenjack,
2018) and SVIT (Heimann Miihlenbock, 2013)
measures.

With MUSS, Martin et al. (2022) implemented
a method to align paraphrases based on their sim-
ilarity measures. In order to train a simplifier to
produce simplifications, as opposed to just para-
phrases, the authors employed ACCESS (Martin
etal., 2020). ACCESS enables controllable output
of sequence-to-sequence models by including spe-
cial control tokens, that—among other things—
can be used to limit the length of decoder output.

2.1 BART

BART (Lewis et al., 2020) is an autoencoder
for pretraining models for sequence-to-sequence
tasks. A BART model is trained by inputting text
corrupted with a noising function, and learning to
reconstruct the text to its original state. Hence, it is
a denoising autoencoder. BART utilises a bidirec-
tional encoder?, where random tokens are masked
and the document is encoded by considering to-
kens in both directions. For the prediction of the
masked tokens, each token is predicted indepen-
dently by considering the entire input sequence.
Since text-generation is a task that only considers
the current and previous input, a standard BERT
model is unsuitable for text generation® (Lewis
et al., 2020). With BART, the bidirectional en-
coder is paired with an auto-regressive left-to-right
decoder. The auto-regressive decoder predicts to-
kens by considering the current token combined
with the leftward context, and can therefore gen-
erate new text.

The combination of the two components allows
BART to apply any noising function, compared
to previous autoencoders that are tailored for a
specific function (Lewis et al., 2020). The num-
ber of possible pre-training tasks that can be em-
ployed by BART is therefore also significantly
larger than, for example, BERT.

The structure is very similar to that of BERT (Devlin
et al., 2019), but some discrepancies can be noted. For in-
stance, BART replaces ReLU with GeLU activation func-
tions. See Lewis et al. (2020) for details.

SHowever, the weights of a BERT model can be used
in a warm-start procedure of an encoder-decoder model to
achieve similar capabilities. See for example Rothe et al.
(2020) and Monsen and Jonsson (2021)



3 Data

We used several different datasets for different
tasks. Table 1 provides an overview of the datasets
used.

The Stockholm-Umea Corpus (or SUC)
(Gustafson-Capkova and Hartmann, 2006) is a
balanced corpus of Swedish texts from the 1990s.
The style of text is varied, and it is sometimes used
as a baseline for standard use of the Swedish lan-
guage during the time period (see for example Pet-
tersson and Nivre (2011)). In total, the corpus con-
sists of 1,166, 593 tokens and 74, 245 sentences.

The NyponVilja dataset consists of OCR scans
of books from Sweden’s largest publisher of easy-
to-read books, Nypon och Vilja Forlag, targeting
children and youths. Each book is graded by hu-
man experts with a readability level, where level 1
denotes a book that is the easiest to read and level
6 denotes books that provide the most challenge
for the readers.

The CCNET dataset is provided by Common
Crawl*, a non-profit organisation that uses web
crawlers to collect an enormous amount of text
data from all around the web, and makes it freely
available to the public. The organisation collects
and publishes a new data snapshot approximately
10 times a year®, each snapshot in the size range of
~ 100-300TB whereof 20-30 TB is raw text data.

We used the Swedish part of the CC-100
dataset, previously used to recreate the training
of XLM-R (Conneau et al., 2020), for the sen-
tence alignment task. The dataset was created
by researchers at StatMT®, by applying the CC-
Net pipeline to extract datasets for 100 differ-
ent languages from the Common Crawl snap-
shots created during the time period January—
December 2018. The Swedish dataset com-
prises 80GB uncompressed text, in the form of
580, 387, 314 paragraphs. From these paragraphs,
61,959, 899 sentences were extracted for further
pre-processing and annotation.

The data was further prepared for alignment by
roughly following the procedure in Raffel et al.
(2020). However, an additional step was intro-
duced to rearrange the data from paragraphs to
sentences. This step was added since the task is
to align sentences, not paragraphs. It was there-

*nttps://commoncrawl.org

SEach snapshot can be found at https://index.co
mmoncrawl.org

*https://data.statmt.org/cc-100/
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fore also necessary to annotate the dataset on the
sentence level.

We used the SAPIS (Fahlborg and Rennes,
2016) pipeline to tokenise each sentence with Ef-
selab (Ostling, 2018), and to annotate each sen-
tence with a subset of the SCREAM metrics pre-
viously identified by Santini et al. (2020).

PK18 (Lindberg and Kindberg, 2018) is a cor-
pus totalling 1,005 texts pairs. Each pair con-
sist of an original version of the given text,
and a simplified version of the same text. The
texts origin from four Swedish organisations
and municipal-, regional- and state departments;
Riksforbundet for utvecklingsstorda barn, ungdo-
mar och vuxna (FUB), Linkdpings Kommun, Re-
gion Ostergdtland, and Specialpedagogiska myn-
digheten (SPSM). The simplified versions were
written by experts, and were manually aligned
with the corresponding original version of the
texts.

PK18 is currently the largest available corpus
suitable for use as a gold standard for the evalu-
ation of Swedish ATS systems. Since this work
focused on sentence-level simplification, only the
pairs aligned in a 1-1 manner were used. The re-
sult was a dataset of 467 sentence pairs, with the
purpose of being used as the test dataset for the
fine-tuned text simplification system.

4 Implementation

This section describes the creation of the pseudo-
parallel corpora and their usage in text simplifi-
cation systems. The procedure can be outlined
in four steps. First, the sentences were classified
as being of either standard or simple complexity.
Second, the sentences were aligned. Third, the
different corpora were provided as training data to
fine-tune multiple text simplification systems. Fi-
nally, the performance of each of the systems was
assessed with standard evaluation metrics.

4.1 Labelling of sentences as standard or
easy

Following Kajiwara and Komachi (2018), the sen-
tence dataset was divided into two subsets, one
with standard sentences and one with easy sen-
tences.

We used a classification model to determine if
the sentences from the CCNet dataset should be
seen as “standard” or “easy”. The model was re-
alised with the implementation of Support Vec-


https://commoncrawl.org
https://index.commoncrawl.org
https://index.commoncrawl.org
https://data.statmt.org/cc-100/

Dataset name Sentences

Tokens Usage

SUC 74,243

1,166,593 Standard sentences
used for training of
the SVM sentence

classifier.

NyponVilja 54,938

459,540 Easy sentences used
for the training of the
SVM sentence classi-

fier.

CCNet subset 61,959,899

832,996 921 Sentences which were
classified as either easy
or standard, and then
aligned to form the
easy/standard sentence
pairs of the pseudo-

parallel corpora.

PK18 subset 467 (sentence pairs)

7,873 (standard)
6,429 (simplified)

A manually annotated
dataset that is used for
evaluation of the sen-
tence simplifier trained
on the aligned corpora.

Table 1: Overview of the different datasets used.

tor Machine (SVM) found in the Python library
scikit-learn (Pedregosa et al., 2011). We annotated
each sentence with a subset (described in San-
tini et al. (2020)) of the text complexity metrics
from SCREAM (Falkenjack et al., 2013; Falken-
jack, 2018), previously known to predict text com-
plexity in Swedish. Since the metrics vary in scale
(for instance, some metrics are ratios while other
are raw frequencies), they were standardised by re-
moving the mean and scale to unit variance, before
being used as features to represent a sentence in
the SVM.

The SVM was then trained with the standard
sentences (from SUC) and the easy sentences
(from NyponVilja) as class labels. A 10-fold
cross-validation process was applied to evaluate
the model performance. Averaged over all folds,
the SVM classifier performed with an F1-score of
82%. This SVM classifer was then used to assign
all sentences from the CCNet dataset as of either
standard or easy complexity.

4.2 Alignment of sentences

The alignment of sentences labelled in the pre-
vious section can be divided into two categories:
alignments based on similarities of individual

word embeddings between sentences, and align-
ment based on the similarity of embeddings of
whole sentences.

A common functionality between the two ap-
proaches is the ability to filter the resulting corpus
with regard to the alignment threshold. A higher
threshold would allow fewer sentence pairs to be
included in the corpus, but the pairs that were in-
cluded would be more similar according to the
cosine distance, and therefore probably of higher
quality. Inversely, a lower threshold would include
more sentence pairs, but their similarity would on
average be lower. To investigate this trade-off, cor-
pora with the alignment threshold of both 0.8 and
0.9 were created.

4.2.1 Word-based embeddings

At its core, this approach is based on the method
originally proposed by Song and Roth (2015) and
later used by both Kajiwara and Komachi (2018)
and Rennes (2020), where sentences were aligned
according to their similarity at the word level. Dif-
ferent alignment algorithms were used to perform
the task, where Kajiwara and Komachi (2018)
implemented Average (AA), Maximum (MA), and
Hungarian (HA) alignment algorithms, as well
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as the Word Mover’s Distance (WMD). Rennes
(2020) implemented the AA, MA, and HA align-
ment algorithms.

The main difference in this work when com-
pared to the aforementioned works is the much in-
creased dataset size; an increase of several million
sentences. This brings forth some additional chal-
lenges, mainly regarding the computational com-
plexity during the alignment process. For this rea-
son, we only used the AA and MA algorithms.
Both HA and WMD resulted in a dramatic increase
in the required computations, which were not fea-
sible to perform given the available hardware and
time frame.

Average alignment similarity (AAS) calculates
the pairwise cosine similarities between all the
words of sentence x and sentence y and averages
them over the number of pairs (see Equation 1).

|yl

ZZCOS i, Yj)

=1 j=1

AAS(z,y) (1)

Hy!

Maximum alignment similarity (MAS) can be
seen as a refinement of the AAS, since it does only
take into account the best (maximum cosine simi-
larity) word pair between sentence x and sentence
y (see Equation 2).

||

MAS sym(x,y) z ma:v cos(xi,y;) (2)

ol £

Equation 2 describes an asymmetric similarity,
meaning that there will be different total similarity
scores depending on if each of the words of sen-
tence x gets paired with its maximum similarity
in sentence y, and vice versa’. Therefore, to get a
symmetric MAS, we add the averages of the asym-
metric MAS(x, y) and MAS(y, x), as described in
Equation 3.

MAS(z,y) = $MASasym(z,y) + 3 M ASasym(y, )
3)

In earlier works, MAS has shown to be well per-
forming, and the alignment algorithm of choice of
both Kajiwara and Komachi (2018) and Rennes

(2020).

"Unless the sentences are identical, but that would of
course make the whole alignment procedure unnecessary
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Another consequence of the increased amount
of data is the need to restrict the search problem
during the alignment process. Even though only
the computationally least demanding alignment al-
gorithms were used, to calculate the cosine dis-
tances in a N:M manner (that is, between every
easy sentence and every standard sentence) would
be too computationally expensive. Therefore, a
more efficient method of calculating the similar-
ities was implemented.

We used MinHashLSH? to construct an index
from the easy sentences, and query the index with
the standard sentences to create a mapping of po-
tential sentence pairs for alignment (see step 1, 2,
and 3 in Figure 1). MinHash allows the match-
ing of sentences that share fewer features in the
syntactic sense, than for example SimHash as pro-
posed in earlier works, but still set a requirement
that the sentences have to share similarities at a
given threshold. For this work we used the Jac-
card similarity of 0.5 for a sentence pair to be
considered a possible match. This allowed for a
relatively large range of possible matches, but still
dramatically reduced the search space. The index
was constructed with a feature window of 5 and
the num_perm parameter of 16.

After the construction of the index and the ex-
traction of possible matching sentences, we used
Fasttext’® pre-trained Swedish word vectors to em-
bed every word in every sentence of the match-
ing pairs. In order to reduce the memory footprint
of the vectors, we reduced the dimensions from
the default 300 to 100 dimensions. This allowed
for more vectors to be loaded in memory, and al-
lowed larger batches of computations of several
sentences at once. This significantly improved the
computational overhead for the alignment module.
The embeddings of the words in the matched sen-
tences then got passed to the alignment module
(see steps 4, 5, and 6 in Figure 1).

4.2.2 Sentence-based embeddings

For this approach, each sentence was represented
as a sentence embedding via Swedish sentence-
BERT (Rekathati, 2021). Each embedding from
the standard bucket was compared to all of the
embeddings from the easy bucket, and the pair
of standard and easy sentences with the highest

8from the datasketch package http://ekzhu.com/
datasketch/lsh.html

‘https://fasttext.cc/docs/en/crawl-vec
tors.html
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Figure 1: High-level overview of the alignment of sentences with the word-level Fasttext embeddings.

cosine similarity was aligned and added to the
corpus. To speed up this process and forgo the
quadratic complexity of an exhaustive search, the
embeddings of the easy sentences were indexed
using Faiss (Johnson et al., 2019). Since Faiss re-
quires all embeddings to be loaded into memory
when constructing the index, we employed PCA to
reduce the output dimension of the sentence trans-
former model from 768 to 128'°. The slight reduc-
tion in quality for each embedding was deemed to
be outweighed by the ability to use all easy sen-
tence embeddings for the index training and con-
struction.

For this work, we used the IVFFPQ-index from

19This process was based on the following code from Sen-
tenceTransformers https://github.com/UKPLab/
sentence-transformers/blob/master/exampl
es/training/distillation/dimensionality__
reduction.py
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Faiss, which utilises both coarse- and fine quanti-
sation to reduce both search times and index disk
size. The index was trained with the parame-
ters n1ist=2048 (the number of Voronoi cells),
nbits=8 (the number of bits to represent the
codes per each subvector), and M=8 (the number
of subvectors per vector). Additionally, each em-
bedding vector was normalised to support measur-
ing cosine distances as opposed to Euclidean dis-
tances.

For the standard sentences, each sentence em-
bedding was queried to the index, and the easy
sentence with the highest cosine similarity to the
queried standard sentence was extracted if it ad-
hered to the given similarity threshold set for the
current corpus.


https://github.com/UKPLab/sentence-transformers/blob/master/examples/training/distillation/dimensionality_reduction.py
https://github.com/UKPLab/sentence-transformers/blob/master/examples/training/distillation/dimensionality_reduction.py
https://github.com/UKPLab/sentence-transformers/blob/master/examples/training/distillation/dimensionality_reduction.py
https://github.com/UKPLab/sentence-transformers/blob/master/examples/training/distillation/dimensionality_reduction.py

Embed- Word Threshold | Sentence | Avg. Avg. BLEU SARI
ding type | align- pairs sentence | sentence

ment length length

algo- (easy) (stan-

rithm dard)
- - baseline - - - 22.81 12.80
word AA 0.8 440,259 8.24 12.76 10.17 33.11
word AA 0.9 40,014 7.16 8.05 17.29 28.31
word MA 0.8 442,152 8.25 12.77 9.53 33.24
word MA 0.9 40,017 7.16 8.05 16.71 29.51
sentence | - 0.8 6,560,372 | 7.09 12.25 4.04 30.43
sentence - 0.9 652,964 6.23 9.20 3.64 30.29

Table 2: The created corpora and their evaluation scores when used to train the simplification system.

4.3 Simplification module

Each corpus was used to fine-tune a simplifier
based on a Swedish BART model!!, developed by
KBLab. They pre-trained the model on approxi-
mately 80GB of text (around 15B tokens) with the
help of Fairseq'?, and subsequently converted it to
be compatible with the Huggingface Transformers
Python-library (Wolf et al., 2020). The pre-trained
model consisted of approximately 139M parame-
ters.

In our work, the fine-tuning and evaluation
pipeline was in large part built with the Transform-
ers library. Each sentence pair were tokenised
using the pre-trained model’s tokeniser with the
AutoTokenizer class and the model was
loaded using the AutoModelForSeg2SeqLM
class.  For the fine-tuning, the hyperparam-
eters were consistent for all models, with
the learning rate=3e-05 and batch
size=32. Furthermore, the number of
warmup steps were 500 and the weight
decay=0.1. The optimisation algorithm was
the default AdamW and each simplification model
was fine-tuned for between 1 and 10 epochs,
depending on corpus size. In general, the hyper-
parameters were kept close to the default values,
and the ones we experimented with only showed
minor differences in performance.

From each corpus, 90% of the sentence pairs
were used as training data, and 10% were used as
validation data.

Uhttps://huggingface.co/KBLab/bart-bas
e-swedish-cased

Phttps://github.com/facebookresearch/
fairseq

4.4 Evaluation

For the evaluation, we applied two metrics com-
monly used for the assessment of ATS systems —
BLEU and SARI. BLEU (BiLingual Evaluation
Understudy) (Papineni et al., 2002) is calculated
with modified unigram precision and a brevity
penalty factor between a target and reference sen-
tence. The SARI metric (Xu et al., 2016) compare
system output against references and against the
input sentence. The purpose of SARI is to quan-
tify the simplification of sentences based on words
that are added, deleted, or kept by the simplifi-
cation system. (Alva-Manchego et al., 2020) de-
scribes the intuition behind SARI as that the sys-
tem is rewarded for the addition of n-grams that
occur in any of the references but not in the in-
put, the keeping of n-grams both in the output and
the references, and the avoidance of over-deleting
n-grams.

Unfortunately the PK18 subset is limited by
its small size, but it is to the best of the authors
knowledge the only manually aligned simplifica-
tion dataset in Swedish, and future studies would
benefit from a larger, high quality dataset. For
this study, we did however use the PK18 subset
of 467 manually aligned sentence pairs to evaluate
the performance of the BART simplifiers trained
on the different generated corpora. Each sen-
tence pair was passed as test data, and BLEU and
SARI metrics were calculated. As a baseline, we
calculated the BLEU and SARI metrics for the
test dataset when no simplification was performed
(i.e. the original sentence was used as the sys-
tem output sentence and the gold standard sim-
plified sentence was used as the reference sen-
tence). For both BLEU and SARI calculations,
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we used the implementation from EASSE (Alva-
Manchego et al., 2019).

5 Results

For simplicity, the created corpora are referred
to with the notation of [embedding type]_[word
alignment algorithm]_[alignment threshold]. For
example, the corpus in the second row of Table 2
is referred to as word_AA_0O. 8.

In Table 2, the results of the corpora created
with the alignment and embedding methods de-
scribed in Sections 4.2.1 and 4.2.2 are presented.
The baselines for BLEU and SARI were calcu-
lated as described in Section 4.4 (i.e. they were
calculated as if no simplification was conducted at
all).

All of the corpora performed better than the
baseline SARI. However, the best performance
was shown by both word embedding-based cor-
pora with a filtering threshold of 0.8, with a SARI
score of over 33. This is higher than the cor-
pus aligned with the help of sentence embeddings,
which had a SARI of 30.43. Of the two best-
performing word embedding-based corpora, the
one aligned with the MA algorithm performed
with a slightly higher SARI score than the AA one.

For the BLEU score all of the corpora showed
lower values than the baseline. The corpus
based on word embeddings and with an alignment
threshold at 0.9 did however show BLEU scores
fairly close to the baseline. The rest of the corpora
performed significantly lower.

It is clear that the number of sentence pairs is
closely related to the alignment threshold. For all
embedding type/word alignment algorithm com-
binations, the corpus with a higher threshold also
consisted of fewer sentence pairs than their lower
threshold counterparts.

6 Discussion

In this section the results for the different con-
ducted experiments will be discussed.

6.1 Alignment results

Inspecting the results in Table 2, a first thing to
note is that all of the models fine-tuned on the cor-
pora performed with higher SARI scores than the
baseline. Furthermore, the two corpora created us-
ing embeddings on the word level and the sentence
alignment threshold of 0.8, word_AA_0.8 and
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word MA_0. 8, showed the highest SARI scores
(33.11 & 33.24) in this study.

On the other hand, the word_AA_0.9 and
word-MA_0.9 corpora showed significantly
higher BLEU scores than the rest, while at the
same time exhibiting relatively low SARI scores.
One explanation for this behaviour is that the sim-
plifications from the models fine-tuned on these
corpora often include only minor changes to the
original sentence. In some cases, no change from
the original sentence can be observed at all. As a
consequence, since few (or none) add, delete, or
keep operations can be rewarded, the SARI score
will be kept low. Inversely, the similarity between
the original and output sentences will benefit the
BLEU score. The evaluation dataset contains,
in many cases, small differences between the
standard and simplified sentence, with only small
parts of information either added or deleted. This
in turn leads to a situation where the reference and
original sentences are so similar that a (relative to
the baseline) high BLEU can be achieved by just
keeping the original sentence.

When looking at both the corpora based
on sentence embeddings (sentence_0.8 and
sentence_0.9), it can be noted that the SARI
scores are somewhat average compared to the
other corpora. The BLEU scores are however sig-
nificantly lower. One possible explanation for this
behaviour could be that BLEU is more restrictive
than SARI, in the sense that the same n-gram have
to be present in both the target and reference sen-
tence for BLEU. Since the sentence embeddings
are a semantic representation of the sentence, two
sentences could have high similarity scores on the
sentence level while having a low ratio of shared
n-grams.

Overall, the word-MA_0 .8 corpus performed
with the most balance between the BLEU and
SARI scores, closely followed by word_AA_0O. 8.

6.2 Evaluation metrics

While BLEU has been used as a metric for the
evaluation of automatic text simplification sys-
tems, it is problematic to use. Sulem et al. (2018)
showed how BLEU fails to serve as a useful eval-
uation metric for sentence splitting operations.
Since the corpora created in this work are aligned
in a sentence-to-sentence manner, this point is of
less importance for this specific evaluation. How-
ever, the authors did also find that BLEU of-



ten negatively correlates with simplicity, and may
penalise simpler sentences instead of rewarding
them. To rely on BLEU as the only metric for eval-
uation is therefore not to recommend. In this work,
its main purpose is instead to indicate the similar-
ity of the reference and system output, not nec-
essarily the difference in simplicity. For example,
the BLEU metric gives support to the observations
that the simplified sentences of the models fine-
tuned on word AA 0.9 and word MA_ 0.9 in
many instances is just a cut-off version of the stan-
dard sentence, where either the beginning or end
of the sentence have been removed. For this par-
ticular behaviour, the BLEU metric provided valu-
able information despite its other apparent flaws in
the task of text simplification.

Another thing to note is the low BLEU scores
overall, but in particular for the corpora based on
sentence embeddings. The low overall scores can
probably, as also observed by Kajiwara and Ko-
machi (2018), partly be attributed to the lack of
multiple reference sentences in the test dataset. An
additional contributing factor to low scores for the
corpora based on sentence embeddings is probably
the behaviour that sentences with named entities
often get aligned with sentences containing com-
pletely different entities. This leads to a corpus of
sentences with a lower ratio of exact word-to-word
matches. When evaluating simplification mod-
els fine-tuned on these corpora, the BLEU metric
would probably be more affected by this than the
SARI metric.

In recent years, much of the published research
on text simplification systems has used SARI as
an evaluation metric. One of its main merits is
that it is good at assessing a system’s ability to
perform lexical paraphrasing. (Alva-Manchego
etal., 2021) suggest using a combination of multi-
ple metrics to capture different aspects of text sim-
plification. In future studies it would be interesting
to implement a wider array of metrics, for exam-
ple BERTScore (Zhang et al., 2020) or METEOR
(Denkowski and Lavie, 2011), to further examine
the quality of the corpora.

7 Conclusion

The aim of the work presented in this paper
was to create a Swedish pseudo-parallel sentence
simplification corpus from a single monolingual
Swedish sentence corpus, and to investigate how
different methods and techniques used during the

creation influence the performance of sentence
simplification systems trained on the different cor-
pora.

From the results, it can be seen that the model
fine-tuned on a corpus created with word-based
embeddings, the Maximum Alignment algorithm,
and an alignment threshold of 0.8 performed with
the best SARI and acceptable BLEU scores. It is
however unclear how much the different indexing
methods impacted the performance of the align-
ment process, and exactly how the quality of the
corpora was affected.

Both the investigated methods of creating
pseudo-parallel corpora for sentence simplifica-
tion show promising results. Future studies should
conduct a further investigation on different param-
eter choices, mainly when constructing the indices
to help the alignment process, and explore how
they impact the quality of the corpora. The re-
sulting corpora should also be thoroughly evalu-
ated with regard to different aspects of text simpli-
fication; with a combination of qualitative evalu-
ations, additional evaluation metrics, and a larger
test dataset.
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Abstract

We study the performance of machine
learning techniques to the problem of iden-
tifying speakers at meetings from anony-
mous minutes issued afterwards. The data
comes from board meetings of Sveriges
Riksbank (Sweden’s Central Bank). The
data is split in two ways, one where each
reported contribution to the discussion is
treated as a data point, and another where
all contributions from a single speaker have
been aggregated. Using interpretable mod-
els we find that lexical features and topic
models generated from speeches held by
the board members outside of board meet-
ings are good predictors of speaker iden-
tity. Combining topic models with other
features gives prediction accuracies close
to 80% on aggregated data, though there is
still a sizeable gap in performance com-
pared to a not easily interpreted BERT-
based transformer model that we offer as a
benchmark.

1 Introduction

Attributing a text or a part thereof to an agent is
a well-established sub-field of computational lin-
guistics. Apart from the traditional task of author
attribution, it has also been applied in social media
studies, to the identification of speakers in fiction
dialogues, and for detection of plagiarism. In this
work, we study a new but related problem: identify-
ing speakers at meetings from anonymous minutes
issued afterwards.

The data at hand are minutes, in Swedish, from
the monetary policy meetings of the Riksbank’s

Marianna Blix Grimaldi
The Swedish National Debt Office

marianna.blixgrimaldi@riksgalden.se

Executive board. The main monetary policy objec-
tive is to keep inflation low and stable, close to the
target of 2 percent. The key issue at the meetings
is to decide on the policy rate, and, since the global
financial crisis in 2007-2009, on purchases of fi-
nancial assets. Minutes from meetings like these
are not only common for central banks but also,
for instance, corporates, c.f. (Agarwala et al., 2022;
Schwartz-Ziv and Weisbach, 2013).

Until June 2007 the minutes of the Swedish
Riksbank’s monetary policy meetings gave an
anonymised account of the deliberations. Since
then, however, the identity of a board member is
revealed in the minutes so that it is possible to
know which member expressed which opinion dur-
ing the meeting. This change towards increased
transparency is of great interest to researchers on
economic policy-making and there is a growing
literature in this area (Hansen et al., 2018). It could
potentially affect board members’ incentives and
behaviour in different ways, not least because the
minutes are published only around two weeks after
a meeting.

Following the theoretical literature increased
transparency can have different effects. It can make
agents prepare more thoroughly — a disciplinary ef-
fect (Holmstrom, 1999). It can also make agents
behave differently due to career concerns, either by
making them less inclined to oppose to the major-
ity view — a herding, or conformism, mechanism
— or by making them instead want to distinguish
themselves more from others — an anti-herding or
exaggeration mechanism. It may also make agents
more committed to stick to a specific opinion once
they have expressed it and less willing to change
their mind, even if circumstances change (Falk and
Zimmermann, 2018).
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Swedish

English translation

Vice riksbankschef A inledde diskussionen
med att uttrycka sitt stod for det B sade

om behovet av att ha en bredare ansats nér

man analyserar skilen till den 14ga inflationen.
Hir dr det, menade han, viktigt att ta hinsyn
till bade efterfrage- och utbudsfaktorer. Att
fokus varit ensidigt kan mojligen vara forstaeligt
i lander som befunnit sig i krisens epicentrum,
fortsatte A. Dér har stora negativa effekter pa
produktion, sysselsittning och arbetsloshet helt
dominerat bade debatten och den ekonomiska
politikens inriktning.

Deputy Governor A started the discussion

by expressing his support for what B had said
about the need for a broader approach when
analysing the reasons for the low inflation rate
Here, he said, it is important to consider

factors of both demand and supply. That

there has been a one-sided focus may be under-
standable in countries that have been at the
epicentre of the crisis, A continued. There great
negative effects on production and employment
have dominated both the debate and

the direction of economic policies.

Table 1: Extract from a contribution.

Here we are not concerned with transparency
effects as such, rather we want to find out what
features and methods would enable us to trace the
behaviour of individual members when conditions
are changed, from a state where views, but not
identities, are reported in the minutes, to a state
where both identities and views are revealed. The
study can be seen as a first contribution to the de-
velopment of automatic tools that can support trans-
parency studies by analysing minutes of meetings
created under different conditions.

In this study we investigate the problem of pre-
dicting agent identities under a supervised con-
dition, using minutes from the period Septem-
ber 2007 to April 2018 for experiments. During
this period the board has had six members at any
given time, but as members have limited periods
of service, altogether twelve people have served
on the board. We are looking for features of the
board members that can be assumed to be rela-
tively stable over time, and so be used for iden-
tification. The study is thus an experiment in de-
anonymisation, which has been defined as a re-
verse engineering process in which de-identified
data are cross-referenced with other data sources
to re-identify the personally identifiable informa-
tion!. The data to be re-identified are participants’
contributions to the discussions preceding the vote
on policy rate as they are reported in the minutes.
The primary data used for cross-referencing are
speeches made by the members to private and pub-
lic audiences outside of board meetings. Both the
minutes of the meetings and the speeches are pub-

1https://codata.org/rdm—glossary/
de-anonymization/
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licly available on the Riksbank’s website.

The minutes are compiled by a secretary who has
access to recordings of the meeting. Discussions
and decisions are reported in detail using a formal
writing style where sentences are well-formed and
punctuation formal. For an example, see Table 1.
During a meeting a member may make several
contributions and the start of a new contribution
is usually marked in the minutes by a reference
including the title and full name of the member.
A contribution can be short, only a few sentences,
but sometimes as long as several paragraphs. The
minutes may sometimes partly be based on written
notes provided by members but we do not know to
what extent this happens nor how much editing is
done.

The aims of the study are three-fold: 1) to com-
pare the performance of several machine learning
methods on this task, all of which have been suc-
cessfully applied to attribution tasks in the past; 2)
to identify features of members and their contribu-
tions that can aid de-anonymisation; 3) to establish
a benchmark for what can likely be achieved on
anonymised minutes under an unsupervised condi-
tion.

The methods investigated are:

¢ Burrows’ Delta (Burrows, 2002)

* A Support Vector Machine (SVM)

* A Multi-layer Perceptron (MLP)

* Two ensemble methods of SVMs and MLPs

¢ A Swedish BERT model (Malmsten et al.,
2020) fine-tuned for sequence classification

The paper is organised as follows. In section 2
we report related work. In section 3 we describe
our data and the preprocessing we have applied. In
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section 4 we describe the features we have used
in the study and in particular the topic model we
have used. Section 5 reports our experiments and
the final sections discuss our results and report our
conclusions.

2 Related work

We have not been able to find studies that per-
form speaker attribution under equal circumstances.
A study on cabinet meetings (Ruppenhofer et al.,
2010) had the goal of annotating all sentences of
cabinet protocols with its speaker. They used a rule-
based approach exploiting properties of German
morphology. Speaker attribution of sentences has
also been studied on dialogues in literature, where
again the task is to annotate sentences or utterances
with speaker information, where this is not explicit.
An example is He et al. (2013) who applied su-
pervised machine learning to the task. We do the
same in this study but the genre is different and our
data points are usually much longer than a single
sentence.

Still, the task has similarities with closed-class
author attribution. A taxonomy of six feature cat-
egories has been proposed for this task by Sta-
matatos (2009): character, lexical, syntactic, struc-
tural, semantic, and application-specific. The first
two types have the advantage that they can be com-
puted with very little analysis of the text; they in-
clude frequency counts of function words, punctu-
ation marks, and short ngrams. Syntactic features
can refer to part-of-speech tags or ngrams of these.
Structural features include word length and sen-
tence length as well as layout features.

Features requiring detailed analysis of texts,
such as full syntactic parsing and topic modelling
have also been used. Zhang et al. (2014) used de-
pendency parsing as well as morphological and
syntactic features, while Savoy (2013) employed
topic modelling as a basis for feature selection.
Seroussi et al. (2014) showed how variants of topic
modelling can be used to predict authorship and
Sari (2018) used topic modelling to analyse which
features are effective under different conditions,
showing content-based features to be more effec-
tive when the diversity of topics in the document
set is more varied.

Given a set of selected features that can be
used for profiling documents as well as authors,
a method is needed to decide among the authors
for a given document. Well-known methods based
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on a selection of frequent words are Chi-Square
distance (Grieve, 2007), Burrows’s Delta (Burrows,
2002), and Kullback-Leibler Distance (Zhao and
Zobel, 2007). All of these compute a distance met-
ric where the author model with the smallest dis-
tance to the document model is proposed as the
most likely author. Among machine learning meth-
ods k-nearest neighbours and support vector ma-
chines have been tried, often with good results.

Neural methods have also been applied, some-
times with mixed results. The best overall sys-
tem at the PAN-2015 author identification task was
a character-level RNN language model (Bagnall,
2015), while the neural systems at the cross-domain
author identification task at PAN-2018 did not com-
pete well (Kestemont et al., 2018). Most systems
at that event used SVMs while the best system was
an ensemble system, combining features of three
kinds with logistic regression.

More recently, there have been a few examples
of author attribution in which the Transformer ar-
chitecture (Vaswani et al., 2017), which does au-
tomatic feature extraction, has been utilised. For
example, Fabien et al. (2020) introduced BertAA,
a fine-tuned BERT language model for author-
ship classification. In experiments, the pre-trained
model was fine-tuned on three different datasets in
the domains of emails, blogs and movie reviews,
respectively. State-of-the-art performance was ob-
tained on all three datasets either with plain BertAA
or with BertAA with additional features.

3 Data and preprocessing

The data collected at The Riksbank have two main
sections: minutes from monetary policy meetings
and public speeches given by Executive Board
members. The minutes are from two periods: One
batch starting in February 2000 and ending in May
2007, and another beginning in June 2007 and end-
ing in April 2018. Minutes from the earlier period
are truly anonymous, while the minutes from the
later period have been anonymised for the purposes
of this study. An overview of the data can be found
in Table 2.

The speeches have been collected during a some-
what longer period, from 1997 forward. The
speeches mostly address the current economic sit-
uation and are addressed to a variety of audiences
such as banks, regional authorities, chambers of
commerce, and parliamentarians.

Both minutes and speeches were originally in



either doc- or PDF-format. Texts were extracted
from the PDF-files using the Apache Tika parser?
accessed via a Python port®. From the minutes we
then used regular expressions to remove data that
was not text such as multiple empty lines, page
headers, pagination and table cell data.

The outline of the minutes has changed over the
years but is typically divided into four numbered
sections. Some minutes have less than four sec-
tions and a few of them have more. Each section
is supplied with a heading that starts with an initial
’§’-sign. The contributions are found in a sepa-
rate section with a heading such as Penningpolitisk
diskussion, Discussion on monetary policies’ or
just Diskussion. This section is the one from which
we extract contributions for the experiments.

A contribution from a board member in the min-
utes is as a rule introduced with the member’s ti-
tle, e.g., Forste vice riksbankchef, ’First Deputy
Governor’ and full name. All text following this
introductory phrase and lasting until a new intro-
duction of the same type is encountered has been
allocated to a single contribution. A member may
speak at a meeting on several occasions and so we
have also collected these together as aggregated
contributions. The total number of individual con-
tributions is 900, and the aggregated contributions
amount to 385.

Data type Numbers
Speeches 399
Meetings / Minutes 65
Members present at meetings 5-6
Members during 2007-2018 12
Individual contributions 900
min length (in tokens) 11
max length (in tokens) 2760
Aggregated contributions 385
min length (in tokens) 68
max length (in tokens) 5095
Individual contributions (BERT) 1738
min length (in tokens) 13
max length (in tokens) 512
Aggregated contributions (BERT) 1434
min length (in tokens) 32
max length (in tokens) 512

Table 2: Overview of the data used in the study.

In most meetings six members including the
Governor are present. There are a few meetings
with fewer members present. It does not happen
that a member does not contribute to the discussion
at all. Some members have been present at the

2https ://tika.apache.org/
3https ://github.com/chrismattmann/tika-python
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majority of meetings, others at only a few e.g., be-
cause their period as director ended. The minutes
and the speeches have all been parsed by the Sparv
parser (Borin et al., 2016). The information ob-
tained from Sparv includes lemmas, part-of-speech
tags and word senses, which we have used in sub-
sequent processing.

The speeches, all in edited written form, are
known to be given by certain members. All text
of a speech, with the exception of some metadata
information supplied in the header, has been kept.
The main processing of the speeches is word based
(frequency counts, topic modelling) and for this
reason, we did not clean them to the same extent as
the minutes.

For fine-tuning the pre-trained BERT model, we
used the raw texts from the minutes as data (the
speeches were not used in this setting), masking
titles, names and gendered pronouns. The masking
was done assuming such information could steer
the model towards certain predictions, trivialising
the task and hampering generalisation to the truly
anonymous setting where this information is ab-
sent.

For both the individual and the aggregated data,
the length of the contributions varies significantly.
As seen in Table 2, the aggregated contributions
range from 68 to 5095 tokens. Due to the lim-
itations of BERT handling long text sequences,
this posed a problem. Other architectures, such
as the Longformer (Beltagy et al., 2020), have been
proposed to mitigate this problem. However, in
Swedish, BERT is currently the best option. What
we did in our experiments, was to chunk the long
texts into several smaller texts. This was done by
adding up sentences of a text until the addition of
one more sentence would yield a text with more
than 512 tokens.

4 Features used in the experiments

We have framed our problem as a closed set classifi-
cation task and applied a number of different meth-
ods. Burrows’ Delta uses lexical features, which
are detailed below, in Section 5.1, and the BERT
model uses its own feature selection. However, for
the SVM and MLP models, we have investigated
various properties with the potential to differentiate
between members. For each of the properties, one
or more features were defined. The focus is on
properties and features that relate to content and
application.
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In the rest of this section we motivate the choice
of features.

4.1 Topic modelling

We assume that the topics members address in their
speeches are more or less the same as those they
address in meetings as they have different back-
grounds, affiliations and areas of expertise. We
used lemmatized content words for the topic mod-
elling, where we defined a content word as a word
with one of the part-of-speech tags adjective, ad-
verb, foreign word, noun, proper noun, and verb
as decided by the Sparv parser. Further filtering
was made by applying a frequency threshold and
a threshold for spread. We trained multiple topic
models with different hyperparameters, we used
the NPMI coherence measure (Roder et al., 2015)
that estimates coherence among word pairs in a
topic based on their pairwise associations, as guide
to the final topic model.

After a number of trials we found that the full
data set of speeches could best be captured by
eleven topics. Each topic constitutes a feature of
its own. As a form of evaluation, we asked two re-
searchers at the Riksbank to suggest short descrip-
tions of the topics, based on the ten most probable
terms for each topic. Although a few of the top-
ics were more difficult than the others to describe
convincingly, they ended up with reasonable de-
scriptions for all of them, shown in Table 3. The
fact that the topics are varied and interpretable sug-
gests to us that the model has merits.

4.2 Sentiment analysis

Some members may have an overall negative out-
look on the economy and/or the proposals dis-
cussed in board meetings, while others have a more
positive one. We capture this aspect via sentiment
analysis, where sentiments from the speeches are
compared to sentiments expressed at meetings.
For sentiment analysis we have used a Swedish
version of Vader* (Hutto and Gilbert, 2014) that
also considers a word’s sense. Vader is a lexicon
and rule-based sentiment analyser. The lexicon
in English Vader comprises 5500 lexical entries
with sentiment scores between +5 and -5. We
used the Swedish SenSALDO 0.2 sentiment lexi-
con (Rouces et al., 2019) with sentiment scores -1,
0 and +1, that comprises 12287 lexical entries of
which 8893 are unique words. It has an accuracy of

*https://github.com/cjhutto/vaderSentiment

0.89 (Rouces et al., 2019). Word sense disambigua-
tion with the SenSALDO 0.2 lexicon is achieved
using the Sparv parsed texts.

Vader also uses booster words, such as amaz-
ingly, to further refine the sentiment analysis. The
booster dictionary used in our analyses is a slightly
enhanced version of the Swedish dictionary used
for sentiment analysis of consumer support e-mail
conversations and comprises 89 items (Borg and
Boldt, 2020). That version of Vader uses a smaller
lexicon, the Swedish sentiment lexicon (Nusko
et al., 2016). It was evaluated showing an 88%
correspondence with human annotators.

Vader produces a compound score for each sen-
tence, by summing the valence scores of the words
according to their identified sense and normalise
this sum to be between -1 (most negative) and +1
(most positive). This gives one feature. We also
calculated the amount of positive, negative or neu-
tral sentences yielding another three features. For
this, we use the recommendations that a sentence
has positive sentiment if the compound score is
> 0.05, neutral if the compound score is between
-0.05 and 0.05 and negative if it is < —0.05%.

4.3 Application-specific features

Some members use more words than others. We
capture this aspect by counting the number of
words that each member uses, and by computing a
member’s share of words at a meeting. The relative
share of a member’s contribution gives a single fea-
ture. We also assume that the speaking order that is
reported in the minutes reflects the actual speaking
order at the meeting. If this order is dependent on
the board member’s status, or role, it could be fairly
stable over time, or only change gradually. This
aspect gives rise to six features corresponding to
being the first speaker, the second speaker, and so
on.

It is known for each member whether they have
entered a reservation against the majority decision.
We assume that members may differ in their inci-
dence of entering reservations. The probability of
entering a reservation is used as a feature.

4.4 Feature selection

Table 4 shows the properties we have investigated.
Topic distribution and Sentiments cover the con-
tents of contributions while the rest are application-
specific capturing aspects of members’ meeting
behaviour. For each property, we first determined
whether it could have some predictive value on its
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Topic Description Most probable terms
0 Monetary policies general styrrdnta, inflationsforvantning, inflationspolitik, mena, nominell
policy rate, expectation on inflation, inflation targeting, mean, nominal
1 Housing and private debt skuldsdttning, skuld, bostadspris, bostad, bostadsmarknad
indebtness, debt, price of housing, housing, housing market
2 Financial stability and macro myndighet, verktyg, institut, makrotillsyn, regelverk
prudential public authority, tools, institute, macro supervision, regulations
3 Public debt and quantitative easing balansrikning, obligation, statsobligation, avkastning, miljard
balance sheet, bond, gobernment bond, returns, billion
4 Transparency and communication direktion, mdote, oppenhet, prisniva, kommunikation
Executive board, meeting, transparency, price level, communication
5 Labour market arbetsmarknad, produktivitet, viinta, inflationsforvantning, inflationsrapport
labour market, productivity, wait, expectation on inflation, inflation report
6 Monetary policy general 11 tillgangspris, resursutnyttiande, inflationsmalspolitik, mena, nominell
asset price, resource utilization, inflation targeting, mean, nominal
7 International trade euro area euro, eu, emu, konkurrens, handel
Euro, EU, EMU, competition, trade
8 International trade general offentlig, sparande, diagram, bytesbalans, export
public, savings, diagram, balance of payments, export
9 Payment system betalning, pengar, kontanter, betalningssystem, infrastruktur
payment, money, cash, payment system, infrastructure
10 Inflation targeting and the policy resursutnyttjande, diagram, rintebana, stabilisera, hallbar
rate path resource utilization, diagram, policy rate path, stabilize, sustainable

Table 3: Descriptions of the produced topics with the five most probable terms.

own using both MLP- and SVM-systems>. It can
be seen from Table 4 that all selected properties
give performance above a random baseline which,
for six participants present in each meeting, would
give a theoretical accuracy of 16.7%. Topic dis-
tribution is by far the property that has the best
results.

In total, our feature set consists of 37 features.
Since we are interested in how these features im-
pact member classification, we employed two dif-
ferent feature selection methods. The first approach
is a Recursive Feature Elimination (RFE) which
is able to find a set of features that carry the most
predictive power. The second is based on a Python
implementation® of the Boruta algorithm (Kursa
and Rudnicki, 2010). The rationale behind using
Boruta is the algorithm’s ability to provide a set of
relevant features, contrary to the minimal optimal
feature sets provided by for example RFE. This
means that we with Boruta are able to get a set
of all features that have some impact on the pre-
diction, while with RFE we can choose to extract
the N most important features. By using a combi-
nation of these algorithms, we can therefore gain
knowledge about which features carry the most
predictive power if we wanted to slim down the
classification model, but also a picture of which of
the features provide at least some information for

3See section 5.2 for a description of the experimental setup
°https ://github.com/scikit-learn-contrib/
boruta_py
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the classification task.

5 Experiments

This section elaborates on the details of the differ-
ent systems and their performance. All results are
shown in Table 5.

5.1 A traditional system: Burrows’ Delta

For comparison, we tested an implementation of
Burrows’ Delta under different conditions. Three
different feature sets were used, one relying solely
on the most frequent words in the corpus of
speeches, another where proper nouns were re-
moved, as these include references to the speaker
we wish to identify, and a third relying on the most
frequent content words, where a content word was
defined as a noun, verb or adjective. Following
Evert et al. (2015) we also looked at the effect of
normalising the feature vectors and compared two
different measures: Manhattan distance and Cosine
similarity.

Initial tests were made on a corpus where all
contributions from one member had been collected
into one text yielding a total of 12 texts. These
suggested that the frequency-based features gave
slightly better results than the other two, with 7 out
of 12 members being predicted correctly, and 9 out
of 12 being included in the two first predictions.
This selection of features was then used for predict-
ing the speaker of contributions at meetings. The
number of features was also varied showing clear


https://github.com/scikit-learn-contrib/boruta_py
https://github.com/scikit-learn-contrib/boruta_py

Property Features | Accuracy (SVM) | Accuracy (MLP)
Length (absolute) 1 30.57% 26.67%
Length (relative) 1 23.19% 28.33%
Order (only position) 1 25.13% 21.25%
Order (probabilities) 6 42.31% 40.97%
Reservation 1 23.10% 21.25%
Sentiments (compound) 1 18.77% 16.45%
Sentiments (ratios) 3 23.11% 16.06%
Topic distribution 11 63.70% 62.84%
Burrows Delta 12 24.86% 29.34%

Table 4: Properties used and their performance as single predictors for the SVM and MLP models.

improvements from 300 features upwards with a
peak around 500. Using normalised feature vectors
and cosine distance consistently gave better perfor-
mance by two or more points. The best results are
reported in Table 5.

We observe that the best result for the aggregated
contributions is close to that for the topic models.
We also see that results drop when predicting speak-
ers of individual contributions but are still far above
chance. Adding more features does not generally
improve predictions.

We can also note that the performance of using
the Burrows’ Delta models for different speakers
to generate features to be included in an SVM-
classifier differs greatly from using the standalone
system for classifying members with Burrows’
Delta.

5.2 The SVM and MLP systems

Each type of feature was first tested individually to
see whether it could beat a random baseline. The
results are reported in Table 4.

The systems, written in Python, use the scikit-
learn library (Pedregosa et al., 2011), with the im-
plementations of support vector machines (SVC)
and multilayer perceptrons (MLPClassifier) as the
algorithms for the classification task.

We used a 5-fold cross-validation procedure to
randomly split the data into training and test data.
Since we wanted to do the prediction of the con-
tributing members on a meeting level, we let the in-
dividual meetings be the unit assigned to either the
train or test portion of each fold, with all member
contributions extracted from the particular meeting.
In the cross-validation procedure, it is however
customary to balance the classes (in this case, the
members) evenly across all folds, but as a conse-
quence of the importance of keeping the integrity
of each meeting, it was not possible to achieve a
perfect balance of classes in all folds.

In each training fold, we performed a second 5-

fold cross-validation procedure to optimise the hy-
perparameters of the selected classification model.
For the SVM, we optimised the C and gamma
values with a radial basis function (RBF) kernel.
The MLP was optimised with its hidden layer
sizes and the L2-regularisation term (named al-
pha in scikit-learn) for the Limited Memory Broy-
den—Fletcher—Goldfarb—Shanno (1bfgs) solver.

We implemented a custom prediction step with
two restrictions for the classification task, namely,
for each meeting;

* Only members present in the meeting can be
predicted.

* A member can only be predicted once per
meeting.

5.3 Ensemble systems

Using the same features and the two restrictions
just described, two ensemble systems of SVMs and
MLPs were implemented’. The first is a soft vot-
ing system, where both an SVM and an MLP are
trained as described in section 5.2. At the predic-
tion step the classification probabilities, for each
possible board member, of both the SVM and MLP
are added together and averaged between the two
classifiers. The board member with the highest av-
erage probability is then subsequently selected as
the classifier output for the given meeting. Since
we noticed subtle differences in how the SVM and
MLP predicted certain meetings, the rationale be-
hind this approach was to try to make a more robust
prediction, leveraging the strengths of both classi-
fiers.

The second ensemble system is a hybrid of an
MLP and an SVM, following the method used in
Garg et al. (2021). The system consists of an MLP
that is trained on the training splits in a regular
fashion, but whose weight matrix from the final

"The cross-validation and hyperparameter optimisation
were performed in the same fashion as described in section 5.2
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hidden layer is used as features by an additional
SVM classifier.

5.4 BERT-based system

As with the SVM and MLP systems, we used a
5-fold cross-validation procedure to randomly split
the data into training and test data. The fine-tuning
procedure was implemented using Transformers
(Wolf et al., 2020) and PyTorch (Paszke et al.,
2019). To make this method comparable with the
other methods described, we combined the predic-
tions for smaller chunks of a given contribution into
one single prediction. Thus, we had to keep track
of the contribution ID when splitting into training
and test data and make sure that all smaller chunks
for a given contribution were in the same partition.
The combining was then done by summing the raw
output scores from the model for all chunks of a
given contribution before picking the class with the
highest score as the prediction. This way, we got a
single prediction for each contribution.

For both the aggregated and individual data, we
did experiments of two kinds, one where only the
members present at a particular meeting were con-
sidered when aggregating predictions and one that
disregarded the notion of meetings. The former set-
ting is similar to the setting used for the SVM and
MLP systems, with the only difference being that
each member in a meeting could now be predicted
multiple times. In the latter case, no information
about what members participated at a particular
meeting was given to the model. Thus, the model
had to predict the member from the pool of all 12
members. Surprisingly, at the end of training for
each fold, the results were exactly the same in all
cases but one where the first approach had an in-
crease in accuracy of approximately 1% compared
to the second approach. This effect was seen in
both the aggregated and individual data.

In each fold, the data was prepared as input to
the BERT model by retrieving input ids, and the at-
tentions mask for each batch of sequences. A batch
size of 8 was used, and the model was fine-tuned
for 10 epochs on a Tesla P100-PCIE-16GB GPU
with a learning rate of 1075, 10 epochs seemed
to be suitable for this problem and dataset, as loss
converged without causing overfitting.

6 Results

The results for classification accuracy of all tested
systems are presented in Table 5. For all systems,

System Contributions
Aggregated | Individual
Delta, standard, 500feats 55.54% 33.89%
Delta, normalised, 500feats 60.33% 42.41%
SVM (RFE) 78.20% 54.18%
SVM (Boruta) 79.70% 57.55%
SVM (All) 78.56% 56.98%
MLP (RFE) 76.22% 52.45%
MLP (Boruta) 77.15% 54.15%
MLP (All) 74.66% 54.55%
Soft voting (RFE) 77.25% 54.50%
Soft voting (Boruta) 77.95% 55.83%
Soft voting (All) 76.48% 57.52%
Hybrid (RFE) 78.71% 54.78%
Hybrid (Boruta) 78.50% 54.66%
Hybrid (All) 79.31% 55.70%
BERT 94.81% 83.78%
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Table 5: Results of the classification accuracy for
different systems, feature sets and types of member
contributions.

as expected, the aggregated contributions score
higher than the individual contributions. Classi-
fying aggregated (and longer) contributions are
naturally a less complex problem compared to in-
dividual contributions due to the reduced number
of classifications to be performed per meeting. It
should however be noted that the tested systems,
especially the system based on BERT, are able to
handle this change of scope in an acceptable man-
ner considering the increased task complexity.

Furthermore, the results indicate that the SVM
and MLP classification methods performed signif-
icantly better than the random baseline and that
the differences between these methods were rela-
tively small. When including all the features listed
in Table 4, we saw a lower classification perfor-
mance for all feature-based systems, compared to
when we included only a subset of the features (see
Table 5). The best results were generally found
with the subset of features selected by the Boruta-
algorithm, referred to as Boruta in Table 5. The
best performance of any feature based system can
be seen in the standalone SVM system with an ac-
curacy of 79.70% on the aggregated data and boruta
feature selection. The best performance of the En-
semble systems were found in the hybrid system
with an accuracy of 79.31%, followed by the soft
voting system with an accuracy of 77.95%. The
standalone MLP system performed the generally
lowest scores, with the highest being 77.15%,

An even smaller subset of features (the RFE fea-
ture subset), including the 10 features with the most
predictive power according to the Recursive Fea-
ture Elimination, were able to perform almost on



par with the other feature sets. This also aligns
with what was seen when each feature was tested
individually (see Table 4), where some of the fea-
tures scored close to the random baseline. The
features present in the subset created with RFE,
topics, length (absolute), and speaking order,
were also some of the highest performing individ-
ual features. It should however be noted that not all
of the topics are included among the top 10. Three
of the topics are not (topic 6, topic 7, and topic 9).
These topics were also some of the few features
that most often were omitted as features by the
Boruta algorithm. All this taken into consideration,
we can conclude that a small number of features
carry great predictive power for the classification
task.

The fine-tuned BERT model obtained 94.81%
accuracy for all folds combined on the aggregated
data, and an accuracy of 83.78% on the individual
data. Since the data used for the BERT model had
to be split into smaller chunks to fit the input limit
of BERT, we tried the same chunking approach
for all the non-BERT systems. Since some of the
aggregated contributions were fairly long (see Ta-
ble 2) the total number of contributions increased
significantly, while also rendering the restriction
of only being able to predict a member once per
meeting less effective. The SVM, MLP, and ensem-
ble systems did therefore perform worse with this
data chunking approach, resulting in accuracies
between 55-58% on the aggregated data.

7 Conclusions and discussion

In this work, the main purpose has been to investi-
gate a set of interpretable features for identifying
speakers from minutes. With the aid of feature
selection algorithms, we are able to pin down the
most important features, while also excluding some
of the less relevant, and simultaneously improve
the classification performance. Topic models gener-
ated from speeches given by directors of the board
of The Riksbank turned out to be a good predictor
of what they say in board meetings. Combined with
other features such as wordiness, speaking order
and sentiment analysis we could reach an accuracy
close to 80% in predicting which director said what.
Not surprisingly the fine-tuned BERT model has
the best performance in predicting which board
member made a certain contribution. This is in line
with the performance of similar models in other at-
tribution tasks (cf. Fabien et al. (2020)) and points
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to Transformer-based models being good feature
extractors. While we have only investigated one
corpus of minutes, the methods we’ve tried have
a wider application; similar types of meetings and
minutes are common in financial and other public
institutions where transparency and accountability
is an issue.

The success of the BERT-model suggests that
members are consistent in their argumentation
across meetings. An interesting aspect is the fact
that the minutes of the meetings are not written by
the members, which should make this task harder
than standard author attribution. Given this, we find
that the BERT model provides a strong benchmark
for de-anonymisation of minutes.

The BERT-model, unlike the features used for
the other models, is not easily interpretable. Yet,
as new techniques for interpreting models such
as BERT are emerging, we would like to investi-
gate what the BERT-model actually considers when
making predictions. For example, whether it looks
at stylistic features in how the minute taker writes
about a particular member or features more related
to the content and topics of the contributions.

The properties, coupled with analysis of the over-
all differences of the minutes under the two con-
ditions, are likely to be helpful in future research
on de-anonymising the minutes from the earlier
period. Although members are not referred to by
name there is a similar structure to the minutes
and the discussions so that contributions can be
identified. While performance may be lower for
all models when applied to minutes for the earlier
period, the data obtained from the non-anonymous
minutes could then be used for training. For ex-
ample, we know from confusion matrices which
speaker models are often confused.

There are features we have not yet investigated
such as members’ style of argumentation, or rhetor-
ical structure, which potentially could be helpful.
As we now also have identified the topics discussed
during the meetings, we can analyse members’ at-
titudes, i.e. sentiments, towards each topic. This
can also be included in our model. An analysis
of the parse trees of contributions could also yield
features at a more fine-grained level than topics,
such as individual members’ hobby-horses.
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Abstract

Resource-efficiency is a growing concern
in the NLP community. But what are the
resources we care about and why? How do
we measure efficiency in a way that is reli-
able and relevant? And how do we balance
efficiency and other important concerns?
Based on a review of the emerging liter-
ature on the subject, we discuss different
ways of conceptualizing efficiency in terms
of product and cost, using a simple case
study on fine-tuning and knowledge distil-
lation for illustration. We propose a novel
metric of amortized efficiency that is better
suited for life-cycle analysis than existing
metrics.

1 Introduction

Resource-efficiency has recently become a more
prominent concern in the NLP community. The
Association for Computational Linguistics (ACL)
has issued an Efficient NLP Policy Document! and
most conferences now have a special track devoted
to efficient methods in NLP. The major reason for
this increased attention to efficiency can be found
in the perceived negative effects of scaling NLP
models (and AI models more generally) to unprece-
dented sizes, which increases energy consumption
and carbon footprint as well as raises barriers to
participation in NLP research for economic reasons
(Strubell et al., 2019; Schwartz et al., 2020). These
considerations are important and deserve serious
attention, but they are not the only reasons to care
about resource-efficiency. Traditional concerns like
guaranteeing that models can be executed with suf-
ficient speed to enable real-time processing, or with
sufficiently low memory footprint to fit on small
devices, will continue to be important as well.
“Equal contribution to this work.

Uhttps://www.aclweb.org/portal/content/efficient-nlp-
policy-document
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Resource-efficiency is however a complex and
multifaceted problem. First, there are many rele-
vant types of resources, which interact in complex
(and sometimes antagonistic) ways. For example,
adding more computational resources may improve
time efficiency but increase energy consumption.
For some of these resources, obtaining relevant
and reliable measurements can also be a challenge,
especially if the consumption depends on both soft-
ware and hardware properties. Furthermore, the
life-cycle of a typical NLP model can be divided
into different phases, like pre-training, fine-tuning
and (long-term) inference, which often have very
different resource requirements but nevertheless
need to be related to each other in order to obtain a
holistic view of total resource consumption. Since
one and the same (pre-trained) model can be fine-
tuned and deployed in multiple instances, it may
also be necessary to amortize the training cost in
order to arrive at a fair overall assessment.

To do justice to this complexity, we must resist
the temptation to reduce the notion of resource-
efficiency to a single metric or equation. Instead,
we need to develop a conceptual framework that
supports reasoning about the interaction of differ-
ent resources while taking the different phases of
the life-cycle into account. The emerging literature
on the subject shows a growing awareness of this
need, and there are a number of promising propos-
als that address parts of the problem. In this paper,
we review some of these proposals and discuss is-
sues that arise when trying to define and measure
efficiency in relation to NLP models.> We specifi-
cally address the need for a holistic assessment of
efficiency over the entire life-cycle of a model and
propose a novel notion of amortized efficiency. All
notions and metrics are illustrated in a small case
study on fine-tuning and knowledge distillation.

ZMost of the discussion is relevant also to other branches
of Al although some of the examples and metrics discussed
are specific to NLP.
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2 Related Work

Strubell et al. (2019) were among the first to dis-
cuss the increasing resource requirements in NLP.
They provide estimates of the energy needed to
train a number of popular NLP models, including
T2T (Vaswani et al., 2017), ELMo (Peters et al.,
2018), BERT (Devlin et al., 2019) and GPT2 (Rad-
ford et al., 2019). Based on those estimates, they
also estimate the cost in dollars and the CO2 emis-
sion associated with model training. In addition to
the cost of training a single model, they provide
a case study of the additional (much larger) costs
involved in hyperparameter tuning and model fine-
tuning. Their final recommendations include: (a)
Authors should report training time and sensitiv-
ity to hyperparameters. (b) Academic researchers
need equitable access to computation resources.
(c) Researchers should prioritize computationally
efficient hardware and algorithms.

Schwartz et al. (2020) note that training costs
in Al increased 300,000 times from 2012 to 2017,
with costs doubling every few months, and argue
that focusing only on the attainment of state-of-the-
art accuracy ignores the economic, environmental,
or social cost of reaching the reported accuracy.
They advocate research on Green Al — Al research
that is more environmentally friendly and inclu-
sive than traditional research, which they call Red
Al Specifically, they propose making efficiency a
more common evaluation criterion for Al papers
alongside accuracy and related measures.

Hershcovich et al. (2022) focus specifically on
environmental impact and propose a climate per-
formance model card that can be used with only
limited information about experiments and underly-
ing computer hardware. At a minimum authors are
asked to report (a) whether the model is publicly
available, (b) how much time it takes to train the
final model, (c) how much time was spent on all
experiments (including hyperparameter search), (d)
what the total energy consumption was, and (e) at
which location the computations were performed.
In addition, authors are encouraged to report on the
energy mix at the location and the CO, emission
associated with different phases of model develop-
ment and use.

Liu et al. (2022) propose a new benchmark for
efficient NLP models called ELUE (Efficient Lan-
guage Understanding Evaluation) based on the con-
cept of Pareto state of the art, which a model is said
to achieve if it achieves the best performance at a

given cost level. The cost measures used in ELUE
are number of model parameters and number of
floating point operations (FLOPs), while perfor-
mance measures vary depending on the task (sen-
timent analysis, natural language inference, para-
phrase and textual similarity).

Treviso et al. (2022) provide a survey of current
research on efficient methods for NLP, using a taxo-
nomy based on different aspects or phases of the
model life-cycle: data collection and preprocess-
ing, model design, training (including pre-training
and fine-tuning), inference, and model selection.
Following Schwartz et al. (2020), they define ef-
ficiency as the cost of a model in relation to the
results it produces. They observe that cost can be
measured along multiple dimensions, such as com-
putational, time-wise or environmental cost, and
that using a single cost indicator can be misleading.
They also emphasize the importance of separately
characterizing different stages of the model life-
cycle and acknowledge that properly measuring
efficiency remains a challenge.

Dehghani et al. (2022) elaborate on the theme
of potentially misleading efficiency characteriza-
tions by showing that some of the most commonly
used cost indicators — number of model parame-
ters, FLOPs, and throughput (msec/example) — can
easily contradict each other when used to compare
models and are therefore insufficient as standalone
metrics. They again stress the importance of dis-
tinguishing training cost from inference cost, and
point out that their relative importance may vary
depending on context and use case. For example,
training efficiency is crucial if a model needs to be
retrained often, while inference efficiency may be
critical in embedded applications.

3 The Concept of Efficiency in NLP

Efficiency is commonly defined as the ratio of use-
ful output to total input:?

r=¢ M

where P is the amount of useful output or results,
the product, and C'is the total cost of producing the

results, often defined as the amount of resources
consumed. A process or system can then be said

3Historically, the technical concept of efficiency arose in
engineering in the nineteenth century, in the analysis of engine
performance (thermodynamic efficiency); it was subsequently
adopted in economy and social science by Vilfredo Pareto and
others (Mitcham, 1994).
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to reach maximum efficiency if a specific desired
result is obtained with the minimal possible amount
of resources, or if the maximum amount of results
is obtained from a given resource. More generally,
maximum efficiency holds when it is not possible
to increase the product without increasing the cost,
nor reduce the cost without reducing the product.

In order to apply this concept of efficiency to
NLP, we first have to decide what counts as useful
output or results — the product P in Equation 1. We
then need to figure out how to measure the cost C
in terms of resources consumed. Finally, we need
to come up with relevant ways of relating P to C
in different contexts of research, development and
deployment, as well as aggregating the results into
a life-cycle analysis. We will begin by discussing
the last question, because it has a bearing on how
we approach the other two.

3.1 The Life-Cycle of an NLP Model

It is natural to divide the life-span of an NLP model
into two phases: development and deployment. In
the development phase, the model is created, op-
timized and validated for use. In the deployment
phase, it is being used to process new text data in
one or more applications. The development phase
of an NLP model today typically includes several
stages of training, some or all of which may be re-
peated multiple times in order to optimize various
hyperparameters, as well as validation on held-out
data to estimate model performance. The deploy-
ment phase is more homogeneous in that it mainly
consists in using the model for inference on new
data, although this may be interrupted by brief de-
velopment phases to keep the model up to date.
As researchers, we naturally tend to focus on
the development of new models and many models
developed in a research context may never enter
the deployment phase at all. Since the development
phase is typically also more computationally in-
tensive than the deployment phase, it is therefore
not surprising that early papers concerned with the
increasing energy consumption of NLP research,
such as Strubell et al. (2019) and Schwartz et al.
(2020), mainly focused on the development phase.
Nevertheless, for models that are actually put to
use in large-scale applications, resources consumed
during the deployment phase may in the long run be
much more important, and efficiency in the deploy-
ment phase is therefore an equally valid concern.
This is also the focus of the recently proposed eval-
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uation framework ELUE (Liu et al., 2022).

As will be discussed in the following sections,
some proposed efficiency metrics are better suited
for one of the two phases, although they can often
be adapted to the other phase as well. However, the
question is whether there is also a need for metrics
that capture the combined resource usage at devel-
opment and deployment, and how such metrics can
be constructed. One reason for being interested in
combined metrics is that there may be trade-offs
between resources spent during development and
deployment, respectively, so that spending more re-
sources in development may lead to more efficient
deployment (or vice versa). To arrive at a more
holistic assessment of efficiency, we need to define
efficiency metrics for deployment that also incor-
porate development costs. Before we propose such
a metric, we need to discuss how to conceptualize
products and costs of NLP models.

3.2 The Products of an NLP Model

What is the output that we want to produce at the
lowest possible cost in NLP? Is it simply a model
capable of processing natural language (as input
or output or both)? Is it the performance of such
a model on one or more NLP tasks? Or is it the
actual output of such a model when processing
natural language at a certain performance level?
All of these answers are potentially relevant, and
have been considered in the literature, but they give
rise to different notions of efficiency and require
different metrics and measurement procedures.
Regarding the model itself as the product is of
limited interest in most circumstances, since it does
not take performance into account and only makes
sense for the development phase. It is therefore
more common to take model performance, as mea-
sured on some standard benchmark, as a relevant
product quantity, which can be plotted as a function
of some relevant cost to obtain a so-called Pareto
front (with corresponding concepts of Pareto im-
provement and Pareto state of the art), as illustrated
in Figure 1, reproduced from Liu et al. (2022).
One advantage of the product-as-performance
model is that it can be applied to the deployment
phase as well as the development phase, although
the cost measurements are different in the two cases.
For the development phase, we want to measure
the total cost incurred to produce a model with a
given performance, which depends on a multitude
of factors, such as the size of the model, the num-
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Figure 1: Pareto front with model performance as
the product and cost measured in FLOPs (Liu et al.,
2022).

ber of hyperparameters that need to be tuned, and
the data efficiency of the learning algorithm. For
the deployment phase, we instead focus on the av-
erage cost of processing a typical input instance,
such as a natural language sentence or a text doc-
ument, independently of the development cost of
the model. Separating the two phases in this way
is perfectly adequate in many circumstances, but
the fact that we measure total cost in one case and
average cost in the other makes it impossible to
combine the measurements into a global life-cycle
analysis. To overcome this limitation, we need a
notion of product that is not defined (only) in terms
of model performance but also considers the actual
output produced by a model.

If we take the product to be the amount of data
processed by a model in the deployment phase,
then we can integrate the development cost in the
efficiency metric as a debt that is amortized dur-
ing deployment. Under this model, the average
cost of processing an input instance is not constant
but decreases over the life-time of a model, which
allows us to capture possible trade-offs between de-
velopment and deployment costs. For example, it
may sometimes be worth investing more resources
into the development phase if this leads to a lower
development cost in the long run. Moreover, this
model allows us to reason about how long a model
needs to be in use to “break even” in this respect.

An important argument against the product-as-
output model is that it is trivial (but uninteresting)
to produce a maximally efficient model that pro-
duces random output. It thus seems that a relevant
life-cycle analysis requires us to incorporate both
model performance and model output into the no-
tion of product. There are two obvious ways to do
this, each with its own advantages and drawbacks.
The first is to stipulate a minimum performance
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level that a model must reach to be considered
valid and to treat all models reaching this threshold
as ceteris paribus equivalent. The second way is to
use the performance level as a weighting function
when calculating the product of a model. We will
stick to the first and simpler approach in our case
study later, but first we need to discuss the other
quantity in the efficiency equation — the cost.

3.3 The Costs of an NLP Model

Schwartz et al. (2020) propose the following for-
mula for estimating the computational cost of pro-
ducing a result R:

Cost(R)x E-D-H ()
where E is the cost of executing the model on a
single example, D is the size of the training set
(which controls how many times the model is exe-
cuted during a training run), and H is the number of
hyperparameter experiments (which controls how
many times the model is trained during model de-
velopment). How can we understand this in the
light of the previous discussion?

First, it should be noted that this is not an exact
equality. The claim is only that the cost is propor-
tional to the product of factors on the right hand
side, but the exact cost may depend on other factors
that may be hard to control. Depending on what
type of cost is considered — a question that we will
return to below — the estimate may be more or less
exact. Second, the notion of a result is not really
specified, but seems to correspond to our notion of
product and is therefore open to the same variable
interpretations as discussed in the previous section.
Third, as stated above, the formula applies only to
the development phase, where the result/product is
naturally understood as the performance of the final
model. To clarify this, we replace R (for result)
with Pp (for product-as-performance) and add the
subscript T' (for training) to the factors £ and D:

DevCost(Pp) < Ep - Dp - H 3)
Schwartz et al. (2020) go on to observe that a for-
mula appropriate for inference during the deploy-
ment phase can be obtained by simply removing
the factors D and H (and, in our new notation,
changing Er to E} since the cost of processing a
single input instance is typically not the same at
training and inference time):

DepCost(Pp) x Ey 4)



This corresponds to the product-as-performance
model for the deployment phase discussed in the
previous section, based on the average cost of pro-
cessing a typical input instance, and has the same
limitations. It ignores the quantity of data pro-
cessed by a model, and it is insensitive to the initial
investment in terms of development cost. To over-
come the first limitation, we can add back the factor
D, now representing the amount of data processed
during deployment (instead of the amount of train-
ing data), and replace product-as-performance (Pp)
by product-as-output (Pp):

DepCost(Pp) x Er - Dy 5

To overcome the second limitation, we have to add
the development cost to the equation:

DepCost(Pp) < Er - Dy - H + Er- Dy (6)

This allows us to quantify the product and cost as
they develop over the lifetime of a model, and this
is what we propose to call amortized efficiency
based on total deployment cost, treating develop-
ment cost as a debt that is amortized during the
deployment phase. Our notion of amortized effi-
ciency is inspired by the notion of amortized analy-
sis from complexity theory (Tarjan, 1985), which
averages costs over a sequence of operations. Here
we instead average costs over different life-cycle
phases.

As already noted, the product-as-output view is
only meaningful if we also take model performance
into account, either by stipulating a threshold of
minimal acceptable performance or by using per-
formance as a weight function when calculating
the output produced by the model. Note, however,
that we can also use the notion of total deploy-
ment cost to compare the Pareto efficiency of dif-
ferent models at different points of time (under a
product-as-performance model) by computing av-
erage deployment cost in a way that is sensitive to
development cost and lifetime usage of a model.

The discussion so far has focused on how to un-
derstand the notion of efficiency in NLP by relating
different notions of product to an abstract notion of
cost incurred over the different phases of lifetime
of a model. However, as noted in the introduction,
this abstract notion of cost can be instantiated in
many different ways, often in terms of a specific
resource being consumed, and it may be more or
less straightforward to obtain precise measures of
the resource consumption. Before illustrating the
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different efficiency metrics with some real data, we
will therefore discuss costs and resources that have
been prominent in the recent literature and motivate
the selection of costs included in our case study.

Time and Space The classical notion of efficient
computation from complexity theory is based on
the resources of time and space. Measuring cost
in terms of time and space (or memory) is impor-
tant for time-critical applications and/or memory-
constrained settings, but in this context we are more
interested in execution time and memory consump-
tion than in asymptotic time and space complexity.
For this reason, execution time remains one of the
most often reported cost measures in the literature,
even though it can be hard to compare across exper-
imental settings because it is influenced by factors
such as the underlying hardware, other jobs run-
ning on the same machine, and the number of cores
used (Schwartz et al., 2020). We include execution
time as one of the measured costs in our case study.

Power and CO; Electrical power consumption
and the ensuing CO2 emission are costs that have
been highlighted in the recent literature on resource-
efficient NLP and Al. For example, Strubell et al.
(2019) estimate the total power consumption for
training NLP models based on available informa-
tion about total training time, average power draw
of different hardware components (GPUs, CPUs,
main memory), and average power usage effective-
ness (PUE) for data centers. They also discuss the
corresponding CO5 emission based on information
about average CO5 produced for power consumed
in different countries and for different cloud ser-
vices. Hershcovich et al. (2022) propose that cli-
mate performance model cards for NLP models
should minimally include information about total
energy consumption and location for the computa-
tion, ideally also information about the energy mix
at the location and the CO5 emission associated
with different phases of model development and
use. Against this, Schwartz et al. (2020) observe
that, while both power consumption and carbon
emission are highly relevant costs, they are difficult
to compare across settings because they depend on
hardware and local electricity infrastructure in a
way that may vary over time even at the same loca-
tion. In our case study, we include measurements
of power consumption, but not carbon emission.

Abstract Cost Measures Given the practical dif-
ficulties to obtain exact and comparable measure-



ments of relevant costs like time, power consump-
tion, and carbon emission, several researchers have
advocated more abstract cost measures, which are
easier to obtain and compare across settings while
being sufficiently correlated with other costs that
we care about. One such measure is model size,
often expressed as number of parameters, which is
independent of underlying hardware but correlates
with memory consumption. However, as observed
by Schwartz et al. (2020), since different models
and algorithms make different use of their parame-
ters, model size is not always strongly correlated
with costs like execution time, power consump-
tion, and carbon emission. They therefore advocate
number of floating point operations (FLOPs) as the
best abstract cost measure, arguing that it has the
following advantages compared to other measures:
(a) it directly computes the amount of work done
by the running machine when executing a specific
instance of a model and is thus tied to the amount of
energy consumed; (b) it is agnostic to the hardware
on which the model is run, which facilitates fair
comparison between different approaches; (c) un-
like asymptotic time complexity, it also considers
the amount of work done at each time step. They
acknowledge that it also has limitations, such as
ignoring memory consumption and model imple-
mentation. Using FLOPs to measure computation
cost has emerged as perhaps the most popular ap-
proach in the community, and it has been shown
empirically to correlate well with energy consump-
tion (Axberg, 2022); we therefore include it in our
case study.

Data The amount of data (labeled or unlabeled)
needed to train a given model and/or reach a certain
performance is a relevant cost measure for several
reasons. In Al in general, if we can make models
and algorithms more data-efficient, then they will
ceteris paribus be more time- and energy-efficient.
In NLP specifically, it will in addition benefit low-
resource languages, for which both data and com-
putation are scarce resources.

In conclusion, no single cost metric captures all we
care about, and any single metric can therefore be
misleading on its own. In our case study, we show
how different cost metrics can be combined with
different notions of product to analyze resource-
efficiency for NLP models. We include three of
the most important metrics: execution time, power
consumption, and FLOPs.

4 Case Study

To illustrate the different conceptualizations of
resource-efficiency discussed in previous sections,
we present a case study on developing and deploy-
ing a language model for a specific NLP task using
different combinations of fine-tuning and knowl-
edge distillation. The point of the study is not to
advance the state of the art in resource-efficient
NLP, but to show how different conceptualizations
support the comparison of models of different sizes,
at different performance levels, and with different
development and deployment costs.

4.1 Overall Experimental Design

We apply the Swedish pre-trained language model
KB-BERT (Malmsten et al., 2020) to Named Entity
Recognition (NER), using data from SUCX 3.0
(Sprakbanken, 2022) for fine-tuning and evaluation.
We consider three scenarios:

* Fine-tuning (FT): The standard fine-tuning
approach is followed, with a linear layer added
on top of KB-BERT. The model is trained on
the SUCX 3.0 training set until the validation
loss no longer decreases for up to 10 epochs.

¢ Task-specific distillation (TS): We distill
the fine-tuned KB-BERT model to a 6-layer
BERT student model. The student model
is initialized with the 6 lower layers of the
teacher and then trained on the SUCX 3.0
training set using the teacher predictions on
this set as ground truth.

» Task-agnostic distillation (TA): We distill
KB-BERT to a 6-layer BERT student model
using the task-agnostic distillation objective
proposed by Sanh et al. (2020). Following
their approach, we initialize the student with
every other layer of the teacher and train on
deduplicated Swedish Wikipedia data by ave-
raging three kinds of losses for masked lan-
guage modelling, knowledge distillation and
cosine-distance between student and teacher
hidden states. The student model is subse-
quently fine-tuned on the SUCX 3.0 training
set with the method used in the FT experi-
ment.

All three fine-tuned models are evaluated on the
SUCX 3.0 test set. Model performance is measured
using the F1 score, which is the standard evaluation
metric for NER, and model output in number of
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Distillation Stage Fine-Tuning Stage Evaluation Stage
Time | Power FLOPs Time | Power FLOPs Time | Power FLOPs| F1
FT — - — 0:35:17] 141.1]2.48x10'6[[0:01:32] 5.2|2.59x10™ | 87.3
TS|l 0:18:30| 77.1[1.64x10'6{[0:35:17| 141.1|2.48x10'6/0:01:09| 3.1|1.71x10'°|[84.9
TA || 13:06:59 | 6848.93.65x 107 ||0:18:53 | 74.4|1.69x 10| 0:01:15 3.3/1.71x 10" || 77.6

Table 1: Performance (F1) and cost measurements (Time: hh:mm:ss, Power: Wh, FLOPs) for different
stages (Distillation, Fine-tuning, Evaluation) and different development scenarios (Fine-tuning: FT, Task-
specific distillation: TS, Task-agnostic distillation: TA).

tokens. We measure three different types of cost
during development and deployment: execution
time, power consumption and FLOPs. Based on
these basic measures, we derive different efficiency
metrics for model comparison, as discussed in Sec-
tion 4.4.

4.2 Setup Details

The TextBrewer framework (Yang et al., 2020)
is used for the distillation experiments, while the
Huggingface Transformers* library is used for fine-
tuning and inference. More information on hyper-
parameters and data set sizes can be found in Ap-
pendix A. All experiments are executed on an
Nvidia DGX-1 server with 8 Tesla V100 SXM2
32GB. In order to get measurements under realistic
conditions, we run different stages in parallel on dif-
ferent GPUs, while blocking other processes from
the system to avoid external interference. Each ex-
perimental stage is repeated 3 times and measure-
ments of execution time and power consumption
are averaged.

The different cost types are measured as follows:

* Execution time: We average the duration of
the individual Python jobs for each experimen-
tal stage.

Power consumption: We measure power con-
sumption for all 4 PSUs of the server as well
as individual GPU power consumption, fol-
lowing Gustafsson et al. (2018). Based on
snapshots of measured effect at individual
points in time, we calculate the area under
the curve to get the power consumption in
Wh. Since we run the task-agnostic distilla-
tion using distributed data parallelism on two

*https://huggingface.co/docs/transformers/index

3Since we repeat stages 3 times for every model instance,
task-specific distillation, fine-tuning of the distilled model,
and evaluation of FT are repeated 9 times, while evaluation of
TS and TA is repeated 27 times.
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GPUs, we sum the consumption of both GPUs
for each TA run.

FLOPs: We estimate the number of FLOPs
required for each stage using the estimation
formulas proposed by Kaplan et al. (2020),
for training (7) and inference (8):

FLOPr=6-n-N-S-B
FLOP;=2-n-N-S-B

(N
®)

where n is the sequence length, N is the num-
ber of model parameters, S is the number of
training/inference steps, and B is the batch
size. The cost for fine-tuning a model is
given by FLOP7, while the evaluation cost
is FLOP;. For distillation, we need to sum
FLOP7 for the student model and FLOP;
for the teacher model (whose predictions are
used to train the student model).

4.3 Basic Results

Table 1 shows basic measurements of performance
and costs for different scenarios and stages. We see
that the fine-tuned KB-BERT model (FT) reaches
an F1 score of 87.3; task-specific distillation to
a smaller model (TS) gives a score of 84.9, while
fine-tuning after task-agnostic distillation (TA) only
reaches 77.6 in this experiment. When comparing
costs, we see that task-agnostic distillation is by
far the most expensive stage. Compared to task-
specific distillation, the execution time is more than
40 times longer, the power consumption almost 100
times greater, and the number of FLOPs more than
20 times greater. Although the fine-tuning costs are
smaller for the distilled TA model, the reduction
is only about 50% for execution time and power
consumption and about 30% for FLOPs.

We also investigate whether power consumption
can be predicted from the number of FLOPs, as this
is a common argument in the literature for prefer-
ring the simpler FLOPs calculations over the more
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Figure 2: Pareto efficiency for the development phase (top) and the deployment phase (down) based on
three different cost measures: execution time (left), power consumption (center), and FLOPs (right).

involved measurements of actual power consump-
tion. We find an extremely strong and significant
linear correlation between the two costs (Pearson
r = 0.997, p = 0). Our experiments thus corrobo-
rate earlier claims that FLOPs is a convenient cost
measure that correlates well with power consump-
tion (Schwartz et al., 2020; Axberg, 2022). How-
ever, it is worth noting that the GPU power con-
sumption, which is reported in Table 1 and which
can thus be estimated from the FLOPs count, is
only 71.7% of the total power consumption of the
server including all 4 PSUs.

4.4 Measuring and Comparing Efficiency

So how do our three models compare with respect
to resource-efficiency? The answer is that this de-
pends on what concept of efficiency we apply and
which part of the life-cycle we consider. Figure 2
plots product-as-performance as a function of cost
separately for the development phase and the de-
ployment phase, corresponding to Equations (3)
and (4), which allows us to compare Pareto effi-
ciency. Considering only the development phase,
the FT model is clearly optimal, since it has both
the highest performance and the lowest cost of all
models. Considering instead the deployment phase,
the FT model still has the best performance, but the
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other two models have lower (average) inference
cost. The TA model is still suboptimal, since it
gives lower performance at the same cost as the
TS model.® However, FT and TS are both opti-
mal with respect to Pareto efficiency, since they
are both at the Pareto front given the data we have
so far (meaning that neither is outperformed by a
model at the same cost level nor has higher deploy-
ment cost than any model at the same performance
level). In order to choose between them, we there-
fore have to judge whether a 2.4 point improvement
in F1 score in the long run is worth the increase in
execution time and power consumption, which in
this case amounts to 0.077 nano-seconds and 0.607
micro-watts per token, respectively.

For a more holistic perspective on life-time effi-
ciency, we can switch to a product-as-output model
and plot deployment efficiency as a function of
both the initial development cost and the average
inference cost for processing new data over life-
time, corresponding to Equation (6) and our newly
proposed notion of amortized efficiency. This is
depicted in Figure 3, which compares the FT and

81t is worth noting, however, that the TA model can be
fine-tuned for any number of specific tasks, which could make
it competitive in a more complex scenario where we can dis-
tribute the initial distillation cost over a large number of fine-
tuned models.
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Figure 3: Amortized efficiency of the deployment phase over lifetime, based on three different cost
measures: execution time (left), power consumption (center), and FLOPs (right).

TS model (disregarding the suboptimal TA model).
We see that, although the FT model has an initial
advantage because it has not incurred the cost for
distillation, the T'S model eventually catches up and
becomes more time-efficient after processing about
4B tokens and more energy-efficient after process-
ing about 127M tokens. It is however important
to keep in mind that this comparison does not take
performance into account, so we again need to de-
cide what increase in cost we are willing to pay
for a given improvement in performance, although
the increase in this case is sensitive to the expected
lifetime of the models. Alternatively, as mentioned
earlier, we could weight the output by performance
level, which in this case would mean that the TS
model would take longer to catch up with the FT
model.

Needless to say, it is often hard to estimate in
advance how long a model will be in use after it
has been deployed, and many models explored in a
research context may never be deployed at all (over
and above the evaluation phase). In this sense,
the notion of life-time efficiency admittedly often
remains hypothetical. However, with the increasing
deployment of NLP models in real applications, we
believe that this perspective on resource-efficiency
will become more important.

5 Conclusion

In this paper, we have discussed the concept of
resource-efficiency in NLP, arguing that it cannot
be reduced to a single definition and that we need
a richer conceptual framework to reason about dif-
ferent aspects of efficiency. As a complement to
the established notion of Pareto efficiency, which
separates development and deployment under a
product-as-performance model, we have proposed

the notion of amortized efficiency, which enables a
life-cycle analysis including both development and
deployment under a product-as-output model. We
have illustrated both notions in a simple case study,
which we hope can serve as inspiration for further
discussions of resource-efficiency in NLP. Future
work should investigate more sophisticated ways
of incorporating performance level into the notion
of amortized efficiency.
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A Experimental Details

A.1 Data Sets

The SUCX 3.0 dataset (simple_lower_mix ver-
sion)’ is used for fine-tuning, task-specific distil-
lation and evaluation. The dataset splits are are
the following: 43126 examples in the training set,
10772 in the validation set and 13504 examples in
the test set.

For task-agnostic distillation, we are using a
deduplicated version of Swedish Wikipedia, with
the following dataset split: 2, 552, 479 sentences in
the training set and 25, 783 sentences in the valida-
tion set.

A.2 Models and Hyperparameters

The base model in our experiments is KB-BERT-
cased.® The hyperparameters used for fine-tuning
and distillation are presented in Table 2. In the
fine-tuning experiments, early stopping is used and
the best performing model in the validation set is
saved. The task-agnostic distillation experiments
are performed on two GPUs, using the distributed

"https://huggingface.co/datasets/KBLab/sucx3_ner
8https://huggingface.co/KB/bert-base-swedish-cased



data parallel functionality of pytorch, while gradi-
ent accumulation steps are set to 2.

FT TS TA|Eval
Batch size 32 32 8| 32
Training epochs 10 2| 0.75 -
Sequence length 256 256|  256| 256
Learning rate  [0.00003|0.00005|0.0001| —
Warm-up steps 404 260 3750 -

Table 2: Hyperparameters for FT, TS, TA and Eval.
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Abstract

Dialectal variation is present in many hu-
man languages and is attracting a grow-
ing interest in NLP. Most previous work
concentrated on either classifying dialec-
tal varieties at the document or sentence
level or performing standard NLP tasks on
dialectal data. In this paper, we propose
the novel task of roken-level dialectal fea-
ture prediction. We present a set of fine-
grained annotation guidelines for Norwe-
gian dialects, expand a corpus of dialectal
tweets, and manually annotate them using
the introduced guidelines. Furthermore, to
evaluate the learnability of our task, we
conduct labelling experiments using a col-
lection of baselines, weakly supervised and
supervised sequence labelling models. The
obtained results show that, despite the diffi-
culty of the task and the scarcity of training
data, many dialectal features can be pre-
dicted with reasonably high accuracy.

1 Introduction

Language variation is a pervasive phenomenon in
human language. These varieties can differ on
phonemic, lexical, or syntactic levels, among oth-
ers, and often vary on several levels at a time
(Chambers and Trudgill, 1998). One common type
of language variation stems from geographical lo-
cation, as people actively use regional variations to
mark their identity. When a language variety indi-
cates where a speaker is from, we call this variety
a dialect, or more precisely a geolect or topolect,
as the word ‘dialect’ can also refer to social back-
ground or occupation. In this work, we use ‘dialect’
to denote geographical variation.

Dialectal variation in Norwegian is widespread
and, in contrast to many languages, the use of
spoken and written dialects in the public sphere
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is generally viewed positively (Bull et al., 2018).
Although Norwegian can be broadly divided into
four dialectal regions, many dialectal features are
shared across these regions (see Figure 1). There-
fore, rather than seeing dialects as discrete cate-
gories, we should view them as a combination of
correlated dialectal features (Nerbonne, 2009).

The under-resourced status of dialects, however,
makes it difficult to build NLP tools from scratch.
This is exacerbated by the growing reliance on pre-
trained language models, which often encounter
few examples of dialectal data during training. If
NLP models fail to process dialectal inputs, their
deployment may reinforce existing inequalities, as
those who use a non-standard variety will either re-
ceive worse service or be forced to adopt a standard
variety to interact. Those who advocate for main-
taining dialectal variation also depend on tools to
help them monitor the use of dialects on social me-
dia. This motivates the development of fine-grained
models of dialectal features.

Previous work on dialectal NLP has classified di-
alects, geographical location, or provided training
and testing resources for various dialects. In this pa-
per, we take a different viewpoint on identifying di-
alects, opting to label the token-level dialectal fea-
tures of a text rather than classifying or predicting
the geolocation of the entire text. We first propose
a fine-grained annotation scheme for token-level
dialectal features in Norwegian. We then annotate
a corpus of Norwegian dialectal tweets using this
scheme, and finally validate its use for fine-tuning
neural sequence labeling models in Norwegian.

Our contributions are 1) we introduce the novel
task of token-level dialect feature identification,
2) provide a novel corpus of Norwegian dialectal
tweets annotated for 21 token-level features,' and
3) describe extensive experiments demonstrating
the learnability and difficulty of the task.

! Annotation guidelines, procedure and data available at
https://github.com/jerbarnes/nordial
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unstressed syllables
[l stressed syllables

i no palatalization

Figure 1: Map of two dialectal features in Norwe-
gian that do not coincide geographically.

2 Related Work

In contrast to more formal writing, social media
abounds with dialectal variation, ranging from vari-
ation between racial groups (Eisenstein, 2015),
to variation within online communities (Danescu-
Niculescu-Mizil et al., 2013). While not all lev-
els of variation are equally present, often due to
a speaker’s lack of awareness of sociolinguistic
indicators (Labov, 2006), a substantial share of di-
alectal variation is reliably transcribed in social
media posts (Eisenstein, 2013; Doyle, 2014).

For NLP, dialectal data presents both a challenge
and an important area to improve upon. Previous
work in NLP has included descriptive corpus stud-
ies (Jones, 2015; Tatman, 2016), dialect classifica-
tion (Zampieri et al., 2017), geolocation of tweets
based on their dialectal features (Eisenstein et al.,
2010; Hovy and Purschke, 2018) or quantifying the
spatial dependence of linguistic variables (Nguyen
and Eisenstein, 2017).

There have also been a series of workshops (Var-
Dial) (e.g. Nakov et al., 2016, 2017; Zampieri et al.,
2018) that include work on discriminating similar
languages (Haas and Derczynski, 2021), identify-
ing dialects (Jauhiainen et al., 2021), and geolo-
cation of tweets (Gaman et al., 2021). The work-
shops have also held several shared tasks with the
aim to identify languages and dialects (Zampieri
etal., 2017), as well as morpho-syntactic tagging
(Zampieri et al., 2018). Another series of shared
tasks have focused on the identification of Ara-
bic dialects (Bouamor et al., 2019; Abdul-Mageed
etal., 2020, 2021). While each of these shared tasks
proposed dialect identifications on different level
of granularity (region, country, and city-levels),

they all approached dialect identification as a sen-
tence classification task. Work on code-switching
(e.g. Solorio and Liu, 2008; Jain and Bhat, 2014;
Samih et al., 2016; Cetinoglu, 2016), on the other
hand, has focused on word-level classification, but
usually casts this a binary decision, rather than
identifying fine-grained labels.

Regarding Norwegian dialects specifically, lin-
guistic work is long and varied. Christiansen (1954)
described the main dialect regions, while Sandgy
(2000) describes several factors that drive language
change in modern Norwegian dialects, e.g. urban
jumping (Chambers and Trudgill, 1998), the pres-
tige of certain dialects, or the general tendency
towards simplification. Within NLP, Barnes et al.
(2021) present the NorDial corpus, a curated col-
lection of 1,073 tweets classified as either Bokmal,
Nynorsk (which are the two standardized written
forms for Norwegian), dialectal, or mixed. The
authors experimented with classifying these tweets
with Norwegian BERT models (Kummervold et al.,
2021) and found that the resulting models achieved
reasonably good performance at identifying tweets
written in dialectal Norwegian.

Demszky et al. (2021) introduce the task of di-
alect feature detection at the phrase/sentence level.
They use available annotations on the ICE-India
English data (Greenbaum and Nelson, 1996) and
annotate a small amount of this data with separate
set of 18 dialectal features. As they have no train-
ing data for their annotated features, they propose
to use a minimal pairs framework as a kind of weak
supervision. They find that even with minimal su-
pervision, their models are able to reliably predict
many of the features. However, they do not predict
which tokens carry the features, choosing to label
the entire phrase instead.

To address these limitations, we propose a new
approach where we annotate dialectal features at
the token level. We contend that this annotation
strategy provides a more fine-grained view of the
actual use of dialectal features in social media.

3 Dialectal tweet collection

In order to increase the number of dialectal tweets,
we expand upon the NorDial corpus (Barnes et al.,
2021) and collect a further 3,000 tweets to annotate.
During the initial collection, we used the Twitter
API without a search query and confined the search
to tweets from the geographical area of Norway.
This first collection, however, yielded relatively
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to leave?

lexical

fixin'
lexical
g-drop

y'all

subj-pron
'are you-pl about to leave?"

Figure 2: Example of Texan English with dialectal
labels below each token.

few dialectal tweets and those found displayed a
narrow set of dialectal features. To increase the
variety of dialectal features, we first collected a
list of dialectal features from the Store Norske Lek-
sikon® (Norwegian Encyclopedia) and used these as
queries in the Twitter API. We then identified users
whose tweets often contain these dialectal features
and collected their tweets, as well as tweets from
their followers. As many of the collected tweets
were still written in standard Bokmal or Nynorsk,
three annotators were asked to classify the tweets,
and those labelled as dialectal were then included
in the process of fine-grained feature annotation.
In total, 2,455 of 3000 tweets were classified as
dialectal.

4 Annotation of fine-grained dialectal
features

Figure 2 shows an example from Texan English
with three main dialectal features: y’all, which is
the non-standard second person plural pronoun and
fixin’ to, which contains the lexical feature ‘fixing
to’ which means ‘about to’, and the morphological
feature of ‘g-dropping’.

In the rest of this section, we detail the inventory
of dialectal features used in our annotation. As
each example highlights a minimal pair example
of a single dialectal feature, we do not include the
labels below the relevant tokens.

4.1 Dialectal features

The inventory of dialectal features stems from the
linguistic traits that can be encountered in writ-
ten form as described by Venas and Skjekkeland
(2022). Other dialectal features, such as differing
toneme patterns or the pronunciation of ‘I’, were
not considered, as they are not observable in writ-
ten texts. We focus on the dialectal impact a word

2https://snl.no/
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has, i.e. whether the annotator can determine that
the word falls outside of the norms in such a way as
to identify the speaker as a dialect user. For exam-
ple, a form like je for ‘I’ has a higher impact than
the choice between the two habitual aspect markers
bruke and pleie, ‘use (t0)’, as the latter are both
part of the written norm, and the former is unlikely
to be an accidental misspelling.

In cases where there are several choices of form,
some of these might be more marked than others.
In the following examples, we show the original
dialectal version and normative Bokmal versions:
dialect/normative and the English translation.

Subject and object pronoun use Pronouns are
extremely common dialect markers in Norwegian,
as a single pronoun can be marked enough to iden-
tify the dialect of the writer. We label the subject
and object (or oblique) functions separately, but do
not include a separate label for the dative.

(1) ... og dem/de blir aldrig eldre ...
“... and they never get older ..’

Copula The copula ‘vare/vera/vere’ (be) is
marked with the label copula. We only mark di-
alectally interesting, non-standard versions of the
copula, such as ‘e’ and ‘verra’.

(2) Det e/er rart at ...

‘It is weird that ...

Contraction We label contractions for negation
adverb ‘ikke/ikkje’ (not), and enclitic pronouns.
The verb and the adverb are labeled separately, but
both are labeled with the contraction label.

(3) ekke/er ikke han som skulle ...

‘he is not the one who should have’ ...

Palatalization In Norwegian palatalization oc-
curs frequently to geminated consonants such as

‘nn’, ‘dd’ and ‘1I’, in several dialects. In writing it

is usually indicated by additions of ‘> or ‘i’.

(4) ho e nok forbainna/forbanna ...

‘She is so angry ...

Present marker deletion In some dialects the
final ‘-r’ that marks the present tense for many
verbs in both Bokmal and Nynorsk is dropped. We
also use this label to indicate the dropping of ‘-I’
in present tense verb forms such as ‘skal’ — ‘ska’
(will) and “vil’ — ‘vi’ (want).


https://snl.no/

B

Apocope Apocope is the loss of word-final ‘-a
or ‘-¢’ and is common in certain dialects.

(5) Z e her for & vinn/vinne

‘I am here to win’ ...

Voicing Voicing is the process by which conso-
nants which are voiceless in some dialects become
voiced, where ‘p’, ‘t’, and ‘k’ become ‘b’, ‘d’, and
‘g’, respectively.

(6) Eg kommer ikkje tebage/tilbake

‘I won’t come back’ ...

Vowel shift Both monophtongal changes such as
lowering (e—&) and dipthongization such as ‘e’
— ‘ei’ are all marked with the vowel shift label.
We also see cases of monophthongization such as
‘ei’ — ‘@’. One important heuristic we follow is
that we do not mark vowel shift in words that are
tagged with any of the pronoun labels.

Lexical variation This label is used when the
lemma of a word is notably marked. Loanwords are
not affected by this; the word has to be a dialectal
or local version of a standard word that could have
been used instead. An example is the word ‘tue’
(towel) instead of ‘klut’ (cloth).

Demonstrative pronoun use In some dialects it
is common to use third-person pronouns as deter-
miners together with proper names. These can be
full forms as in ‘ho Kari’ (she Kari) or ‘han Olav’
(he Olav) or reduced as in ‘a Kari’ or ‘n Olav’.

Shortening In some dialects, writers indicate a
change of stress to the first syllable with accompa-
nying vowel reduction and consonant lengthening,
by writing a double consonant after the first syl-
lable if there is originally only one, as in ‘pottet’
instead of ‘potet’ (potato).

Grammatical gender of nouns The grammati-
cal gender of nouns in Norwegian has considerable
variation. The least common remnant of the fem-
inine gender is the indefinite article ‘ei’. Keeping
the feminine definite form ‘-a’ is more common,
but there is also a clear tendency to see certain
high-frequency words as feminine. Examples are
words like ‘jente’ (girl). ‘Eijente’ (a girl) is slightly
marked towards favoring the feminine form, while
‘jenten’ (the girl) is strongly marked towards a di-
alect with no feminine gender.

Marked This label is used for words that are part
of the written languages’ norms, but which are still
rarely used, and therefore dialectally marked. An
example is the question word ‘dssen’ (how), which
is accepted in Bokmal, but still infrequent, and
somewhat marked compared to ‘hvordan’ (how).

h-v A notable difference between Bokmaél and
Nynorsk is that Nynorsk has kv’ where bokmal
has ‘hv’, especially for interrogatives. In some
dialects, the ‘v’ is lost, giving only ‘k’ or ‘h’, as in
‘harr’ for *hvor’ (where) or ‘ka’ for ‘hva’ (what).
This is marked with the A-v label. Any token with
this label will not have the phonemic spelling label.

Adjectival declension This labels is used for ad-
jectives with non-standard endings, such as ‘-e’ in
indefinite or non-plural environments.

(7) ein gode/god venn
‘a good friend’ ...

Nominal declension This label is used when a
noun takes a non-standard declensional ending.

(8) Fortsatt gode muligheta/muligheter til ga

‘still good chances to go’ ...

Verb conjugation This label is used when a verb
takes a non-standard conjugation ending, such as
‘skrivi’ for ‘skrive’ (to write).

Functional words The dialectal forms of many
functional words are spelled radically different. We
label all functional words whose spellings are not
in accordance with the written norms.

(9) Truitte/ikke de & der

‘do not think it is there’ ...

Phonemic spelling In cases where there is no
clear dialectal variation, but it is clear that the
speaker wants to indicate that they are writing a
more oral form, the label phonemic spelling is used.
This is mostly for cases where a pronunciation is
close to the perceived norm of some standard, like
‘nei’ for ‘nei’ (no).

Interjection This label is used for all interjec-
tions, dialectal or not, such as the greeting ‘heia’

(hey).
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4.2 Annotation procedure

For the token-level annotations, we take the tweets
that were classified as dialectal in the first round,
combined with the dialectal tweets from Nordial
(Barnes et al., 2021). The annotation was per-
formed by three hired student research assistants
with a background in linguistics and with Norwe-
gian as native language. All annotators are from
eastern Norway, and native speakers of the east-
ern dialect. The first 50 tweets were annotated
independently by two annotators. This first round
provided the basis for group discussions, held reg-
ularly during the first phase of annotation, after
which the guidelines were updated. The doubly
annotated documents were then adjudicated by a
third annotator after a final round of discussions
concerning difficult cases. Annotators had the pos-
sibility to discuss any potential problems during
both the annotation and adjudication period, but
were encouraged to follow the guidelines as strictly
as possible. The annotation and adjudication were
both performed using the web-based annotation
tool Brat (Stenetorp et al., 2012).

4.3 Annotation results and statistics

Table 1 presents the statistics for the final anno-
tated data. We create separate test and develop-
ments splits of 500 and 300 tweets respectively,
maintaining the overall distribution of labels evenly
throughout the splits and leave the remaining 1,655
tweets as training data. The average length of the
tweets is around 25 tokens, with an average of 4.5
annotations per tweet. Most tokens in a tweet are
not annotated (84.3%), leaving an average of 0.2
annotations per token. Of the remaining 15.7%,
the average number of labels per token is 1.2. In
other words, 14% (1343 tokens) of the annotated
tokens have multiple labels, while the remaining
86% (8167 tokens) have a single label.

Figure 3 shows the distribution of the annotated
labels. Vowel shift is the most common label, fol-
lowed by subject pronoun, and functional. This is
expected as vowel shift covers a large number of
phenomena, and subject pronoun and functional
are highly salient features in Norwegian dialects.
The least common are interjection, demonstrative
pronoun, and gender. While these features may be
more common in spoken dialects, it seems writers
of tweets use them less frequently, possibly because
they are much more marked when written. See the
Appendix for further analysis.

present_marker_deletion
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pronoun_subject
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phonemic_spelling 1
nominal_declension 4
contraction
pronoun_object 1
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Figure 3: Frequency counts of dialectal features
annotated in the full dataset of Norwegian tweets.

After completing the annotation process, the an-
notators pointed out that some dialectal areas (es-
pecially the Trgndersk-Central dialect) seem to be
more common in the data. This might skew the
label distribution to a degree.

4.4 Inter-annotator agreement

Chance-corrected inter-annotator agreement is im-
portant to determine the reliability of annotated
data. The annotation we propose requires uniti-
zation or delimiting spans of words, categoriza-
tion, and is inherently multi-label. Typical inter-
annotator agreement measures, e.g. x (kappa) (Co-
hen, 1960) or « (alpha) (Krippendorff, 1980), do
not provide a good statistical basis for determining
agreement with multi-labels which can span several
tokens. We therefore use the v (gamma) agreement
from Mathet et al. (2015) instead, which allows for
chance corrected agreement between annotators
given the three above requirements.

~ combines alignment and comparing of cate-
gorization into a single chance-corrected metric.
It first selects the alignment that leads to the least
overall disagreement v, and then calculates the
expected disagreement . by sampling from the ex-
isting annotations. Finally, as with other measures
based on disagreement, gamma is calculated as
y=1- %, where the observed measure is divided
by the expected measure. Values in gamma range
from —oo to 1, where O represents chance agree-
ment. We use the pygamma-agreement package
(Titeux and Riad, 2021) available in python.

The double annotations from the first and second
round achieve v = 0.63, and v = 0.64 respectively,
which we take to indicate good agreement, given


pygamma-agreement

train dev test total
number of tweets 1,655 300 500 2,455
number of tokens 40,483 7,563 12,597 60,643
average number of tokens per tweet 24.5 25.2 25.2 24.7
average number of annotations per tweet 4.5 4.4 4.5 4.5
average number of annotations per token 0.2 0.2 0.2 0.2
average number of labels per annotated token 1.2 1.2 1.2 1.2

Table 1: Statistics of the dialectal feature annotations.

that the task is challenging. Common disagree-
ments between annotators include whether a token
should be considered functional or not, the use of
the lexical label and the identification of vowel
shift.

S Experiments

We now describe the experimental setup employed
to validate our annotations. As early results indi-
cated that standard models had difficulty learning
multi-label sequence labelling tasks, we merge oc-
currences of multiple labels, yielding a total of 159
combinations (including ‘@’, the null label). For
each possible combination of labels in our dataset,
we create a new merged label that represents them.
This increases the number of total classes to be
predicted, but reduces the task to a much simpli-
fied multi-label sequence labelling problem. For-
mally, the task is then given a sequence of N tokens
S = {t1,ta,...,t,} to predict the sequence of
token-wise labels L = {l,ls, ..., l,}, where these
labels can be either single labels, e.g., ‘vowel_shift’
or a merged label, e.g., ‘lexical-vowel_shift’. For
all experiments with neural models, we train an
set of five models with different random seeds and
report both micro-averaged F; and standard devia-
tion.

5.1 Initial baseline

The first baseline consists of a simple majority
voter that always predicts the most common label,
which is ‘vowel shift’.

5.2 Handcrafted functions

To investigate the extent to which the dialectal fea-
tures can be inferred from known linguistic rules,
we designed a set of handcrafted functions. One
team member with a linguistics background and
access to the annotation guidelines and the labelled
training data implemented a set of 39 programmatic
labeling functions, divided in three groups:

Heuristic functions Many labels can be detected
programmatically. For example, to identify di-
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alectal demonstrative pronouns, we create a func-
tion that detects demonstrative pronouns occurring
within two tokens after a proper name.

Lexicon functions: Categories such as h-v, func-
tional, or interjection correspond to (roughly)
closed classes which can be directly compiled in
lexicons. We also construct lexicons for other cat-
egories such as marked or phonemic spelling, al-
though those categories are more productive and
are not restricted to a closed set. Those lexicons
are created by enumerating tokens associated with
the corresponding tag in the development set.

Dictionary-based functions We can also predict
a voicing tag by changing a soft consonant (‘b’,
‘d’, ‘g’) to its hard consonant (‘p’, ‘t’, ‘k’) and then
performing a lookup in precompiled dictionaries
for Bokmal and Nynorsk?.

The results of all labelling functions can then be
aggregated into a unified prediction over possible
labels. This aggregation is done using a Hidden
Markov Model (HMM) or a majority voter (MV),
as implemented in skweak (Lison et al., 2021).

5.3 Weakly supervised models

Handcrafted functions remain hampered by their
limited coverage and lack of robustness to noise.
Weak supervision can partially alleviate those lim-
itations. Weak supervision operates by defining
labeling functions and applying those on large
amounts of unlabeled data to create a silver cor-
pus, which is in turn employed to train a machine
learning model for the task. We use the same 39
labelling functions as above and apply them to a
set of 2,169 additional dialectal tweets collected
similarly to the training data. Note that this data
was not annotated by hand and serves mainly as
a way to increase the size of the silver data with
the hope of increasing recall. The outputs of those

3We rely here on the Norsk Ordbank for both Bokmal
(https://www.nb.no/sprakbanken/ressurskatalog/
oai-nb-no-sbr-5/) and Nynorsk (https://www.nb.no/
sprakbanken/ressurskatalog/oai-nb-no-sbr-41/) and
extract all inflected forms from those.
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https://www.nb.no/sprakbanken/ressurskatalog/oai-nb-no-sbr-41/
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Model Dev Test
‘Vowel shift’ 3.7 4.4
Labeling functions (M V-aggregated) 15.6 16.4
NB-BERT fine-tuned on HMM-aggregated weak labels 141  +o03 212 +o07
NB-BERT fine-tuned on MV-aggregated weak labels 297 +o0e6 333 +o07
SVM + NB-BERT embeddings (gold labels) 45.5 47.7
BiLSTM fine-tuned on train (gold labels) 385 +£34 455 400
NorBERT fine-tuned on train (gold labels) 420 +£60 529 +13
NB-BERT fine-tuned on train (gold labels) 549 +o08 584 404

Table 2: Micro F; on dev and test for the vowel shift baseline, handcrafted labelling functions, weakly
supervised models aggregated with either Hidden Markov Models (HMM) or majority voting (MV), and
supervised models (BiLSTM, NorBERT, NB-BERT) trained on gold labels from the training set. The
results for neural models are shown as the average and standard deviation of five runs with different

random seeds.

functions are then aggregated using either HMMs
or majority voting. After aggregation, we train an
NB-BERT (Kummervold et al., 2021) model on
this silver data using the same procedure as the
supervised models described in the next section.

5.4 Supervised models

We test one context-free model and three sequence
labeling models which take context into account:
a bidirectional LSTM and two Norwegian pre-
trained language models. Those models are all
fine-tuned on the gold labels of the training set.

The context-free model is an linear SVM trained
using the embeddings from the NB-BERT model
(see below). Specifically, we create vector repre-
sentations for each word in the training data by
passing the words individually to the embedding
layer of NB-BERT. For words that are split into
several subcomponents due to the byte pair tok-
enization, we take the average representation of
these embeddings. Finally, we train a linear SVM
classifier* and fine tune the C parameter on the dev
set. This model therefore uses the same represen-
tation strategy as the stronger NB-BERT model,
but uses these without contextualization and has
significantly fewer trainable parameters.

The BiLSTM is a two layer Bidirectional LSTM
(Schuster and Paliwal, 1997) with 100-dimensional
pre-trained embeddings,’ and a hidden layer size
of 256. The embeddings were trained on the Nor-
wegian Newspaper corpus, the Norwegian Web as
corpus (NoWaC) (Guevara, 2010), and NBDigital
corpus (books from the national library of Norway),

*https://scikit-learn.org/stable/modules/
generated/sklearn.svm.LinearSVC.html

*Model 81 downloaded from the NLPL word embedding
repository http://vectors.nlpl.eu/repository/

using fastText Skipgram (Bojanowski et al., 2017),
and with a vocabulary size of 4,428,648 tokens.
We train the BiLSTM model for a maximum of 50
epochs with a patience of 3 using Adam (Kingma
and Ba, 2014) with default parameters.

The transformer models include NorBERT (Ku-
tuzov et al., 2021) and NB-BERT (Kummervold
et al., 2021). NorBERT is a BERT (Devlin et al.,
2019) model trained from scratch, including the
subword tokenizer, on the Norwegian Newspaper
corpus combined with Wikipedia dumps for Bok-
mal and Nynorsk, for a total of nearly 2 billion
tokens. The NB-BERT model is a multilingual
BERT base model further trained on the Norwe-
gian Colossal Corpus.® The latter is therefore less
adapted to Norwegian vocabulary, but has been ex-
posed to a larger volume and variety of Norwegian
texts, including dialectal context.

As commonly done, we add a classification head
to the transformer models and rely on the Hugging-
face library (Wolf et al., 2020) for the implementa-
tion. To deal with subword tokens, we assign the
token label only to the first subword and mask the
others. We use a learning rate of 2e-5, a weight
decay of 0.01, and a batch size of 16 with Adam
W (Loshchilov and Hutter, 2019). We train the
models for 20 epochs, updating both pretrained
weights and classification heads, and do not tune
any parameters on the development set.

6 Results

Table 2 shows the micro-average F; scores obtained
by all approaches on the test set.
The majority label baseline (‘vowel shift’)

6https ://github.com/NbAiLab/notram/blob/
master/guides/corpus_description.md
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achieves a low F; score of 4.4. While the hand-
crafted functions obtain slightly higher F; scores
than these baselines, the scores demonstrate that
the proposed task is challenging and that simple
rule-based approaches are insufficient.

All supervised models perform better than the
weak supervision models, with the BILSTM achiev-
ing 45.5 Fy, the SVM 47.7, NorBERT 52.9, and
NB-BERT 58.9. In general, the results of the SVM
follow a high-precision low-recall pattern (e.g., h-
v: precision 90/recall 42, interjection: 100/8.3,
palatalization: 100/13.3) displaying this model’s
inability to generalize to new examples, while the
neural models tend to generalize better. The good
performance of NB-BERT follows previous trends
for classification of tweets (Barnes et al., 2021).
Those results differs from Demszky et al. (2021),
who found that the weak supervision provided by
several hundred minimal pairs was often enough
to outperform supervised approaches. This dis-
crepancy may be due to differences in the training
set size or the increased difficulty of labeling the
tokens rather than the full utterance.

Label Precision  Recall F1
copula 94.5 94.8 94.7
pron. subj. 82.9 74.3 78.4
pm deletion 72.4 79.9 76.0
pron. obj. 88.2 63.8 74.0
h-v 67.4 69.0 68.2
functional 71.2 63.9 67.3
voicing 73.7 58.3 65.1
apocope 75.5 53.6 62.7
nom. decl. 66.0 55.6 60.4
dem. pro. 60.0 60.0 60.0
contraction 77.1 45.8 57.4
vowel shift 58.4 55.3 56.8
phon. spelling 40.7 36.5 38.5
shortening 413 352 38.0
adj. decl. 36.8 28.0 31.8
palatalization 75.0 20.0 31.6
interjection 30.0 25.0 27.3
conjugation 24.3 15.8 19.1
marked 6.7 8.0 7.3
lexical 50.0 3.0 5.7
gender 0.0 0.0 0.0

Table 3: Precision, recall, and F; scores of NB-
BERT.

7 Error Analysis

We provide here an error analysis of the results
from the best performing model, namely NB-BERT.
Table 3 shows the per-label precision, recall, and F;
scores of the NB-BERT model. We highlight scores
>70in blue and scores < 50 in red . The model
performs well on copula, pronouns (subject and
object), and present marker deletion. It performs
poorly on phonemic spelling, shortening, adjecti-
val declension, interjection, conjugation, marked,
lexical, and gender. There is a statistically signifi-
cant correlation between frequency in the training
corpus and F; (Spearman’s p = 0.65, p = 0.001),
although there are outliers such as vowel shift. This
may be due to the range of heterogeneous contexts
in which vowel shift can occur. Other labels such as
functional or h-v are more difficult than expected,
likely due to the number of possible forms.

It is clear from the confusion matrix in Figure
4 that the model confuses most labels with the
label ‘@’. The other label that is regularly over-
predicted is ‘vowel shift’, which suggests that fre-
quency plays a strong role in prediction. When
it comes to multiple labels, the performance of
NB-BERT can be characterized as high-precision
and low-recall, with only 30% of the test tokens
with multiple labels being predicted as such by the
model, with a micro F; of 88.1.

To establish the importance of context, we
compare the performance of the SVM and NB-
BERT models on context-free labels (h-v, func-
tional, vowel shift, voicing, palatalization, short-
ening, interjection, nominal declension, conjuga-
tion, marked, lexical) and context-sensitive labels
(phonemic spelling, contraction, pronoun subject,
pronoun object, present marker deletion, apocope,
adjectival declension, demonstrative pronoun, cop-
ula, gender). We compare these two groups by tak-
ing the average difference between the F1 scores for
each label. For the context-free labels, there is an
average 14.0 percentage points difference between
the two models, while for the context-sensitive la-
bels, this difference is 24.9. This implies that in-
cluding context via contextual embeddings is espe-
cially important for the context-sensitive labels.

8 Conclusion and future work

In this paper, we have presented a new dataset for
token-level dialect feature prediction, composed of
Norwegian tweets classified as dialectal, which we
annotated for 21 dialectal features achieving good
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Figure 4: Confusion matrix of the NB-BERT model.

represents the true labels.

inter-annotator agreement. This dataset was em-
ployed in a set of labelling experiments including
rule-based approaches, weakly supervised, and su-
pervised neural models. The experimental results
corroborate the difficulty of the task, with micro Fy
scores ranging from 16.4 for handcrafted functions
to 58.9 for the best supervised model.

This work provides a basis for future research on
dialectal features. Specifically, we plan to explore
the distribution of these dialectal features in differ-
ent online communities using the learned models.
The data can also help multi-task learning of text
normalization models, as identifying tokens to be
normalized should lead to improvements.

Another promising direction is to predict re-
gional dialects based on the token-level features.
As dialectal traits are correlated with certain re-
gions, it may be possible to create hierarchical
representations of dialects on different levels of
granularity. The guidelines, models, and annota-
tions will be made publicly available.”

As for potential risks, the dataset was compiled
from social media posts. Therefore, complying
with the GDPR regulations, authors of these posts

7https ://github.com/jerbarnes/nordial
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must have the right to be forgotten if they wish
to remove previous posts. We will therefore only
release the annotations with the original tweets
upon request. In this way, if they have been deleted,
they will also not be recuperated for our dataset.
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Appendix A - Limitations

Our motivation for this project was to take a first
step towards fine-grained dialectal feature detec-
tion. However, there are several limitations with
the current annotation process and modeling ap-
proaches presented in this paper.

Firstly, although the idea of identifying dialec-
tal features in Twitter data is rather general, the
guidelines and dataset provided with this paper are
specific to Norwegian. While we hope that these
resources are helpful to other language variations,
adapting this to another situation would require a
non-trivial amount of work and money. The cre-
ation of this dataset required 7000 euro.

The annotation procedure focused on token-level
labels. Dialectal features that arise from the ab-
sence of a given token (e.g. subject dropping, as
in Example 10) or that cannot be marked at the
token-level (e.g. non-V2 word order in interroga-
tive sentences as in Example 11) are therefore not
explicitly annotated in this dataset.

(10) Spent pd dert ...
Exited on it

‘(I am) excited about it’

(11) Ka  du sier?
What you say?

‘What are you saying?’

Appendix B — Co-occurence of annotated
labels

Figure 5 shows the co-occurrence of the 21 labels at
token-level. From the figure, it is clear that most la-
bels do not co-occur or do so rarely. The labels that
co-occur the most frequently are vowel shift and
functional (366), vowel shift and present marker
deletion (121), functional and contraction (104),
phonemic and functional (65) and pronoun subject
and contraction (57). Vowel shift, besides being the
most common label, is also the label that co-occurs
the most with other labels.
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Abstract

In this paper, we present NorQuAD:
the first Norwegian question answering
dataset for machine reading comprehen-
sion. The dataset consists of 4,752 man-
ually created question-answer pairs. We
detail the data collection procedure and
present statistics about the dataset. We
also benchmark several multilingual and
Norwegian monolingual language models
on the dataset and compare them against
human performance. The dataset will be
made freely available.!

1 Introduction

Machine reading comprehension is one of the key
problems in natural language understanding. The
question answering (QA) task requires a machine
to read and comprehend a given text passage, and
then answer questions about the passage. In re-
cent years, considerable progress has been made
toward reading comprehension and question an-
swering for English and several other languages
(Rogers et al., 2022).

In this paper, we present NorQuAD: the first
Norwegian question answering dataset for ma-
chine reading comprehension. The dataset con-
sists of 4,752 question-answer pairs manually cre-
ated by two university students. The pairs are
constructed for the task of extractive question an-
swering aimed at probing machine reading com-
prehension (as opposed to information-seeking
purposes), following the methodology developed
for the SQuAD-datasets (Rajpurkar et al., 2016,
2018). The creation of this dataset is an important
step for Norwegian natural language processing,
considering the importance and popularity of read-
ing comprehension and question answering tasks
in the NLP community.

"https://github.com/ltgoslo/NorQuAD
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In the following we detail the dataset creation
(section 3), where we describe the passage se-
lection and question-answer generation, present
relevant statistics for the dataset and provide an
analysis of human performance including sources
of disagreement. In order to further evaluate the
dataset as a benchmark for machine reading com-
prehension, we perform experiments (section 4)
comparing several pre-trained language models,
both multilingual and monolingual models, in the
task of question-answering. We also compare
models against human performance for the same
task. We further provide an analysis of perfor-
mance across the source data domain and anno-
tation time and present the results of manual error
analysis on a data sample.

2 Related Work

Cambazoglu et al. (2021) categorise QA datasets
into abstractive, extractive, and retrieval-based. In
abstractive datasets the answer is generated in free
form without necessarily relying on the text of the
question or the document. In extractive datasets
the answer needs to be a part of a given docu-
ment that contains an answer to the question. In
retrieval-based QA, the goal is to select an answer
to a given question by ranking a number of short
text segments (Cambazoglu et al., 2021). Since
NorQuAD is constructed based on extractive QA,
we will here concentrate on related work in extrac-
tive QA.

The Stanford Question Answering Dataset
(SQuAD) 1.1 (Rajpurkar et al., 2016) along with
SQuAD 2.0 (Rajpurkar et al., 2018) which sup-
plements the dataset with unanswerable questions
are the largest extractive QA datasets for En-
glish. SQuAD 1.1 contains 100,000+ questions
and SQuAD 2.0 contains 50,000 questions.

Several SQuAD-like datasets exist for other lan-
guages. The French Question Answering Dataset
(FQuAD) is a French Native Reading Compre-
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hension dataset of questions and answers on a
set of Wikipedia articles that consists of 25,000+
samples for version 1.0 and 60,000+ samples for
version 1.1 (d’Hoffschmidt et al., 2020). The
German GermanQuAD is a dataset consisting of
13,722 question-answer pairs created from the
German counterpart of the English Wikipedia ar-
ticles used in SQuAD (Moller et al., 2021). The
Japanese Question Answering Dataset (JaQuAD)
consists of 39,696 question-answer pairs from
Japanese Wikipedia articles (So et al., 2022). The
Korean Question Answering Dataset (KorQuAD)
consists of 70,000+ human-generated question-
answer pairs on Korean Wikipedia articles (Lim
et al., 2019). The Russian SberQuAD consists
of 50,000 training examples, 15,000 develop-
ment, and 25,000 testing examples (Efimov et al.,
2020)2. To the best of our knowledge there are
no extractive question answering datasets avail-
able for the other Nordic languages, i.e., Danish
or Swedish.

3 Dataset Creation

We collected our dataset in three stages: (i) select-
ing text passages, (ii) collecting question-answer
pairs for those passages, and (iii) human validation
of (a subset of) created question-answer pairs. In
the following, we will present these stages in more
detail and provide some statistics for the resulting
dataset as well an analysis of disagreements dur-
ing human validation.

3.1 Selection of passages

Rogers et al. (2020) reported that the absolute
majority of available QA datasets target only
one domain with rare exceptions. To provide
some source variation in our dataset, consider-
ing our limited resources, we decided to create
question-answer pairs from passages in two do-
mains: Wikipedia articles and news articles.

We sampled 872 articles from Norwegian
Bokmal Wikipedia. In order to include high-
quality articles, we sampled 130 articles from the
‘Recommended® section and 139 from the ‘Fea-
tured‘ section. The remaining 603 articles were
randomly sampled from the remaining Wikipedia
corpus. From the sampled articles, we chose only
the “Introduction® sections to be selected as pas-
sages for annotation. Following the methodology
proposed for the QuAIL dataset (Rogers et al.,

2The datasets are presented in alphabetical order
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2020) with the goal of making the dataset more
complex, we selected articles with “Introduction*
sections containing at least 300 words.

For the news category, we sampled 1000 arti-
cles from the Norsk Aviskorpus (NAK)—a collec-
tion of Norwegian news texts® for the year 2019.
As was the case with Wikipedia articles, we chose
only news articles which consisted of at least 300
words.

3.2 Collection of question answer-pairs

Two students of the Master’s program in Natural
Language Processing at the University of Oslo,
both native Norwegian speakers, created question-
answer pairs from the collected passages. Each
student received separate set of passages for anno-
tation. The students received financial remuner-
ation for their efforts and are co-authors of this
paper. For annotation, we used the Haystack an-
notation tool * which was designed for QA collec-
tion. An example from the Haystack annotation
environment for a Norwegian Wikipedia passage
is shown in Figure 1. The annotation tool supports
the creation of questions, along with span-based
marking of the answer for a given passage. In
total, the annotators processed 353 passages from
Wikipedia and 403 passages from news, creating a
total of 4,752 question-answer pairs. The remain-
ing collected passages could be used for further
question-answer pair creation.

3.2.1 Instructions for the annotators

The annotators were provided with a set of ini-
tial instructions, largely based on those for sim-
ilar datasets, in particular, the English SQuAD
dataset (Rajpurkar et al., 2016) and the German-
QuAD data (Moller et al., 2021). These instruc-
tions were subsequently refined following regular
meetings with the annotation team. The annota-
tion instructions will be made available along with
the dataset.

3.2.2 Question generation

Annotators were instructed to read the presented
passages and formulate 5-10 questions for each
passage. The questions should be varied in terms
of wh-question type: hva ‘what’, hvor ‘where’,
nar ‘when’, hvem ‘who’, hvilke ‘which’, hvordan

*https://www.nb.no/sprakbanken/en/
resource—-catalogue/oai—-nb-no-sbr-4/
*nttps://github.com/deepset-ai/

haystack/
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Questions

Annotation Document

Jupiter

Jupiter er den femte planeten fra solen og den sterste planeten i solsystemet. Planetens masse er én promille av solens, men
to og en halv gang massen til alle andre planeter i solsystemet til sammen. Jupiter, Saturn, Uranus og Neptun er gasskjemper,
og blir noen ganger referert til som de ytre planetene i solsystemet

Planeten var i cldtiden forbundet med mytologi og religiese oppfatninger i en rekke kulturer. Romerme oppkalte planeten etter
den romerske guden Jupiter. Med en tilsynelatende sterrelsesklasse pa — 2,94, er planeten i gjennomsnitt det tredje mest
lyssterke objektet pa nattehimmelen etter manen og Venus. Mars utligner savidt Jupiters lysstyrke ved enkelte punkt i banen
Jupiter bestar hovedsakelig av hydrogen. Helium utgjer en fjerdedel av massen - den kan ogsa ha en steinete kjerne av tyngre
grunnsteffer. Den raske rotasjonen gir Jupiter form som en flattrykt sfeeroide, med en liten bul rundt ekvator. Den ytre
atmosfaeren er segregert i flere striper pa forskjellige heyder, som ferer til turbulens og stormer langs de vekselvirkende
grensene. Et fremiredende resultat er den store rede flekken, en gigantstorm som i alle fall har eksistert siden 1831, da den ble
sett gjennom et teleskop.

Rundt planeten ligger et svakt planetarisk ringsystem og en kraftig magnetosfzaere. Av minst 79 maner, ble de fire store
galileiske maner oppdaget av Galileo Galilei i 1610. Den sterste manen Ganymedes er sterre enn planeten Merkur. Den nest
starste manen Callisto er bare litt mindre enn Merkur. Den svovelfargede ménen lo er kjent for sine vulkanske formasjoner. Den
isdekkede manen Europa har en tynn atmosfaere som hovedsakelig er sammensatt av oksygen

Jupiter har blitt utforsket av flere robot-romfartgyer, deriblant av Pioneer-sondene, Voyager-sondene og Galileos banesonde.

Den siste sonden i denne rekken er Juno, som ankom Jupiter den 5. juli 2016. Sonden gar i polarbane for & studere
magnetfeltet, leter etter bevis for en steinkjerne og utforsker hvor mye vann det er i atmosfaeren. Fremtidige oppdrag for
utforskning av det jovianske systemet omfatter mulige islagte flytende hav pa manen Europa

Figure 1: View of the Haystack annotation environment for a Norwegian Wikipedia document. The tool
supports the creation of questions along with span-based marking of the selected answer for a document.

‘how’ and hvorfor ‘why’. When formulating ques-
tions, the annotators were further instructed not to
repeat or simply copy words or phrases from the
passage text directly, but rather, if possible, re-
phrase the question. They were provided with a
number of examples of types of re-phrasals, in-
spired by the Japanese QA dataset JaQuAD (So
et al., 2022):

Syntactic variation The questions should, if pos-
sible, make use of syntactic alternations, such
as the active-passive alternation:

John Lennon was assassinated by Mark
Chapman on ..
Q: Who assassinated John Lennon?

Lexical variation (synonymy) The  questions
should if possible make use of synonymy
relations in re-phrasal:

John Lennon was assassinated by Mark
Chapman on ..
Q: Who murdered John Lennon?

Lexical variation (inference) The questions
should if possible make use of inference
based on lexical or world knowledge in
re-phrasal:

John Lennon was assassinated by Mark
Chapman on December 8, 1980 ...
Q: When did John Lennon die?

Multiple sentence reasoning The questions
should if possible require inference based
on more than one sentence in the associated
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passage:

John Lennon was the world-famous
guitarist of The Beatles. He wrote many
songs, among them ”All you need is love”.
Q: Who wrote ”All you need is love”?

In general, the annotators were encouraged to
pose difficult questions as long as they can be an-
swered based on the information in the passage
(and additional inference). The questions should
in combination cover most of the passage, how-
ever, if this turned out to be difficult to balance
with the requirement to pose varied questions, a
priority should be given to the latter requirement.
Each question should have only one answer and
there are no unanswerable questions in the dataset.

3.2.3 Answer generation

The annotators were instructed to mark answers to
their questions that adhere to the following main
principles:

* The answer should consist of the shortest
span in the original passage that answers the
question.

e The answer should, however, also be a
natural-sounding and a grammatically correct
response to the question. As an example, for
the question "When was Lennon born?” the
answer text span should include the preposi-
tion ”’in” and not only the year 1940 if ”in
1940” is indeed a span of the original text.



Question word Wikipedia News Total
hva ‘what’ 507 (21.54%) 383 (15.97%) 890 (18.73%)
hvor ‘where’ 414 (17.59%) 471 (19.64%) 885 (18.62%)
nar ‘when’ 381 (16.19%) 385 (16.06%) 766 (16.12%)
hvem ‘who’ 350 (14.87%) 393 (16.39%) 743 (15.64%)
hvilke ‘which’ 346 (14.70%) 325 (13.55%) 671 (14.12%)
hvordan ‘how’ 201 (8.54%) 267 (11.13%) 468 (9.85%)
hvorfor ‘why’ 152 (6.46%) 174 (7.26%) 326 (6.86%)
other 3(0.13%) 0 (0%) 3 (0.06%)
Total 2354 2398 4752

Table 1: Question types distribution by question word in the dataset, broken down by data source

(Wikipedia/news).

* Answers should always consist of whole
words, and there should be no subword an-
swers, such as parts of a compound or words
stripped of affixes.

* Answer spans should furthermore not include
span-final punctuation.

* The answers to the question should only oc-
cur once in the passage. Sometimes the same
entity occurs multiple times, but it should oc-
cur only once as an answer to the relevant
question.

3.3 Dataset analysis

To understand the properties of the created
question-answer pairs, we automatically cate-
gorised the whole NorQuAD dat