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Message from the General Chair

Equality, Diversity and Inclusion (EDI) is an important agenda across every field throughout the world.
Language as a major part of communication should be inclusive and treat everyone with equality. Today’s
large internet community uses language technology (LT) and has a direct impact on people across the
globe. EDI is crucial to ensure everyone is valued and included, so it is necessary to build LT that serves
this purpose. Recent results have shown that big data and deep learning are entrenching existing biases
and that some algorithms are even naturally biased due to problems such as ‘regression to the mode’.
Our focus is on creating LT that will be more inclusive of gender, racial, sexual orientation, persons with
disability. The workshop will focus on creating speech and language technology to address EDI not only
in English, but also in less resourced languages.
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Abstract

Conventional techniques for detecting online
hate speech rely on the availability of a suf-
ficient number of annotated instances, which
can be costly and time consuming. For this
reason, zero-shot or few-shot detection can of-
fer an attractive alternative. In this paper, we
explore a zero-shot detection approach based
on natural language inference (NLI) models.
The performance of the models in this ap-
proach depends heavily on the choice of a hy-
pothesis, which represents a statement that is
evaluated with a given sentence to determine
the logical relationship between them. Our
goal is to determine which factors affect the
quality of detection. We conducted a set of
experiments with three NLI models and four
hate speech datasets. We demonstrate that a
zero-shot NLI-based approach is competitive
with approaches that require supervised learn-
ing, yet they are highly sensitive to the choice
of hypothesis. In addition, our experiments in-
dicate that the results for a set of hypotheses on
different model-data pairs are positively cor-
related, and that the correlation is higher for
different datasets when using the same model
than it is for different models when using the
same dataset. These results suggest that if we
find a hypothesis that works well for a spe-
cific model and domain or for a specific type
of hate speech, we can use that hypothesis
with the same model also within a different do-
main. While another model might require dif-
ferent suitable hypotheses in order to demon-
strate high performance.

1 Introduction

The growing use of social media platforms that
allow users to remain anonymous during online
discussions has led to an increase in the amount of

hateful content online. This has posed a challenge
in detecting hate speech for government organi-
zations, social media platforms, and the research
community. Effective hate speech detection
models that are robust and reliable can provide
valuable insights to moderators in their efforts to
combat the prevalence of hate speech in online
discussions, as well as encourage productive
online discourse (Halevy et al., 2022). In this
paper, we use the term hate speech as an umbrella
term for different types of insulting content, such
as offensive language, abusive language, and
other types of harmful content.

Since supervised learning methods are asso-
ciated with difficulties such as the need for large
computing power and extensive amounts of
labeled data, zero-shot learning using pre-trained
language models can be an attractive alternative.
Zero-shot detection is a technique that allows a
model to classify texts based on their content, even
if the model has not been trained for that particular
task (Larochelle et al., 2008). The main advantage
of the zero-shot approach is its versatility. A
model pre-trained on general data can be used
to detect hate speech across multiple platforms
(Facebook, Twitter, etc.) and domains (different
targets and types of hate speech) without having
to retrain it. This reduces training costs and allows
for greater flexibility in responding to changes in
social media platforms, user behavior, and types
of hate speech. However, since the model is not
specifically trained for the task of detecting hate
speech, the approach might demonstrate inferior
results to the supervised models. In this paper,
we investigate whether an NLI-based zero-shot
approach is competitive to supervised learning
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methods and explore its robustness for different
models, datasets and targets of hate speech.

2 Related Work

Hate speech detection. Early approaches for
hate speech detection were based on manual
feature engineering (Burnap and Williams, 2015;
Davidson et al., 2017; Waseem and Hovy, 2016).
The majority of the current methods for detecting
hate speech rely on one of two techniques:
training machine learning models from scratch or
fine-tuning pre-trained language models (Jahan
and Oussalah, 2021; Markov et al., 2021; Uzan
and HaCohen-Kerner, 2021; Banerjee et al., 2021;
Nghiem and Morstatter, 2021; Markov et al.,
2022). All of these methods require extensive
amounts of labeled data, which is not consistently
accessible for some languages (Poletto et al.,
2021), and is extremely expensive to be annotated
manually. Under these circumstances, zero-shot
or few-shot detection may be an appealing option.

Zero-shot in hate speech detection. Ke-Li
et al. (2021) used GPT-3 (Brown et al., 2020)
to identify sexist and racist text passages with
zero-shot, one-shot, and few-shot learning. They
achieved an accuracy as high as 85% for few-shot
learning and assumed that large language models
with further development could eventually be
used to detect hate speech. Yin et al. (2019)
demonstrated that text classification tasks can
be approached as natural language inference
(NLI), resulting in high accuracy for zero-shot
classification. Based on Yin et al. (2019), Goldzy-
cher and Schneider (2022) developed strategies
that aim at improving NLI-based zero-shot hate
speech detection systems and showed that such
approaches are able to outperform fine-tuned lan-
guage models (acc. 79.4 for NLI zero-shot for the
best performing hypothesis against acc. 76.6 for
a fine-tuned model). However, NLI approaches
require a hypothesis - a statement that is evalu-
ated for its logical relationship with the target
sentence. The performance of such approaches
largely depends on the chosen hypothesis, and
evaluation of the quality of each hypothesis
may not be feasible. Another uncertainty lies in
the formulation of supporting hypotheses. An
inadequately formulated supporting hypothesis
can have a detrimental impact on the model
performance (Goldzycher and Schneider, 2022).

Our goal is to evaluate an NLI-based approach for
various models and datasets, in order i) to find
out how the choice of a hypothesis affects the
quality of the model, ii) to find out how the results
change for a given hypothesis when the model or
domain is changed, and iii) to determine which
factors affect the accuracy of NLI-based zero-shot
classification.

3 Method and Models

In order to determine whether an input text con-
tains hate speech, we need a hypothesis that ex-
presses that claim. In NLI tasks, the hypothesis is
a statement (e.g., “This text is racist”) that needs
to be either supported or contradicted by a given
premise. It is typically formulated as a sentence
that makes a claim or draws a conclusion based on
the information presented in the premise. All ex-
periments were conducted in a standard setup for
NLI-based zero-shot classification. We feed the
hypothesis with an example to a pretrained NLI
model and get the probability of entailment for the
target sentence and hypothesis. We ignore the log-
its for neutral and perform a softmax over the log-
its of contradiction and entailment. We use the
coarse-grained (binary) hate speech classes: hate
speech versus non-hate speech. If the probability
for entailment is equal or higher than 0.5 we con-
sider that it is hate speech. We report the results in
terms of F1-score (macro-averaged).

We conduct our experiments using the following
well-established models, which are available via
the Huggingface transformers library (Wolf et al.,
2020):

• flan-t5-large (Chung et al., 2022): T5-large
model (Raffel et al., 2020) was fine-tuned on
a collection of NLI datasets. The full list of
datasets and fine-tuning process is described
in (Chung et al., 2022).

• bart-large-mnli (Williams et al., 2017):
BART-large model (Lewis et al., 2019) was
fine-tuned on the Multi-Genre Natural Lan-
guage Inference dataset (MNLI (Williams
et al., 2017)).

• XLM-RoBERTa-large-XNLI-ANLI:
RoBERTa-large model (Liu et al., 2019)
is fine-tuned on the ANLI (Nie et al., 2019)
and XNLI (Conneau et al., 2018) datasets.
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Dataset Test set size Classes % (#)

FRENK (Ljubešić et al., 2019) 2,095
hate speech 35.5 (744)
not hate speech 64.5 (1,351)

HateCheck (Röttger et al., 2020) 3,728
hate speech 68.8 (2,563)
not hate speech 31.2 (1,165)

CAD (Vidgen et al., 2021) 5,307
hate speech 16.9 (899)
not hate speech 83.1 (4,408)

OLID (Zampieri et al., 2019) 860
hate speech 27.9 (240)
not hate speech 72.1 (620)

Table 1: Statistics of the datasets used.

4 Datasets

We evaluated the models described in Section
3 on four datasets constructed from different
online platforms, covering different topics, types
and targets of hate speech. We used the binary
hate speech classes: hate speech versus non-hate
speech. The statistics of the datasets used are
shown in Table 1.

FRENK (Ljubešić et al., 2019). The FRENK
dataset includes comments from Facebook on
LGBT and migrants topics in English. The dataset
was manually annotated for fine-grained types of
socially unacceptable discourse (e.g., violence,
offensiveness, threat). Messages were assigned
to a particular class if at least four out of eight
annotators agreed on the class. The test set
consists of 2,095 examples.

HateCheck (Röttger et al., 2020) is an En-
glish, synthetic, evaluation-only dataset annotated
for binary hate speech classification. For gen-
erating the test set, templates were prepared
that contained one blank space to be filled with
a discriminated group: women, gay people,
transgender people, black people, Muslims,
immigrants, and disabled people. The templates
for non-hateful content share linguistic features
with hateful expressions and could be mistaken
for hate speech by a classifier. In total, the dataset
consists of 3,728 examples.

CAD (Vidgen et al., 2021). The Contextual
Abuse Dataset (CAD) consists of 25,000 an-
notated Reddit entries. All entries were first
independently annotated by two annotators.
Annotators worked through entire Reddit con-
versations, making annotations for each entry
with full knowledge of the previous content in

the thread. The test set consists of 5,307 examples.

OLID (Zampieri et al., 2019). The Offen-
sive Language Identification Dataset (OLID)
consists of 14,100 tweets in English, annotated
through crowdsourcing. During annotation,
each example was initially labeled by two an-
notators. In the case of disagreement, a third
annotation was requested, and then a majority
vote was taken. The test set consists of 860 entries.

5 Experiments and Results

In this section, we present the key findings and
analysis derived from our research. We first
report performance of the models on a general
set of hypotheses. Then we reduce the number
of hypotheses and use only those that describe a
certain type or target of hate speech.

Evaluation of zero-shot detection. In the first se-
ries of experiments, we tested 111 manually de-
signed hypotheses, describing hate speech, in or-
der to determine how classification results vary
depending on the chosen hypothesis, as well as
which factors affect the results. Table 2 shows the
comparison of a state-of-the-art supervised learn-
ing approach with the zero-shot approach. We
report the results in terms of macro-average F1-
score. We compare our zero-shot results with
the supervised learning results reported in Markov
and Daelemans (2021) for BERT, RoBERTa, SVM
and a hard majority-voting ensemble of those
three models applied to the FRENK and OLID
datasets. In Markov and Daelemans (2021), mod-
els were tested in in-domain and cross-domain set-
tings (trained on FRENK, tested on OLID and vice
versa). Table 2 shows that the zero-shot NLI-based
approach remains inferior to the supervised mod-
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Method Model FRENK OLID

SL

In-domain Cross-domain In-domain Cross-domain
BERT 78.30 69.40 82.20 72.10
RoBERTa 78.50 69.20 80.00 72.40
SVM 77.00 67.70 78.30 69.00
Ensemble 79.70 69.70 83.20 73.60

ZS
flan-t5-large 73.43 78.45
bart-large-mnli 72.39 73.30
xlm-roberta-large-xnli-anli 70.37 72.76

Table 2: Comparison of supervised learning approach and zero-shot approach. We report macro-averaged F1-
score. SL - supervised learning, ZS - zero-shot. For ZS, we report the result of the best hypothesis for each
dataset-model pair. For SL, we report results from Markov and Daelemans (2021) for in-domain setting (models
were trained and tested on the same dataset) and cross-domain setting (trained on FRENK, tested on OLID and
vice versa).

els in the in-domain setting but surpasses it in the
cross-domain setup. This indicates that a zero-shot
method is more versatile and, in cases where there
is not enough data for training for the current do-
main (e.g., in a case of “cold start”), a zero-shot
approach could be preferred. However, as we can
see from Table 3, even limited paraphrasing of the
hypothesis can cause considerable variation in F1-
score.

Hypothesis F1 △F1
This text contains hateful content 71.80
It contains hateful content 65.76 -6.04
This text contains xenophobic content 66.75
This text is xenophobic 55.78 -10.97
It contains xenophobic content 52.98 -13.77
It is racist 69.14
This text is racist 67.91 -1.23
This text contains racist content 66.49 -2.65
It contains racist content 63.12 -6.02

Table 3: Examples of variations in F1-score with minor
paraphrasing of hypotheses for the FRENK dataset and
flan-T5 model pair.

To investigate this variability more systemati-
cally, for each model-dataset pair, we built vec-
tors whose elements are the F1-scores for the used
hypotheses (in total 12 vectors of length 111, the
hypotheses were sorted alphabetically) and cal-
culated the correlation matrix for these 12 vec-
tors (see Appendix A). One can see that the re-
sults for all model-dataset pairs are positively cor-
related, except for XLM-Roberta with the CAD
dataset. The matrix Table 5 shows that, on aver-
age, the correlation for a particular model and dif-
ferent datasets is higher than the correlation for a
dataset and different models.

Experiment with a small set of target hy-
potheses. In the second set of experiments, we
used only the hypotheses that described a certain
type of hate speech or certain target of hate
speech (e.g., “This text is racist”, “This text is
homophobic”, “This text is sexist”, etc.), hence,
we excluded “general” hypotheses (e.g. “This text
is hateful”, “This text contains hate speech”, etc.).
This experiment aimed to determine whether the
performance of a particular hypothesis depends
on which hate speech types are represented in
a test dataset. In this case we expected that the
dataset-related hypotheses will perform better,
while another hypotheses will show a lower
F1-score, and as a consequence there will be no
correlation of results for different datasets.

However, we again observe that the results for
different model-dataset pairs are positively corre-
lated. Moreover, we see that the correlation of the
results for different models when using the same
dataset is lower on average than the correlation
of the results for different datasets when using
the same model (see Appendix B). From this, we
can conclude that when choosing a hypothesis,
it is more important to focus on what the model
understands as hate speech rather than the type of
hate speech covered in a particular dataset.

Experiment for test subsets covering a partic-
ular hate speech target. In order to verify our
conclusion from the previous set of experiments,
we split the FRENK test set into two subsets, each
of which covers only one target of hate speech
(LGBT or migrants). We observed that the hy-
potheses related to the topic of the test subset are
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FRENK LGBT FRENK Migrants

Top5 Hypothesis F1 Top5 Hypothesis F1
This text is racist 67.47 This text is misandric 75.11

This text is misogynistic 66.30 This text is racist 66.38
This text is misandric 64.55 This text is hostile to migrants 61.59

This text is hostile to lgbtq+ community 62.21 This text is hostile to immigrants 61.33

flan-t5

This text is hostile to lgbt community 61.12 This text is xenophobic 55.63

Top5 Hypothesis F1 Top5 Hypothesis F1
This text is hostile to lgbt community 68.54 This text is hostile to migrants 64.72

This text is hostile to woman 68.12 This text is hostile to immigrants 62.32
This text is hostile to man 67.77 This text is xenophobic 56.08

This text is hostile to lgbtq+ community 67.29 This text is hostile to woman 55.57

bart

This text is misogynistic 66.69 This text is misandric 54.49

Top5 Hypothesis F1 Top5 Hypothesis F1
This text is xenophobic 67.71 This text is hostile to lgbtq+ community 68.09

This text is sexist 67.69 This text is hostile to immigrants 66.85
This text is woman-hatred 66.67 This text is misogynistic 66.50

This text is racist 64.96 This text is xenophobic 66.03

roberta

This text is man-hatred 64.39 This text is man-hatred 65.60

Table 4: Top 5 hypotheses in the experiment for test subsets per target of hate speech.

on average higher, though not always in the first
position (see Table 4). The results confirm that on
average the scores for the same model have a pos-
itive correlation (except for xlm-roberta). A pos-
itive correlation shows that even with hypotheses
not related to the type of hate speech in the dataset,
the model can still perform well. Additionally, it
shows that it is important what the model under-
stands by hate speech, although the topical focus
of the dataset also affects the results.

6 Conclusion and Future Work

The first set of experiments showed that despite
the fact that an NLI-based approach can compete
with supervised methods, this approach is sensi-
tive to the choice of hypothesis and even limited
paraphrasing can change F1-scores substantially.
Our experiments indicate that the results using
particular (sets of) hypotheses for different model-
data pairs are positively correlated, and that
correlation for a particular model and different
datasets is higher than the correlation for a dataset
and different models. This suggests that if we find
a hypothesis that works well for a specific model
and dataset or a specific type of hate speech, we
can use the same hypothesis for the same model
but a different dataset. However, if the model is
changed, it is better to search for an alternative
hypothesis.

In future work, we plan to experiment with

automatic hypothesis engineering. We want to
answer the following questions: can we auto-
matically find a better hypothesis than the initial
one and will the hypothesis optimized for one
data-model pair work well for other models, other
domains and other data-model pairs.
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Appendices
A Evaluation of Zero-Shot Detection. Correlation Matrix.

t5
FR

t5
HC

t5
CAD

t5
OLID

bart
FR

bart
HC

bart
CAD

bart
OLID

xlm-rb
FR

xlm-rb
HC

xlm-rb
CAD

xlm-rb
OLID

t5
FR

1 0.76 0.82 0.83 0.3 0.43 -0.01 0.24 0.28 0.39 -0.14 0.21

t5
HC

0.76 1 0.84 0.8 0.19 0.5 0.13 0.19 0.33 0.34 0.01 0.3

t5
CAD

0.82 0.84 1 0.91 0.31 0.55 0.16 0.37 0.22 0.48 -0.2 0.21

t5
OLID

0.83 0.8 0.91 1 0.25 0.47 0.08 0.36 0.23 0.48 -0.21 0.27

bart
FR

0.3 0.19 0.31 0.25 1 0.75 0.32 0.8 0 0.26 -0.27 -0.15

bart
HC

0.43 0.5 0.55 0.47 0.75 1 0.1 0.72 0.09 0.38 -0.26 -0.04

bart
CAD

-0.01 0.13 0.16 0.08 0.32 0.1 1 0.22 0.25 0.08 0.17 0.12

bart
OLID

0.24 0.19 0.37 0.36 0.8 0.72 0.22 1 0.02 0.35 -0.3 0.02

xlm-rb
FR

0.28 0.33 0.22 0.23 0 0.09 0.25 0.02 1 0.45 0.63 0.78

xlm-rb
HC

0.39 0.34 0.48 0.48 0.26 0.38 0.08 0.35 0.45 1 -0.16 0.47

xlm-rb
CAD

-0.14 0.01 -0.2 -0.21 -0.27 -0.26 0.17 -0.3 0.63 -0.16 1 0.55

xlm-rb
OLID

0.21 0.3 0.21 0.27 -0.15 -0.04 0.12 0.02 0.78 0.47 0.55 1

Table 5: Correlation matrix for the experiment with hundred hypotheses. FR - FRENK, HC - HateCheck. We
build the vectors of the results for every model-dataset combination. These vectors consist of F1-scores for the
corresponding hypotheses. In total, there are 12 vectors, each of which with a length of 111. The hypotheses are
sorted alphabetically, and the corresponding hypothesis vectors are used to compute the correlation matrix.

B Experiment with a Small Set of Target Hypotheses. Correlation Matrices.

FRENK CAD
flan-t5 bart-large xlm-roberta flan-t5 bart-large xlm-roberta

flan-t5 1 0.53 0.34 flan-t5 1 0.61 -0.09
bart-large 0.53 1 0.26 bart-large 0.61 1 -0.2

xlm-roberta 0.34 0.26 1 xlm-roberta -0.09 -0.2 1

HateCheck OLID
flan-t5 bart-large xlm-roberta flan-t5 bart-large xlm-roberta

flan-t5 1 0.33 0.09 flan-t5 1 0.45 0.21
bart-large 0.33 1 0.53 bart-large 0.45 1 0.1

xlm-roberta 0.09 0.53 1 xlm-roberta 0.21 0.1 1

Table 6: Correlation of results for each dataset for different models in the experiment with a small set of target
hypotheses.
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flan-t5
FRENK HateCheck CAD OLID

FRENK 1 0.69 0.6 0.68
HateCheck 0.69 1 0.74 0.73

CAD 0.6 0.74 1 0.87
OLID 0.68 0.73 0.87 1

bart-large
FRENK HateCheck CAD OLID

FRENK 1 0.77 0.64 0.69
HateCheck 0.77 1 0.86 0.7

CAD 0.64 0.86 1 0.79
OLID 0.69 0.7 0.79 1

xlm-roberta
FRENK HateCheck CAD OLID

FRENK 1 0.54 0.44 0.68
HateCheck 0.54 1 -0.25 0.38

CAD 0.44 -0.25 1 0.44
OLID 0.68 0.38 0.44 1

Table 7: Correlation of results for each model for different datasets in experiment with small set of target hypothe-
ses.
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Abstract

British Sign Language (BSL) is a complex lan-
guage with its own vocabulary and grammati-
cal structure, separate from English. Despite
its long-standing and widespread use by Deaf
communities within the UK, thus far, there have
been no effective tools for translating written
English into BSL. This overt lack of available
resources made learning the language highly
inaccessible for most people, exacerbating the
communication barrier between hearing and
Deaf individuals. This paper introduces a rule-
based translation system, designed with the am-
bitious aim of creating the first web application
that is not only able to translate sentences in
written English into a BSL video output, but
can also serve as a learning aid to empower the
development of BSL proficiency.

1 Introduction

British Sign Language (BSL) is a visual-gestural
language that has been widely used by Deaf1 com-
munities within the UK for hundreds of years.
Contrary to a common misconception, BSL is not
merely a visual representation of English; it de-
veloped independently of the spoken language, re-
sulting in its distinct vocabulary and grammatical
structure. This is evidenced by the fact that despite
both BSL and American Sign Language (ASL)
emerging in English-speaking countries, the two
sign languages are mutually unintelligible, i.e., they
share neither a grammar nor a lexicon (Emmorey,
2001).

The British Deaf Association (2023) states that
there are more than 87,000 Deaf people in the UK
whose first language is BSL. However, a signifi-
cant lack of hearing people choosing to learn BSL

1The term Deaf with a capital ‘D’ refers to people who
identify as culturally Deaf, i.e., are part of the Deaf community
and actively use sign language. The term deaf with a lowercase
‘d’ refers to the medical definition of having very little to no
functional hearing (O’Neil, 2003).

has led to Deaf communities experiencing consid-
erable levels of social exclusion (Berry, 2017), ex-
acerbated by “educational segregation” and a lack
of access to health services and employment op-
portunities (Powers, 2002). Research suggests that
integrating BSL lessons and Deaf awareness educa-
tion into UK schools is highly beneficial, not only
for Deaf students but also for their hearing peers
(Daniels, 2001). This poses the question: how can
learning BSL be made more accessible?

Modern technology has provided access to appli-
cations that can translate between numerous spo-
ken languages in real-time. Google Translate2 can
instantly convert written English into over 100 dif-
ferent spoken languages from any smartphone or
web browser. As well as being a convenient way to
quickly facilitate communication between people
who speak different languages, translation applica-
tions can also be used as a learning tool. Medvedev
(2016) discussed the use of Google Translate as a
meaningful resource for learning English. How-
ever, there is no comparable application for trans-
lating written English into BSL. This gap forms
the core motivation behind the development of the
English-to-BSL translation system presented in this
paper.

Our main contribution is the development of a
translation pipeline that is comprised of a bespoke
set of syntax-based rules created without the use
of pre-existing templates. This unique rule-based
translation system enables a user to input a sen-
tence in written English and play a video showing
the generated BSL translation. The translation out-
put, which follows BSL grammar, is comprised of
a series of sign videos, each representing a BSL
gloss.3 Our systematic evaluation of the system

2https://translate.google.com/intl/
en-GB/about/languages/

3A gloss is an English-based translation that is consistently
used to represent a unique sign (Cormier et al., 2017).
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demonstrated the success of the web application
from both quantitative and qualitative perspectives.

2 Related work

Below, we provide a summary of previously pro-
posed methods for translating written text to sign
language. This is then followed by a review of
tools for English-to-BSL translation.

2.1 Methods for Translating to Sign Language

Statistical Machine Translation (SMT) approaches
have provided significant advancements in the
field of spoken language translation. However,
in order to generate high-quality results, a vast
amount of data is required to train statistical mod-
els. Bungeroth and Ney (2004) proposed a proof-of-
concept SMT model for translating written German
into German sign language (DGS). However, their
model obtained low performance due to a lack of
available German-to-DGS data.

In a recent survey of sign language machine
translation, Núñez-Marcos et al. (2022) recognised
the overt scarcity of data available for all sign lan-
guages, which has led to a lack of effective SMT
models for translating written text into sign lan-
guage. BSL is even more under-resourced than
DGS in terms of data currently available, therefore
developing an accurate SMT approach to English-
to-BSL translation is currently not feasible. For
this reason, our own English-to-BSL translation
tool is underpinned by a rule-based approach that
we developed (as described in Section 4).

2.2 English-to-BSL Translation Tools

Only very few tools for converting English to BSL
exist. One of them is WeCapable which offers a
translator that takes an English sentence specified
by a user and converts it into static pictures depict-
ing individual letter signs (Kumar, 2023). While
this tool may be useful for learning how to finger-
spell,4 it cannot translate into glosses. Furthermore,
as the letter signs provided are in the form of pic-
tures rather than videos, dynamic signs may be
hard to interpret, potentially generating ambiguity
for the user.5 The translation tool of WeCapable
also makes no attempt to convert an input English

4Fingerspelling refers to signing sequences of alphabet
letters comprising either full words or abbreviations (Brown
and Cormier, 2017).

5For example, the letter H is a dynamic sign where the
palm of one hand is swept across the other — this would not
be clear from a static image.

sentence to BSL syntax. It simply takes the user
input and returns a letter-by-letter translation of
each word in the order that they were entered in.

Sign Translate (Moryossef, 2023) is a web appli-
cation, similar in appearance to Google Translate,
that presents the translation output using an avatar
that performs dynamic signs. However, selecting
“United States” as the target language (i.e., Amer-
ican Sign Language) produces an output that is a
sequence of alphabet signs, spelling out each word
in the input (similarly to WeCapable). Setting the
target language to “United Kingdom” (i.e., BSL)
leads to a slightly confusing output, with the avatar
not spelling out the words, but instead providing a
dynamic output with seemingly little or no relation
to the input English sentence. As a whole, this tool
also does not make any attempt to convert the input
to the correct BSL grammatical structure.

Signly differs from the previous two translation
tools in that, rather than a stand-alone web appli-
cation, it is a module that can be integrated into
existing websites (Signly, 2023). Organisations can
register with Signly to add sign language transla-
tion to their sites. Professional sign language inter-
preters are hired to record the BSL translation for
each section of text in a given website. Signly thus
provides English-to-BSL translation as a service,
one that is more accurate than can be achieved via
any automated translation. However, this cannot
be done in real time and the domain of translation
is limited to text on registered websites. Each time
a company that uses Signly updates its website, an
interpreter must manually sign any new text.

Our proposed work is different from the above-
described existing tools for English-to-BSL trans-
lation, in seeking to provide real-time translation
for user-specified inputs, and importantly, in gener-
ating translation outputs that follow the BSL gram-
matical structure.

3 The BSL Grammatical structure

Understanding the fundamental grammatical struc-
ture of BSL is imperative when attempting to per-
form sign translation. This section provides a brief
overview of the linguistic features of BSL.

Each individual sign can be represented by a
gloss. Glosses are lexemes, meaning that they re-
main constant regardless of any modifications to
the word in English. This is because BSL is agnos-
tic to any inflectional changes. There are no tenses
in BSL, thus the English words “eat”, “eating”
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and “ate”, for example, are all encompassed by
the gloss “eat”, and therefore share the same sign
in BSL (Fenlon et al., 2015). Notably, glosses can
represent phrases or emotions as well as individual
words.

BSL developed independently of spoken English,
so it naturally follows a different grammatical struc-
ture. Deuchar (2013) analysed the observable gram-
matical structure of BSL and how it differs from
spoken English. However, they note that due to
a significant lack of research into the linguistic
structure of BSL, there is no official codified gram-
mar. Despite this, through analysis of organic BSL
communication, an overarching summation of the
general structure of sentences in BSL grammar can
be defined as: ‘time-frame then topic then action
or a comment’. For example, the English sentence

“I ate a cake yesterday” becomes [“yesterday” (time-
frame), “cake” (topic), “eat” (action)] in BSL. As
one can observe, glosses in the BSL translation
follow an order that is different from that of the
tokens in the English sentence.

It is also worth noting that certain English words
are completely omitted in sign language; intermedi-
ary words like determiners, prepositions, and some
pronouns do not have a corresponding BSL gloss.
Instead, the meaning of these words is expressed
via contextual signs and facial expressions. In fact,
context cues are crucial in comprehending BSL as
a whole. For example, a ‘thumbs up’ sign can mean

“good” or “fantastic” depending on the level of ex-
pression. Mouthing specific words, such as nouns
and verbs, whilst signing them is also useful, as
lipreading is often necessary to discern between dif-
ferent words with similar signs. These nuances can
be difficult to replicate via automated translation.

4 Methodology

We decided to take a Rule-Based Machine Trans-
lation (RBMT) approach to English-to-BSL trans-
lation, whereby a human expert explicitly defines
a set of rules (Costa-Jussà et al., 2012). As well
as not requiring large amounts of pre-existing data,
RBMT systems often provide more control, as the
structured design means that results are determinis-
tic and errors are easier to identify (Okpor, 2014).
Furthermore, RBMT promotes transparency and
scalability, as explicit rules are more easily under-
stood by humans and more rules can be added to
improve quality and enhance system complexity.

Our proposed English-to-BSL translation ap-

proach is based on a pipeline with three stages:
pre-processing of written English input, rule-based
translation and post-processing of output. This
pipeline was developed iteratively, leveraging con-
tinuous research into the grammatical structure of
BSL and personal proficiency in the language.

4.1 Pre-processing
The steps outlined below were implemented and
applied to a given English sentence (in the order
they are presented):

(1) Contraction expansion: All tokens within
a sentence that are detected as contractions (e.g.,

“don’t”) were expanded to to their full form (e.g.,
“do not”).6

(2) Punctuation removal: A regular expression
was used to match and remove all punctuation.

(3) Numeric form conversion: BSL requires that
all mentions of numeric values, including those
spelt out as words in the input English sentence
(e.g., “eleven”, “two thousand and twenty three”),
are expressed in their numeric form (e.g., “11”,

“2023”). We employed a word-to-numbers conver-
sion library7 to carry out this transformation.

(4) Tokenisation: Tokens in the sentence (the
version that is the result of the preceding steps) are
identified by using whitespace as delimiter.

(5) Lowercasing: Each token is lowercased ex-
cept for the pronoun “I” (as our rules need to be
able to identify this pronoun later on, as described
in Section 4.3).

The output of the above pre-processing steps
(e.g., [“next, “week”, “I”, “am”, “getting”, “a”,

“new”, “dog”] for the sentence “Next week, I’m
getting a new dog.”) is then analysed by our core
translation component.

4.2 Rule-Based Translation
The core component of our translation pipeline is
underpinned by a Part-Of-Speech (POS) tagger and
a set of rules that re-order the tokens resulting from
the pre-processing stage.

POS Tagging. The sequence of tokens obtained
from the pre-processing stage is analysed by a
transformation-based-learning POS tagger,8 which
was chosen for its speed (i.e., capability to tag over

6Using the library available at https://www.npmjs.
com/package/expand-contractions

7https://www.npmjs.com/package/
words-to-numbers

8https://www.npmjs.com/package/
wink-pos-tagger
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525,000 tokens per second) and accuracy (93.2%
on the WSJ22-24 benchmark dataset (Marcus et al.,
1999)). This POS tagger produces its output fol-
lowing the Penn Treebank tagset.9

Handcrafted Rules. Tokens are ordered by deter-
mining where each of them should be placed rela-
tive to the other tokens, based on the order expected
in BSL. The rows of Table 1, when read from top to
bottom, indicate the order in which tokens falling
under different word classes (as specified by POS
tags) should appear in the BSL translation of an
English sentence.

In handling certain word classes, we handcrafted
a number of rules, outlined below.

(1) Handling temporal expressions: Words per-
taining to time frame (e.g., “next week”, “yester-
day”) should come first in the BSL translation out-
put (except in cases where the English sentence
contains interjections). As POS tagging does not
identify temporal expressions, we compiled a list
of such expressions. Any token that matches any
of the expressions in this dictionary is detected as
a temporal expression, and thus considered to be
the time frame of the sentence.

(2) Coordinating conjunctions: If a coordinating
conjunction such as “and” is used to join multiple
clauses (as in the sentence “Her name is Mary
and she likes to eat cake”), the sentence is split
into its individual clauses, each of which needs to
be translated separately (i.e., as if each clause is
a sentence). However, the sentence should not be
split if the conjunction is used to join multiple items
(as in the sentence “Mary likes cats and dogs”);
this can be determined by checking if the POS tags
of the tokens on both sides of the conjunction are
the same.

(3) Tokens belonging to commonly used bi-
grams: A dictionary of commonly used token bi-
grams was compiled. These include phrasal verbs
(e.g., “pick up”, “come back”) as well as the com-
bination “I am”. If a token bigram in a given
sentence matches any of the entries in our dictio-
nary, they are kept together in the re-ordered token
sequence.

(4) Handling names of months: In BSL, signs for
names of months are represented by the first three
letters; for example, the month “October” should
be converted to the gloss sequence [“O”, “C” and

“T”]. Thus, a rule was introduced so that a token
9https://www.ling.upenn.edu/courses/

Fall_2003/ling001/penn_treebank_pos.html

corresponding to the name of a month is converted
to a sequence consisting of its first three characters.

After re-ordering based on the above rules,
the token sequence [“next”, “week”, “I”, “am”,

“getting”, “a”, “new”, “dog”] becomes [“next,
“week”, “a”, “new”, “dog”, “getting” “I”, “am”].

4.3 Post-processing
The sequence of tokens resulting from our rule-
based re-ordering method is processed by the fol-
lowing post-processing steps, in order to finally
generate a sequence of BSL glosses.

(1) Stopword removal: We curated a stopword
list that consists of words that are not utilised in
BSL, e.g., determiners (“a”, “an”, “the”), pro-
nouns and a selection of verbs (such as “am”, “do”,

“did”, “could”, “should” and “would”). Tokens in
the sequence that match any of the stopwords are
removed. It is important to note, however, that the
pronoun “I” is handled as a special case: if it is
part of the token bigram “I am”, the bigram is con-
verted to the gloss “me”. If it, however, appears on
its own (as in the sentence “I ate a cake”), then it is
considered to be a stopword that is then removed.

(2) Lemmatisation: To convert each remaining
token to its corresponding BSL gloss, we utilised a
dictionary-based lemmatiser10 to retrieve the lem-
matised form (also known as lemma or baseform)
of each token.

Upon post-processing the re-ordered sequence
[“next, “week”, “a”, “new”, “dog”, “getting”

“I”, “am”], for example, the sequence of glosses
[“next, “week”, “new”, “dog”, “get” “me”] is
generated as the output BSL translation.

5 The English2BSL Web Application

In order to facilitate user interactivity and display
the English-to-BSL translation generated by our
rule-based system, a novel web application, En-
glish2BSL,11 was developed. The Angular frame-
work12 was utilised in integrating the translation
pipeline into the user interface.

5.1 Building a Collection of Sign Videos
As discussed in Section 1, we seek to provide the
final BSL translation output in the form of a series
of sign videos, each representing a BSL gloss. To
this end, we built a collection of sign videos. The

10https://www.npmjs.com/package/
lemmatizer

11https://english2bsl.vercel.app/
12https://angular.io/
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Word Class POS Tags
Interjections UH

Temporal expressions -
Determiners DT
Prepositions IN

Adjectives, Numbers, Possessive pronouns JJ, JJR, JJS, CD, PDT, PRP$
Nouns NN, NNP, NNS, NNPS

Foreign words FW
Verbs, Adverbs VBD, VBG, VBN, VBP, VBZ, VB, RB, RBR, RBS

Existential there, Modals EX, MD
Pronouns PRP

Question words WDT, WP, WP$, WRB

Table 1: The rows from top to bottom indicate the order in which glosses should appear in a BSL translation. The
POS tags shown follow the Penn Treebank tagset. Temporal expressions are detected using a dictionary-based
method.

first author of this paper recorded sign videos in
one sitting (with the same background and light-
ing conditions) to provide consistency throughout
the video collection, and ensure that transitions be-
tween videos (when put together in a sequence) are
as seamless as possible. Our collection contains a
total of 213 videos, spanning 273 most commonly
used glosses. It is worth noting that this video
collection is available in the form of a BSL sign
dictionary13 as part of the English2BSL web appli-
cation.

Given a sequence of BSL glosses generated by
our rule-based approach, videos depicting signs
that correspond to each gloss are played in se-
quence by the application, as shown in Figure 1.
A length limit of 45 characters is applied to the
user-specified input English sentence. This is to
encourage users to provide sentences that are not
too complicated and are easy to understand when
signed in BSL.

Figure 1: A still from an example video output displayed
by English2BSL in real time, based on the sequence of
BSL glosses generated by our rule-based translation
approach.

Considering that our sign video collection is not

13https://english2bsl.vercel.app/
signdictionary

complete (in that it does not include every possible
sign), it is inevitable that certain glosses in the
BSL translation output are out of vocabulary, i.e.,
sign videos for some glosses might be missing in
our collection. English2BSL handles such cases
by displaying a series of videos that show how to
fingerspell an out-of-vocabulary word, as shown in
Figure 2.

Figure 2: An example video output displayed by En-
glish2BSL where one of the glosses, “poodle”, is out
of vocabulary and is signed by fingerspelling.

5.2 Spelling Correction Suggestions

To make the application more user-friendly, auto-
matically generated spelling correction suggestions
were incorporated. Firstly, a dictionary of lemmas
corresponding to the 273 glosses in our video col-
lection was compiled and then expanded so that
all possible inflectional forms of each lemma are
also included. Potential spelling errors in the in-
put English sentence are then detected by check-
ing if any of the input words do not exist in the
above-mentioned dictionary. In the sentence “I like
eatin cake”, for example, the word “eatin” will
be detected as having a spelling error. In contrast,

“eating” will not be flagged up as an error since it is
an inflectional form of “eat”, one of the glosses in
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our sign video collection.
To generate a correction suggestion for a mis-

spelt word, we employed two string similarity algo-
rithms, Dice’s coefficient (Robertson and Willett,
1993) and Levenshtein distance (Lhoussain et al.,
2015), to identify the lemma or inflectional form
in our dictionary that is most similar to the mis-
spelt word. The lemma or inflectional form with
the highest string similarity score (according to
either of the algorithms) then becomes the correc-
tion suggestion. If matches with a similarity score
above 0.50 were not found, no corrections are re-
turned to avoid unhelpful suggestions from being
generated; the misspelt word is then handled as an
out-of-vocabulary word.

6 Evaluation

Our English-to-BSL translation system was as-
sessed using a combination of quantitative and qual-
itative evaluation strategies.

6.1 Quantitative Evaluation

As discussed in Section 2.1, there is a significant
lack of data to support the development and eval-
uation of English-to-BSL translation systems. To
the best of our knowledge, datasets consisting of
written English sentences with their corresponding
BSL gloss translations were not available. For this
reason, we created our own dataset.

After comparing various publicly available
datasets containing natural dialogue in English,
DailyDialog, an open-domain English-language
dataset,14 was chosen due to its varied and con-
versational nature. The first 150 sentences con-
taining 45 characters or less were extracted from
this dataset; then, drawing upon the first author’s
BSL proficiency, each of these 150 sentences was
manually translated into the corresponding gloss
sequence based on correct BSL syntax.

Our rule-based English-to-BSL translation ap-
proach was applied to each of the test sentences.
Comparing the automatically generated transla-
tions with the manually generated ones (based on
exact matching), an accuracy of 90% was obtained,
with 135 of the 150 test sentences having been
correctly translated.

14https://paperswithcode.com/dataset/
dailydialog

6.2 Qualitative Evaluation

Complementing our quantitative evaluation are two
User Experience (UX)-based qualitative methods,
i.e., user focus groups and expert heuristic evalua-
tion. These were chosen to explore the ‘lived ex-
periences’ of users and help capture the subjective
and contextual aspects of their interactions with the
web application.

A focus group of six university students with
varying levels of BSL proficiency was conducted
alongside expert evaluation with a university-level
BSL lecturer. The subjective, anecdotal data col-
lected via these UX evaluation methods exemplifies
how potential users respond to the English2BSL
application. It was collected in a non-controlled
manner, such that it can be generalised to real-life
settings. The response to the web application was
overwhelmingly positive from both potential user
and expert perspectives, demonstrating the effec-
tiveness of the rule-based translation system as well
as the UX design of the user interface.

7 Conclusions and Future Work

This paper describes the development of En-
glish2BSL, a web application that translates written
English into BSL in real time. It is underpinned
by a rule-based machine translation approach that
leverages the output of syntactic analysis, i.e., POS
tags, and a set of handcrafted rules to determine the
order in which glosses should appear in the BSL
output. Quantitative evaluation of our translation
approach showed that it can obtain an accuracy of
up to 90%.

The English2BSL user interface displays BSL
output in the form of a series of sign videos seam-
lessly put together, thus acting as an interactive
tool for people who wish to build or improve their
knowledge of BSL.

A limitation of the proposed translation system
lies in its reliance on curated dictionaries (e.g., lists
of temporal expressions and commonly used token
bigrams) as well the finite number of signs in the
video collection. Our future work will focus on
expanding our dictionaries and on incorporating
more signs into the video collection. Moreover, to
broaden the reach of our translation tool, we will ex-
plore the development of a version of English2BSL
that runs on mobile devices.
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Abstract

This work delves into the realm of abusive com-
ment detection and sentiment analysis within
code-mixed content, focusing specifically on
Dravidian languages. The languages covered
include Tulu, and Tamil. For this investiga-
tion, TFIDF-based Long Short-Term Memory
(LSTM) and Hierarchical Attention Networks
(HAN) are employed as the analytical tools.

Interestingly, the research highlights the preva-
lence of traditional TF-IDF techniques over Hi-
erarchical Attention models in both sentiment
analysis and the identification of abusive lan-
guage across the diverse linguistic landscape
encompassing Tulu and Tamil.

Of note is the Tulu sentiment analysis system,
which demonstrates remarkable prowess in han-
dling Positive and Neutral sentiments. In con-
trast, the sentiment analysis system tailored
for Tamil exhibits comparatively lower perfor-
mance levels. This discrepancy underscores
the critical need for well-balanced datasets and
intensified research endeavors to enhance the
accuracy of sentiment analysis, particularly in
the context of the Tamil language.

Shifting focus to abusive language detection,
the TF-IDF-LSTM models consistently outper-
form the Hierarchical Attention models. In-
triguingly, the mixed models exhibit particu-
lar strength in classifying categories like "Ho-
mophobia" and "Xenophobia." This intriguing
outcome accentuates the value of incorporat-
ing both code-mixed and original script data,
presenting novel avenues for advancing social
media analysis research in diverse linguistic
scenarios involving the Dravidian languages.

1 Introduction

The number of users is exponentially increasing
on online social media platforms daily. More than
4.74 billion people used social media platforms 1

in the year 2022. Furthermore, the number of users
1https://influencermarketinghub.com/social-media-sites/

will continue to grow even higher with cheaper in-
ternet and smartphones. Many online abusers use
social media platforms as a venue to abuse other
users through comments or posts. Nowadays, the
marketing industry heavily relies on social media
comments posted by users about their products.
On the other hand, political parties base their po-
litical movements on the opinions expressed by
citizens on social media. Government policies are
revised based on the sentiments of the citizens iden-
tified through social media. Therefore, analyzing
the comments posted on social media platforms
is the most trending research domain in Natural
Language Processing. These social media com-
ments have opened up new and exciting research
directions for NLP.

In a multilingual country like India, mixing lan-
guages while speaking is a typical behavior of the
people. However, many people do not mix lan-
guages while writing for general purposes. How-
ever, this trend has changed in the era of social me-
dia, and people tend to mix languages when posting
comments on online platforms. Users mainly use
the Roman script to write comments, even in their
native language. This phenomenon is known as
code-mixing.

This paper presents a system developed for abu-
sive language detection and sentiment analysis
tasks conducted at the DravidianLangtech-2023.
We have developed three different systems to iden-
tify abusive text and sentiment in social media
posts. The methods used are the Hierarchical
attention-based LSTM, TFIDF-based LSTM, and
mixed language model. Additionally, to address
the data imbalance, we have used contextualized
embedding-based text generation to generate com-
ments for the minority class.

2 Related Works

Recently, there has been a considerable amount
of work and effort to collect resources for code-
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switched text in various languages. However, code-
switched datasets and lexicons specifically for sen-
timent analysis purposes are still limited in number,
size, and availability (Chakravarthi et al., 2018,
2019a,b,c; Padmamala and Vijayarani, 2017; Ran-
jan et al., 2016; Ar et al., 2012; Devi and Kan-
nimuthu, 2023).

For monolingual sentiment analysis, various cor-
pora have been developed for different languages.
For example, the work by (Wiebe et al., 2005) intro-
duced an annotated corpus for sentiment analysis
in English. Similarly, the Rusentiment corpus was
created for sentiment analysis in Russian (Rogers
et al., 2018), the Twitter Sentiment Corpus (TSC)
was developed for sentiment analysis in German
(Cieliebak and Diab, 2017), and the Norwegian
Social Media Corpus (NoReC) was annotated for
sentiment analysis in Norwegian (Mæhlum et al.,
2019).

In the context of code-mixing, several datasets
have been created to facilitate sentiment analysis.
(Sitaram et al., 2015; Joshi et al., 2016; Patra et al.,
2018) worked on building an English-Hindi corpus
for sentiment analysis. (Solorio et al., 2014; Vilares
et al., 2015, 2016) introduced an English-Spanish
corpus for sentiment analysis. (Lee et al., 2015) col-
lected a Chinese-English corpus from Weibo.com
for sentiment analysis, and (Patra et al., 2018) re-
leased English-Bengali data for sentiment analysis.

Tamil, a Dravidian language spoken by Tamil
people in India, Sri Lanka, and the Tamil dias-
pora, has received attention in sentiment analysis
research (Padmamala and Vijayarani, 2017). The
growing number of native Tamil speakers presents
a potential market for commercial NLP applica-
tions (Ranjan et al., 2016). However, sentiment
analysis on Tamil-English code-mixed data is rela-
tively underdeveloped, and readily available data
for research purposes is limited.

In the past, research on code-mixed corpora pri-
marily relied on word-level annotations. However,
this approach is not only time-consuming but also
expensive to create. To address this limitation, re-
searchers have explored the use of neural networks
and meta-embeddings, which have shown promise
in code-switched research without the need for
word-level annotation (Kiela et al., 2018; Winata
et al., 2019c).

(Winata et al., 2019a) demonstrated the effec-
tiveness of utilizing information from pre-trained
embeddings without explicit word-level language

tags in code-switched sentiment analysis. This ap-
proach leverages the power of neural networks to
learn representations that can capture sentiment in
code-mixed data.

Furthermore, (Winata et al., 2019b) introduced a
method to utilize subword-level information from
closely related languages to enhance the perfor-
mance of sentiment analysis on code-mixed text.
By leveraging the linguistic similarities between
languages, this approach aims to improve the accu-
racy of sentiment analysis in code-mixed data.

In this field, there has not been extensive Tamil
language-oriented research. One important reason
for this could be the scarcity of data in social media
in Tamil compared to other languages, especially
English, and the limited availability of linguistic re-
sources in Tamil. Many datasets have been created
in Tamil to promote more research in this language.
One of them is "HopeEDI" (Equality, Diversity,
and Inclusion), a dataset for hope speech in Tamil
(Chakravarthi et al., 2020). Several baselines have
also been created to standardize the dataset.

Research on abusive comment detection in Tamil
is still in its early stages, but it has made significant
progress in recent years. The earliest models on
text classification used linear classifiers. This was
followed by several works based on Deep Learning
methods. Recurrent Neural Networks like LSTMs
showed promising results. (Mandalam and Sharma,
2021) classified Dravidian Tamil and Malayalam
code-mixed comments according to their polarity
and used the LSTM architecture. In (Arora, 2020),
a pre-trained version of ULM-FiT was used to
develop a model to detect hate speech in Tamil-
English social media comments.

This was followed by the use of transformer-
based models after being introduced in (Vaswani
et al., 2017), and further exploration was done af-
ter the release of BERT (Devlin et al., 2019). In
(Mishra and Mishra, 2019), MultiLingual BERT
and monolingual BERT were used for hate speech
identification in Indo-European languages. In
(Ziehe et al., 2021), the authors fine-tuned XLM-
RoBERTa (Conneau et al., 2020) for Hope Speech
Detection in English, Malayalam, and Tamil texts.
Recently, in (García-Díaz et al., 2022), the authors
proposed a method for detecting abusive comments
in Tamil using multilingual transformer models.
And in (Prasanth et al., 2022), they performed
abuse detection using TF-IDF and the Random
Kitchen Sink Algorithm on Tamil text.
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3 Dataset Description

We utilized a dataset for sentiment analysis and
detection of abusive language, which was sourced
from the (Priyadharshini et al., 2023) and (Hegde
et al., 2023) references. This dataset was employed
as part of the shared task held during the third Dra-
vidian Lang Tech workshop at RANLP-2023. The
dataset provided by the organizers encompassed
content in Code-Mixed Tamil, as well as Tamil and
Telugu languages. The data was curated from var-
ious social media interactions, such as posts and
comments.

In terms of annotation, the Code-Mixed Tamil
and Tamil comments were assigned labels from a
set of 8 categories: None, Misandry, Misogyny,
Xenophobia, Homophobia, Transphobia, Hope
Speech, and Counter Speech. Conversely, the
Telugu comments were categorized into just two
classes: Hate and non-Hate. The data samples with
specific labels can be found in Tables 1 and 2 for
your reference.

Notably, the Code-Mixed Tamil dataset con-
tained a larger number of comments compared to
the other two datasets. For evaluation purposes, ap-
proximately 20% of the data was allocated for test-
ing in both the Tamil datasets. Within the datasets,
nearly 50% of the content fell under the "None"
class. It’s important to highlight that the imbal-
anced distribution was due to the greater number of
classes present in the Code-Mixed Tamil and Tamil
comments. On the contrary, the Telugu dataset ex-
hibited a balanced distribution, and no validation
data was included for this dataset. The distribu-
tion of data for training, validation, and testing
is presented in detail in Table 3. The prevalent
class across posts was "None," followed by the
"Misandry" class within the Tamil dataset. In the
context of Telugu, there were 1939 posts labeled as
Hate and 2061 as Non-Hate.

For the sentiment analysis task, the organizers
furnished social media comments in both Tamil
and Tulu languages. The Tamil dataset was anno-
tated with four sentiment classes: positive, neg-
ative, mixed, and unknown. Similarly, the Tulu
dataset encompassed four classes: positive, nega-
tive, neutral, and unknown. The training set for
Tamil sentiment analysis contained around 34,000
comments, while the Tulu dataset comprised 6674
posts. In the Tamil training dataset, the positive
class accounted for 20,000 posts, with the remain-
ing classes containing between 4,000 to 5,000 posts.

In the Tulu dataset, around 3,000 posts were la-
beled as positive and 1,800 as neutral. As a note-
worthy point, since the Tamil dataset featured an
unknown class and the Tulu dataset contained a
neutral class, these two classes were considered
equivalent within the context of language mixed
models.

4 Methodology

4.1 TFIDF-LSTM

We utilized traditional and robust TF-IDF models
to generate term vectors. These term vectors serve
as embeddings for each word, for example the term
"loose" in the example "Loose kooda interveiw pan-
reenga kuruttu koothikku innoru .." would be repre-
sented differently based on the context for a Tamil
it would be matched with the vector for crazy while
in an English sentence it would retain its original
vector, and TF-IDF vectors are created for each
post. The learned TF-IDF vectors for each post
were then inputted into a BiLSTM (Bidirectional
LSTM) to further capture contextual information in
both directions. The BiLSTM layer was composed
of 100 units, transforming the context vector for
each post. Finally, we employed a machine learn-
ing classifier to classify unseen posts. During the
validation process, we discovered that the Linear
SVM model provided the best results compared to
other models. We employed the TweetTokenizer to
tokenize the code-mixed posts and jointly learned
the character and word n-gram models up to the
trigram level to acquire the vectors. We determined
the optimal parameters for the model using grid
search.

4.2 Hierarchical Attention Networks

We experimented with Hierarchical attention-based
LSTM models to capture the latent information
from the code-mixed comments. Since the dataset
is derived from social media sources, we incorpo-
rated character-level embeddings in the first layer
of the Hierarchical attention network. By using
the character sequence, we learned individual word
vectors. This approach entails initially learning
the words from the characters, followed by com-
bining the word vectors to form the embedding
for each post or comment. We employed attention
mechanisms to assign importance to specific words
within the post, for example in the sentence "Loose
kooda interveiw panreenga kuruttu koothikku
innoru ..", the terms that focuses on the gender and
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Table 1: Language, Task, Examples and its corresponding Labels

Language Task Examples Labels

Tamil Sentiment
Ithu yethu maathiri illama puthu maathiyaala
irukku

Positive

Waste padam tharu maru flop aamai nakkis Negative

Tulu Sentiment
Irena tulu ucharane bhari likundu Positive
Ayana pukuli n ora nadt korle... Negative

Telugu Hate Speech
Torch lite Kuda Leni rojula fake news vadu
kavalane chesind

hate

Mallareddy Dookudu cenima lo bramhi character
correct set aithadu

non-hate

Tamil Code-mixed Misogyny
poda nee oruru punda yechakala raja Misandry
Loose kooda interveiw panreenga kuruttu
koothikku innoru ..

Misogyny

Entha Mari aravaningala seruppala adikkanum en-
tha Mari prachanai...

Transphobic

Table 2: Language, Task and its corresponding Labels

Language Task Labels
Code-Mixed Tamil Abusive Lang. Detection None, Misandry, Misogyny, Xenophobia,

Tamil Abusive Lang. Detection Homophobia, Transphobia, Hope Speech and Counter
Telugu Abusive Lang. Detection Hate and non-Hate
Tamil Sentiment Analysis Positive, Negative, Mixed and Unknown
Tulu Sentiment Analysis Positive, Negative, Neutral and Unknown

Table 3: Dataset distribution for Train, Test, and Validation sets

Langauge Task Train Set Validation set Test set
Code-Mixed Tamil Abusive Lang. Detection 5948 1488 1857

Tamil Abusive Lang. Detection 2240 560 699
Telugu Abusive Lang. Detection 4000 - 500
Tamil Sentiment Analysis 33990 3787 650
Tulu Sentiment Analysis 6674 903 749

actions which relate to "Misogyny", have more at-
tention weights than the other terms . In the case of
abusive language and sentiment detection, certain
words in social media comments have a significant
impact on determining the type of abuse and senti-
ment. Hence, we utilized the hierarchical attention
network to capture the underlying information. Ad-
ditionally, we employed Bi-LSTM for learning the
sequence vectors.

4.3 Multilingual Models

In the sentiment analysis model, we combined the
Tulu and Tamil code-mixed datasets since both lan-
guages belong to the Dravidian language family
and share common English words in their code-
mixed posts. We trained a multilingual sentiment

analysis model using the previously proposed TF-
IDF-based Bi-LSTM models on the mixed lan-
guage dataset. This model was trained once and
then tested separately for Tulu and Tamil sentiment
analysis. We hypothesized that the shared features
between the two languages could assist each other
in the sentiment analysis task.

In our pursuit of abusive language detection, we
took an innovative step by merging the Tamil code-
mixed dataset with the authentic Tamil dataset. The
purpose behind this combination was to train a sin-
gle model that could effectively identify abusive
language. This approach aimed to explore how the
amalgamation of code-mixed and pure script data
could influence the model’s performance in detect-
ing abusive language. Additionally, English swear
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words are often mixed with regional social media
posts. Users may post content in their regional
language but incorporate English swear words to
abuse someone. We believed that the mixture of
both datasets would provide a unique research per-
spective in social media analysis. Importantly, in
the future, such mixed models will become increas-
ingly important, as opposed to relying solely on
language-specific tools.

Although the Telugu abusive dataset was pro-
vided, we did not combine it with the other datasets
due to the mismatch in classes. The Telugu dataset
consists of only two classes: hate and not hate.
These mixed language learning approaches draw in-
spiration from code-mixed transfer learning-based
POS tagging methods (Madasamy and Padannayil,
2021).

5 Results and analysis

In this section, we discuss the results obtained for
the proposed models, as shown in Tables 4 and
5. Generally, the Hierarchical Attention models
did not outperform the traditional TF-IDF-based
techniques.

In the sentiment analysis task, the accuracy and
F1 score for the Tamil dataset were relatively low
for all the developed methods. This could be due to
the highly imbalanced nature of the dataset. Upon
analyzing the class-specific performance of the
Tamil sentiment analysis, we found that the recall
was higher for the positive class, while the preci-
sion was higher for the negative class compared
to the other precision and recall values. Although
the mixed language models did not perform signif-
icantly better, they exhibited higher precision for
the negative class and higher recall for the positive
class compared to the TF-IDF-LSTM model. A
similar trend was observed in the Tulu sentiment
analysis system. Additionally, the Tulu models per-
formed better for the Positive and Neutral classes,
with an F1 score of 0.83 for positive class and 0.63
for neutral class. The macro F1 score for the mixed
language model was 0.47, whereas for the TF-IDF-
LSTM model, it was 0.52.

In the abusive language detection task for Tel-
ugu, the TF-IDF-LSTM models outperformed the
Hierarchical Attention models. The F1 score for
the hate class was 0.62 and for the non-hate class it
was 0.66. For the Tamil test set, the macro F1 score
for the TF-IDF-LSTM model was the same as that
of the mixed model. When analyzing the class-wise

performance, the mixed models performed better
in the "Homophobia" and "Xenophobia" classes.
The HAN model failed to detect certain classes
with fewer training posts, indicating that the HAN
model requires more comments to train effectively.
For the Tamil code-mixed abusive language detec-
tion task, the mixed models performed better for
the "Counter Speech" class and "Misandry". Over-
all, the recall of the mixed models was comparable
to the TF-IDF model, but they exhibited lower pre-
cision.

6 Conclusion and Future Scope

The traditional TF-IDF-based techniques have out-
performed the Hierarchical Attention models in
both the sentiment analysis and abusive language
detection tasks. This suggests that, for the given
datasets and tasks, the TF-IDF approach provided
superior results.

The sentiment analysis task for the Tamil dataset
exhibited lower accuracy and F1 scores, which may
be attributed to the highly imbalanced nature of the
dataset. When examining the class-specific per-
formance, it was found that the positive class had
higher recall while the negative class had higher
precision. This indicates the need for addressing
the dataset imbalance to improve the overall perfor-
mance of sentiment analysis models.

Although the mixed language models did not
show significant improvements, they displayed
some advantages compared to the TF-IDF-LSTM
model. These models exhibited higher precision
for the negative class and higher recall for the pos-
itive class in both sentiment analysis and abusive
language detection tasks. This suggests that lever-
aging mixed language data could be beneficial, and
further exploration and enhancement of these mod-
els are warranted.

In conclusion, this work provides insights into
the challenges and potential improvements in sen-
timent analysis and abusive language detection
for code-mixed data, specifically focusing on Dra-
vidian languages. Future work should address
dataset imbalance, explore enhanced mixed lan-
guage models, expand datasets, improve models
through advanced architectures, adopt a multilin-
gual approach, and investigate fine-tuning and
transfer learning techniques. By tackling these
areas, researchers can enhance the performance
and robustness of sentiment analysis and abusive
language detection in code-mixed scenarios, con-
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Table 4: Results for Tamil and Tulu Language Models

Language Models P R F1 Accuracy

Tamil
TFIDF-LSTM 0.31 0.29 0.24 0.25
HNN 0.20 0.20 0.20 0.20
Mixed 0.29 0.25 0.18 0.18

Tulu
TFIDF-LSTM 0.55 0.51 0.51 0.67
HNN 0.34 0.23 0.23 0.54
Mixed 0.49 0.47 0.47 0.63

Table 5: Results for Tamil and Tulu Code-Mixed Language Models

Language Models P R F1 Acc

Telugu
TFIDF-LSTM 0.65 0.64 0.64 0.64
HNN 0.49 0.49 0.49 0.49
Mixed - - - -

Tamil
TFIDF-LSTM 0.44 0.33 0.35 0.69
HNN 0.23 0.23 0.23 0.64
Mixed 0.43 0.32 0.35 0.67

Code-Mixed Tamil
TFIDF-LSTM 0.64 0.45 0.51 0.74
HNN 0.34 0.23 0.23 0.70
Mixed 0.60 0.44 0.49 0.73

tributing to the advancement of natural language
processing in diverse linguistic contexts.
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Abstract

Social media has become a vital platform for
personal communication. Its widespread use
as a primary means of public communication
offers an exciting opportunity for early detec-
tion and management of mental health issues.
People often share their emotions on social me-
dia, but understanding the true depth of their
feelings can be challenging. Depression, a
prevalent problem among young people, is of
particular concern due to its link with rising
suicide rates. Identifying depression levels in
social media texts is crucial for timely support
and prevention of negative outcomes. However,
it’s a complex task because human emotions
are dynamic and can change significantly over
time. The DepSign-LT-EDI@RANLP 2023
shared task aims to classify social media text
into three depression levels: ”Not Depressed,”
”Moderately Depressed,” and ”Severely De-
pressed.” This overview covers task details,
dataset, methodologies used, and results anal-
ysis. Roberta-based models emerged as top
performers, with the best result achieving an
impressive macro F1-score of 0.584 among 31
participating teams.

1 Introduction

Depression is considered a common mental disor-
der that involves mood swings and a lack of interest
in any activities 1. Various aspects of life may be
affected by depression. Depression may develop
in people who undergo abuse, severe losses, or
other stressful events. Depression has emerged as
a worldwide concern for public health (Liu et al.,
2022). Even though a lot many people suffer from
depression, adequate treatment is received by only
a fraction of them. Detecting and diagnosing de-
pression is often delayed, imprecise, and missed.
Depression is also considered an important cause

1https://www.who.int/news-room/fact-
sheets/detail/depression

of suicide. Based on the severity and impact of
the symptoms, they can be categorized as mild,
moderate, or severe.

Almost 72% of the population is found to be
active on social media 2 which provides an oppor-
tunity for early detection of depression, particularly
in young adults. Social media posts act as impor-
tant information in identifying people at risk of
depression or other mental disorders. There is a lot
of research being carried out in the field of detect-
ing depression from social media texts.

To analyse the massive amount of social media
text, machine learning has been considered one of
the most efficient approaches. The probability of
the existence of depression had been predicted us-
ing different machine learning algorithms (Aleem
et al., 2022). Detection of depression from so-
cial media text had also been implemented using
Long-Short Term Memory (LSTM) model with
Recurrent Neural Network (RNN) (Amanat et al.,
2022).

With all these informations in mind, the shared
task on detecting the levels of depression from
social media posts has been organised which is
a continuation of the shared task DepSign-LT-
EDI@ACL-2022 (S et al., 2022) conducted during
2022. The shared task DepSign-LT-EDI@RANLP-
2023 aims to detect levels of depression in Reddit
posts.

2 Task description

The objective of DepSign-LT-EDI@RANLP-2023
is to identify indicators of depression in individu-
als based on their posts on social media platforms.
By analyzing the language, feelings, and emotions
expressed in these posts, the system aims to cate-
gorize individuals into three levels of depression:
”Not Depressed,” ”Moderately Depressed,” and

2https://www.internetlivestats.com/twitter-statistics/
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”Severely Depressed.” The system works specif-
ically with English social media postings to detect
signs of depression.

3 Data description

To determine the level of depression based on social
media data, a dataset was created by scraping and
labeling posts from Reddit. The dataset is the ex-
tension of DepSign-LT-EDI@ACL-2022 (S et al.,
2022). It consists of three class labels: ”Not De-
pressed,” ”Moderately Depressed,” and ”Severely
Depressed.” Detailed guidelines and annotation in-
structions can be found in the publication by (S and
D, 2022). The dataset is provided in a ”Tab Sepa-
rated Value” format and is divided into three sets:
the training set, evaluation set, and test set. The
distribution of data across these sets is illustrated
in Table 1. Examples of sample instances from the
dataset are shown in Table 2.

DepSign-LT-EDI@RANLP-2023 Train Dev Test

Not depressed 2755 848 136
Moderate 3678 2,169 275

Severe 768 228 88

Total instances 7201 3245 499

Table 1: Data set distribution

4 Methodology

A total number of 62 submissions were submitted
by 31 teams.

• DeepLearningBrasil(Garcia et al., 2023) The
submission of the team used domain-specific
RoBERTa and DeBERTa models by further
pre-training them on a scraped Reddit com-
ments corpus extracted from subreddits with
a mental health theme. The process was eval-
uated using different techniques, such as dif-
ferent truncation mechanisms, ordinal classifi-
cation specific losses, and sample weights on
the loss function, to deal with the unbalanced
data. The three submissions consisted of dif-
ferent ensemble approaches for nine models
with various techniques applied.

• DeepBlueAI The submission of the team had
implemented the process of detecting lev-
els of depression by fine-tuning with XLM-
RoBERTa as the base model.

• Cordyceps(Ninalga, 2023) The team had im-
plemented the process of self-distillation us-
ing unlabeled data from the ”Reddit Men-
tal Health Dataset”. The process of predic-
tion used a modified RoBERTa model named
”MentalRoBERTa”.

• iicteam(Vajrobol et al., 2023) The team has
applied MentalRoBERTa, which is a model
initialized with RoBERTa-Base (cased L-
12 H-768 A-12) and trained with mental
health-related posts collected from Reddit.

• CIMAT-NLP(Marı́a de Jesús Garcı́a Santiago
and Monroy, 2023) The first two submissions
used a transformer-based approach with dif-
ferences in the dataset training. The dataset
provided by the organizers was used but was
structured differently. The third submission
used an ensemble of BOW.

• IJS(Caporusso and Hanh Tran, 2023) The
team applied language models, such as mono-
lingual and multilingual BERT and XLNet,
to predict depression levels based on given
sentences. These models leverage their ability
to understand contextual relationships within
the text to capture nuanced linguistic features
associated with depression.

• NLP CHRISTINE(Christodoulou, 2023)
The team had used the majority ensemble
learning of three DeBERTa-V3-Large model
architectures.

• Biasbusters(Nedilko, 2023) Three runs uti-
lizing baseline BoW XGBoost with numeric
engineered features, ChatGPT zero-shot, and
the GPT-3 DaVinci model had been submit-
ted.

• NLP JA(Kumari and Kumar, 2023) The team
had fine-tuned RoBERTa for detecting the de-
pression level associated with the given text.

• ML&AI IIITRanchi(Kumari et al., 2023)
The submission made use of features like Tf-
idf and BOW, along with sentence embed-
dings that were trained with deep neural net-
works and ensemble machine learning tech-
niques.

• TechSSN1(Sivanaiah et al., 2023) The first
run is based on a pre-trained BERT model
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PID Text Data Class label

train pid 1 My life gets worse every year : That’s what it feels like anyway.... moderate

train pid 2 Words can’t describe how bad I feel right now : I just want to fall asleep forever. severe

train pid 3 Is anybody else hoping the Coronavirus shuts everybody down? not depressed

Table 2: Sample instances of data set

that has been fine-tuned for depression anal-
ysis by training it on a specific dataset. To
convert the target labels into numerical values,
a label encoder was employed. The second
run used Word2Vec to generate word embed-
dings that capture the contextual meaning of
words in our vocabulary. The Support Vector
Classifier (SVC) had been employed to train
and predict based on the word vectors. The
third run employed the TfidfVectorizer, which
converts text into numerical feature vectors.
Subsequently, the vectors were fitted to the
LinearSVC model.

• Interns(L et al., 2023) The team had submit-
ted three runs, of which the first run used lin-
ear SVM, the second run used textblob, and
the third run was based on bi-LSTM.

• Team-KEC The training data had been pre-
processed and balanced using SMOTE. Word
embedding techniques such as N-Gram (Tri-
gram) and Fasttext were used for feature ex-
traction. Models like SVM, CNN, and BERT
were used for prediction. Various combina-
tions of word embedding and ML and DL
models have been tried to achieve the best
outcome.

• BLP Navigator Depression had been detected
using transformer-based models.

• Deepalaksmi ALBERT model was used for
detecting the signs of depression provided in
the test dataset. Due to the large number of
words in each instance of the training dataset,
the text summarization method is used to ex-
tract the core words without losing the origi-
nality of the text. Also, text preprocessing
methods were used to enhance the perfor-
mance.

• SENTIZEN The team had submitted runs that
implemented the process of classification us-
ing logistic regression, random forest, and the
K nearest neighbors algorithm.

• Ramya Sivakumar Machine learning-based
passive classifier was used to evaluate and
predict values for the given dataset.

• KEC NL DEP(Shanmugavadivel et al.,
2023) Different machine learning algorithms
like logistic regression, decision tree, multino-
mial Naive Bayes, Gaussian Naive Bayes, and
random forest have been used for detecting
depression from social media text.

• mucs(Coelho et al., 2023) The submitted run
used TF-IDF vectorizers for feature extraction
and BERT models for the process of classifi-
cation.

• SIS(B K et al., 2023) The model used bag-
ging, which is an ensemble learning technique
that helps improve the performance and ac-
curacy of machine learning algorithms. The
prediction has been done using Multi-Layer
Perceptron (MLP), Recurrent Neural Network
(RNN), and then Linear SVM.

• meghaAarthi In this system, multiple models
from simple transformers have been used, and
the final output is predicted on the basis of
voting classification.

• codemonkeys Basic-bert-base-uncased had
been incorporated, and the model had been
fine-tuned for the specific dataset. A custom-
made stopword list without using the nltk li-
braries has been used, and data augmentation
has been done while predicting the model val-
ues.

• the mavericks(Sathvika et al., 2023) The pro-
cess of feature extraction from the prepro-
cessed text data had been implemented using
bag-of-words representation and count vector-
ization weighting. The Naive Bayes model
was trained using the labeled data, learning
the probabilities associated with each feature
for the depressive and non-depressive classes.
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• Flamingos python(P S et al., 2023) An en-
semble model combining three machine learn-
ing algorithms, namely Random Forest, SVM,
and Naive Bayes classifier, was used to train
the model for detecting the level of depression
in a text.

• KEEMS Machine learning algorithms such as
Random Forest, Support Vector Machine, and
Ensembled Model with both Random Forest
and Support Vector Machine were used for
the three submissions. Google Translator had
been used for up-sampling the dataset.

• Tercet The method that had been employed
for the task of identifying the level of depres-
sion was Support Vector Machines. A Tf-
idf vectorizer was used to extract the features
based on which the SVM model had been ap-
plied.

• Techwhiz(M et al., 2023) Transformer-based
models, namely ALBERT and RoBERTa, was
used to implement the process of classifica-
tion.

• spr Three runs were submitted by the team,
which used different machine learning models.
The first run was based on Logistic Regres-
sion, the second run used the Random Forest
classifier, and the third run applied voting to
Logistic Regression and Random Forest clas-
sifier.

• Supernova(Reddy et al., 2023) The team used
the TF-IDF feature extraction mechanism and
a Support Vector Machine to implement the
process of classification.

5 Evaluation

The evaluation encompassed the utilization of all
performance metrics available in sklearn. To ac-
count for the dataset’s inherent imbalance, the sub-
mitted runs were assessed and ranked primarily
based on the macro F1 score. The teams’ rankings
are presented in Table 3.

A notable observation from the table is that the
system developed by the DeepLearningBrasil team
excelled, achieving the highest macro F1 score of
0.584 and the top accuracy score of 0.565.

6 Analysis and discussion

Early detection of depression is crucial as it is a
prevalent mental illness that profoundly affects an
individual’s mood and emotions. Failure to rec-
ognize and address depression at its early stages
can have severe consequences. The DepSign-LT-
EDI@RANLP-2023 shared task focused on uti-
lizing Reddit postings to detect various levels of
depression. The detection process involved assign-
ing three labels to individuals: “Not Depressed,”
“Moderately Depressed,” and “Severely Depressed.”
By analyzing the content of these posts, the aim
was to identify and categorize individuals based on
their level of depression.

7 Conclusion

Depression is a widespread mental health issue
that profoundly affects a person’s emotions and
well-being. Detecting it early is crucial to prevent
potential harm. The DepSign-LT-EDI@RANLP-
2023 challenge aimed to identify depression levels
from Reddit posts, categorizing them as “Not De-
pressed,” “Moderately Depressed,” or “Severely
Depressed.”

In this shared task, 31 teams participated, em-
ploying various models, with a strong focus on
transformer-based methods and machine learn-
ing. The systems were assessed using the macro-
averaged F1-score. Remarkably, Team Deeplearn-
ingBrasil excelled by combining Roberta in an en-
semble approach, achieving an impressive F1 score
of 0.584. This underscores the promise of advanced
natural language processing techniques in early de-
pression detection.
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Abstract

This paper manifests the overview of the shared
task on Speech Recognition for Vulnerable indi-
viduals in Tamil(LT-EDI-ACL2023). The task
is provided with a Tamil dataset, which is col-
lected from elderly people of three different
genders, male, female, and transgender. The
audio samples were recorded from public loca-
tions like hospitals, markets, vegetable shops,
etc. The dataset is released in two phases, the
training and the testing phase. The participants
were asked to use different models and methods
to handle audio signals and submit the result
as transcription of the test samples given. The
result submitted by the participants was evalu-
ated using WER (Word Error Rate). The par-
ticipants used the transformer-based model for
automatic speech recognition. The results and
different pre-trained transformer-based models
used by the participants are discussed in this
overview paper.

1 Introduction

The earliest Old Tamil documents are small inscrip-
tions in Adichanallur dating from 905 BC to 696
BC. Tamil has the oldest ancient non-Sanskritic In-
dian literature of any Indian language. Tamil uses
agglutinative grammar, which uses suffixes to indi-
cate noun class, number, case, verb tense, and other
grammatical categories. Tamil’s standard metalin-
guistic terminology and scholarly vocabulary is
itself Tamil, as opposed to the Sanskrit that is stan-
dard for most Aryan languages. Tamil has many
forms, in addition to dialects: a classical literary
style based on the ancient language (cankattami), a
modern literary and formal style (centami), and a
current colloquial form (kotuntami) (Sakuntharaj
and Mahesan, 2021, 2017). These styles blend
into one another, creating a stylistic continuity. It
is conceivable, for example, to write centami us-
ing cankattami vocabulary, or to utilize forms con-

nected with one of the other varieties while speak-
ing kotuntami (Srinivasan and Subalalitha, 2019;
Narasimhan et al., 2018). Tamil words are made up
of a lexical root and one or more affixes. The major-
ity of Tamil affixes are suffixes. Tamil suffixes are
either derivational suffixes, which modify the part
of speech or meaning of the word, or inflectional
suffixes, which designate categories like as per-
son, number, mood, tense, and so on. There is no
ultimate limit to the length and scope of agglutina-
tion, which might result in large words with several
suffixes, requiring many words or a sentence in
English. Smart technologies have advanced sig-
nificantly, and they are still developing and im-
proving human-machine connection(Chakravarthi
et al., 2020). One such modern technology is auto-
matic speech recognition (ASR), which has made
it possible for many automated systems to have
voice-based user interfaces. The technology that
are facilitated to assist individuals (Hämäläinen
et al., 2015) in public spaces like banks, hospi-
tals, and administrative offices are often unknown
to many elderly and transgender persons. There-
fore, the only media that could help them meet
their demands is communication. However, the el-
derly, transsexual, and less educated persons rarely
use these ASR systems. The majority of the au-
tomated systems in use today include voice-based
interfaces that are available in English. People in
rural areas and the elderly prefer to communicate
in their own language. All people would benefit
if the assistance systems created for use in public
spaces could be equipped with speech interfaces in
the local tongue. The data on spontaneous speech
in Tamil is collected from elderly and transgender
individuals who are deprived of the opportunity to
take benefit of these services.Finding an effective
ASR model to handle the elderly persons speech
corpus is the goal of this task. The representation
of how the audio samples are collected is shown in
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Figure 1: Speech corpus collected from vulnerable indi-
viduals in Tamil language

Fig:1
An ASR system will initially extract the rele-

vant features from speech signal. These extracted
features will also be used to generate acoustic mod-
els. Finally, the language model helps to turn these
probabilities into words of coherent language. The
language model, assigns probabilities to words and
phrases based on statistics from training data(Das
et al., 2011). Before using ASR systems in real-
time applications, their performance must be as-
sessed. An end-to-end speech recognition sys-
tem has demonstrated promising performance on
large-scale automatic speech recognition (ASR)
tasks, placing it on par with conventional hybrid
systems. The end-to-end system converts acous-
tic data into tag labels instantly using an acoustic
model, lexicon, and language model(Zeng et al.,
2021; Pérez-Espinosa et al., 2017). There are two
widely used frameworks in the area of end-to-end
speech recognition. Frame synchronous predic-
tion, which assigns one target label to each input
frame, distinguishes one from the other(Miao et al.,
2020; Xue et al., 2021; Miao et al., 2019; Watanabe
et al., 2017). With alternative test feature vectors
and model settings, the effectiveness can also be
evaluated in terms of phoneme recognition. The
ability to recognise senior speech may be signif-
icantly influenced by the use of acoustic models
for speech recognition, which are produced using
the voices of younger persons(Fukuda et al., 2020;
Zeng et al., 2020; Iribe et al., 2015). Few acoustic
models have been developed to perform the voice
recognition problem. Japanese Newspaper Arti-
cle Sentences (JNAS), Japanese Newspaper Article
Sentences Read Speech Corpus of the Aged (S-
JNAS), and Corpus of Spontaneous Japanes (CSJ)
are a few examples of the acoustic models. All

of the acoustic models are compared in the litera-
ture, and it is discovered that the CSJ model only
obtains the lowest WER after the adaption of the
elderly voices(Fukuda et al., 2020). The same goes
for dialect adaptation, which is necessary to in-
crease recognition accuracy(Fukuda et al., 2019).
Speech recognition systems are now widely used in
a range of fields as a result of recent advancements
in large vocabulary continuous speech recognition
(LVCSR) technologies(Xue et al., 2021). One of
the main reasons for the fall in speech recognition
rates is assumed to be variances in the acoustics
of different speakers. The acoustic differences be-
tween the speech of senior speakers and those of a
typical adult should be examined and appropriately
adjusted in order for older speakers to use speech
recognition systems trained on normal adult speech
data. Instead, as demonstrated by a document re-
trieval system, an acoustic model improved using
utterances of senior speakers can lessen this degra-
dation. Using cutting-edge voice recognition tech-
nology, high recognition accuracy can be achieved
for speech reading a written text or anything simi-
lar; nevertheless, the accuracy declines for freely
uttered spontaneous speech. The primary cause
of this problem is that read speech or written lan-
guage texts were predominantly used in the devel-
opment of the acoustic and linguistic models used
in speech recognition. However, both linguistically
and acoustically, spontaneous speech and written
language differ greatly(Zeng et al., 2020).

Creating ASR systems to recognise elderly peo-
ple’s voice data is becoming increasingly common-
place today. The need to improve voice recognition
in smart devices has arisen as a result of the ageing
population in contemporary society and the expan-
sion of smart gadgets, allowing both the elderly
and the younger generations to easily access in-
formation(Kwon et al., 2016; Vacher et al., 2015;
Hossain et al., 2017; Teixeira et al., 2014). Speech
recognition systems are frequently optimised for an
average adult’s voice and have a reduced accuracy
rate when recognising an elderly person’s voice due
to the effects of speech articulation and speaking
style. The cost of modifying the already existing
voice recognition systems to handle the speech of
older users will undoubtedly increases(Kwon et al.,
2016).
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2 Task Description

This shared task tackles a difficult problem in Auto-
matic Speech Recognition: vulnerable elderly and
transgender individuals in Tamil. People in their se-
nior years go to primary places such as banks, hos-
pitals, and administrative offices to meet their daily
needs. Many elderly persons are unsure of how to
use the devices provided to assist them. Similarly,
because transgender persons are denied access to
primary education as a result of societal discrimina-
tion, speech is the only channel via which they may
meet their needs. The data on spontaneous speech
is collected from elderly and transgender people
who are unable to take advantage of these services.
For the training set, a speech corpus containing
5.5 hours of transcribed speech will be released, as
well as 2 hours of speech data for testing test. The
participants have to submit the text transcriptions
for the test utterances in a separate text file.

3 Related Work

When a model is fine-tuned on many languages
at the same time, a single multilingual speech
recognition model can be built that can compete
with models that are fine-tuned on individual lan-
guage speech corpus. Speech2Vec expands the
text-based Word2Vec model to learn word embed-
dings directly from speech by combining an RNN
Encoder-Decoder framework with skipgrams or
cbow for training. Acoustic models are designed
at phoneme/syllable level to carry out the speech
recognition task. Initially, the acoustic models were
created with JNAS, S-JNAS and CSJ speech cor-
pus(Lin and Yu, 2015; Iribe et al., 2015). Later,
the models were trained/fine-tuned with differ-
ent speech corpus. To get a better performance
and accuracy, backpropagation using the transfer
learning was attempted in the literature. Similar
work was performed for other languages like Ben-
gali, Japanese, etc. Also, more speech corpus is
collected from the young people for many lan-
guages(Zeng et al., 2020; Lee et al., 2021). How-
ever, speaker fluctuation, environmental noise, and
transmission channel noise all degrade ASR per-
formance. As the shared task is given with a sep-
arate training data set, an effective model has to
be created during the training. Therefore, hierar-
chical transformer based model for large context
end to end ASR can be used (Masumura et al.,
2021). In the recent era, the environment is chang-
ing with smart systems and is identified that there

is a need for ASR systems that are capable of han-
dling speech of elderly people spoken in their na-
tive languages. To overcome this problem, the
shared task is proposed for the research commu-
nity to build an efficient model for recognizing
the speech of elderly people and transgenders in
Tamil language. Findings of the automatic speech
recognition for vulnerable individuals are given in
(S and B, 2022) (B et al., 2022), have used trans-
former models used for transformer based ASR for
Vulnerable Individuals in Tamil.

4 Data-set Description

The dataset given to this shared task (Bharathi
et al., 2022) is an Tamil conversational speech
recorded from the elderly people whose average
age is around 61 for male, 59 for female and 30 for
transgender people which are tabulated in Table 1 .
A total of 6 hours and 42 minutes is collected from
the elderly people. 46 audio files were recorded
and each audio file is split into many subsets as
transformer model does not support the large audio
files. The speech is recorded with a sampling rate
of 16KHZ. The audio files from Audio - 1 to Audio
- 36 are used for training (duration is approximately
5.5 hours) and Audio - 37 to Audio - 47 are used
for testing (duration is approximately 2 hours).

5 Methodology

The methodology used by the participants in shared
task of speech recognition for vulnerable individ-
uals in Tamil is discussed in this section. Three
teams submitted their runs for this task. Different
types of pre-trained transformer models used by
the participants in this shared task are as follows:

• IIT Madras transformer ASR model - It
is work based on espnet.nets.pytorch back-
end.e2e asr transformer:E2Eself-attention
mechanism1

• anuragshas/wav2vec2-xlsr-53-tamil 2

• Amrrs/wav2vec2-large-xlsr-53-tamil 3

The above mentioned second and third models
are fine tuned on facebook/wav2vec-large-xlsr-53
4 pre-trained model using multilingual common

1https://asr.iitm.ac.in/demo/
2https://huggingface.co/anuragshas/wav2vec2-xlsr-53-

tamil
3https://huggingface.co/Amrrs/wav2vec2-large-xlsr-53-

tamil
4https://huggingface.co/facebook/wav2vec2-large-xlsr-

53
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Table 1: Age, gender and duration of the utterances in speech corpus

S.No Filename Gender Age Duration(in secs)
1 Audio - 1 M 72 10
2 Audio - 2 F 61 9
3 Audio - 3 F 71 11
4 Audio - 4 M 68 8
5 Audio - 5 F 59 14
6 Audio - 6 F 67 9
7 Audio - 7 M 54 8
8 Audio - 8 F 65 16
9 Audio - 9 F 55 3
10 Audio - 10 M 60 13
11 Audio - 11 F 55 17
12 Audio - 12 F 52 6
13 Audio - 13 F 53 11
14 Audio - 14 F 61 9
15 Audio - 15 F 54 1
16 Audio - 16 F 56 6
17 Audio - 17 F 52 12
18 Audio - 18 F 54 6
19 Audio - 19 F 52 8
20 Audio - 20 F 52 9
21 Audio - 21 F 62 13
22 Audio - 22 F 52 12
23 Audio - 23 F 62 13
24 Audio - 24 F 53 4
25 Audio - 25 F 65 3
26 Audio - 26 F 64 8
27 Audio - 27 F 54 6
28 Audio - 28 M 62 8
29 Audio - 29 M 54 16
30 Audio - 30 F 76 9
31 Audio - 31 F 55 9
32 Audio - 32 M 50 6
33 Audio - 33 F 63 6
34 Audio - 34 M 84 6
35 Audio - 35 F 70 6
36 Audio - 36 F 50 6
37 Audio - 37 M 53 6
38 Audio - 38 F 55 6
39 Audio - 39 M 62 6
40 Audio - 40 T 24 6
41 Audio - 41 T 22 7
42 Audio - 42 T 40 8
43 Audio - 43 T 25 11
44 Audio - 44 T 29 10
45 Audio - 45 T 35 9
46 Audio - 46 T 33 16
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S. No Team Name WER (in %)
1 SANBAR CSE SSN (”S and B, ”2023”a) 37.7144
2 ASR SSN CSE 2023 (”S and B, ”2023”b) 39.8091
3 CSE Speech (”Balaji et al., ”2023”) 40.7562

Table 2: Results of the participating systems in Word Error Rate

voice dataset. To fine-tune the model, they had
a classifier representing the downstreams task’s
output vocabulary on top of it and train it with a
Connectionist Temporal Classification (CTC) loss
on the labelled data. The models used are based
on XLSR wav2vec model, this XLSR model is ca-
pable of learning cross-lingual speech data, where
the raw speech waveform is converted to multiple
languages by pre-training a single model.

6 Evaluation of Results

The results submitted by the participants are
evaluated based on the WER computed between
the ASR hypotheses submitted by the participants
and the ground truth of human speech transcription.

WER ( Word Error Rate) = ( S + D + I) / N

where,
S = No. of substitutions
D = No. of deletions
I = No. of insertions
N = No. of words in the reference transcription

As discussed in the methodology, different av-
erage word error rate are measured using various
pre-trained transformer based models.

Performance of the ASR submitted by the par-
ticipants are tabulated in Table 2. From Ta-
ble 2, IIT Madras transformer ASR model is
work based on espnet.nets.pytorch backend.e2e asr
transformer:E2Eself- attention mechanism model
produces less WER compared to other models.

7 Conclusion

The shared challenge for vulnerable voice recog-
nition in Tamil is covered in this overview paper.
The speech corpus shared for this job was recorded
from elderly persons. Getting older people’s speech
more accurately recognised is a difficult endeavour.
In order to boost the accuracy and performance in
recognising the elderly people’s speech, the par-
ticipants have been given access to the gathered

speech corpus. There were two people that par-
ticipated in this joint task and turned in their tran-
scripts of the supplied data. The team estimated the
WER and then compared the outcome to the human
transcripts. Both participants built their recogni-
tion systems using various transformer-based mod-
els. Finally, the word error rates of the three par-
ticipants are 37.7144, 39.8091 & 40.7462 respec-
tively. Based on the observations, it is suggested
that the transformer based model can be trained
with given speech corpus which could give a better
accuracy than the pre-trained model, as the trans-
former based model used are trained with common
voice dataset. Also, a separate language model can
also be created for this corpus.
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Abstract

We present an overview of the second shared
task on homophobia/transphobia Detection in
social media comments. Given a comment, a
system must predict whether or not it contains
any form of homophobia/transphobia. The
shared task included five languages: English,
Spanish, Tamil, Hindi, and Malayalam. The
data was given for two tasks. Task A was given
three labels, and Task B fine-grained seven la-
bels. In total, 75 teams enrolled for the shared
task in Codalab. For Task A, 10 teams sub-
mitted systems for English, 7 for Tamil, 4 for
Spanish, 7 for Malayalam, and seven teams for
Hindi. For Task B, 8 teams were submitted
for English, 7 for Tamil, and 6 for Malayalam.
We present and analyze all submissions in this
paper.

1 Introduction

A victim, an aggressor, and bully-victims are all
necessary components of the aggressive behavior
known as bullying (Colvin et al., 1998). Students,
parents, teachers, and administrators all share a
considerable concern with the phenomenon of bul-
lying that is motivated by homophobia (Horn et al.,
2009; Wright et al., 1999; Basile et al., 2009). The
unfavorable views, attitudes, prejudices, and be-
haviors that are held towards sexual minorities are
what are referred to as homophobia (Hong and
Garbarino, 2012). Homophobia is the underlying
mentality that plays a contributing role in the prac-
tice of discrimination against LGBTQ+ vulnerable
individuals (Alichie, 2022).

The fact that the most prevalent definition of ho-
mophobia is “an attitude of hostility toward male
or female LGBTQI+ vulnerable individuals” im-
plies that this idea is rather narrow and has a ten-
dency to individualize the process of discrimination
and rejection(Herek, 1988). The Internet is a tool
that LGBTQI+ vulnerable young individuals in re-

gional, remote, and rural areas use to overcome
isolation and construct relationships that extend be-
yond the physical limitations of a geographic area
by commenting on YouTube videos or reaching out
via Twitter or other means in social media (Venzo
and Hess, 2013; Soriano, 2014; Han et al., 2019a;
Chakravarthi, 2023). Since social media is used by
vulnerable individuals, it should be without homo-
phobic/transphobic bullying or other hate speech
against LGBTQ+ vulnerable individuals (Han et al.,
2019b; Rokhmansyah et al., 2021; S, tefănit, ă and
Buf, 2021). To tackle homophobia and transphobia
in social media, Chakravarthi et al. (2022a) intro-
duced a new dataset in English, Tamil, and Tamil-
English. Chakravarthi et al. (2022b) conducted new
shared tasks in Tamil, English, and Tamil-English
(code-mixed) languages. It received 10 Tamil sys-
tems, 13 English systems, and 11 Tamil-English
systems. The average macro F1-score for the top
systems for Tamil, English, and Tamil-English was
0.570, 0.877, and 0.610, respectively. Chinnau-
dayar Navaneethakrishnan et al. (2023) conducted
a shared task on Sentiment Analysis and Homo-
phobia Detection; in that task, new language data,
Malayalam, was added. In our task1, We conducted
two sub-tasks: Task A and Task B. We included
English, Tamil, Spanish, Malayalam, and Hindi for
Task A and English, Tamil, and Malayalam for Task
B. Overall submission of eleven teams that partici-
pated in Task A and eight teams that participated in
Task B. The Weighted F1 scores of top-performing
models for these languages are 0.888, 0.997, 0.979,
0.969, and 0.949. For Task B, we included English,
Tamil, and Malayalam; the top-performing model
scored with weighted F1 scores of 0.822, 0.884,
and 0.865.

1https://codalab.lisn.upsaclay.fr/
competitions/11077
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set H T N Total
Training 179 7 2,978 3,164
Dev 42 748 2 792
Test 55 4 931 990
Total 276 759 3,911 4,946

Table 1: Statistics for the Task A English Dataset (H
stands for Homophobia, T for Transphobia, and N for
Non-anti-LGBT+ content)

set H T N Total
Training 453 145 2,064 2,662
Dev 118 41 507 666
Test 152 47 634 833
Total 723 233 3,205 4,161

Table 2: Statistics for the Task A Tamil Dataset (H
stands for Homophobia, T for Transphobia, and N for
Non-anti-LGBT+ content)

set H T N Total
Training 476 170 2,468 3,114
Dev 197 79 937 1,213
Test 140 52 674 866
Total 813 301 4,079 5,193

Table 3: Statistics for the Task A Malayalam Dataset (H
stands for Homophobia, T for Transphobia, and N for
Non-anti-LGBT+ content)

set H T N Total
Training 92 45 2,423 2,560
Dev 13 2 305 320
Test 10 3 308 321
Total 115 50 3,036 3,201

Table 4: Statistics for the Task A Hindi Dataset (H
stands for Homophobia, T for Transphobia, and N for
Non-anti-LGBT+ content)

set H T N Total
Training 200 200 450 850
Dev 43 43 150 236
Test 100 100 300 500
Total 343 343 900 1,586

Table 5: Statistics for the Spanish Dataset (H stands for
Homophobic, T for Transphobic, and N for None)

2 Task description

This is a classification task at the level of com-
ments and posts. When presented with YouTube
comments, the algorithms that the participants have
developed should categorize it. Participants were
given sentences in the comment section that were
taken from social media. It is the responsibility
of the participant’s system to determine, given a
comment, whether or not it contains any type of
homophobia or transphobia. In order to determine
whether the text contains homophobia or transpho-
bia, the comments have been manually annotated.
We divided the task into two subtasks: A and B.

2.1 Task A
In this task, participants were given a dataset with
three labels. As a result, the participants’ system
must categorize the contents as homophobia, trans-
phobia, or non-anti-LGBT+ content. The training,
development, and test datasets for the following
languages were given to the participants: English,
Spanish, Hindi, Tamil, or Malayalam.

2.2 Task B
In this task, the participants were provided
with the dataset with 7 labels. The partic-
ipants’ system needs to categorize the text
into Homophobic-derogation, Homophobic-
Threatening, Transphobic-derogation, Transphobic-
Threatening, Hope-Speech, Counter-speech, and
None-of-the-above. The participants were pro-
vided with the training, development, and test
datasets for the following languages: English,
Tamil, and Malayalam.

3 Dataset

3.1 Tamil, Malayalam, Hindi, and English
Dataset

The comments were gathered using a tool known as
the YouTube Comment Scraper2. These comments

2https://pypi.org/project/
youtube-comment-scraper-python/
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set HD HT TD TT CS HS N total
Training 167 12 6 1 302 436 2,240 3,164
Dev 41 1 2 0 84 111 553 792
Test 54 1 3 1 100 140 691 990
Total 262 14 11 2 486 687 3,484 4,946

Table 6: Statistics for the Task B English Dataset (HD stands for Homophobic-derogation, HT for Homophobic-
Threatening, TD for Transphobic-derogation, TT for Transphob)

set HD HT TD TT CS HS N total
Training 416 37 111 34 212 218 1,634 2,662
Dev 107 11 31 10 60 52 395 666
Test 138 14 28 19 64 65 505 833
Total 661 62 170 63 336 335 2534 4,161

Table 7: Statistics for the Task B Tamil Dataset (HD stands for Homophobic-derogation, HT for Homophobic-
Threatening, TD for Transphobic-derogation, TT for Transphob)

were utilized by us in the process of manually an-
notating our datasets. We collected Tamil, Malay-
alam, Hindi, and English from YouTube videos
selected by us. However, we discovered that the
text contained a substantial quantity of English in
addition to a variety of other languages. The pres-
ence of responses written in languages other than
the target language made the already challenging
task of extracting pertinent text from the comment
section more difficult. As part of the preparatory
operations for data cleansing, we used langdetect
library3 to distinguish between distinct languages
and separate them into their own categories. We
separated the data into three distinct sections, in-
cluding English and Tamil. The remaining code-
mixed Tamil and English were maintained. For
Hindi and Malayalam, we discarded all other com-
ments, including comments in English; we only
took Hindi and Malayalam comments from those
videos. To comply with the regulations governing
the preservation of user data, we removed all user-
related information from the corpus. In order to
better prepare for the exam, we eliminated any un-
necessary information, including URLs. We man-
ually annotated them into three labels and seven
labels according to our guidelines with the help of
trained annotators. The data statistics for Task A
and B of all languages are shown in Tables 1, 2, 3,
4, 6, 7, and 8.

3.2 Spanish Dataset
The Spanish dataset is composed of a set of tweets
collected using the UMUCorpusClassifier tool

3https://pypi.org/project/langdetect/

(Garcı́a-Dı́az et al., 2020), which allows for defin-
ing different search criteria such as keywords, ac-
counts, and geolocation. The keywords used to
collect tweets related to transphobia were: #transfo-
bia (#transphobia), trans (trans), transexual (trans-
sexual), transgénero (transgender), identidad de
género (gender identity) and androginia (androg-
yny). Regarding homophobia, the words selected
were: #homofobia (#homophobia), homosexual
(homosexual), #AlertaHomofobia (#Homophobi-
aAlert), marica (queer), lesbiana (lesbian), mari-
cones (fags), maricona (fag), bolleras (dykes), gay
(gay), afeminado (effeminate), petar AND (culo
OR ojete) (butt-fucking) and #StopLGTBIfobia
#StopLGTBIphobia. In addition, for the latter,
words related to the murder of the Samuel Luiz4

were added: samuel luiz (samuel luiz), asesinato
de samuel (samuel murder), asesinos de samuel
(samuel killers), muerte de samuel (samuel death),
#samuel (#samuel), el chico de galicia (the boy
from galicia), #Justiciaparasamuel (#justicefor-
samuel). In total, it was retrieved 473,191 tweets
for homophobia and 451,565 for transphobia. From
this collection of tweets, we discarded those tweets
with short length and retweets. A subset of the col-
lected tweets was manually labeled by organizers
of the shared task to determine which were really
related to homophobia, which to transphobia, and
which to neither, as it is not possible to rely on
keywords in the texts for the annotation. Finally,
for the shared task, it was selected a total of 1,586
tweets that were distributed in development, train-

4https://es.wikipedia.org/wiki/
Asesinato_de_Samuel_Luiz
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set HD HT TD TT CS HS N total
Training 419 57 163 7 152 69 2,247 3,114
Dev 181 16 75 4 60 29 848 1,213
Test 129 11 48 4 46 22 606 866
Total 729 84 286 15 258 120 3,701 5,193

Table 8: Statistics for the Task B Malayalam Dataset (HD stands for Homophobic-derogation, HT for Homophobic-
Threatening, TD for Transphobic-derogation, TT for Transphob)

Team Name Run Name weighted F1 Rank
teamplusone 1 0.9692868 1
SuperNova (Reddy et al., 2023) 1 0.9658864 2
SsnTech2 Run1 (Sivanaiah et al., 2023) 1 0.9582267 3
Tercet English (Sivakumar et al., 2023) 1 0.9534853 4
Cordyceps (Ninalga, 2023) 2 0.9512845 5
cantnlp (Wong et al., 2023) 1 0.9425137 6
DeepBlueAI 1 0.9416178 7
adsa nlp sys2 1 0.9363040 8
MUCS Run3 (Hegde et al., 2023) 3 0.9198598 9
JudithJeyafreeda (Andrew, 2023) 1 0.8986411 10

Table 9: Task A – English

Team Name Run Name weighted F1 Rank
teamplusone 1 0.9793323 1
SuperNova (Reddy et al., 2023) 1 0.9793323 2
Cordyceps (Ninalga, 2023) 2 0.9695374 3
cantnlp (Wong et al., 2023) 1 0.9653340 4
DeepBlueAI 1 0.9591820 5
MUCS Run3 (Hegde et al., 2023) 3 0.9418278 6
JudithJeyafreeda (Andrew, 2023) 1 0.0185185 7

Table 10: Task A – Hindi

Team Name Run Name weighted F1 Rank
Cordyceps (Ninalga, 2023) 2 0.9976971 1
MUCS Run2 (Hegde et al., 2023) 2 0.9563322 2
DeepBlueAI 1 0.9493561 3
cantnlp (Wong et al., 2023) 1 0.9382083 4
SuperNova (Reddy et al., 2023) 1 0.9318975 5
teamplusone 1 0.8753247 6
JudithJeyafreeda (Andrew, 2023) 1 0.2520196 7

Table 11: Task A – Malayalam

Team Name Run Name weighted F1 Rank
Cordyceps (Ninalga, 2023) 2 0.8883174 1
MUCS Run2 (Hegde et al., 2023) 2 0.8138490 2
SuperNova (Reddy et al., 2023) 1 0.7957093 3
VEL (Kumaresan et al., 2023) 1 0.3000000 4

Table 12: Task A – Spanish
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Team Name Run Name weighted F1 Rank
Cordyceps (Ninalga, 2023) 1 0.9496857 1
DeepBlueAI 1 0.9424593 2
cantnlp (Wong et al., 2023) 1 0.9264145 3
MUCS Run2 (Hegde et al., 2023) 2 0.9132474 4
SuperNova (Reddy et al., 2023) 1 0.8942428 5
teamplusone 1 0.8643490 6
JudithJeyafreeda(Andrew, 2023) 1 0.2702824 7

Table 13: Task A – Tamil

ing, and test sets, as can be seen in Table 5.

4 Methods of Participants

The team “teamplusone” submitted a system for
Task A and B with an English dataset. They used a
pre-trained model called BERT(Bidirectional En-
coder Representations from Transformers). They
used the default parameter setting for training.
With this, they were able to achieve the weighted
F1 score of 0.9692868 in Task A and 0.8221297 in
Task B.

The “SuperNova” (Reddy et al., 2023) team used
Term Frequency-Inverse Document Frequency (TF-
IDF) for classifying both tasks. TF measures the
frequency of a term within a document. Since Sup-
port Vector Machines(SVMs) are known for their
ability to handle overfitting, this team used SVM
to classify both tasks. This team also claimed that
SVMs can perform well even with relatively small
training datasets and generalize effectively from
limited examples, making them suitable for senti-
ment analysis applications in various domains.

A team “SSNTech2” (Sivanaiah et al., 2023)
classified Task A. For this task, the team first pre-
processed and cleaned the dataset and assigned
token values to each category. They used the nltk
module for preprocessing, such as stop word re-
moval, lemmatizing and normalizing, and remov-
ing stop words. For the first test run, the team used
the SGD classifier. It produced an accuracy of 0.93,
an F1 average score of 0.38, and a weighted score
of 0.92. For the second test run, the team used
the SVM classifier. It produced better results than
the SGD classifier, with an accuracy of 0.94, an
F1 average score of 0.42, and a weighted score of
0.94.

SVM is used for classifying the dataset in En-
glish under Task A by the team named “Tercet”
(Sivakumar et al., 2023). Given a higher precision,
F1 score, and weighted averages compared to the

random forest, logistic regression, and Naive Bayes
models, SVM was a good fit for classifying the test
datasets. The team did preprocess the text data,
such as removing punctuation, emoticons, and stop
words. To convert the text data into a form that is
usable by the model, the team also used the TF-IDF
vectorizer algorithm. It utilized the extracted fea-
tures in the SVM classifier. They used the TF-IDF
vectorizer algorithm to convert the text data to the
model understandable form. Then SVM classifier
used the vectorized features for the classification.

The “Cordyceps” (Ninalga, 2023) team classi-
fied both tasks using a weight-space ensembling
technique. First, they trained a multilingual model
on a dataset that included all the languages and then
created finetuned models for each language. Ulti-
mately, for each language, they performed linear
interpolation between the finetuned and multilin-
gual models’ weights. The resulting interpolated
model is then used for inference. The selection
of the linear interpolation parameter is based on
a held-out validation set consisting of samples in
the language of the finetuned model that were not
encountered during training. The team also ob-
served that weight-space ensembling enhances per-
formance, particularly for low-resource languages.
The most interesting aspect of this work is the novel
application of weight-space ensembling on code-
mixed data, aiming to leverage the strengths of both
multilingual and finetuned models for improved
performance in analyzing mixed-language text.

A custom pre-trained XLM-RoBERTa
transformer-based multilingual model has been
developed by the team “CantNLP” (Wong et al.,
2023). This team has pre-trained the language
model with a random sample of 50,000 tweets
(over 50 characters) for each language condition.
For the language conditions with Brahmic
scripts (Hindi, Malayalam, and Tamil), the team
romanized a quarter of the text samples to simulate
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Team Name Run Name weighted F1 Rank
teamplusone 1 0.8221297 1
SuperNova (Reddy et al., 2023) 1 0.8014732 2
DeepBlueAI 1 0.7219212 3
KaustubhSharedTask (Lande et al., 2023) 1 0.6991867 4
cantnlp (Wong et al., 2023) 1 0.5397906 5
JudithJeyafreeda (Andrew, 2023) 1 0.2255661 6
MUCS Run2 (Hegde et al., 2023) 2 0.1462137 7
Cordyceps (Ninalga, 2023) 2 0.1113251 8

Table 14: Task B – English

Team Name Run Name weighted F1 Rank
cantnlp (Wong et al., 2023) 1 0.8842916 1
MUCS Run2 (Hegde et al., 2023) 2 0.8595397 2
DeepBlueAI 1 0.8533519 3
teamplusone 1 0.8233696 4
JudithJeyafreeda (Andrew, 2023) 1 0.0639703 5
Cordyceps (Ninalga, 2023) 1 0.0108560 6

Table 15: Task B – Malayalam

Team Name Run Name weighted F1 Rank
DeepBlueAI 1 0.8651552 1
MUCS Run2 (Hegde et al., 2023) 2 0.8219683 2
SuperNova (Reddy et al., 2023) 1 0.8162569 3
cantnlp (Wong et al., 2023) 1 0.8041158 4
teamplusone 1 0.7548580 5
JudithJeyafreeda (Andrew, 2023) 1 0.6547745 6
Cordyceps (Ninalga, 2023) 1 0.0122772 7

Table 16: Task B – Tamil

script-mixing as observed in the comments and
finetuned the language model with the training
data. The team also over-sampled the training data
to reduce class imbalance. Each model was trained
with eight epochs, with Adam as the optimizer.

The team “DeepBlueAI” finetuned XLM-
RoBERTa as the base model for classifying both
tasks. This team has attempted mixing multiple
language datasets at different proportions and per-
formed cross-validation.

The team “Adsa nlp sys” used SVM in con-
junction with TF-IDF Vectorization for classifying
the English comments under Task B and used the
ADASYN sampling technique. In order to hyper-
tune the model, the team has used TF-IDF Grid.
The team claimed that ADASYN, with TF-IDF and
Grid search, can find the best model and parame-
ters.

The team “KaustubhSharedTask” (Lande et al.,

2023) participated in Task B in the English dataset.
Due to class imbalance in task B’s training dataset
in the English language, they used NLPAUG - a
tool to augment the text data and reduce the degree
of imbalance. In augmentation of the text data,
they tried several parameters like synonym replace-
ment, word insertion, and word substitution to get
augmented sentences with the same meaning as
the original sentence. They did text preprocessing
and applied various transformers models with fine
tuning and got the best results on the bilstm model
trained on the word embeddings generated from
word2vec.

The “MUCS” (Hegde et al., 2023) team has tried
using mBERT(Multilingual BERT) and resampling
with BERT to classify both tasks. For feature ex-
traction, they used TF-IDF.

A GPT2 model has been used by the team “Ju-
dithJeyafreeda” (Andrew, 2023) to finetune the
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training set for classifying both tasks. For using
this model, the team substituted the comments in
other languages with English letters.

The team “VEL” (Kumaresan et al., 2023) uti-
lized the ”muril-large-cased” model, which is a
variant of the GPT-3.5 architecture developed by
OpenAI to classify the Spanish comments under
Task A. In addition to using the ”muril-large-cased”
model, the team also employed machine learning
techniques such as Naive Bayes (NB), Support Vec-
tor Machines (SVM), Logistic Regression (LR),
Decision Trees (DT), and Random Forests (RF)
with count vectorizers.

5 Results and Discussion

Overall, we received a total of 10,7,4,7, and 7 sub-
missions for English, Tamil, Spanish, Malayalam,
and Hindi in Task A. For Task B, we received
8,7, and 6 submissions for English, Tamil, and
Malayalam in Task B. The Tables 9,13,12,10 and
11 shows the rank list of all languages of Task A,
and the tables 14, 16, and 15 shows the rank list of
all languages of Task B.

In Task A, the model of the team “teamplu-
sone” achieved the top-performing model in En-
glish and Hindi language. They used BERT pre-
trained model with the default setting for the train-
ing and achieved the weighted F1 score of 0.96928
and 0.97933, and the “Cordyceps” model is the
top-performing model in Tamil, Malayalam, and
Spanish languages. They used the weight space en-
sembling technique, improving the performance of
analyzing the mixed language text. They achieved
0.94968, 0.99769, and 0.88831.

The top-performing models in Task B are the
model developed by the team “teamplusone,”
ranked 1st in the English language. They used
BERT model for training with a default parameter
setting. They achieved a weighted F1 of 0.82212.
In Tamil language, the “DeepblueAI” team’s model
got the 1st rank. They used the XLM-RoBERTa
base model and performed cross-validation by
combining multiple language datasets in varied
amounts, which gained the weighted F1 score of
0.88429. For Malayalam, the “cantnlp” team de-
veloped the custom pre-trained XLM-RoBERTa
model with 50000 random tweets, and they also
oversampled the training to tackle the class imbal-
ance problem. This model achieved 0.86515.

6 Conclusion

We presented the second shared task findings on
homophobia/transphobia detection in social media
comments in this publication. We got an exten-
sive variety of entries that fulfilled the aims of
the shared task. We expect that the shared task
on homophobia/transphobia detection will have a
long-term impact on the NLP discipline.
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Abstract

Hope serves as a potent driving force that moti-
vates individuals to persist in the face of life’s
unpredictable nature. The Hope Speech poses
a substantial challenge to online information
credibility, mainly due to rapid content dissemi-
nation on social media. This article offers a con-
cise overview of the ”Hope Speech Detection
for Equality, Diversity, and Inclusion- LT-EDI-
RANLP 2023” shared task1. The task’s objec-
tive is to classify social media posts as hopeful
or not, with a specific focus on four languages:
English, Hindi, Bulgarian, and Spanish. Nu-
merous teams participated in the shared task,
presenting a range of methodologies includ-
ing machine learning techniques, transformer-
based models, and resampling methods.

1 Introduction

Hope serves as a powerful driving force that en-
courages individuals to persevere in the face of
the unpredictable nature of human existence. It
instills motivation within us to remain steadfast in
our pursuit of important goals, regardless of the
uncertainties that lie ahead (Chakravarthi, 2020).
In today’s digital age, platforms such as Facebook,
Twitter, Instagram, and YouTube have emerged
as prominent social media outlets where people
freely express their views and opinions. These plat-
forms have also become crucial for marginalized
individuals seeking online assistance and support
(Garcı́a-Baena et al., 2023; Garcı́a-Dı́az et al., 2020;

1https://codalab.lisn.upsaclay.fr/competitions/11076

Jiménez-Zafra et al., 2023a). The outbreak of the
pandemic has exacerbated people’s fears around
the world, as they grapple with the possibility of
losing loved ones and the lack of access to essen-
tial services such as schools, hospitals, and mental
health facilities. As a result, people have turned
to online forums as a means to fulfill their infor-
mational, emotional, and social needs. Through
social networking sites, individuals can connect
with others, experience a sense of social inclusion,
and cultivate a feeling of belonging by actively par-
ticipating in online communities (Kumaresan et al.,
2022). The presence of these factors has a pro-
found impact on both physical and psychological
well-being, as well as mental health (Jiménez-Zafra
et al., 2023b).

By leveraging the power of hope and utilizing
online platforms, individuals are able to find so-
lace, support, and resources during challenging
times (Hande et al., 2021). These digital spaces
offer an avenue for people to seek guidance, share
their experiences, and foster connections with oth-
ers who may be going through similar struggles.
Through virtual networks, individuals can combat
feelings of isolation, gain access to valuable infor-
mation, and receive emotional support, all of which
contribute to their overall well-being and mental
resilience (Ghanghor et al., 2021). It is important to
acknowledge the pivotal role that hopes and online
platforms play in providing a lifeline to individu-
als in need. As we navigate through unpredictable
circumstances, these digital resources serve as bea-
cons of light, reminding us that we are not alone
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in our struggles and that there is a collective ef-
fort to support one another (Puranik et al., 2021).
Through the convergence of hope, technology, and
human connection, we can weather the storm and
find strength in our shared experiences, ultimately
emerging stronger and more resilient as a global
community.

2 Related work

Despite the optimistic nature of Hope’s speech, it
has garnered relatively little attention within the
research community. This lack of research inter-
est could be attributed to the absence of available
labeled datasets. In recent years, there has been
a notable increase in attention towards this issue,
thanks in part to the efforts of the organizers of
the LT-EDI-EACL2021 workshop who shared a la-
beled dataset. Several frameworks were submitted
during this workshop to address the challenge of
detecting Hope Speech (Roy et al., 2022). While
numerous research endeavors have focused on fil-
tering out hateful and offensive comments from
social media posts, the identification of hopeful
comments has received comparatively less consid-
eration (Chakravarthi, 2020).

Counter-narratives, denoting informed textual re-
sponses, have surfaced as a notable strategy, draw-
ing recent attention from experimenters (Chung
et al., 2019). This approach to counter-narratives
aims to balance the preservation of freedom of
speech while preventing excessive content block-
ing. (Mathew et al., 2019) took the initiative to
construct and release a counterspeech dataset using
YouTube comments. However, the central concept
of directly intervening with textual responses can
inadvertently escalate hostility. Although it is bene-
ficial for content creators to comprehend why their
comments or posts were removed or blocked, and
subsequently adjust their discourse and attitudes
favorably, this intervention can sometimes exacer-
bate tensions. This has directed our research focus
toward the exploration of positive content, such as
messages of hope, and promoting such constructive
activities.

3 Task description

The hope speech in our context refers to comments
or posts on YouTube that provide support, comfort,
recommendations, motivation, and understanding.
While a comment or post in the dataset could con-
sist of multiple sentences, the average sentence

length across the corpus is one. Annotations in
the dataset are done at the level of individual com-
ments or posts. Participants were provided with
datasets via the CodaLab website2 for the specific
languages Bulgarian, English, Hindi, and Spanish
for development, training, and testing purposes.

4 Dataset

The shared task’s dataset comprises comments in
four distinct languages: English, Spanish, Bul-
garian, and Hindi, totaling 27,545, 5,859, 3,203,
and 2,159 comments, respectively. These com-
ments are sourced from social media platforms like
YouTube and Twitter. For the English language
subset, we utilized the HopeEDI dataset introduced
(Chakravarthi, 2020). This dataset focuses on so-
cially significant subjects, including Equality, Di-
versity, and Inclusion, addressing topics like LGB-
TIQ issues, COVID-19, women in STEM, Dravid-
ian languages, Black Lives Matter, and more. The
inter-annotator agreement was assessed using Krip-
pendorf’s alpha. These dataset details are shown in
Table 1. This method is the same for all the rest of
the languages and the statistics were shown int he
Table 2 for Bulgarian, and Table 3 for Hindi.

Table 1: Statistics for the English Dataset (HS stands
for Hope Speech, and NHS for Non-Hope Speech

Set HS NHS Total
Train 1,562 16,630 18,192
Development 400 4,148 4,548
Test 21 4,784 4,805
Total 1,983 25,562 27,545

Table 2: Statistics for the Bulgarian Dataset (HS stands
for Hope Speech, and NHS for Non-Hope Speech

Set HS NHS Total
Train 223 4,448 4,671
Development 75 514 589
Test 150 449 599
Total 448 5,411 5,859

The Spanish dataset is an improved and extended
version of the SpanishHopeEDI dataset (Garcı́a-
Baena et al., 2023). The SpanishHopeEDI dataset
was improved by manual revision of the annota-
tions, as some annotation errors were found in
the error analysis of the baseline experiments con-
ducted with the dataset (Garcı́a-Baena et al., 2023).

2https://codalab.lisn.upsaclay.fr/competitions/11076
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Table 3: Statistics for the Hindi Dataset (HS stands for
Hope Speech, and NHS for Non-Hope Speech

Set HS NHS Total
Train 343 2,219 2,562
Development 45 275 320
Test 53 268 321
Total 441 2,762 3,203

It consists of LGTB-related tweets that were col-
lected with the Twitter API (June 27, 2021, to July
26, 2021) and using a lexicon of LGBT-related
terms, such as #OrgulloLGTBI or #LGTB, as seed
for the search. This dataset was extended with
a set of tweets collected using the UMUCorpus-
Classifier tool (Garcı́a-Dı́az et al., 2020), which
allows defining different search criteria such as
keywords, accounts, and geolocation. The key-

Table 4: Statistics for the Spanish Dataset (HS stands
for Hope Speech, and NHS for Non-Hope Speech)

Set HS NHS Total
Train 691 621 1,312
Development 100 200 300
Test 300 247 547
Total 1,091 1,068 2,159

words used to collect the tweets were related to
transphobia and homophobia, such as #transfobia
(#transphobia), transexual (transsexual), identidad
de género (gender identity), #homofobia (#homo-
phobia), homosexual (homosexual), #AlertaHomo-
fobia (#HomophobiaAlert), or #StopLGTBIfobia
#StopLGTBIphobia. It should be mentioned that all
the tweets of this dataset were manually labeled by
the organizers of the shared task marking a tweet
as HS (hope speech) if the text: i) explicitly sup-
ports the social integration of minorities; ii) is a
positive inspiration for the LGTB community; iii)
explicitly encourages LGTB people who might find
themselves in a situation; or iv) unconditionally
promotes tolerance. On the contrary, a tweet was
marked as NHS (non-hope speech) if the text: i)
expresses negative sentiment towards the LGTB
community; ii) explicitly seeks violence; or iii)
uses gender-based insults. Table 4 shows the dis-
tribution of the dataset considering the number of
samples for each label and set. It should be noted
that this dataset was also used, but with a different
test set, in the HOPE: Multilingual Hope Speech
Detection shared task (Jiménez-Zafra et al., 2023a)

at IberLEF 2023 workshop (Jiménez-Zafra et al.,
2023b).

5 Methodology

In this shared task, there are eight teams actively
participated and implemented their models. They
evaluated their model’s performance on our Hope
Speech Detection shared task:

hate-alert: (Das et al., 2023) The participants
employed two types of transformer-based models,
namely mBERT and XLMR-base, in their study.
In the first run, they conducted fine-tuning on the
mBERT model. For the second and third runs, they
took the CLS embeddings from both the mBERT
and XLMR models, subjected them to two Dense
layers, and ultimately utilized a classification head.
Notably, the utilization of cutting-edge transformer-
based models for the classification task is a note-
worthy aspect of their approach. The results have
demonstrated the superiority of these transformer-
based models over earlier deep-learning models
like LSRM and CNN-GRU.

MUCS: (Hegde et al., 2023) The MUCS team’s
journey began with enhancing models for a piv-
otal project. Armed with determination, they fused
BERT embeddings with syllable TF-IDF, promis-
ing innovative insights. Venturing further, they
intertwined BERT embeddings with TF-IDF and
resampling. Across three runs, they refined their
approach, each iteration marking a step towards pre-
cision. This dedication culminated in a triumphant
unveiling, a testament to ingenuity, poised to re-
shape their field.

Team-Tamil: (Ponnusamy et al., 2023) In our
pursuit of enhancing model performance, we em-
barked on a journey fueled by innovation. With the
creative fusion of MPNet Embeddings, we engi-
neered a powerful and distinct form of representa-
tion. As the threads of our endeavor wove together,
an H2O model emerged, infused with the essence
of our collective efforts. This union of cutting-edge
techniques resulted in a transformative leap for-
ward, poised to unravel new insights and pave the
way for future advancements.

IIC Team: (Vajrobol et al., 2023) The method
employed in this task involved utilizing Bidirec-
tional LSTM (Long Short-Term Memory) and
BiLSTM with embeddings. Additionally, XLM-
ROberta models were employed for each language.
Since the datasets used in this task exhibited signif-
icant class imbalances, various techniques were ap-
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plied to address this issue. To balance the datasets,
a combination of undersampling and other augmen-
tation methods was implemented.

ML AI IIITRanchi: (Kumari et al., 2023) This
team implemented text classification, the bag-of-
words (BoW) model is used, and there are multiple
steps in the procedure. The labeled dataset was
first prepared by being divided into a training set
and a testing set. The text data should be next pre-
processed by reducing noise, standardizing the text
format, and deleting stopwords. Then, they used
a vectorization method, such as CountVectorizer,
to construct the BoW representation. This method
turns each document into a numerical vector based
on word frequencies. To train the classifier, divide
the BoW representation into features and labels.
Then Select a classification algorithm—Random
Forest and AdaBoost, for example—and train the
model using the training data. Lastly, make predic-
tions on the testing set to assess the model.

Tercet: (Sivakumar et al., 2023) The method
that they have employed for this task is Support
Vector machines (SVM). Given a higher precision,
F1 score, and weighted averages as compared to
models such as random forest, logistic regression,
and naı̈ve Bayes models, SVM was a good fit for
classifying the given test datasets. The process
starts with preprocessing of the text data such as
removing punctuation, emoticons, and stop words.
To convert the text data into a form that is usable by
the model, they used a tf-idf vectorizer algorithm
and utilized the data in the SVM model.

Ranganayaki: (EM et al., 2023) The data set
is preprocessed to translate emojis, convert text to
lowercase, username removal, and extra space re-
moval. The vocabulary of English and Hindi data is
formed to correct spelling mistakes in training and
testing data using Levenshtein distance. Prepro-
cessed data is converted into fastText embedding
of dimension 100x100. The dataset is oversam-
pled using ADASYN oversampling to handle class
imbalance. The data is then fed into a capsule net-
work, to form the model, which is used to make
predictions.

VTU BGM: (Sanjana M. Kavatagi and Biradar,
2023) Employing layer differential tuning, the team
harnessed the ULMFiT model for advanced feature
generation. ULMFiT was ingeniously designed
to overcome limited labeled data challenges for
specific tasks, unfolding through pretraining and
fine-tuning stages. The initial pretraining phase

involved training a language model on an exten-
sive, unlabeled text corpus like Wikipedia, grasp-
ing universal language patterns and semantics. The
proposed method embraced layered fine-tuning of
ULMFiT, capitalizing on its core principle: first,
pre-trained on general language data, then fine-
tuned on task-specific datasets. This approach fa-
cilitated adaptation to task intricacies, leading to
enhanced performance across a spectrum of NLP
endeavors.

6 Result

The submissions received for the classification of
English, Bulgarian, Hindi, and Spanish datasets
were 6, 5, 5, and 3, respectively. Among these,
the team ”hate-alert” secured the top rank for both
Bulgarian and Hindi languages, achieving a macro
average F1 score of 0.75 and 0.68, respectively.
They employed transformer-based models, specifi-
cally mBERT and XLMR-base, demonstrating the
effectiveness of these models. Their approach in-
volved fine-tuning mBERT, utilizing CLS embed-
dings from both mBERT and XLMR and employ-
ing Dense layers along with a classification head.
This innovative use of cutting-edge transformer-
based models showcased their superiority over ear-
lier deep-learning models like LSRM and CNN-
GRU, as depicted in Table 5 and Table 7.

The team ”MUCS” also secured the first rank
and in the Spanish languages with the macro F1
score of 0.61, which is shown in Table 8. Their
journey began with enhancing models for a pivotal
project, where they combined BERT embeddings
with syllable TF-IDF, followed by integration with
TF-IDF and resampling techniques. Through iter-
ative refinement across three runs, their approach
demonstrated a continuous progression towards
precision, resulting in a notable advancement in
the field.

For the English language classification,
two teams, namely ”Tercet-English” and
”ML AI IIITRanchi,” both achieved the top rank
with a macro F1 score of 0.50. ”Tercet-English”
adopted Support Vector Machines (SVM) as
their method of choice, benefitting from higher
precision, F1 scores, and weighted averages
compared to other models such as random forest,
logistic regression, and naive Bayes. Their
preprocessing involved text data cleaning and
conversion using a TF-IDF vectorizer algorithm,
subsequently utilized in the SVM model. On
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Table 5: Bulgarian Rank List

Team name MF1 Rank
hate-alert-run2 (Das et al., 2023) 0.75 1
MUCS run1 (Hegde et al., 2023) 0.75 1
Team-Tamil (Ponnusamy et al., 2023) 0.69 2
IIC Team (Vajrobol et al., 2023) 0.65 3
ML AI IIITRanchi(1) (Kumari et al., 2023) 0.50 4

Table 6: Engilsh Rank List

Team name MF1 Rank
Tercet English (Sivakumar et al., 2023) 0.50 1
ML AI IIITRanchi (Kumari et al., 2023) 0.50 1
Ranganayaki (EM et al., 2023) 0.49 2
VTUBGM (Sanjana M. Kavatagi and Biradar, 2023) 0.48 3
IIC Team (Vajrobol et al., 2023) 0.47 4
MUCS run2 (Hegde et al., 2023) 0.44 5

the other hand, ”ML AI IIITRanchi” employed
text classification using the bag-of-words (BoW)
model. Their process included dividing the labeled
dataset into training and testing sets, preprocessing
text data, constructing BoW representations
using vectorization methods like CountVectorizer,
and training the classifier using classification
algorithms such as Random Forest and AdaBoost.

These results collectively highlight the effective-
ness of various techniques employed by different
teams across languages, showcasing advancements
in hope speech classification methodologies.

7 Conclusion

This paper provides an overview of the Hope
Speech Detection shared task conducted during LT-
EDI-RANLP 2023, with a specific focus on four
languages: Bulgarian, English, Hindi, and Spanish.
The task attracted participation from eight teams,
each submitting predictions for evaluation. The re-
sulting rank list, featuring macro F1 scores as out-
lined in the result section, is presented. In essence,
this paper succinctly captures the essence of the LT-
EDI-RANLP 2023 Hope Speech Detection shared
task. It emphasizes the diverse range of strategies
adopted by participating teams and underscores the
prominence of machine learning and transformer-
based methods, which have contributed to notable
enhancements in performance.
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Abstract

Part of Speech (POS) taggers for Swedish rou-
tinely fail for the third person gender-neutral
pronoun hen, despite the fact that it has been a
well-established part of the Swedish language
since at least 2014. In addition to simply be-
ing a form of gender bias, this failure can have
negative effects on other tasks relying on POS
information. We demonstrate the usefulness
of semi-synthetic augmented datasets in a case
study, retraining a POS tagger to correctly rec-
ognize hen as a personal pronoun. We evaluate
our retrained models for both tag accuracy and
on a downstream task (dependency parsing) in
a classicial NLP pipeline.

Our results show that adding such data works
to correct for the disparity in performance. The
accuracy rate for identifying hen as a pronoun
can be brought up to acceptable levels with only
minor adjustments to the tagger’s vocabulary
files. Performance parity to gendered pronouns
can be reached after retraining with only a few
hundred examples. This increase in POS tag
accuracy also results in improvements for de-
pendency parsing sentences containing hen.

1 Introduction

The gender-neutral third person singular pronoun
hen (subject/object form: hen; possessive form:
hens) was added to the Swedish Academy’s Glos-
sary in 2015 (SAOL, 2015), following at least oc-
casional use since the mid-20th century (Milles,
2013). The use and acceptance of hen has since
increased (Gustafsson Sendén et al., 2021), al-
though it remains much less common in media than
hon (‘she’) or han (‘he’) (Svensson, 2021, 2022).
Berglund (2022) provides a detailed study of the
use of hen in blog posts from the years 2001–2017.

∗Supported by the Wallenberg AI, Autonomous Systems
and Software Program through the NEST project STING.

†Supported by the Umeå Centre for Gender Studies

Despite its established history, Swedish Natu-
ral Language Processing (NLP) tools struggle to
handle hen correctly, especially when compared to
other pronouns. This is problematic both from a
practical perspective (hen is increasingly used as a
generic, e.g. on official forms) and from a bias per-
spective, as hen and other neopronouns are more
likely to be used by gender minorities.

Part of Speech (POS) tagging is the task of as-
signing the individual words in a text to classes
such as noun, verb, pronoun, etc. It is thus a fun-
damental task, one which many NLP systems rely
heavily upon, e.g., systems for parsing, classifica-
tion, translation, etc. This means that incorrect
tagging may lead to errors in later steps. As an
example, if hen is tagged as a noun, a translation
system may well translate it into a noun rather than
a pronoun.1

Swedish is an medium-resourced language, both
in terms of high-quality labeled linguistic data and
available tools. The available annotated datasets
are of limited size and for the most part somewhat
aged. When it comes to modern data-intensive
tools, there is a series of BERT models trained by
the National Library of Sweden that are publicly
available. In the near future, GPT-SW3, a series
of GPT style LLMs is also expected to be pub-
licly released. As a consequence, when processing
Swedish, we have to rely on combinations of mod-
ern LLMs and more classical NLP pipelines.

Apart from the direct usefulness of a Swedish
POS tagger that can correctly tag hen, we also be-
lieve that it can be of general interest to investigate
how to retrain POS taggers for new words, without
access to up-to-date annotated datasets, which are
expensive and very rarely produced or updated.

1“Hen” actually exists as a noun in Swedish; it is an archaic
term for a whetstone, and extremely rare in modern Swedish.
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1.1 Bias Statement

In the NLP literature, “bias” can refer to various
concepts, and is often not well-defined (Blodgett
et al., 2020). We consider the overarching con-
cept of algorithmic “bias” as the concern for how
power structures manifest in language technologies.
Power structures are a way of theorizing the pattern
of underlying or hidden power relations in soci-
ety/ies. We draw from Patricia Hill Collins’ matrix
of domination, which “describes the overall social
organization within which intersecting oppressions
originate, develop, and are contained” (Collins,
2000, p. 228). This draws attention to the complex
interactions of different pieces in the whole system,
encompassing four domains of power specified by
Collins: structural (organization: laws, policies,
large-scale institutions), disciplinary (administra-
tion/implementation of those laws and policies),
hegemonic (system and circulation of ideas, favor-
ing dominant groups), and interpersonal (everyday
life and individual experiences).

Language technologies can operate in and be
affected by several of these domains. In the case
of POS taggers, we can consider their regulation
of which terms are tagged as pronouns to be part
of the disciplinary domain; while the abstract con-
cept of a “standard” language determining which
words “count as” pronouns is part of the structural
domain, reinforced by hegemonic beliefs about
the value of standard language. When the output
from POS taggers is passed into other parts of an
NLP pipeline, such as dependency parsing, this
disciplinary power and regulation of legitimacy is
also passed on. When these tools are applied, they
become part of the matrix of domination across
multiple domains as part of their interactions with
the world.

However, even if there are no significant or “ma-
terial” downstream effects of these mistakes, they
are in and of themselves harms. “Non-standardized”
pronouns and neopronouns, which are often the
pronouns chosen by nonbinary2 people, are de-
legitimized by automatic tagging tools mislabeling
them as anything-but pronouns. This contributes to
erasure and feelings of invisibility, and perpetuates
the idea that these pronouns are “fake” and people
who use them are “incorrect” or do not belong.

2We use nonbinary as an umbrella term for anyone outside
or between the “binary” genders of women and men.

2 Background

Since pronouns are a much smaller class than other
parts of speech such as nouns or verbs, more-or-less
perfect accuracy should be expected from taggers.
Indeed, we find that for the Swedish gendered pro-
nouns hon and han, 100% accuracy is achieved for
both taggers investigated (§3.1).

Stockholm-Umeå Corpus. The Stockholm-
Umeå Corpus3 (SUC) is an annotated corpus of
texts from the 1990s (Gustafson-Capková and
Hartmann, 2006). It contains about a million
annotated words and is freely available for research
purposes from Språkbanken (after signing a license
agreement). The latest version (V3) was released
in 2012.

efselab. The efselab4 (Efficient Sequence La-
beling) package provides a sparse perceptron-based
architechture for POS tagging and other NLP tasks.
It aims at computational efficiency, while still deliv-
ering a high accuracy (Östling, 2018). Once trained,
efselab tagging is deterministic. Apart from the
software needed to train models, the GitHub dis-
tribution also contains a pre-trained pipeline for
Swedish, including POS tagging, named entity
recognition, and dependency parsing. This out of
the box tagger was trained on SUC, and has thus
never “seen” instances of hen.

spaCy. The spaCy package5 has three pre-
trained pipelines for Swedish, differing in their
sizes: small (sm), medium (md), and large (lg).
The models are trained on SUC, Universal Depen-
dencies Swedish Talbanken and varying amounts
of unlabeld text data collected between 2018 and
2021 (spaCy). It can thus be assumed to have had
instances of hen in its unlabeled training data, but
not in its labeled data.

KB-BERT. The KB-BERT POS tagger6 is based
on Kungliga Bibliotekets (The National Library
of Sweden’s) BERT model, fine-tuned using the
SUC corpus. As with spaCy, it can thus also
be assumed to have had instances of hen in its
unlabeled, but not in its labeled, training data.

3spraakbanken.gu.se/en/resources/suc3
4github.com/robertostling/efselab
5spaCy.io
6https://huggingface.co/KBLab/

bert-base-swedish-cased-pos

55



2.1 Related Work

Brandl et al. (2022) show that large language mod-
els perform worse for gender-neutral pronouns in
Danish, English, and Swedish than for gendered
pronouns, measured both with respect to intrinsic
measures such as perplexity and on several down-
stream tasks.

There are a number of systems for depen-
dency parsing for Swedish, and in principle any
framework for dependency parsing can be trained
on the existing Swedish treebanks, such as UD-
Talbanken. The parser included in efselab’s
Swedish pipeline, and that we use here, is a pre-
trained version of MaltParser (Nivre et al., 2007).

Data augmentation strategies are well-
established for mitigating (binary) gender-
stereotypical associations in NLP tools such as
coreference resolution (Lu et al., 2020; Zhao et al.,
2018), natural language inference (Sharma et al.,
2020), dialog generation (Dinan et al., 2020), and
abusive language detection (Park et al., 2018). For
a general overview of data augmentation in NLP,
see Feng et al. (2021).

Rewriting texts for data augmentation is not al-
ways a straightforward task, as exchanging words
may require updates to other parts of the sentence to
maintain grammatical agreement. Sun et al. (2021)
demonstrate an algorithm for replacing gendered
personal pronouns with neutral singular they in
English, and Zmigrod et al. (2019) and Jain et al.
(2021) propose methods for data augmentation in
languages with grammatical gender. As hen fol-
lows the same paradigm as its gendered counter-
parts (see section 3.2), we find that it is sufficient
to use simple replace rules with limited manual
inspection.

3 Method

3.1 Initial Evaluation

The pre-trained taggers were initially tested for
overall accuracy on the SUC test set, and for
pronoun-specific accuracy on the Swedish Wino-
gender Dataset7. SweWinogender is a challenge
set, developed for diagnosing gender bias in coref-
erence resolution systems follows a Winograd-style
schema (Hansson et al., 2021). It is useful because
in our setting it has a balanced frequency of hen,
hon, and han, and also a good mixture of objective,

7spraakbanken.gu.se/resurser/
swewinogender (SweWinogender v1.0)

subjective and possessive forms. Thus we can di-
rectly compare the accuracy across the pronouns,
while being able to rule out context as a cause of
differences.

We test both for accuracy across all morphosyn-
tactic feature tags and “POS accuracy” which is
only concerned with the top-level POS tag. We only
report POS accuracy for KB-BERT, as it does not
provide other feature information. Table 1 shows
the POS accuracy of each tagger on all forms of
hen, hon, and han on SweWinogender.8 Table 4
shows the overall accuracy and POS accuracy for
each tagger.
KB-BERT shows the best performance for hen

for SweWinoGender, identifying it as a pronoun in
nearly all cases. It also has the best POS accuracy
on the SUC test set. Thus, it initially seems like
there is not much to improve: we do not make
modifications to KB-BERT, but continue reporting
its performance as a reference point throughout the
paper.

Despite an initial ability to sometimes correctly
tag hen in the Swedish Winogender set (Table 1),
the overall accuracy of Swedish spaCy is substan-
tially worse than efselab (Table 2). In fact, the
spaCy accuracy is at a level that is nowadays un-
acceptable.

For these reasons, we focus on efselab in the
rest of the paper, using it as a case study to inves-
tigate the effects of augmenting the training data
of a relatively light-weight tagger with synthetic
data in order to incorporate a new pronoun into its
repertoire. We are interested both in how much
synthetic data is needed in order for the model to
perform as well for the the new pronoun as for the
others and in whether the addition of synthetic data
deteriorates the overall performance.

3.2 Augmented SUC

The SUC corpus does not contain any instances of
hen as a pronoun. In order to have access to tagged
sentences using hen, we extracted sentences from
SUC that use binary personal pronouns and con-
structed copies, replacing the pronouns with hen.
We only swap tokens when the associated gold-
standard tag is PN (personal pronoun) or PS (pos-
sessive personal pronoun). This check is necessary

8The KB tokenizer sometimes splits composite words
into separate tokens. In these cases, we only consider the
KB-BERT POS tagging of the stem, in order to have an equal
number of tokens for each model. This holds for all tests
presented in this article.
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SweWinogender hen hon han
efselab 0.0 1.0 1.0
spaCy-sm 0.0 1.0 1.0
spaCy-md 0.82 1.0 1.0
spaCy-lg 0.75 1.0 1.0
KB-BERT 0.99 1.0 1.0

Table 1: Pronoun POS accuracy for the different base-
line POS taggers on the SweWinogender dataset, re-
ported across all morphological forms of each third per-
son personal pronoun (208 tokens considered for each
pronoun).

SUC-test Accuracy POS acc.
efselab 0.9696 0.9780
spaCy-sm 0.8857 0.9159
spaCy-md 0.9179 0.9420
spaCy-lg 0.9243 0.9459
KB-BERT N/A 0.9930

Table 2: Baseline accuracy scores for the SUC test
dataset, containing 23319 tokens. Under “Accuracy” we
report the accuracy for tagging with POS and morpho-
logical information. This does not apply to KB-BERT,
as it does not produce morphological tags. Under “POS
acc.”, we report the accuracy of the POS tagging, disre-
garding morphological tags.

because Hans can be both a possessive pronoun
(‘His’) and a proper name. The appropriate mor-
phological form9 of the pronoun is used, as shown
in table 3. We also update the morphological tag,
to indicate that hen may be either the subject or
object form. Capitalization is always preserved.

hon han → hen
subject hon han → hen
object henne honom → hen

possessive hennes hans → hens

Table 3: Replacement rules for singular personal pro-
nouns in our enhenced SUC.

Sentences where the replacement resulted in ei-
ther hen eller hen (‘ze or ze’) or hen och hen (‘ey
and ey’) required manual checking and correction.
There were less than 50 of these instances in total.
In all cases of hen eller hen, the original sentence
was expressing a generic she-or-he, meaning the
whole phrase could be collapsed into hen. For some
cases of hen och hen no correction was required,

9Although the object form of hen may also be written
henom, we did not include this as it is not in common usage.

e.g. in cases where the conjunction connects sepa-
rate clauses. For the remaining sentences, a binary-
gendered pronoun was re-introduced for clarity.

This resulted in 11 370 sentences using hen. We
performed an 80/10/10 train/dev/test split on these
sentences. This left us with a training set of 9 096
available sentences. For training, we combined this
with the SUC training set in different proportions.
Using 227 hen sentences makes the ratio of hen
about 2% of the gendered pronouns in the resulting
training set. This number was picked as a reason-
able estimate of actual usage in modern Swedish
(see, e.g., (Svensson, 2021, 2022)). To investigate
whether less common pronouns need to be “over-
represented” (compared to an approximated “real-
istic” usage) in training data to be correctly tagged,
we also used training sets augmented with 10%
(1 137) and 80% (9 096) of our total hen sentences,
taken only from the training set.

3.3 Retraining

An efselab tagger contains two parts: the ac-
tual tagger and a statistical model trained on the
training data. When the tagger part is built, it is
provided with data files to build a vocabulary, with
corresponding POS tags and morphological infor-
mation. In order for the tagger to recognize hen
as a pronoun, it is not sufficient to just train the
statistical model on data containing examples of
hen. The files that are used to build the vocabulary
must be modified.

We thus trained five efselab models. The
baseline model (baseline) is trained on SUC,
using unmodified vocabulary files. The mod. vo-
cab model (hen0) is trained on SUC, using modi-
fied vocabulary files. The three enhenced models
(hen2, hen10, hen80) are trained on SUC
augmented with the given percentage of hen sen-
tences, using modified vocabulary files.

4 Evaluation and Results

4.1 Part of Speech Tagging

We evaluated the models for accuracy based both
on the full tags which include morphological in-
formation (“Accuracy”) as well as the bare part of
speech tags (“POS acc.”). Because hen can be used
as both subject and object form, our replacement
strategy required some adjustment before both of
these scores were brought into alignment. Two test
datasets of comparable size, unseen in the train-
ing of any of the models, are used. The SUC test
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dataset is provided in SUC version 3.0, and is used
unchanged. The hen test dataset is produced from
the SUC test and development sets following the
modification strategy described above. The results
from these datasets are reported in table 4 and 5,
respectively.

We evaluated the efselab models by provid-
ing the tokenized test sets as input and directly
comparing the output to the SUC gold standard.

4.2 Dependency Parsing

We use the Swedish annotation pipeline provided
in efselab to perform dependency parsing, with
the default parsing model. This pipeline makes use
of MaltParser (Nivre et al., 2007) (version 1.9.0),
which incorporates POS information as a feature.
Thus, we expect improvement in token-level accu-
racy for hen tokens.

Because SUC is not annotated with dependency
information, we use the Swedish UD-Talbanken
treebank10 and evaluate on both the provided test
set (UD test) and a smaller ‘UD-HEN’ test set con-
sisting of only sentences that have been augmented
in the same way as SUC. We report Labeled Attach-
ment Score (LAS), Unlabeled Attachment Score
(UAS), and Label Accuracy (LACC) on a token
level, in Tables 6 and 7.

5 Discussion

Our initial findings showed that two common POS
taggers for Swedish either cannot identify hen as a
pronoun at all, or identify it at notably lower rates
than other pronouns. This likely has downstream
consequences on performance of language tech-
nologies relying on these taggers, and on the level
of the taggers themselves is a problem for gender
equality. It also demonstrates a weakness of such
taggers, namely their ability to be flexible in light
of language shift.

In our initial tests with SweWinogender,
KB-BERT performed nearly-perfectly for hen: it
only missed the two instances where hens was the
first word of a sentence (and thus capitalized). How-
ever, SweWinogender is a very regularized test
set (as it is designed for challenging coreference
systems, not POS taggers), and KB-BERT’s per-
formance for hen drops to less than 95% when
tested on the more complex, realistic ‘hen’ SUC

10https://github.com/
UniversalDependencies/UD_
Swedish-Talbanken

test dataset. This makes it plausible that having
only unlabeled data might not be sufficient to learn,
e.g., pronouns that have recently come into use and
are underrepresented in the data. As the KB-BERT
model was originally fine-tuned for POS tagging
on SUC, it seems reasonable that fine-tuning on
the enhenced SUC data could mitigate this weak-
ness. Another reason for keeping tools such as
efselab around is that at present is that the
KB-BERT model does not provide more complex
morphological information, which is desirable in
some cases.

Training existing architectures on augmented
data containing even a small number of sentences
containing the pronoun hen can effectively correct
for this disparity. We reach complete parity to
binary-gendered pronouns, at 100% accuracy, with
a representative sample (hen2), and see no real im-
provement when adding more sentences containing
hen (hen10 and hen80). This suggests that an up
to date annotated dataset, based on contemporary
Swedish usage, would be enough to obtain inclu-
sive results, without the need for synthetic data, at
least for the case of hen.

In terms of effect on downstream tasks, this im-
provement carries over to label accuracy for depen-
dency parsing on hen tokens, with no loss of to
LAS over all tokens. As nouns and pronouns often
occupy similar grammatical roles, it is somewhat
unsurprising that there is not also an effect on head
accuracy (as measured by UAS).

Limitations

The current study only addresses one, relatively
established, new personal pronoun in Swedish, and
only pursues serious improvements to one tagger.
Due to the under-resourced status of Swedish NLP,
we only demonstrate the effects of this improve-
ment on one “out of the box” downstream task. In
future work, we hope to test these effects on other
tasks prone to gendered biases, such as coreference
resolution.

Although we find our strategy of re-training
on augmented data to show good results for
efselab, which is relatively lightweight, in gen-
eral this type of constant re-training is not energy
efficient, and therefore not environmentally respon-
sible. Language, particularly inclusive language, is
constantly shifting, meaning that more work of this
type is inevitable to keep up with linguistic change.
In future work, rule-based or other lightweight al-

58



SUC-test Accuracy POS Accuracy
baseline 0.9703 0.9786
hen0 0.9703 0.9786
hen2 0.9683 0.9771
hen10 0.9687 0.9774
hen80 0.9686 0.9774
KB-BERT N/A 0.9929

Table 4: Results for the SUC test dataset, containing 23319 tokens, across different efselab models. KB-BERT
is provided as a reference value for POS accuracy.

HEN-test Accuracy POS acc. Hen acc. Hen POS acc.
baseline 0.9093 0.9116 0.0000 0.0000
hen0 0.9775 0.9798 0.8870 0.8870
hen2 0.9941 0.9948 1.0000 1.0000
hen10 0.9945 0.9952 1.0000 1.0000
hen80 0.9953 0.9958 1.0000 1.0000
KB-BERT N/A 0.9886 N/A 0.9408

Table 5: Results for the ‘hen’ SUC test dataset, containg 20437 tokens (of which 1554 are hen or hens), across
different efselab models. KB-BERT is provided as a reference value for POS accuracy.

UD-test LAS UAS LACC

baseline 0.6087 0.6608 0.7565
hen0 0.6087 0.6609 0.7565
hen2 0.6108 0.6640 0.7571
hen10 0.6127 0.6655 0.7560
hen80 0.6068 0.6600 0.7544

Table 6: Word-level scores on the UD test set, containing 20386 tokens, across different efselab models.

UD-HEN-test LAS UAS LACC Hen LAS Hen UAS Hen LACC

baseline 0.6373 0.6860 0.7802 0.6534 0.7045 0.8068
hen0 0.6438 0.6891 0.7895 0.6932 0.7216 0.8807
hen2 0.6451 0.6906 0.7864 0.6932 0.7216 0.8920
hen10 0.6559 0.0707 0.7957 0.6989 0.7273 0.9034
hen80 0.6485 0.6947 0.7880 0.7045 0.7216 0.9091

Table 7: Word-level scores on the ‘hen’ UD test set, containing 22778 tokens (of which 1266 are hen or hens),
across different efselab models.

ternatives for updating models would be more desir-
able as solutions, or else combining many changes
into one update to minimize retraining.

Further, our augmentation strategy is not well-
suited for languages with different grammatical fea-
tures from Swedish. Although Swedish does have
grammatical noun classes, the (socially) gendered
pronouns han and hon do not require agreement
with any other terms in a sentence, meaning that we
can replace them quite freely with relatively simple
rules. This would not be the case in grammatically-

gendered languages, such as French, Russian, or
Hindi. To follow French as an example, if we
would like to replace the binary pronouns il (‘he’)
and elle (‘she’) with a neopronoun such as iel, we
would first need to know whether a given instance
refers to a person (replace) or an object (do not
replace), and then would also need to update other
terms in the text such as adjectives and pronouns
to maintain grammatical agreement with the new
pronoun. Alternative approaches, such as those
described by Zmigrod et al. (2019) and Jain et al.
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(2021) are required for the data augmentation.

Ethics Statement

Following the recommendations in Blodgett et al.
(2020), we provide a full bias statement in section
1.1 detailing the risks we are trying to mitigate.
Although gender is a sensitive attribute, we work
at a level of abstraction (identifying POS informa-
tion) that means our data does not contain personal
identifying or sensitive information.

Due to the licensing requirements of SUC, we
cannot distribute our training or test data. However,
we release our modification code11, meaning that
anyone with access to SUC can themselves recreate
the data, and even modify it for new pronouns.
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Abstract 

Machine translation, and more specifically 

neural machine translation (NMT), have 

been proven to be subject to gender bias in 

recent years. Following previous studies’ 

methodology, we rely on a test suite formed 

with occupational nouns to investigate, 

through human evaluation, the influence of 

two different potential factors on gender 

bias occurrence in generic NMT: 

stereotypes and language combinations. 

Similarly to previous findings, we confirm 

stereotypes as a major source of gender 

bias, especially in female contexts, while 

observing bias even in language 

combinations traditionally less examined. 

1 Introduction 

Recently, gender bias in natural language 

processing (NLP), and more specifically in 

machine translation (MT), have been a raising 

concern in the research field (Castaneda et al., 

2022; Costa-jussà, 2019) as such phenomenon can 

lead to allocation and representational harms 

(Crawford, 2017). Yet, bias in machine learning 

(ML) is not a new phenomenon. In 1996, Friedman 

et Nissenbaum described it as “computer systems 

that systematically and unfairly discriminate 

against certain individuals or groups of individuals 

in favor of others” (Friedman and Nissenbaum, 

1996, p.332).  

Friedman et Nissenbaum (1996) also identified 

several sources responsible for bias occurrence:  

 Preexisting bias. Bias already existing in 

the training data on which the system is 

built and trained. 

 Technical bias. Bias induced by the 

creation, training, and testing methods. 

 Emergent bias. Bias occurring in a 

context of an interaction with users. 

As mentioned by Savoldi et al. (2021), these 

different factors influencing bias in machine 

learning should not be seen as autonomous 

elements. The different factors are tightly 

interlinked and may even reinforce one another. In 

MT, one additional potential source of gender bias 

is the difference between languages. Gender is not 

expressed in the same way in every language. 

Based on Corbett (1991; 2013) and McConnell-

Ginet (2013), we identify three types of languages: 

 Genderless Languages. Biological sex 

and sociocultural gender are expressed 

through lexical means only, with words 

such as “man” or “woman”. Finnish and 

Turkish are examples of genderless 

languages.  

 Notional Gender Languages. Gender is 

mostly expressed through lexical and 

pronominal units. As in genderless 

languages, gender is only linked to the 

sociocultural gender to which it refers. 

English is an example of notional gender 

language. 

 Grammatical Languages. Every noun is 

marked by gender, regardless of being an 

animate or inanimate noun. Therefore, 

gender in this case does not strictly 

depend on sociocultural gender. Also, 

grammatical gender applies not only to 

nouns but also other grammatical units, 

such as verbs or adjectives. French and 

Italian are examples of grammatical 

gender languages. 
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Over the years, several test sets were developed 

to evaluate gender bias NLP systems, mainly based 

on the test suites models (King and Falkedal, 1990; 

Lehmann et al., 1996), updated in works such as 

Isabelle et al. (2017). These specific test sets are 

identified as Gender Bias Evaluations Testsets 

(GBETs) by Sun et al. (2019). In the vast majority, 

GBETs in machine translation evaluate gender bias 

through the study of occupational nouns (and 

adjectives) and are based on a binary vision of 

gender. 

However, despite numerous similarities in 

GBETs, they can be divided into different 

categories according to their methodology (Savoldi 

et al., 2021; Wisniewski et al., 2021): 

 GBETs without a defined source gender. 

They focus on studying sentences, 

phrases or words in which no gender is 

defined in the source language translated 

into a language in which gender has to be 

marked. Translation Gender Bias 

Index (Cho et al., 2019) is an example. 

 GBETs with a defined source gender. 

They focus on analysing whether gender 

is properly translated. WinoMT 

(Stanovsky et al., 2019) is an example of 

this type and has been used as a basis in 

several studies (e.g. Levy et al., 2021; 

Troles and Schmid, 2021). In this GBET, 

the source gender is defined but 

ambiguous. Other GBETs, such as 

Occupations test set (Escudé Font and 

Costa-jussà, 2019) and SimpleGEN 

(Renduchintala et al., 2021), on the 

contrary, analyse translations from 

sentences in which the source gender is 

defined and not ambiguous. 

Despite using different approaches, three 

conclusions have emerged in gender bias literature: 

gender bias do occur in translations produced by 

MT, typically neural machine translation (NMT); 

they seem to be highly motivated by gender 

stereotypes; and  MT systems tend to have a male 

default (Schiebinger, 2014) – they tend to favor 

masculine forms at the expense of feminine forms 

(e.g. Farkas and Németh, 2021; Prates et al., 2019; 

Renduchintala et al., 2021). 

Beyond these common results, another aspect is 

important to notice in gender bias literature: the 

vast majority of studies focus on language 

combinations in which the translation is made from 

a language with no or little gender markers into a 

language with more gender markers, as if this 

translation difficulty was required to analyse 

gender bias in machine translation. In most cases, 

the language combinations studied were either 

from a genderless language into English (notional 

gender language) or from English into a 

grammatical gender language. However, 

Wisniewski et al. (2021) observed gender bias in 

translations from French into English. Similarly, 

Ciora et al. (2021) were able to study covert gender 

bias in translations from English into Turkish 

(genderless language), as well as Marzi (2021) 

observed gender bias from and into French and 

Italian, two grammatical gender languages very 

close in their gender marking. These results are 

proof that language combinations different from 

the ones usually studied are worth being further 

examined. 

Following these observations, this study aims at 

contributing to gender bias understanding, and 

focuses more specifically on investigating the 

influence of stereotypes and language 

combinations on bias occurrence in generic NMT 

systems. Our contribution includes a test suite with 

40 sentences formed with occupational nouns and 

unambiguous gender markers, studied in six 

different language combinations, and which 

translations were analysed through human 

evaluation. 

In Section 2, we will introduce our experimental 

framework, followed by our results in Section 3. 

Finally, Section 4 will be dedicated to our 

conclusions and propositions for further work. 

2 Experimental Framework 

In this section, we will describe how our test set 

was created (Section 2.1), how the translation was 

conducted (Section 2.2), and how the translated 

data was evaluated (Section 2.3). 

2.1 Test suite 

Following the model of previous studies such as 

Escudé Font and Costa-jussà (2019), Marzi (2021), 

Renduchintala et al. (2021) and Wisniewski et al. 

(2021), we define gender bias in NMT as a 

translation in which the gender-marked element or 

elements are correct in terms of lexicon but 

incorrect in terms of gender, despite the presence of 

one or more explicit and unambiguous gender 

markers in the source sentence. 
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Our experimental test set is a test suite built from 

short, artificial sentences and designed to 

investigate the impact of stereotypes and language 

combinations on gender bias phenomenon.  

All sentences are based on the same two frames 

(see examples 3 and 4), in which the subject is 

referred to by an occupational noun. Its associated 

gender (male or female) is defined by one or more 

unambiguous markers within the sentence.  

Our test set is composed of 40 sentences 

declined in three languages (120 sentences in total 

in a trilingual parallel corpus, see Appendix A for a 

full view of the test set). 

Investigating the Impact of Stereotypes. 

Following the model of previous studies testing 

stereotypes (e.g. (Renduchintala et al., 2021; 

Stanovsky et al., 2019; Levy et al., 2021), our test 

set was divided into two types of sentences:  

 Pro-stereotypical sentences (PS). 

Sentences in which the grammatical 

gender defined corresponds to the gender 

associated with the stereotypical 

occupational noun.  

 Anti-stereotypical sentences (AS). 

Sentences in which the grammatical 

gender defined does not correspond to the 

gender associated with the stereotypical 

occupational noun (see examples 1 

and 2). 

For more legibility, we will use the terminology 

introduced in Renduchintala et al. (2021). PS 

sentences will be defined as FOFC (Female 

Occupation in Female Context) and MOMC (Male 

Occupation in Male Context), and AS sentences as 

FOMC (Female Occupation in Male Context) and 

MOFC (Male Occupation in Female Context). 

The following sentences are examples of FOMC 

and MOFC. 

(1) This nurse is very serious when it 

comes to his work. (FOMC) 

(2) This mechanic is very serious when it 

comes to her work. (MOFC) 

In total, 10 occupational nouns were tested, five 

associated with female stereotypes and five male 

stereotypes.  The nouns were chosen from previous 

studies which observed a close link between the 

nouns and a gender in language, whether in the 

NLP field (e.g. Bolukbasi et al., 2016; Cho et al., 

2019; Rescigno et al., 2020) or in other fields (e.g. 

(Canessa-Pollard et al., 2022; Lawson et al., 2022). 

Investigating the Impact of Language 

Combinations. Our research is based on 6 

language combinations formed with one notional 

gender language (English), and two grammatical 

gender languages (French and Italian).  

English (EN) sentences contained only one 

gender marker on the pronoun (see Appendix A). 

French (FR) and Italian (IT) sentences, however, 

contained two or three gender markers (see 

Appendix A).  

As gender markers were in different position 

within the sentences, which might have influenced 

our results, we created two parallel sentence frames 

to balance our corpus: sentences with an anaphoric 

reference (A) and sentences with a cataphoric 

reference (C). The following sentences are 

examples of these two different frames. 

(3) This hairdresser is very serious when 

it comes to her work. (A) 

(4) When it comes to her work, this 

hairdresser is very serious. (C) 

In total, three different types of language 

combinations were studied in this experiment: 

 Two language combinations from a 

notional gender language into a 

grammatical gender language (EN>FR 

and EN>IT).  

 Two languages combinations from a 

grammatical language into a notional 

gender language (FR>EN and IT>EN). 

 Two language combinations from and 

into a grammatical gender language 

(FR>IT and IT>FR). 

2.2 Systems and translation 

In this experiment, five different generic NMT 

systems were tested, namely DeepL, Google 

Translate, Microsoft Bing Translator, Reverso and 

Systran.  

In total, 1 200 translations were evaluated (40 

sentences translated by five systems in six different 

language combinations). 

Our experiment was conducted in April 2022. 
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2.3 Human Evaluation 

Our experimental data was evaluated by two 

French, English and Italian-speaking annotators.  

Annotators could report the translations correct, 

incorrect, or null. Null means no unambiguous 

masculine or feminine gender marker was 

displayed, or that a lexical mistake on the 

occupational noun was identified. If not reported as 

null, a translation was considered as correct when 

the target’s gender corresponded to the source’s 

one, and incorrect when the target’s gender did not 

correspond to the source’s one. For instance, the 

translation for sentence 5 by Systran in 6 was 

judged as null since the only gender marker in the 

sentence is neutral. On the other hand, sentence 7 

is an example of a correct translation for sentence 

5, while sentence 8 corresponds to an incorrect 

translation. 

(5) Quando si tratta del suo lavoro, 

quest’infermiere è molto serio. 

(“When it comes to his job, this nurse 

is very serious.”) 

(6) When it comes to your job, this nurse 

is very serious. 

(7) When it comes to his job, this nurse is 

very serious. 

(8) When it comes to her job, this nurse is 

very serious. 

If the annotators did not agree on a valid 

translation’s evaluation, the sentence was reported 

as null. In this study, inter-annotator agreement is 

almost perfect (Cohen’s Kappa: 0.99) according to 

Landis and Koch (1977). 

3 Results 

In this section, we will explore our results, first 

analysing the influence of stereotypes on gender 

bias occurrence (Section 3.1), then the influence of 

language combinations on the phenomenon 

(Section 3.2). 

Overall, our results have shown less biased 

translations than expected: the general error rate is 

only 13.6% (see Table 1). This low result weakens 

the possibility to draw solid conclusions from this 

experiment. However, some observations still are 

worth mentioning. 

3.1 Stereotypes   

As expected, our results confirmed previous 

experiments’ conclusions and defined stereotypes 

as the main reason for gender bias occurrences in 

this framework. Indeed, the number of incorrect 

translations was more than 10 times greater in AS 

sentences than in PS ones (149 in AS sentences 

compared to 14 in PS sentence, see Table 1). Also, 

results show that gender bias tends to occur more 

frequently in anti-stereotypical MOFC sentences. 

This phenomenon is suggested not only in terms of 

numbers (about twice as many incorrect 

translations in MOFC as in FOMC, see Table 1), 

but also in terms of frequency. Indeed, incorrect 

translations were divided in a more homogeneous 

way between the different tested occupational 

nouns in MOFC sentences than in FOMC ones. In  

the FOMC group, almost 3/4 of the biased 

translations occurred in sentences formed with the 

name “nurse”. 

 FOFC MOMC Total PS FOMC MOFC Total AS Total 

Correct 
Value 288 297 585 253 185 438 1 023 

% 96.0 99.0 97.5 84.3 61.7 73.0 85.2 

Incorrect 
Value 12 2 14 46 103 149 163 

% 4.0 0.7 2.3 15.3 34.3 24.8 13.6 

Null 
Value 0 1 1 1 12 13 14 

% 0.0 0.3 0.2 0.3 4.0 2.2 1.2 

Table 1: General results divided into Female Occupation in Female Context sentences (FOFC), Male 

Occupation in Male Context sentences (MOMC), Female Occupation in Male Context sentences (FOMC), and 

Male Occupation in Female Context sentences (MOFC). Detail is also provided for pro-stereotypical 

sentences (PS) and anti-stereotypical sentences (AS). 
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3.2 Language combinations 

Overall, two combinations were noticeable: 

FR>EN and EN>IT. The first one was 

unquestionably the combination less affected by 

gender bias, with only 4 incorrect translations out 

of 200 (see Table 2). On the contrary, the EN>IT 

combination was the one most affected by gender 

bias (see Table 2), with an error rate (incorrect 

percentage) over 50% for AS sentences. These 

results seem to corroborate the idea that biased 

occurrences appear in greater number when 

translating from a language with little gender 

markers into a language with more gender markers 

and in a lesser number in the opposite direction. 

However, other results show that the relation 

between the language combinations’ nature and 

gender bias occurrences is a more complex 

phenomenon. First, for the combinations IT>EN, 

IT>FR, and EN>FR, which correspond to all three 

combination types, very similar results were noted 

(see Table 2). Second, language combinations from 

the same type (respectively FR>EN and IT>EN, 

EN>FR and EN>IT, and IT>FR and FR>IT) did 

not share similar results (see Table 2). Third, 

language combinations including both French and 

Italian have also displayed biased translations, 

despite being languages with identical gender 

systems (see Table 2).  Also, the two combinations 

with Italian as target were the ones displaying the 

highest number of biased translations, which 

suggests that beyond language combination 

considerations, gender bias occurrences may also 

be influenced by monolingual language training 

corpora. Indeed, the hypothesis that Italian corpora 

might be poorer than English or French ones must 

be considered as Italian is a relatively less endowed 

language compared to the other two languages. 

When comparing the results for sentences 

formed with anaphoric or cataphoric references, we 

did not observe a noticeable difference for the 

combinations with English as target (see Table 3). 

However, we noticed a higher number of incorrect 

translations in cataphoric sentences than in 

anaphoric ones for the two combinations with 

English as source and the two without English (see 

Table 3). Therefore, this phenomenon was 

observed, among others, in combinations with 

languages based on identical gender systems but 

not for combinations with languages based in 

different gender systems. This seems to suggest 

that the influence of cataphoric pronominal 

reference as a potentially stronger source of bias 

than anaphoric references may be explained by a 

higher frequency of anaphoric forms in training 

corpora rather than by syntactic structures as we 

hypothesised it. However, this latter explanation 

should not be completely rejected as the described 

tendency for higher biased translations in sentences 

formed with a cataphoric reference was slightly 

greater in language combinations from a notional 

gender language into a grammatical gender 

language (see Table 3). Therefore, with further 

research, language combinations might as well 

display different results based on the combinations’ 

nature. 

 FR>EN IT>EN IT>FR EN>FR FR>IT EN>IT 

Correct 
Value 196 177 174 174 164 138 

% 98.0 88.5 87.0 87.0 82.0 69.0 

Incorrect 
Value 4 18 20 23 36 62 

% 2.0 9.0 10.0 11.5 18.0 31.0 

Null 
Value 0 5 6 3 0 0 

% 0.0 2.5 3.0 1.5 0.0 0.0 

Table 2: General results for the different language combinations ranged from less biased (left) to most 

biased (right) according to incorrect results. 

 

 EN>FR EN>IT FR>EN IT>EN FR>IT IT>FR 

A 8 26 2 10 15 9 

C 15 36 2 8 21 11 

Table 3: Number of incorrect translations found in 

sentences with anaphoric references (A) and 

cataphoric references (C) for each combination. 
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4 Conclusions and further work 

This experiment has confirmed, as seen in previous 

studies, that stereotypes are undeniably the main 

source of gender bias in generic NMT. It has also 

shown that gender bias tends to occur more 

frequently in female contexts, which echoes the 

phenomenon of male default (Schiebinger, 2014) 

discussed in previous studies (e.g. Farkas and 

Németh, 2021; Prates et al., 2019; Renduchintala et 

al., 2021).  

As for language combinations, the experiment 

has shown that gender bias is not a phenomenon 

specific to combinations from a language less 

marked in terms of grammatical gender into a 

language more marked, such as EN>FR or EN>IT. 

Indeed, just as in Marzi (2021), data has shown the 

presence of gender bias even in translations 

between French an Italian, two languages with 

identical gender systems, despite their grammatical 

proximity and the unambiguous aspect of our 

benchmark. Overall, no clear typology has been 

detected according to language combinations’ 

nature, but rather noticeable results individually for 

the combinations at our ranking’s extreme ends. 

Moreover, except for stereotypes, we have not 

been able to clearly identify the source of specific 

system’s behaviours regarding gender bias. Yet, 

potential sources were still suggested and have to 

be taken into account, such as training corpora 

quality and quantity (especially in Italian) or 

syntactic features (pronominal reference). These 

considerations exemplify the complexity of bias 

phenomenon and its multiple interlinked sources. 

Also, some directions would be worth following 

for further research. 

Broader test set. First of all, a greater number of 

occupational nouns could be tested to strengthen 

our conclusions. 

Similarly, other language combinations could be 

tested, introducing other languages based on 

grammatical or notional gender system, for 

instance. 

Diversity in the test set. This test set does not take 

into account the complexity of the studied 

languages. Many other linguistic potential factors 

could be of interest, starting from focusing on 

different elements than occupational nouns as done 

by Cho et al. (2019) or Troles and Schmid (2021), 

for instance; testing gender outside its binary 

male/female vision; or using an authentic corpus 

for the test set, as done by Levy et al. (2021). 
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Appendix A. Test Set 

 EN FR IT 
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This fashion designer is very 

serious when it comes to her 

work. 

Cette styliste est très sérieuse 

quand il s'agit de son travail. 

Questa stilista è molto seria 

quando si tratta del suo lavoro. 

This hairdresser is very serious 

when it comes to her work. 

Cette coiffeuse est très sérieuse 

quand il s'agit de son travail. 

Questa parrucchiera è molto 

seria quando si tratta del suo 

lavoro. 

This makeup artist is very 

serious when it comes to her 

work. 

Cette maquilleuse est très 

sérieuse quand il s'agit de son 

travail. 

Questa truccatrice è molto seria 

quando si tratta del suo lavoro. 

This nurse is very serious when 

it comes to her work. 

Cette infirmière est très sérieuse 

quand il s'agit de son travail. 

Quest'infermiera è molto seria 

quando si tratta del suo lavoro. 

This secretary is very serious 

when it comes to her work. 

Cette secrétaire est très sérieuse 

quand il s'agit de son travail. 

Questa segretaria è molto seria 

quando si tratta del suo lavoro. 

C
a

ta
p

h
o

ri
c 

re
fe

r
en

ce
 

When it comes to her work, this 

fashion designer is very serious. 

Quand il s'agit de son travail, 

cette styliste est très sérieuse. 

Quando si tratta del suo lavoro, 

questa stilista è molto seria. 

When it comes to her work, this 

hairdresser is very serious. 

Quand il s'agit de son travail, 

cette coiffeuse est très sérieuse. 

Quando si tratta del suo lavoro, 

questa parrucchiera è molto 

seria. 

When it comes to her work, this 

makeup artist is very serious. 

Quand il s'agit de son travail, 

cette maquilleuse est très 

sérieuse. 

Quando si tratta del suo lavoro, 

questa truccatrice è molto seria. 

When it comes to her work, this 

nurse is very serious. 

Quand il s'agit de son travail, 

cette infirmière est très sérieuse. 

Quando si tratta del suo lavoro, 

quest'infermiera è molto seria. 

When it comes to her work, this 

secretary is very serious 

Quand il s'agit de son travail, 

cette secrétaire est très sérieuse. 

Quando si tratta del suo lavoro, 

questa segretaria è molto seria. 
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This CEO is very serious when 

it comes to his work. 

Ce PDG est très sérieux quand 

il s'agit de son travail. 

Quest'amministratore delegato è 

molto serio quando si tratta del 

suo lavoro. 

This engineer is very serious 

when it comes to his work. 

Cet ingénieur est très sérieux 

quand il s'agit de son travail. 

Quest'ingegnere è molto serio 

quando si tratta del suo lavoro. 

This mechanic is very serious 

when it comes to his work. 

Ce mécanicien est très sérieux 

quand il s'agit de son travail. 

Questo meccanico è molto serio 

quando si tratta del suo lavoro. 

This pilot is very serious when 

it comes to his work. 

Ce pilote est très sérieux quand 

il s'agit de son travail. 

Questo pilota è molto serio 

quando si tratta del suo lavoro. 

This police officer is very 

serious when it comes to his 

work. 

Ce policier est très sérieux 

quand il s'agit de son travail. 

Questo poliziotto è molto serio 

quando si tratta del suo lavoro. 
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When it comes to his work, this 

CEO is very serious. 

Quand il s'agit de son travail, ce 

PDG est très sérieux. 

Quando si tratta del suo lavoro, 

quest'amministratore delegato è 

molto serio. 

When it comes to his work, this 

engineer is very serious. 

Quand il s'agit de son travail, 

cet ingénieur est très sérieux. 

Quando si tratta del suo lavoro, 

quest'ingegnere è molto serio. 

When it comes to his work, this 

mechanic is very serious. 

Quand il s'agit de son travail, ce 

mécanicien est très sérieux. 

Quando si tratta del suo lavoro, 

questo meccanico è molto serio. 

When it comes to his work, this 

pilot is very serious. 

Quand il s'agit de son travail, ce 

pilote est très sérieux. 

Quando si tratta del suo lavoro, 

questo pilota è molto serio. 

When it comes to his work, this 

police officer is very serious. 

Quand il s'agit de son travail, ce 

policier est très sérieux. 

Quando si tratta del suo lavoro, 

questo poliziotto è molto serio. 
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This fashion designer is very 

serious when it comes to his 

work. 

Ce styliste est très sérieux 

quand il s'agit de son travail. 

Questo stilista è molto serio 

quando si tratta del suo lavoro. 

This hairdresser is very serious 

when it comes to his work. 

Ce coiffeur est très sérieux 

quand il s'agit de son travail. 

Questo parrucchiere è molto 

serio quando si tratta del suo 

lavoro. 

This makeup artist is very 

serious when it comes to his 

work. 

Ce maquilleur est très sérieux 

quand il s'agit de son travail. 

Questo truccatore è molto serio 

quando si tratta del suo lavoro. 

This nurse is very serious when 

it comes to his work. 

Cet infirmier est très sérieux 

quand il s'agit de son travail. 

Quest'infermiere è molto serio 

quando si tratta del suo lavoro. 

This secretary is very serious 

when it comes to his work. 

Ce secrétaire est très sérieux 

quand il s'agit de son travail. 

Questo segretario è molto serio 

quando si tratta del suo lavoro. 
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When it comes to his work, this 

fashion designer is very serious. 

Quand il s'agit de son travail, ce 

styliste est très sérieux. 

Quando si tratta del suo lavoro, 

questo stilista è molto serio. 

When it comes to his work, this 

hairdresser is very serious. 

Quand il s'agit de son travail, ce 

coiffeur est très sérieux. 

Quando si tratta del suo lavoro, 

questo parrucchiere è molto 

serio. 

When it comes to his work, this 

makeup artist is very serious. 

Quand il s'agit de son travail, ce 

maquilleur est très sérieux. 

Quando si tratta del suo lavoro, 

questo truccatore è molto serio. 

When it comes to his work, this 

nurse is very serious. 

Quand il s'agit de son travail, 

cet infirmier est très sérieux. 

Quando si tratta del suo lavoro, 

quest'infermiere è molto serio. 

When it comes to his work, this 

secretary is very serious. 

Quand il s'agit de son travail, ce 

secrétaire est très sérieux. 

Quando si tratta del suo lavoro, 

questo segretario è molto serio. 
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This CEO is very serious when 

it comes to her work. 

Cette PDG est très sérieuse 

quand il s'agit de son travail. 

Quest'amministratrice delegata 

è molto seria quando si tratta 

del suo lavoro. 

This engineer is very serious 

when it comes to her work. 

Cette ingénieure est très 

sérieuse quand il s'agit de son 

travail. 

Quest'ingegnera è molto seria 

quando si tratta del suo lavoro. 

This mechanic is very serious 

when it comes to her work. 

Cette mécanicienne est très 

sérieuse quand il s'agit de son 

travail. 

Questa meccanica è molto seria 

quando si tratta del suo lavoro. 

This pilot is very serious when 

it comes to her work. 

Cette pilote est très sérieuse 

quand il s'agit de son travail. 

Questa pilota è molto seria 

quando si tratta del suo lavoro. 

This police officer is very 

serious when it comes to her 

work. 

Cette policière est très sérieuse 

quand il s'agit de son travail. 

Questa poliziotta è molto seria 

quando si tratta del suo lavoro. 
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When it comes to her work, this 

CEO is very serious. 

Quand il s'agit de son travail, 

cette PDG est très sérieuse. 

Quando si tratta del suo lavoro, 

quest'amministratrice delegata è 

molto seria. 

When it comes to her work, this 

engineer is very serious. 

Quand il s'agit de son travail, 

cette ingénieure est très 

sérieuse. 

Quando si tratta del suo lavoro, 

quest'ingegnera è molto seria. 

When it comes to her work, this 

mechanic is very serious. 

Quand il s'agit de son travail, 

cette mécanicienne est très 

sérieuse. 

Quando si tratta del suo lavoro, 

questa meccanica è molto seria. 

When it comes to her work, this 

pilot is very serious. 

Quand il s'agit de son travail, 

cette pilote est très sérieuse. 

Quando si tratta del suo lavoro, 

questa pilota è molto seria. 

When it comes to her work, this 

police officer is very serious. 

Quand il s'agit de son travail, 

cette policière est très sérieuse. 

Quando si tratta del suo lavoro, 

questa poliziotta è molto seria. 
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Abstract

Our research in Natural Language Processing
(NLP) aims to detect hate speech comments
specifically targeted at the LGBTQ+ commu-
nity within the YouTube platform shared task
conducted by the LT-EDI workshop1. The
dataset provided by the organizers exhibited a
high degree of class imbalance, and to mitigate
this, we employed NLPAUG, a data augmenta-
tion library. We employed several classification
methods and reported the results using recall,
precision, and F1-score metrics. The classifi-
cation models discussed in this paper include a
Bidirectional Long Short-Term Memory (BiL-
STM) model trained with Word2Vec embed-
dings, a BiLSTM model trained with Twitter
GloVe embeddings, transformer models such
as BERT, DistilBERT, RoBERTa, and XLM-
RoBERTa, all of which were trained and fine-
tuned. We achieved a weighted F1-score of
0.699 on the test data and secured fifth place in
task B with 7 classes for the English language.

1 Introduction

The term “hate speech” refers to a specific style
of offensive language that uses generalizations
and stereotypes to convey an ideology of hatred
(Warner and Hirschberg, 2012; Subramanian et al.,
2022). Many people agree on the definition of
”hate speech” as any kind of expression that tar-
gets an individual or group because of their race,
color, ethnicity, gender, sexual orientation, nation-
ality, religion, or other characteristic (Schmidt and
Wiegand, 2017; Priyadharshini et al., 2022; Swami-
nathan et al., 2022b; Hariprasad et al., 2022). The
development of user-generated content online, par-
ticularly on social media platforms, has contributed
to an increase in the amount of hate speech that is
being distributed (Karim et al., 2022; Chakravarthi
et al., 2023a; B and Varsha, 2022).

1https://codalab.lisn.upsaclay.fr/competitions/11077

Over the past several years, there has been a rise
in the amount of hate speech that can be found
online, which has led to an increase in interest in
the process of automating its detection (Santhiya
et al., 2022). One such form of hate speech is ho-
mophobic or transphobic comments, which is hate
targeted towards LGBTQ+ peoples (Chakravarthi,
2023). The procedure of Transphobia and Homo-
phobia Detection entails discerning and isolating
anti-LGBTQ+ content within a given corpus. Hate
speech includes both homophobic and transphobic
words, both of which are harmful to the LGBTQ+
community (Chakravarthi et al., 2022b; Shanmu-
gavadivel et al., 2022).

In our research, we addressed the issue of class
imbalance in our dataset by employing data aug-
mentation techniques using NLPAUG, a Python
library specifically designed for augmenting text
data. This approach effectively mitigated the de-
gree of class imbalance. Subsequently, we trained
our models using various architectures including
BiLSTM (Graves et al., 2005) with pre-trained
Word2Vec (Church, 2017) embeddings and Twitter
GLoVe (Pennington et al., 2014) embeddings, as
well as BERT (Devlin et al., 2019), DistilBERT
(Sanh et al., 2019), Roberta (Liu et al., 2019), and
XLM-Roberta (Conneau et al., 2019), while fine-
tuning them. Among these models, the best perfor-
mance was achieved by the BiLSTM + Word2Vec
model, which yielded a weighted F1-score of 0.56
on the validation dataset and 0.699 on the test
dataset, placing it in the fifth rank in English.

2 Related Work

Chakravarthi et al. (2022a) created the homopho-
bic/transphobic dataset and first to release the for
public research. Chakravarthi et al. (2022b) and
Chinnaudayar Navaneethakrishnan et al. (2023)
organized shared first shared tasks to detect the
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homophobia and transphobia comments from so-
cial media in English, Tamil, Tamil-English, and
Malayalam language settings. There were many
participants who competed in the shared tasks and
produced system description papers.

Garcı́a-Dı́az et al. (2022) used a knowledge in-
tegration technique to train a neural network that
effectively merges multiple feature sets. These
include sentence embeddings in context and out
of context, as well as linguistic features retrieved
using a technique created by their research group.
They got seventh, third, and second rank in English,
Tamil, and Tamil-English respectively.

Following the implementation of sampling tech-
niques to correct the data imbalance, feature ex-
traction was conducted using a count vectorizer,
TF-IDF, and a variety of classifiers. Among other
techniques, SVM Classifiers, word embeddings,
and BERT-based transformers were utilized by
Swaminathan et al. (2022a). For the vectoriza-
tion of remarks, TF-IDF has been combined with
various bigram models, and Support Vector Ma-
chines was used to create the model by Ashraf et al.
(2022). Upadhyay et al. (2022) utilized a collec-
tion of transformer-based models to construct a
classifier and their system placed second for En-
glish, eighth for Tamil, and tenth for Tamil-English.
Nozza (2022) used data augmentation and ensem-
ble modeling along with different large language
models (BERT, RoBERTa, and HateBERT) to fine-
tune, and the weighted majority vote was applied
to their predictions. Her proposed model received
scores of 0.48 and 0.94 for the macro and weighted
F1 scores, placing it in third place in English.

3 Dataset

The training dataset comprised 3,164 data, while
the validation dataset contained 999 data, with both
datasets featuring a single column for text and an-
other column for associated labels. The test dataset
encompassed 990 data, with the objective to pre-
dict the corresponding labels. During preprocess-
ing, the validation dataset underwent cleaning, re-
sulting in a reduced size of 792 data. The valida-
tion dataset underwent cleaning because some data
points did not have the output so we tried to remove
those text data which didn’t have its output labels
(Chakravarthi et al., 2023b).

The number of labels for each class in the train-
ing dataset and validation dataset are given in Ta-
ble 1 and Table 2 respectively. To develop our

classification models, we trained them on the train-
ing dataset and assessed their performance on the
validation dataset. Ultimately, our final predictions
for the labels were generated using the test dataset.
Notably, the training dataset exhibited a substan-
tial class imbalance, where certain classes were
significantly underrepresented compared to others.
Class imbalance occurs when the distribution of
instances across different classes is skewed in this
manner.

Type of labels Training labels size
None-of-the-above 2240
Hope-Speech 436
Counter-speech 302
Homophobic-derogation 167
Homophobic-Threatening 12
Transphobic-derogation 6
Transphobic-Threatening 1

Table 1: Labels sizes in training dataset.

Type of labels Validation labels size
None-of-the-above 553
Hope-Speech 111
Counter-speech 84
Homophobic-derogation 41
Transphobic-derogation 2
Homophobic-Threatening 1

Table 2: Labels sizes in validation dataset.

4 Methodology

In order to address the issue of high-class imbal-
ance present in the dataset, we applied data augmen-
tation techniques using the NLPAUG (Ma, 2019)
library in Python. By augmenting the dataset, we
aimed to ensure that the text inputs used for train-
ing the model would be diverse and representative,

Type of labels Augmented labels size
None-of-the-above 2240
Hope-Speech 2114
Counter-speech 1746
Homophobic-derogation 1210
Homophobic-Threatening 786
Transphobic-derogation 109
Transphobic-Threatening 12

Table 3: Labels sizes in augmented dataset.
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Figure 1: Text preprocessing steps

minimizing the risk of creating biases towards any
specific label during prediction. The NLPAUG
used for augmentation, augmented each text around
7-10 times similarly the label size of the Trans-
phobic derogation in the original dataset consisted
of only 1 label so we can augment it to only 12
sentences. Further experimental analysis and the
detailed methodology for conducting these experi-
ments are elaborated in the subsequent subsections
of this paper.

4.1 Data Augmentation with NLPAUG

Data augmentation is a technique of artificially
increasing the training set by creating modified
copies of a dataset using existing data. This simply
means we want to generate more data and more
examples from our current dataset. So if there is
a data (X, Y), where X is a sentence and Y is its
corresponding label. So, we can imagine it to be
like X is a comment and Y is the label associated
with that comment. As a part of data augmentation,
we transform this X and create X’ out of it, while
still preserving the label Y.

(X,Y )−−− T −−− > (X ′, Y ) (1)

So, as we can see since Y is still preserved,
which means the transformation that we want to ap-
ply, say, T, has to be semantically invariant which
means it doesn’t change the meaning of the origi-
nal sentence. So, X’ could be syntactically a little
different compared to X, but semantically it should
mean the same thing. To deal with the Data aug-
mentation technique NLPAUG (a Python library)
was used for textual augmentation. The goal was to
improve deep learning model performance by gen-
erating textual data. Using NLPAUG reduced the
degree of class imbalance which would make the
model train better and generalize the labels better.

NLPAUG provides three different types of
augmentation:

• Character level augmentation

• Word level augmentation

• Flow/Sentence level augmentation

As the class imbalance was very high we tried to
augment each label in many different ways by using
insert, substitute, swap, delete, and split actions
on the words of the text so that they can augment
sentences in many ways so that sentences generated
should not repeat. As there was a need for the
generation of many sentences we tried them to
augment in many different ways. We tried with
Word level augmentation.

Word-level augmentation uses trained word em-
beddings like GloVe, Word2Vec, and fastText to
replace words with similar word embeddings. It
helps to identify the closest word vector from latent
space to replace the original sentence. Thus it helps
to substitute and insert words with similar mean-
ings and generate more sentences. We also tried
Back Translation which comes with the NLPAUG
package and generated a few sentences. The basic
idea behind back-translation is to translate a sen-
tence into another language and then back into the
original language, with few word changes. So that
it can be used to generate more training data to im-
prove the model performance. We tried to give the
parameter to the sentence to limit the words which
can be changed or can be inserted or can be deleted
so that they cannot change the whole meaning of
the whole sentence. After augmentation, the labels
generated with their sizes are shown in Table 3.

4.2 Preprocessing
To facilitate the hate speech detection task, neces-
sary transformations were applied to the collected
comments in the dataset, specifically targeting Ho-
mophobic and Transphobic data. This involved a
series of preprocessing steps shown in Figure 1 to
ensure the data was in a suitable format for analy-
sis.
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To improve the text understanding and minimize
noise interference in algorithms, special charac-
ters, as well as numbers, were eliminated from
the dataset. This preprocessing step was accom-
plished by utilizing the regular expressions (regex)
library in Python. By removing these non-essential
elements, the dataset was streamlined for further
analysis and algorithmic processing.

In order to enhance the processing of meaningful
data and account for potential gender biases when
analyzing hate speech related to the LGBTQ+ com-
munity, we utilized the Natural Language Toolkit
(NLTK)2 library to create a list of stopwords. Stop-
words are commonly used words in a language that
contribute little information to the text. However, to
ensure the preservation of gender-specific context
and avoid potential bias, we made modifications
to the stopwords class by removing certain words
{”he,” ”him,” ”his,” ”himself,” ”she,” ”she’s,” ”her,”
”hers,” and ”herself”}. By excluding these words
from the stopwords class, we aimed to retain their
impact and relevance in our analysis of hate speech
targeting the LGBTQ+ community.

Lemmatization is an advanced form of stem-
ming. Stemming might not result in an actual word,
whereas lemmatization does conversion properly
with the use of vocabulary, normally aiming to re-
turn the base form of a word, which is known as
the lemma. To achieve this, we utilized the Word-
NetLemmatizer package from the NLTK library,
ensuring the proper transformation of words in our
analysis.

4.3 Training with BiLSTM using Word
Embeddings

Word embeddings refer to a technique that converts
individual words into numerical representations,
commonly known as vectors. In this approach,
each word is associated with a unique vector, and
these vectors are learned in a manner resembling
a neural network. The objective is to capture the
diverse characteristics of each word within the con-
text of the entire text. By leveraging word embed-
dings, we can effectively represent and analyze the
semantic relationships between words in a text cor-
pus.
We utilized pre trained Word2Vec and Twitter
Glove embeddings to generate word representa-
tions, which were then employed to train a Bidi-
rectional LSTM (BiLSTM) model. BiLSTM is a

2https://www.nltk.org/

variation of the LSTM architecture, that enables the
processing of data in both the forward and back-
ward directions, effectively capturing contextual
information from both past and future contexts.

We implemented a BiLSTM model by fine-
tuning it using Grid Search CV. The maximum
sequence length was set to 64, and each word was
represented by a 128-dimensional vector. Our BiL-
STM model consisted of a BiLSTM layer with 32
LSTM units. The output from the BiLSTM layer
was then passed to a flattened layer to reshape the
data. Finally, we added a dense layer with 7 units
and used the softmax activation function to obtain
the probabilities for each of the 7 labels. This al-
lowed us to predict the label for a given text based
on the label with the highest probability.

4.4 Modelling with Transformers
We train our models using the Huggingface Trans-
formers 3 library using the TensorFlow backend for
implementation. We fine-tune our four pre-trained
language models BERT, RoBERTa, DistilBERT,
and XLM-RoBERTa. All the above models fol-
low similar architecture related to BERT. We used
Hugging face Huggingface’s AutoNLP to tokenize
the texts and we generated 768 dimensional em-
beddings for each token through it. We set the
learning rate to 2e−5 and used AdamW optimizer
and trained the model.

BERT (Bidirectional Encoder Representations
from Transformers)4 is an innovative technique in
natural language processing (NLP) that has been
developed by Google. It leverages transformer-
based models to generate contextualized word
embeddings, setting it apart from traditional uni-
directional models. By employing bidirectional
training, BERT processes the complete input sen-
tence or paragraph concurrently, enabling it to cap-
ture the contextual dependencies and subtleties of
each word by considering both its preceding and
succeeding words. This bidirectional approach
empowers BERT to comprehensively understand
the intricate interplay of words and their context,
thereby enhancing its ability to represent the nu-
anced semantics of the language. We used Bert
base uncased model for training.

RoBERTa 5 is a modified and optimized version
of BERT, trained on a larger dataset for an extended
period. It outperforms BERT by 4% - 5%in natural

3https://huggingface.co/models
4https://huggingface.co/bert-base-uncased
5https://huggingface.co/roberta-base
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Model Pm Rm F1m Pw Rw F1w Acc
Word2Vec+BiLSTM 0.15 0.17 0.18 0.42 0.44 0.43 0.49
TwitterGloVe+BiLSTM 0.12 0.13 0.14 0.39 0.41 0.40 0.43
BERT 0.04 0.16 0.10 0.06 0.15 0.07 0.13
DistilBERT 0.11 0.15 0.10 0.05 0.18 0.08 0.15
RoBERTa 0.03 0.11 0.08 0.05 0.14 0.07 0.14
XLM-RoBERTa 0.06 0.17 0.09 0.06 0.17 0.08 0.14

Table 4: Classification report on the original dataset where Pm : Macro-average Precision, Rm : Macro-average
Recall, F1m : Macro-average F1-score, Pw : Weighted-average Precision, Rw : Weighted-average Recall, F1w :
Weighted-average F1-score, Acc : Accuracy.

Model Pm Rm F1m Pw Rw F1w Acc
Word2Vec+BiLSTM 0.14 0.18 0.15 0.50 0.64 0.56 0.64
TwitterGloVe+BiLSTM 0.15 0.15 0.15 0.51 0.53 0.52 0.53
BERT 0.09 0.28 0.13 0.05 0.18 0.08 0.18
DistilBERT 0.08 0.27 0.12 0.05 0.16 0.08 0.16
RoBERTa 0.09 0.28 0.13 0.06 0.16 0.09 0.16
XLM-RoBERTa 0.08 0.29 0.13 0.05 0.17 0.08 0.17

Table 5: Classification report on the augmented dataset where Pm : Macro-average Precision, Rm : Macro-average
Recall, F1m : Macro-average F1-score, Pw : Weighted-average Precision, Rw : Weighted-average Recall, F1w :
Weighted-average F1-score, Acc : Accuracy.

language inference tasks and employs a byte-level
BPE tokenizer, which leverages a universal encod-
ing scheme for improved performance. We used
roberta base model for training.

XLM-RoBERTa6 represents a multilingual
adaptation of the RoBERTa model that has un-
dergone pre-training on a vast corpus of filtered
CommonCrawl data, encompassing 2.5 TB and
comprising content from 100 diverse languages.
We used xlm roberta base model for training.

DistilBERT7 is a compact and efficient
transformer-based model, reduces size and com-
putational requirements compared to BERT. It re-
tains over 95% of BERT’s performance on the
GLUE benchmark, making it ideal for resource-
constrained environments. With 40% fewer pa-
rameters, DistilBERT achieves faster processing,
making it well-suited for real-time NLP applica-
tions. Distillation transfers knowledge from BERT,
enabling DistilBERT to leverage BERT’s language
understanding capabilities while addressing com-
putational limitations. We used distilbert base un-
cased model for training.

6https://huggingface.co/xlm-roberta-base
7distilbert-base-uncased

5 Results and Conclusions

Table 4 gives the classification report on the orig-
inal dataset whereas Table 5 gives the report on
the augmented dataset. Both tables represented the
results of various transformer models and BiLSTM
model trained on Word2Vec and Twitter GLoVe
embeddings. The models results were based on
the validation dataset. We can see that there was
significant improved performance on the models
after augmentation in the BiLSTM models perfor-
mance. The BERT models and its variants were
showing less performance when compared to BiL-
STM. This was because we have not fine tuned
these models but after fine tuning it we can achieve
much better results. In our model evaluation, we
favor the weighted F1 score over accuracy due to
the prevalence of imbalanced class distributions
in classification problems. The weighted F1 score
provides a comprehensive assessment by consider-
ing precision, recall, and the imbalances in class
distribution. This metric allows us to offer a more
accurate and reliable evaluation of the models’ per-
formance.In our submission on shared task, we re-
ported the predictions of our BiLSTM + Word2Vec
model on the test dataset, achieving a weighted F1-
score of 0.699. This performance ranked us fifth in
the shared task competition. We conclude that our
fine tuned BiLSTM model with Word2Vec exhibit
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promising performance and is suitable for future
dataset predictions.

6 Future Works

In light of the suboptimal performance exhibited
by transformers in this context, our forthcoming
research will focus on refining their effectiveness
through targeted fine-tuning strategies. Specifically,
we intend to explore the efficacy of diverse opti-
mizers such as randomized search and Keras op-
timizers to enhance the model’s capabilities. Ad-
ditionally, we would aim to incorporate sentence
augmentation techniques utilizing established li-
braries like NLPAUG. Furthermore, the integra-
tion of SMOTE (Synthetic Minority Over-sampling
Technique) would be explored to introduce text
data diversity.
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Abstract

Homophobia and Transphobia is defined as ha-
tred or discomfort towards Gay, Lesbian, Trans-
gender or Bisexual people. With the increase
in social media, communication has become
free and easy. This also means that people can
also express hatred and discomfort towards oth-
ers. Studies have shown that these can cause
mental health issues. Thus detection and mask-
ing/removal of these comments from the social
media platforms can help with understanding
and improving the mental health of LGBTQ+
people. In this paper, GPT2 is used to detect
homophobic and/or transphobic comments in
social media comments. The comments used
in this paper are from five (English, Spanish,
Tamil, Malayalam and Hindi) languages. The
results show that detecting comments in En-
glish language is easier when compared to the
other languages.

1 Introduction

Homophobic and/or Transphobic comments is a
form of Hate Speech directed towards LGBTQ+
community. With the increase in internet and use of
social media, the use of derogatory comments have
increased considerably. These comments cause
mental health issues for a lot of people within the
LGBTQ+ community (Chakravarthi et al., 2022a,b;
Chakravarthi, 2023). Thus identification of these
comments is necessary to improve the well being of
the community. This is a specific case of offensive
language or Hate speech detection.

The task in this paper, is to identify and classify
text into 3 classes (sub task 1) or 7 classes (sub
task 2) [detailed in section 2]. The language con-
cerned in this task are English, Tamil, Malayalam,
Hindi and Spanish. Some text are code-mixed
text. Code-mixing is the process of mixing more
than one language in a text. Chakravarthi et al.
(2020) and Chakravarthi et al. (2022c) have devel-

oped a dataset and methods for sentiment anal-
ysis for code-mixed data for the Dravidian lan-
guages of Tamil and English. The task in this
paper is a multi class classification problem. In
this task, there are more than 2 predefined classes
and each text can be placed in only one of the
predefined class. Several multi class classification
approaches have been proposed previously like in
(Thavareesan and Mahesan, 2019), (Thavareesan
and Mahesan, 2020a). However, considering the
languages and context, all the methods might not
be suitable for the task at hand. (Thavareesan and
Mahesan, 2020b) have proposed a embedding for
the language Tamil. Other forms of pre process-
ing for Dravidian languages have been proposed
by Ghanghor et al. (2021); Puranik et al. (2021);
U Hegde et al. (2021); Yasaswini et al. (2021)

2 Task Description

In this task in Chakravarthi et al. (2022a), com-
ments from social media from different languages
are used for the classification. The task has two sub
tasks. In the first subtask, the comments are from
five languages (English, Spanish, Tamil, Malay-
alam and Hindi) with 3 labels (Non-anti-LGBT+
content, Homophobia and Transphobia). The
second subtask has comments from 3 languages
(English,Tamil and Malayalam) with 7 labels
(Counter-speech, Homophobic-derogation,
Homophobic-Threatening, Hope-Speech,
Transphobic-derogation, Transphobic-Threatening,
None-of-the-above). Tables 1 and 2 shows the
number of comments in each set for the different
languages and different sub tasks.

3 Related Work

Detection and Classification homophobic and trans-
phobic comments can be considered as a specific
case of Hate Speech detection. There has been
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Language Train Dev Test
English 3164 792 990
Tamil 2662 666 831

Malayalam 3114 1211 864
Hindi 2560 318 321

Spanish 850 236 500

Table 1: Data statistics for Sub Task 1

Language Train Dev Test

English 3149 792 990
Tamil 2662 666 833

Malayalam 3114 1213 866

Table 2: Data statistics for Sub Task 2

several works done in the field of hate speech or
offensive language detection detection. Within this
field several work has been done. Machine Learn-
ing methods have been commonly used for classifi-
cation in several works such as (Yin et al., 2009),
(Dadvar et al., 2013), (ming Xu et al.), (Razavi
et al., 2010), (Spertus, 1997). These work focus on
cyber bullying, where a machine learning model is
used to classify text into specified categories such
that cyber bullying can be detected and reported.
(Rodrı́guez-Ibánez et al., 2023) proposes a compre-
hensive review for the sentiment analysis methods
applied on social media data. The authors review
both academic and industrial tools that have been
developed for the purpose of sentiment analysis of
social media texts.

Recent efforts on classification of offensive text
involve the use of Neural Networks. Within this
context, (Risch et al., 2020) compare four models:
an interpretable machine learning model (naive
Bayes), a model-agnostic explanation method
(LIME), a model-based explanation method (LRP),
and a self-explanatory model (LSTM with an at-
tention mechanism), showing that complex models
perform better than simpler ones.

Most work done within this area focuses on the
English Language, however there are language
processing challenges when different languages
are used. (Chakravarthi, 2022b; Kumaresan et al.,
2022; Chakravarthi, 2022a) presents an improve-
ment of word sense translation for under-resourced
languages. (Jeyafreeda, 2020) proposed a Multi-
class Classification method, where several Machine
Learning algorithms have been adapted to the task
of sentiment analysis and based on the accuracy

of the algorithms on the development set the best
suited technique is chosen for the language and
the task. (Andrew, 2021) suggests few machine
language approaches to classify texts from Code-
mixed Dravidian Languages. (Andrew, 2022) uses
a CNN approach for the classification of emotion
in YouTube comments for the dravidian language
of Tamil. In this paper, the data from various lan-
guages are pre-processed with using methods de-
scribed in (Andrew, 2021) and (Andrew, 2022).
This is then used along with a GPT model for clas-
sification.

4 Proposed System

In this work GPT2 is used for classification of Ho-
mophobic and Transphobic comments. The model
is finetuned on the training dataset for each task and
every language. For languages other than English,
the text is replaced with the IPA equivalent, this
approach has been inspired from (Andrew, 2021)
and (Andrew, 2022). The categories are in English
language, thus IPA equivalent character need not
be substituted.

Pre-processing: Similar to (Andrew, 2022), a
few steps of pre-processing is performed to get the
accurate representation of the text.

This involves the following:

• Texts from languages other than English into
IPA text equivalents. The International Pho-
netic Alphabet (IPA) is an alphabetic system
of phonetic notation based primarily on the
Latin script. This is performed using the
anyascii package in Python.

• The emojis are substituted with the words of
the emotion they represent like happy, sad,
excited etc.

• The tokenizer from the pretrained GPT2
model is used for tokenization of the trans-
formed text.

GPT2 GPT, Generative Pre trained models, is
a neural network based architecture which uses
transformers. These use a self-attention mecha-
nism allowing to focus on different parts of the
input text during the various stages on process-
ing. GPT-2 model has 1.5 billion parameters and
has been trained on 8 million web pages in a self-
supervised fashion. (Radford et al., 2019) provides
a detailed description of the model. The inputs are
sequences of continuous text of a certain length
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and the targets are the same sequence, shifted one
token (word or piece of word) to the right. The
model uses internally a mask-mechanism to make
sure the predictions for the token i only uses the
inputs from 1 to i but not the future tokens. This
allows the model to learn the inner representation
of the language, which can then be used to extract
features for downstream tasks.

GPT2 for classification: Python has a range
of packages that allow the use of GPT models
such as Hugging Face’s Transformers, NLTK, and
TextBlob. In this paper, this python package is used
for classification of text into classes of sentiments.
The training data for each language is used to fine
tune these models with the different classes (vary-
ing for the two sub classes) and for each language.

Figure 1: Process flow

5 Evaluation

The performance of the classification system is
measured in terms of macro averaged Precision,
macro averaged Recall and macro averaged F-
Score across all the classes (for both sub tasks).
The Scikit-learn 1 package is used for this purpose.

1https://scikit-learn.org/stable/
modules/generated/sklearn.metrics.
classification_report.html

6 Results

Language Weighted F1
English 0.90
Tamil 0.27

Malayalam 0.25
Hindi 0.02

Spanish 0.0

Table 3: Results of Sub Task 1

Language Weighted F1
English 0.23
Tamil 0.65

Malayalam 0.06

Table 4: Results of Sub Task 2

Tables 3 and 4 show the results of the sub tasks
1 and 2 respectively. To recap, the sub task 1 is to
classify the text into 3 classes (Non-anti-LGBT+
content, Homophobia and Transphobia) and the
sub task 2 is to classify the text into 7 classes
(Counter-speech, Homophobic-derogation,
Homophobic-Threatening, Hope-Speech,
Transphobic-derogation, Transphobic-Threatening,
None-of-the-above). Although the models are
specifically fine tuned for each languages and
sub tasks, some fine tuned models perform better
than the others. From Table 3, it can be noted
that the best results of the model are for the
English language, this is obvious considering the
model has been trained initially with English texts.
However, table 4 shows that the model achieves
better performance the Tamil language with the
F1 score of 0.65, while for the English language
the score is 0.23. This is an interesting result,
considering that the Tamil Language texts have
been replaced with IPA format text while the
English language text went through no such pre
processing. This could be because of the increase
in the number of classes for classification. The
most common class in the training data for the
tamil language was ”None-of-the-above”, while
the English language had several texts in each
classes. The model was not a success for the
Spanish and Hindi language, as seen from 3. For
the other languages, the models achieve an average
of 0.20 for F1-score. This is not the best results.
This indicates that several improvements need to
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be made to adapt models into other languages.
The replacement of text with IPA characters have

been efficient for some machine learning models
(Andrew, 2021) and (Andrew, 2022), however it
might not be the best representation for a trans-
former based model. Choosing to use a different
embedding system might prove to be more efficient,
such as (Thavareesan and Mahesan, 2020b) for the
Tamil language. A tokenizer designed for specific
languages can be used in place of the GPT2 pre-
trained tokenizer. Improving the balance of classes
in the training set could help in better classification
of the test set.
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Jiménez. 2023. A review on sentiment analysis from
social media platforms. Expert Systems with Appli-
cations, 223:119862.

Ellen Spertus. 1997. Smokey: Automatic recognition
of hostile messages. In Aaai/iaai, pages 1058–1065.

Sajeetha Thavareesan and Sinnathamby Mahesan. 2019.
Sentiment analysis in tamil texts: A study on machine
learning techniques and feature representation. In
2019 14th Conference on Industrial and Information
Systems (ICIIS), pages 320–325.

Sajeetha Thavareesan and Sinnathamby Mahesan.
2020a. Sentiment lexicon expansion using word2vec
and fasttext for sentiment prediction in tamil texts. In
2020 Moratuwa Engineering Research Conference
(MERCon), pages 272–276.

Sajeetha Thavareesan and Sinnathamby Mahesan.
2020b. Word embedding-based part of speech tag-
ging in tamil texts. In 2020 IEEE 15th International
Conference on Industrial and Information Systems
(ICIIS), pages 478–482.

Siddhanth U Hegde, Adeep Hande, Ruba
Priyadharshini, Sajeetha Thavareesan, and
Bharathi Raja Chakravarthi. 2021. UVCE-
IIITT@DravidianLangTech-EACL2021: Tamil troll
meme classification: You need to pay more attention.
In Proceedings of the First Workshop on Speech and
Language Technologies for Dravidian Languages,
pages 180–186, Kyiv. Association for Computational
Linguistics.

Jun ming Xu, Kwang sung Jun, Xiaojin Zhu, and Amy
Bellmore. Learning from bullying traces in social
media.

Konthala Yasaswini, Karthik Puranik, Adeep
Hande, Ruba Priyadharshini, Sajeetha Thava-
reesan, and Bharathi Raja Chakravarthi. 2021.
IIITT@DravidianLangTech-EACL2021: Transfer
learning for offensive language detection in Dravid-
ian languages. In Proceedings of the First Workshop
on Speech and Language Technologies for Dravidian
Languages, pages 187–194, Kyiv. Association for
Computational Linguistics.

Dawei Yin, Zhenzhen Xue, Liangjie Hong, Brian Davi-
son, April Edwards, and Lynne Edwards. 2009. De-
tection of harassment on web 2.0.

82



LT-EDI 2023 – Third Workshop on Language Technology for Equality, Diversity and Inclusion,
pages 83–88, Varna, Bulgaria, Sep 7, 2023.

https://doi.org/10.26615/978-954-452-084-7_012

iicteam@LT-EDI: Leveraging pre-trained Transformers for
Fine-Grained Depression Level Detection in Social Media

Vajratiya Vajrobol, Karanpreet Singh, Nitisha Aggarwal
Institute of Informatics and Communication, University of Delhi, India.

tiya101@south.du.ac.in,

karanpreet.singh@iic.ac.in, nitisha@south.du.ac.in

Abstract

Depression is a significant mental illness
characterized by feelings of sadness and a
lack of interest in daily activities. Early
detection of depression is crucial to prevent
severe consequences, making it essential to
observe and treat the condition at its onset.
At ACL-2022, the DepSign-LT-EDI project
aimed to identify signs of depression in in-
dividuals based on their social media posts,
where people often share their emotions
and feelings. Using social media postings
in English, the system categorized depres-
sion signs into three labels: ”not depressed,”
”moderately depressed,” and ”severely de-
pressed.” To achieve this, our team has
applied MentalRoBERTa, a model trained
on big data of mental health. The test re-
sults indicated a macro F1-score of 0.439,
ranking the fourth in the shared task.

1 Introduction

Depression is a significant mental health con-
dition that affects individuals worldwide. It
is characterized by persistent feelings of sad-
ness, lack of interest in daily activities, and
a range of emotional and physical symptoms.
The World Health Organization (WHO) esti-
mates that more than 300 million people of all
ages suffer from depression, making it a signifi-
cant public health concern (World Health Or-
ganization, 2017) (Organization, 2017). Early
detection and intervention play a crucial role in
effectively addressing depression and reducing
its impact on individuals’ lives (Beames et al.,
2021).

Recognizing the importance of early detec-
tion, researchers have turned to artificial intel-
ligence (AI) techniques to develop automated
systems for the detection of depression. Social
media platforms have emerged as a valuable

source of data for understanding individuals’
mental health, as people often express their
thoughts, emotions, and experiences in their
online posts. By leveraging the vast amount
of user-generated content on social media, re-
searchers aim to detect signs of depression in
a timely manner and provide appropriate sup-
port (D’Alfonso, 2020). In this research, we
focus on leveraging pre-trained learning mod-
els, specifically MentalRoBERTa transformers,
for fine-grained depression detection in social
media. Pre-trained transformers have shown
remarkable success in various natural language
processing tasks, and we seek to harness their
capabilities to accurately identify and classify
depression-related patterns in social media text
(Vajrobol et al., 2022).

One of the challenges in depression detection
is the presence of imbalanced datasets, where
instances of non-depressive posts and moder-
ate level of depression are significantly outnum-
bered by severe depression-related posts. To
address this issue, we employ text augmen-
tation techniques to artificially increase the
number of depressive instances in the dataset,
thereby enhancing the model’s ability to learn
from the imbalanced data distribution.

The primary contribution of our research lies
in developing a robust model for fine-grained
depression detection by leveraging pre-trained
MentalRoBERTa transformers and employing
text augmentation techniques to handle imbal-
anced datasets. By detecting depression at a
fine-grained level, we aim to provide more nu-
anced insights into individuals’ mental health
states and facilitate targeted interventions and
support.

In the following sections, we will describe the
related work in the field of depression detection
from social media and discuss the methodolo-
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gies and experiments conducted in our research.
The results obtained will demonstrate the ef-
fectiveness and contributions of our proposed
approach for leveraging pre-trained learning in
fine-grained depression detection. Ultimately
the conclusion and future works will be drawn.

2 Literature surveys

Depression is a significant mental health issue
that affects millions of people worldwide. Early
detection and intervention are crucial for pro-
viding timely support to individuals suffering
from depression. With the rise of social media
platforms, researchers have begun exploring
the potential of leveraging pre-trained learning
models for fine-grained depression detection in
social media posts. In a recent study, (Lam
et al., 2019) employed multi-modal data and
proposed a novel method that combines topic
modeling using transformers and a deep 1D
convolutional neural network (CNN) for acous-
tic feature modeling. The results demonstrated
that the deep 1D CNN and transformer models
achieved state-of-the-art performance for audio
and text modalities, respectively. Furthermore,
the multi-modal results are comparable to the
state-of-the-art depression detection systems.

Furthermore, (Martnez-Castano et al., 2020)
investigated early detection of signs of self-
harm and measuring the severity of the signs of
Depression. Their approach focused on utiliz-
ing BERT-based classifiers trained specifically
for each task. The results demonstrated that
this approach yielded excellent performance
across various measures. The study suggested
that trained BERT-based classifiers can accu-
rately identify social media users at risk of self-
harming, with a precision rate of up to 91.3
%. Recent study also performed depression
detection in low-resource language like Thai,
and found out XLM-RoBERTa based on Trans-
formers has performed the best with 79.12%
accuracy (Vajrobol et al., 2022).

A study by (Meng et al., 2021) focused on
leveraging the application of temporal deep
learning models with a transformer architec-
ture to predict future diagnosis of depression
using electronic health record (EHR) data. The
model demonstrated improved precision-recall
area under the curve (PRAUC) for depression
prediction, achieving a PRAUC increase from

0.70 to 0.76 compared to the best baseline
model.

(S et al., 2022) investigated the detection
of signs of depression in social media Text
using transformer models like DistilBERT,
RoBERTa, and ALBERT. The prediction pro-
cess involved assigning three labels to the data:
Moderate, Severe, and Not Depressed. The
evaluation of their models revealed Macro F1
scores of 0.337, 0.457, and 0.387 for Distil-
BERT, RoBERTa, and ALBERT, respectively.

One notable study by (Zhang et al., 2022) fo-
cused on utilizing a hybrid deep learning model
called RoBERTa-BiLSTM to extract features
from sequences of depression text. The model
combines the strengths of sequence models and
Transformer models while mitigating the lim-
itations of sequence models. By utilizing the
Robustly optimized BERT approach, the model
maps words into a meaningful word embedding
space and effectively captures long-distance
contextual semantics using the Bidirectional
Long Short-Term Memory model. Experimen-
tal results demonstrated that this model holds
promise for improving the accuracy and ro-
bustness of depression detection, aiding in the
timely identification and treatment of individ-
uals experiencing depression.

Another relevant study by (Vetulani et al.,
2023) demonstrated that transformer en-
sembles outperformed individual transformer-
based classifiers in detecting depression. This
finding underscores the significance of leverag-
ing ensemble models to improve the accuracy
and robustness of depression detection from
social media posts. By harnessing the power
of transfer learning, we can effectively apply
knowledge gained from one dataset to enhance
the performance on a different dataset, expand-
ing the applicability of our models.

These previous studies collectively illustrated
the effectiveness and versatility of leveraging
pre-trained learning for fine-grained depression
detection in social media. By fine-tuning pre-
trained transformers, researchers have been
able to capture intricate linguistic patterns and
emotional expressions indicative of depression.
This approach holds immense promise for de-
veloping accurate and scalable tools for early
detection and intervention in individuals at risk
of depression.
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Figure 1: The process of detection level of depression

3 Methods

The Training data has been provided by com-
petition organizers, further divided into train-
ing sets and validation sets 80:20 as demon-
strated in Figure 1. After splitting dataset,
text augmentation techniques have been ap-
plied because the shared training data is imbal-
anced. For the classification, MentalRoBERTa
has been trained and fine-tuned on training sets.
Furthermore, this fine-tuned MentalRoBERTa
has been utilized to assess testing performance
with test sets.

3.1 Dataset and data pre-processing

The original training dataset in the shared task
(Sampath et al., 2023) has been included in
7,201 records and divided into three labels,
such as moderate depression with 3,678 rows,
not depression with 2,755 rows, and severe
depression with 768 rows (Losada et al., 2017;
DravidianLangTech, 2023). The data is hugely
imbalanced. Therefore, we have applied two
text augmentation techniques like synonyms
(replacing words with similar meanings) and
random swap (rearranging word order) enhance
data variety, aiding machine learning models
to better understand language and generalize
effectively. Finally, the whole dataset has been
added up to 9,505 rows, which include 3,678
records with moderate depression label, 2,755
records with non-depression label, and 3,072
records with severe depression label as it can
be seen in Figure 2 . And an example of a
dataset has been shown in Table 1. The test
dataset included 499 records.

Figure 2: The distribution of the level of depression
dataset after augmentation.

3.2 MentalRoBERTa

MentalRoBERTa is a pre-trained language
model specifically developed for mental health-
related natural language processing tasks. The
training corpus for MentalRoBERTa was col-
lected from Reddit, an network of communi-
ties where users engage in discussions on var-
ious topics of interest. For the purpose of
focusing on the mental health domain, sev-
eral relevant subreddits were selected to crawl
users’ posts. During the data collection pro-
cess, user profiles were not collected, even
though they are publicly available on Red-
dit. The aim was to ensure user privacy
and adhere to ethical considerations. The se-
lected mental health-related subreddits include
”r/depression,” ”r/SuicideWatch,” ”r/Anxiety,”
”r/offmychest,” ”r/bipolar,” ”r/mental illness,”
and ”r/mentalhealth.” These subreddits pro-
vide a diverse range of discussions related to
mental health, covering topics such as depres-
sion, anxiety, bipolar disorder, and general
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Text Label

What to do these days?: I’ve struggled with Depression and
anxiety for all my life now and every time I’d feel alone or
down there was always something I could do. Usually when
I’d want to feel better I’d go to a cafe and read or just chill
to calm down or go look for cool things in stores. I could
even go to the swimming pool or gym.

SEVERE

2019 was my worst year with 2 depression crises. I’m happy
it ended but so afraid of what 2020 will bring. : This year
was rough. It started on the NYE with my puppy almost
dying from the fireworks. He literally shat all over myself.
In may I had my first terrible depression and anxiety crisis
and had to be away from my internship for 2 weeks. Then
in June I went through the first real loss of my life. My dear
uncle died from a heart attack all of sudden.

MODERATE

Have a happy near year.... : I’m spending this new year
alone and in bed. I hope you are not doing the same. I hope
you can have fun today if you’re reading this. Next year is
gonna be lit, dont give up on yourself. You’re all you got in
this life.

NOT DEPRESSION

Table 1: The example of the training dataset.

mental health issues. The resulting training
corpus for MentalRoBERTa consists of a total
of 13,671,785 sentences. This corpus encom-
passes a broad range of textual expressions, in-
cluding personal narratives, experiences, ques-
tions, and support-seeking posts related to men-
tal health. By training MentalRoBERTa on
this extensive dataset, the model can effectively
learn and capture the language patterns, con-
text, and semantics specific to mental health
discussions on social media. MentalRoBERTa,
being pre-trained on this mental health-specific
corpus, enables researchers and practitioners
to leverage its knowledge and capabilities in
various natural language processing tasks re-
lated to mental health. This includes sentiment
analysis, mental health classification, identifi-
cation of specific mental health conditions, and
other text-based analyses in the field of mental
healthcare (Ji et al., 2022).

4 Results and Discussion

The training loss is presented at different steps
of the training process in Figure 3. At step
500, the training loss is 0.8063, indicating that
the model’s predictions have a relatively higher
deviation from the actual target values. As
the training progresses, the training loss de-

Figure 3: Training loss and steps in the training
model process.

creases, indicating that the model is improving
its performance and fitting the training data
better. At step 2500, the training loss is 0.5932,
showing a further reduction in the loss value.
Monitoring the training loss helps assess the
convergence and performance of the model dur-
ing training. Lower training loss values gener-
ally indicate a better fit to the training data.
However, it is important to note that the train-
ing loss alone may not fully reflect the model’s
performance on unseen data or in real-world
scenarios. Evaluation on separate validation or
test datasets is necessary to assess the model’s
generalization ability and overall performance.
The training performance results show that the
model generated accuracy 69.96 %, F1-score
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69.94 %. Then we evaluated the model and us-
ing the 499 samples of the test set, the results
shows that a macro F1-score of 0.439, as the
fourth-ranked participant in the shared task.

5 Conclusion

The DepSign-LT-EDI project focused on the de-
tection of depression signs in individuals based
on their social media postings. By utilizing
the MentalRoBERTa model trained on mental
health data, the model classified the signs of
depression into three labels: ”not depressed,”
”moderately depressed,” and ”severely de-
pressed.” The result obtained from the evalua-
tion of the system showcased a macro F1-score
of 0.439, positioning the system as the fourth-
ranked participant.

Another area for future investigation involves
incorporating multimodal analysis. By inte-
grating textual analysis with other modalities
such as images, videos, and audio, a more holis-
tic understanding of individuals’ mental health
states can be achieved. This multimodal ap-
proach has the potential to improve the ac-
curacy and reliability of depression detection
systems.

Furthermore, there is room for refining the
classification system to capture finer levels of
depression severity. Developing models that
can distinguish between different levels of de-
pression, ranging from mild to moderate and se-
vere, would enable a more nuanced understand-
ing of individuals’ mental well-being. This,
in turn, could facilitate more targeted inter-
ventions and personalized support. It is also
crucial to consider ethical considerations in fu-
ture research endeavors. Addressing privacy
concerns, obtaining informed consent, and mit-
igating potential biases in depression detection
from social media are essential. Striving for
transparency and interpretability in the devel-
oped models while ensuring data protection
and respecting individuals’ autonomy is of ut-
most importance. By exploring these future di-
rections, the field of depression detection from
social media can continue to advance. This
progress would lead to the development of more
accurate and effective tools for early interven-
tion, support, and treatment for individuals
experiencing depression.
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Abstract
Depression, a widespread mental health disor-
der, affects a significant portion of the global
population. Timely identification and interven-
tion play a crucial role in ensuring effective
treatment and support. Therefore, this research
paper proposes a fine-tuned RoBERTa-based
model for identifying depression in social me-
dia posts. In addition to the proposed model,
Sentence-BERT is employed to encode social
media posts into vector representations. These
encoded vectors are then utilized in eight dif-
ferent popular classical machine learning mod-
els. The proposed fine-tuned RoBERTa model
achieved a best macro F1-score of 0.55 for the
development dataset and a comparable score
of 0.41 for the testing dataset. Additionally,
combining Sentence-BERT with Naive Bayes
(S-BERT + NB) outperformed the fine-tuned
RoBERTa model, achieving a slightly higher
macro F1-score of 0.42. This demonstrates the
effectiveness of the approach in detecting de-
pression from social media posts.

1 Introduction

Depression is a prevalent mental health disorder
affecting people of all ages from diverse back-
grounds, irrespective of their socioeconomic status
or cultural circumstances. The World Health Orga-
nization (WHO) approximates that there are over
264 million individuals globally who suffer from
depression, underscoring its significant impact on
public health. Depression exhibits a higher occur-
rence rate in women, surpassing that in men by ap-
proximately 50%. Alarmingly, suicide claims the
lives of over 700,000 people each year, position-
ing it as the fourth leading cause of death among
individuals aged 15 to 291 (Vioules et al., 2018).

The emergence of social media platforms has
revolutionized online communication, information

1https://www.who.int/news-room/
fact-sheets/detail/depression

sharing, and self-expression. By 2021, Facebook
alone had reported a staggering 2.8 billion monthly
active users, while other platforms like Twitter, In-
stagram, and Reddit also maintained substantial
user bases. This widespread adoption of social
media has presented researchers with an extensive
pool of user-generated content to investigate, in-
cluding its application in mental health analysis and
other diverse endeavors (Guntuku et al., 2017; Ku-
mar and Kumari, 2021; Kumari and Kumar, 2021b;
Gkotsis et al., 2017). There are several advantages
of detecting signs of depression from social media
posts. Firstly, it offers a large-scale and easily ac-
cessible data source, allowing for real-time analysis
of a significant number of individuals. Secondly,
social media text often reflects individuals’ genuine
emotions and experiences, as they express them-
selves freely and spontaneously on these platforms.
Additionally, social media data can be collected
over time, enabling the monitoring of changes in
individuals’ mental well-being as it evolves.

In recent years, there has been increasing interest
in analyzing social media texts to detect signs of
depression. Research has revealed that individuals
suffering from depression often demonstrate spe-
cific language patterns in their online posts (Gun-
tuku et al., 2019; Schwartz et al., 2013). Studies
have found that depressed individuals tend to uti-
lize more self-referential pronouns (such as “I” and
“me”), expressing a higher frequency of negative
emotions and words, and exhibit reduced engage-
ment in positive social interactions (Coppersmith
et al., 2014; Park et al., 2012).

However, the detection of depression signs from
social media texts is not without its challenges.
While specific linguistic patterns associated with
depression have been identified (Coppersmith et al.,
2014; Park et al., 2012; Guntuku et al., 2017),
it is important to consider individual differences,
personality traits, cultural variations, and context-
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specific factors that can influence the use of lan-
guage (Schwartz et al., 2013; De Choudhury et al.,
2014). By exploring diverse approaches, tech-
niques, challenges, and ethical considerations (Al-
Sagri and Ykhlef, 2020; Kumari and Kumar, 2021a;
He et al., 2022), our aim is to contribute to the
continuous efforts of enhancing mental health out-
comes through the innovative and responsible use
of social media data. In accordance with existing
research, this study introduces a refined RoBERTa
model to detect depression in social media posts.
Additionally, Sentence-BERT is employed to con-
vert social media posts into a consistent encoded
vector. These vectors are subsequently utilized
as input for various well-known classical machine
learning classifiers.

The remaining paper is organized as follows:
Section 2 briefs the related work, Section 3 dis-
cusses the methodology adopted to perform the
work, Section 4 highlights the results obtained, and
finally Section 5 concludes the overall work.

2 Related Works

This section provides insights into the field of de-
tecting signs of depression from social media texts.
These highlights the use of linguistic analysis, sen-
timent analysis, machine learning, psychological
frameworks, and natural language processing, pro-
viding a comprehensive understanding of the field
(Park et al., 2012; Guntuku et al., 2017; Schwartz
et al., 2013; Saumya et al., 2021). Machine learn-
ing algorithms play a vital role in identifying de-
pression through text extracted from social media.
Various supervised learning techniques, such as
Support Vector Machines (SVM), Naı̈ve Bayes,
and Random Forests, have been utilized to classify
text as depressed users or non-depressed (AlSagri
and Ykhlef, 2020; Angskun et al., 2022). More-
over, deep learning approaches like Recurrent Neu-
ral Networks (RNNs) and Convolutional Neural
Networks (CNNs) have demonstrated encouraging
outcomes in capturing intricate linguistic patterns
to detect depression (Tadesse et al., 2019).

Coppersmith et al. (2014) explores the use of
Twitter data to quantify mental health signals, in-
cluding depression. In this study, linguistic fea-
tures including words, phrases, and linguistic struc-
tures are employed to detect mental health signals
linked to depression, Post-traumatic stress disorder
(PTSD), and other mental health conditions. To
accomplish this, machine learning techniques are

utilized to classify tweets and evaluate the models’
accuracy in predicting mental health states. In addi-
tion, the paper discusses the challenges faced when
quantifying mental health signals within Twitter
data, such as the presence of inherent noise and
bias in social media posts. Further, by incorpo-
rating various data sources, the research strives to
provide a more comprehensive and robust analysis
of mental health indicators.

The authors in (Park et al., 2012) with an ob-
jective of gaining insights into the expression and
analysis of depressive emotions in the realm of
social media, employed a large dataset of Twitter
posts, and leverage natural language processing
techniques to identify patterns and sentiments re-
lated to depressive language. Their study focuses
on understanding how individuals express and com-
municate their feelings of depression through social
media platforms like Twitter. The authors examine
linguistic features in Twitter, such as words, emoti-
cons, and grammatical structures, to understand
the occurrence and expression of depressive moods.
They discover distinct language patterns associated
with depressive emotions. However, relying solely
on Twitter data limits the study’s representativeness
and generalizability to diverse demographics.

In their study, Guntuku et al. (2017) conducts
a systematic analysis of various studies utilizing
social media data to detect depression and other
mental health conditions. They provide a com-
prehensive overview of the research conducted in
the field of detecting depression and mental illness
through social media analysis by providing an in-
depth assessment of their strengths and limitations.
It examines the linguistic, behavioral, and contex-
tual features utilized to detect signs of depression
in social media posts from the application point
of view of machine learning and natural language
processing techniques. The challenges encompass
concerns related to data privacy, the representative-
ness of social media users, biases arising from self-
disclosure, and the requirement for more accurate
ground truth labels to effectively train models.

Reece and Danforth (2017) takes a unique ap-
proach by leveraging the vast amount of user-
generated data on Instagram. Their primary goal is
to uncover predictive indicators of depression. To
achieve this, the researchers meticulously analyzed
a substantial number of Instagram photos posted by
participants, along with the accompanying captions
and metadata. The study revealed a significant pat-

90



tern where participants diagnosed with depression
exhibited a strong preference for darker, grayer, and
bluer tones with less likely smiling faces in their
Instagram photos, while those without depression
tended to favor brighter, warmer colors. Further,
the study also revealed that individuals with de-
pression tended to engage more in frequent posting
for social validation and support. Additionally, the
researchers identified distinct textual markers like
increased utilization of filters and more frequent
references to feelings of sadness, anxiety, and lone-
liness. These findings provide valuable insights
into the relationship between depression and online
behavior, particularly in terms of text-based expres-
sion. The research primarily relies on self-reported
diagnoses of depression and lacks a comprehensive
clinical assessment conducted by mental health pro-
fessionals. Furthermore, the study’s findings are
confined to data obtained solely from Instagram,
which may not provide a complete representation
of the broader population.

Gkotsis et al. (2017) focuses on characterizing
mental health conditions by leveraging informed
deep learning models to analyze user-generated
content, including posts and interactions on social
media platforms. The results demonstrate promis-
ing capabilities in detecting symptoms related to
depression, PTSD, self-harm, and more. Addition-
ally, the study uncovers distinct linguistic patterns
and behavioral markers associated with different
mental health conditions, encompassing variations
in word usage, sentiment analysis, and linguistic
styles employed by individuals facing diverse men-
tal health challenges. However, the research relies
on publicly available social media data, which may
not fully represent the entire population. Further-
more, considerations regarding privacy, data accu-
racy, and generalizability need to be addressed.

Guntuku et al. (2019) adopts an innovative ap-
proach by examining the language patterns of
adults with attention deficit hyperactivity disor-
der (ADHD) in their social media interactions. It
uncovers distinct linguistic characteristics, includ-
ing a higher frequency of self-referential pronouns,
words related to time urgency, emotional language,
and references to cognitive processes. These find-
ings highlight the potential of language analysis to
identify and understand communication patterns as-
sociated with ADHD in digital environments. How-
ever, the study relies on self-reported diagnoses and
focuses on language patterns within specific social

media platforms. Therefore, it may not fully en-
compass the experiences of all adults with ADHD
or capture their interactions across a wide range of
digital platforms.

Schwartz et al. (2013) explores the intriguing
interplay between personality traits, gender, age,
and language usage on social media platforms. Em-
ploying an open-vocabulary approach, the authors
delve into an extensive analysis of large-scale so-
cial media data to uncover patterns and correlations
between language use and individual characteris-
tics. The linguistic analyses identified distinct lin-
guistic markers associated with various personal-
ity traits, including extraversion, neuroticism, and
agreeableness. Further, the study uncovers cor-
relations between gender and linguistic choices,
revealing variations in language use between male
and female users. Notably, age-related disparities
in language were also observed, indicating that lan-
guage patterns on social media may undergo trans-
formations as individuals grow older. The study
relies on self-reported personality assessments that
focus on language patterns within specific social
media platforms. As a result, the study may not
fully encompass the complete spectrum of person-
ality traits, gender identities, or age groups within
the broader population.

De Choudhury et al. (2014) aims to character-
ize and predict postpartum depression by utilizing
data shared on Facebook. The authors explore dif-
ferent variables including language patterns, lin-
guistic styles, social interactions, and behavioral
cues exhibited by users, with the goal of identifying
significant markers associated with postpartum de-
pression. Further, they discover distinct language
patterns like increased use of first-person pronouns,
negatively affecting words, feelings of loneliness
and isolation, etc. They also highlight the impor-
tance of social interactions and behavioral cues,
such as changes in posting frequency and decreased
engagement with friends, as potential indicators
of postpartum depression. However, the study’s
reliance on Facebook data may limit the represen-
tation and understanding of individuals beyond the
scope of the platform itself.

The authors in (Tadesse et al., 2019) address the
prevalence of suicide and the growing influence
of social media platforms in shaping public dis-
course. The paper emphasizes the significance of
automated systems in monitoring and identifying
individuals who may be at risk. Their research un-
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Table 1: Data statistic used to validate proposed model

Class Train Dev Test
Moderate Depression 3678 2169 275
No Depression 2755 848 135
Severe Depression 768 228 89
Total 7201 3245 499

derscores the importance of proactive measures to
detect and support individuals in need within the
context of social media platforms. The authors em-
ploy a comprehensive dataset consisting of posts
from social media forums, which is annotated by
mental health professionals. They extract textual
features using pre-trained word embeddings and
apply a deep learning model, specifically a CNN,
for classification. However, the information reagrd-
ing the characteristics of the dataset, such as size,
diversity, or representativeness is missing. Further,
it does not explicitly address how the proposed
deep learning model accounts for the potential chal-
lenges of adapting the model to new language pat-
terns and emerging trends.

3 Methodology

The overall flow diagram of the proposed work is
illustrated in Figure 1. In addition to the fine-tuned
RoBERTa model, a total of eight different models
were developed, namely: (i) Fine-tuned RoBERTa,
(ii) Sentence-BERT + Support Vector Machine (S-
BERT + SVM), (iii) Sentence-BERT + Random
Forest (S-BERT + RF), (iv) Sentence-BERT + Lo-
gistic Regression (S-BERT + LR), (v) Sentence-
BERT + K-Nearest Neighbors (S-BERT + KNN),
(vi) Sentence-BERT + Naive Bayes (S-BERT +
NB), (vii) Sentence-BERT + Gradient Boosting (S-
BERT + GB), (viii) Sentence-BERT + Decision
Tree (S-BERT + DT), and (ix) Sentence-BERT
+ AdaBoost (S-BERT + AB). The LT-EDI-2023
workshop dataset2 was utilized to validate the pro-
posed models. Table 1 (S et al., 2022) provides an
overview of the data samples in the training, testing,
and development sets (Sampath et al.), while the
default pre-processing steps defined in the Ktrain
library3 were applied.

2https://sites.google.com/view/
lt-edi-2023/home

3https://amaiya.github.io/ktrain/text/
preprocessor.html

3.1 RoBERTa

RoBERTa (Robustly Optimized BERT approach)
is a state-of-the-art natural language processing
(NLP) model that has made significant contribu-
tions to various NLP tasks. Developed by Facebook
AI in 2019, RoBERTa is built upon the architec-
ture of BERT (Bidirectional Encoder Representa-
tions from Transformers) and leverages the power
of unsupervised pretraining on large amounts of
text data. Its advanced training techniques, such
as using larger datasets, removing the next sen-
tence prediction objective, and increasing the batch
size, enables it to achieve superior performance
on a wide range of NLP benchmarks. RoBERTa
has demonstrated remarkable success in tasks like
text classification, named entity recognition, sen-
timent analysis, question answering, and machine
translation, showcasing its versatility and effective-
ness. With its robustness, RoBERTa has become
an invaluable tool for researchers, developers, and
practitioners seeking cutting-edge solutions in the
field of natural language processing.

Given the widespread use of RoBERTa in var-
ious NLP tasks, this study employed RoBERTa
to detect depression from social media posts. To
fine-tune RoBERTa, a maximum input size of 250
words was set for each data sample. The RoBERTa
model was subsequently trained for 100 epochs,
utilizing a learning rate of 2e−5 and a batch size of
32.

3.2 Sentence-BERT Representation

BERT is a state-of-the-art neural network archi-
tecture designed for pretraining language repre-
sentations by leveraging the transformer architec-
ture. The transformer model in BERT allows for
capturing contextual information from both left
and right contexts of a given word, enabling a
deeper understanding of the meaning of words
and sentences. The term “bert-base-nli-mean-
tokens”4 refers to a specific model architecture
based on BERT (Bidirectional Encoder Represen-
tations from Transformers) that is used for natural
language inference (NLI) tasks. The “bert-base-nli-
mean-tokens” model specifically utilizes the ”mean
pooling” strategy to generate fixed-length sentence
representations. In this strategy, each word in a
sentence is encoded using BERT, and the resulting

4https://huggingface.
co/sentence-transformers/
bert-base-nli-mean-tokens
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Figure 1: Flow diagram of the proposed work

contextualized word embeddings are averaged to
create a single vector representation of the entire
sentence. This mean pooling approach is a simple
yet effective way to condense variable-length sen-
tences into fixed-length vectors that can be fed into
downstream tasks.

In this study, the text data samples underwent
an initial encoding process, resulting in a 768-
dimensional vector representation. Subsequently,
this encoded vector, consisting of 768 dimensions,
was employed in multiple well-known classical ma-
chine learning classifiers, as depicted in Figure 1.

4 Result

The performance evaluation of the proposed model
encompasses various metrics, including precision
(P), recall (R), F1-score (F1-score), accuracy (Acc),
weighted precision, weighted recall, weighted F1-
score, macro-precision, macro-recall, macro-F1-
score, confusion matrix, and AUC-ROC curve. The
results of validating different deep learning mod-
els on both the testing and validation datasets are
presented in Table 2. Notably, among all the imple-
mented models, the proposed fine-tuned RoBERTa
model exhibited the highest macro F1-score of 0.55
for the development dataset, as shown in Table
2. The corresponding confusion matrix and AUC-
ROC curve for the proposed fine-tuned RoBERTa
model are depicted in Figures 2 and 3, respectively.

In the case of Sentence-BERT combined with
classical machine learning models, S-BERT + LR
outperformed the classical machine learning ap-
proach, achieving a macro F1-score of 0.51 for the
development dataset. The confusion matrix and
AUC-ROC curve for the S-BERT + LR model on
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Figure 2: Confusion matrix for the proposed fine-tuned
RoBERTa model (Validation dataset)

the development dataset can be observed in Figures
4 and 5, respectively.

Likewise, when considering the testing dataset,
the proposed fine-tuned RoBERTa model again
demonstrated remarkable performance, attaining a
notable macro F1-score of 0.41. The corresponding
confusion matrix and AUC-ROC curve for the fine-
tuned RoBERTa model on the testing dataset are
presented in Figures 6 and 7, respectively. Regard-
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Table 2: Performance of different models for the identification of depression

Model Class Development data Test data
P R F1 Acc P R F1 Acc

RoBERTa Moderate Depression 0.76 0.68 0.72 0.63 0.58 0.66 0.62 0.52
No Depression 0.44 0.52 0.48 0.42 0.53 0.47
Severe Depression 0.40 0.55 0.47 0.53 0.09 0.15
Macro Avg. 0.54 0.58 0.55 0.51 0.43 0.41
Weighted Avg. 0.65 0.63 0.64 0.53 0.52 0.49

S-BERT + SVM Moderate Depression 0.71 0.83 0.77 0.66 0.57 0.72 0.63 0.52
No Depression 0.45 0.35 0.39 0.41 0.45 0.43
Severe Depression 0.53 0.20 0.29 0.67 0.02 0.04
Macro Avg. 0.57 0.46 0.48 0.55 0.40 0.37
Weighted Avg. 0.63 0.66 0.63 0.54 0.52 0.47

S-BERT + RF Moderate Depression 0.71 0.76 0.74 0.63 0.56 0.62 0.59 0.49
No Depression 0.40 0.40 0.40 0.38 0.53 0.45
Severe Depression 0.47 0.14 0.21 0.40 0.02 0.04
Macro Avg. 0.53 0.43 0.45 0.45 0.39 0.36
Weighted Avg. 0.61 0.63 0.61 0.48 0.49 0.45

S-BERT + LR Moderate Depression 0.73 0.72 0.73 0.63 0.54 0.60 0.57 0.48
No Depression 0.42 0.45 0.44 0.37 0.50 0.43
Severe Depression 0.41 0.35 0.38 0.50 0.07 0.12
Macro Avg. 0.52 0.51 0.51 0.47 0.39 0.37
Weighted Avg. 0.63 0.63 0.63 0.49 0.48 0.45

S-BERT + KNN Moderate Depression 0.71 0.79 0.75 0.63 0.54 0.72 0.62 0.48
No Depression 0.41 0.31 0.35 0.32 0.27 0.29
Severe Depression 0.31 0.25 0.28 0.28 0.06 0.09
Macro Avg. 0.48 0.45 0.46 0.38 0.35 0.33
Weighted Avg. 0.60 0.63 0.61 0.43 0.48 0.43

S-BERT + NB Moderate Depression 0.74 0.47 0.57 0.47 0.56 0.41 0.47 0.44
No Depression 0.39 0.40 0.39 0.36 0.53 0.43
Severe Depression 0.18 0.77 0.29 0.33 0.37 0.35
Macro Avg. 0.44 0.55 0.42 0.42 0.44 0.42
Weighted Avg. 0.61 0.47 0.51 0.47 0.44 0.44

S-BERT + GB Moderate Depression 0.72 0.76 0.74 0.63 0.56 0.64 0.59 0.49
No Depression 0.43 0.40 0.41 0.38 0.49 0.43
Severe Depression 0.39 0.27 0.32 0.50 0.04 0.08
Macro Avg. 0.51 0.48 0.49 0.48 0.39 0.37
Weighted Avg. 0.62 0.63 0.63 0.50 0.49 0.46

S-BERT + DT Moderate Depression 0.70 0.54 0.61 0.50 0.57 0.51 0.54 0.43
No Depression 0.31 0.44 0.36 0.31 0.47 0.37
Severe Depression 0.19 0.31 0.24 0.28 0.13 0.18
Macro Avg. 0.40 0.43 0.40 0.38 0.37 0.36
Weighted Avg. 0.56 0.50 0.52 0.44 0.43 0.43

S-BERT + AdaBoost Moderate Depression 0.72 0.72 0.72 0.61 0.53 0.58 0.55 0.45
No Depression 0.42 0.42 0.42 0.34 0.44 0.38
Severe Depression 0.30 0.30 0.30 0.24 0.04 0.08
Macro Avg. 0.48 0.48 0.48 0.37 0.36 0.34
Weighted Avg. 0.61 0.61 0.61 0.42 0.45 0.42
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Figure 4: Confusion matrix for the proposed fine-tuned
S-BERT + LR model (Validation dataset)
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Figure 5: ROC Curve for the proposed fine-tuned S-
BERT + LR model (Validation dataset)

m
od

er
at

e

no
t d

ep
re

ss
io

n

se
ve

re

Predicted

moderate

not depression

severe

Tr
ue

0.66 0.32 0.02

0.47 0.53 0.01

0.79 0.12 0.09

Confusion Matrix

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Figure 6: Confusion matrix for the proposed fine-tuned
RoBERTa model (Test dataset)
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Figure 7: ROC Curve for the proposed fine-tuned
RoBERTa model (Test dataset)
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Figure 8: Confusion matrix for the proposed fine-tuned
S-BERT + NB model (Test dataset)
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Figure 9: ROC Curve for the proposed fine-tuned S-
BERT + NB model (Test dataset)

ing Sentence-BERT encoding combined with clas-
sical machine learning models, the S-BERT + NB
model showcased the best performance among all
implemented models for the testing dataset, achiev-
ing a macro F1-score of 0.42. The confusion matrix
and AUC-ROC curve for the S-BERT + NB model
on the testing dataset can be observed in Figures 8
and 9, respectively.

5 Conclusion

Detecting depression from social media is essential
for early intervention and providing timely support
to those in need. Through the analysis of social
media posts, we can identify indicators of depres-
sion and offer appropriate resources and assistance.
Moreover, monitoring depression through social
media provides valuable insights into its prevalence,
distribution, and impact on different populations,
aiding in public health planning, resource alloca-
tion, and targeted interventions. In this study, we
explore the effectiveness of fine-tuned RoBERTa
and Sentence-BERT with classical machine learn-
ing classifiers for depression identification in social
media. Our findings demonstrate that RoBERTa
and Sentence-BERT with Naive Bayes classifiers
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perform well in detecting depression. However,
the overall performance of the models in this task
is still limited, highlighting the need for robust
systems in the future. To address this, a more com-
prehensive ensemble-based approach, coupled with
proper pre-processing techniques to handle gram-
matical errors, non-standard abbreviations, and lin-
guistic variations in social media posts, can be de-
veloped to enhance the accuracy and reliability of
depression detection.
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Abstract

The prevalence of depression has become a
pressing concern in modern society, necessitat-
ing innovative approaches for early detection
and intervention. This study explores the fea-
sibility of leveraging social media text as a po-
tential source for detecting signs of depression.
This study utilized different techniques to rep-
resent the text data in a numerical format and
various techniques such as CNN, BERT, and N-
gram to classify social media posts into depres-
sion and non-depression categories. Text classi-
fication tasks often rely on deep learning tech-
niques such as CNN, while the BERT model,
which is pre-trained, has shown exceptional
performance in a range of natural language pro-
cessing tasks. To assess the effectiveness of the
suggested approaches, the research employed
multiple metrics, including accuracy, precision,
recall, and F1-score.Our model bagged the offi-
cial rank of 12 and gave an F1 score of 0.401.
The outcomes of the investigation indicate that
the suggested techniques can identify symp-
toms of depression with an average accuracy
rate of 56

Keywords N-gram, CNN, BERT

1 Introduction

The pervasive use of social media has introduced
new challenges in detecting signs of depression
from text shared on these platforms(Greenberg-LS
2017). Researchers in NLP have utilized feature-
based linear classifiers, CNN, and RNN architec-
tures, as well as fine-tuning pre-trained language
models like BERT and Roberta, to automatically
detect signs of depression. While linear classi-
fiers have shown competitive performance, pre-
trained models have achieved state-of-the-art re-
sults. However, pre-trained models may have limi-
tations in understanding context-specific language.
This project provides an overview of existing re-

search, describes the task and dataset, proposes ma-
chine learning and deep learning models, presents
experimental results, and concludes with poten-
tial avenues for future research.Suicide is a seri-
ous public health problem; however, suicides are
preventable with timely, evidence-based and often
low-cost interventions1.

The following sections of this document are
structured as follows: Section 2 provides a com-
prehensive review of existing research on the iden-
tification of signs of depression through analysis
of social media text(Wei-Yao-Wang et al. 2017).
Section 3 provides a detailed explanation of the
task at hand, including a description of the dataset
employed in this study. Our proposed machine
learning and deep learning models for detecting
signs of depression are presented in Section 4. Sub-
sequently, Section 5 outlines the conducted exper-
iments and presents the corresponding results. A
thorough discussion of these results is provided
within the same section. Finally, in Section 6, we
present our concluding remarks based on the find-
ings and suggest potential avenues for future re-
search in this field.

2 Literature Survey

The rapid growth of internet content and the
anonymity of online platforms have made it chal-
lenging to manually identify signs of depression
from social media text (Holleran 2020). How-
ever, machine learning and NLP techniques, such
as Naive Bayes, Decision Trees, Random Forests,
SVM, CNN, and RNN, have shown promise in au-
tomatically detecting signs of depression with high
accuracy, even when tested on diverse datasets, in-
cluding those associated with hate speech2. These

1https://www.who.int/news-room/fact-
sheets/detail/suicide

2https://ojs.aaai.org/index.php/ICWSM/article/view/14432
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advancements offer potential for efficient and au-
tomated detection and intervention in online con-
texts.Results obtained from the literature review
stated that BiLSTM + Attention model performs
well on depression related textual data. Even
though the achieved result may be satisfactory,
there are certain issues with the model implemented
in that research(David-William 2020).For exam-
ple, Guntuku S.C., Yaden D.B., Kern M.L., Un-
gar L.H., Eichstaedt J.C. Detecting depression and
mental illness on social media(Guntuku-S.C. et al.
2017) focus on studies aimed at predicting men-
tal illness using social media. First, they consider
the methods used to predict depression, and then
they consider four approaches that have been used
in the literature: prediction based on survey re-
sponses, prediction based on self-declared mental
health status, prediction based on forum member-
ship, and prediction based on annotated posts.Wang
Y.P., Gorenstein C. Assessment of depression in
medical patients: A systematic review of the util-
ity of the Beck Depression Inventory-II(Wang.Y.P.
and Gorenstein.C 2013) examined relevant inves-
tigations with the Beck Depression Inventory-II
for measuring depression in medical settings to
provide guidelines for practicing clinicians. The
Beck Depression Inventory-II showed high relia-
bility and good correlation with the measures of
depression and anxiety.

3 Materials and Methods

3.1 Dataset Description
The dataset from the Coda Lab Competitions3 con-
sists of three main sections: Train data, Develop-
ment data, and Test data with a sample given in
Table 1. It includes train text id, train text, and
labels indicating the severity of depression (No de-
pression, Moderate, or Severely Depressed). The
dataset is in English and comprises social media
comments. Prior to applying machine learning and
deep learning models, basic pre-processing steps
like removing irrelevant characters and normaliz-
ing text were performed. The dataset is imbal-
anced, with varying numbers of instances across
depression severity labels. The dataset includes
3678 moderate comments, 2755 not depressed com-
ments, and 768 severely depressed comments. To
address this, the SMOTE technique was used to
balance class distribution by randomly increasing
minority class examples by replicating them.Thus

3https://codalab.lisn.upsaclay.fr/competitions/11075

DOCUMENT TEXT LABEL
Document
[14]

Happy new year : Fuck
2019... 2020 will
be bettexaxaxaxaxaxa
why do i even have
to be happy because
earth did a whole cir-
cle around sun nothing
will cange fuck my life
hope u all have a better
year that me. . . . . .

moderate

Document
[637]

What if : What if you
couldnt feel bain jelasy
hate happiness sadness
or anything what if you
could live the life of
true emotional freedom
I people i had choosen
the wrong choice...

Document
[2320]

I’m really struggling :
So I don’t know how
to start things like this,
So I’ll start with ba-
sics. I’m 16yo, di-
agnosed depression at
14yo. Since then, my
life is total mess. I’ve
already been to two dif-
ferent psychologists...

severe

Table 1: Sample Training Texts

here SMOTE increases minority class (severely
depressed) samples and balance the dataset(Jason-
Brownlee 2020). By employing SMOTE, potential
biases caused by the initial imbalance were allevi-
ated, enhancing the reliability and robustness of the
subsequent models.

3.2 Preprocessing and Feature Extraction

To build an effective classifier, preprocessing or
corpus cleaning is necessary. In this study, 3-
grams were used to tokenize comments and ex-
tract features. 3-grams capture contextual relation-
ships between words, allowing for a comprehen-
sive representation of the text data and enabling
better classification performance(Vairaprakash-
Gurusamy 2014). By converting 3-grams into vec-
tors based on their frequency and context, the re-
sulting feature vectors are useful for text analysis
and modeling tasks. Additionally, BERT and CNN
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were employed as classification models. BERT is
a pre-trained language model known for its excep-
tional performance in various NLP tasks, while
CNN is a popular deep learning technique for
text classification. The combination of 3-grams,
BERT, and CNN enhances the classifier’s ability to
identify patterns in the text data(Shizhe-Diao et al.
2020).

3.3 3-Gram Representation : Capturing the
Contextual Relationship

3-gram representations provide a different ap-
proach to capturing the sequential nature of words
in a text. Using the 3-gram technique, contigu-
ous sequences of three words are extracted. For
example, the phrase ”consistent tomorrow dras-
tically” represents one 3-gram, while ”tomorrow
drastically may” represents another. a few sam-
ples are given in [Table 2]. By utilizing 3-gram
representations, we obtain a set of sequential word
sequences that capture local word order and con-
text information. These 3-gram sequences offer
a more granular understanding of the text’s struc-
ture and meaning compared to individual words or
traditional n-gram representations.

In the context of text classification or language
modeling, these 3-gram representations can be used
as features. They provide additional contextual
information that helps in capturing the nuances
and dependencies within the text. These features
contribute to more accurate and comprehensive
analysis and inference. Overall, the utilization of
3-gram representations enhances the capability of
capturing local word relationships, improving the
quality of text analysis and enabling more effective
processing of sequential data.

3-grams are assigned index values rather than
stored as strings. These index values represent the
different 3-gram units. The CountVectorizer or
FastText model calculates vector representations
for each 3-gram based on their frequency4. These
vector representations capture the contextual infor-
mation and co-occurrence patterns within the text.
The classifiers are then trained using these vector
representations to learn patterns and make predic-
tions. Incorporating 3-grams allows the classifiers
to capture both individual word features and the
contextual relationships between adjacent words,
improving their performance in text classification
tasks.

4https://scikit-learn.org/stable/tutorial/basic/tutorial.html

DOCUMENT LABEL 3 GRAM
Document
[11]

moderate[’consistent tomor-
row drastically’,
’tomorrow drastically
may’, ’drastically may
view’, ’may view
hopeless’,’addictive
disappointed satisfac-
tion’.....]

Document[615] no de-
pres-
sion

[’psychologist psy-
chiatrist physician
uncomfortable’,
’physician uncom-
fortable psychiatrist’,
’uncomfortable psy-
chiatrist medicated’,
’psychologist soon
based’....]

Document[641] severe [’argue bpd aspergers’,
’bpd aspergers ocd’,
’aspergers ocd sus-
pected’, ’ocd suspected
2018’, ’suspected 2018
22’, ’2018 22 crap’,
’22 crap partner’, ’crap
partner seriously’,
’partner seriously
alcoholic’......]

Table 2: RESULTS FROM 3 GRAM
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Here’s how 3-Gram is used:
1. Create an 3-Gram object and specify the de-

sired 3-Gram range. 2. Apply the 3-Gram transfor-
mation to tokenize the text into 3-Gram. 3. Convert
the 3-Gram into vector representations using tech-
niques like Count Vectorizer or TF-IDF. 4. Use the
resulting vectors for further analysis or modeling
tasks. N-gram vectors capture word sequence fre-
quency, providing contextual information for tasks
like text classification and language modeling. The
chosen 3-Gram range affects granularity in captur-
ing text structure and meaning. Experimenting with
different ranges optimizes performance for specific
applications, ensuring originality and improving
work quality.

4 Proposed Classifiers

The text-to-feature transformation is described, fol-
lowed by the classification algorithms used for de-
tecting signs of depression from social media text.
For feature extraction, 3-gram techniques were em-
ployed, which are extensively used in NLP and
text mining tasks.It capture contiguous sequences
of three words, providing local word order and
context information.Thus when 3-gram is used it
allows machine to recognize the 3 words as one
entity which makes the text classification to next
level. To classify the extracted features, two classi-
fiers are proposed: CNN and BERT. The proposed
architecture is shown in [Figure 1].

Convolutional Neural Networks (CNN) are deep
learning models that are effective in capturing local
patterns in text data. CNNs have shown promising
results in various NLP tasks. We used CNN for
the 3-gram feature extraction method5. The archi-
tecture of CNN algorithm includes a number of
convolution layers, max-pooling layers, and fully
connected layers. ReLU as an activation function
is used in proposed work.

This project leverages the power of BERT (Bidi-
rectional Encoder Representations from Transform-
ers), a highly effective pre-trained language model
known for capturing contextual information from
text6.

Unlike traditional models, which looked at a
text sequence only from one direction, the BERT
encoder attention mechanism works bidirectional
training of transformer, which learns information

5https://neptune.ai/blog/vectorization-techniques-in-nlp-
guide

6https://medium.com/analytics-vidhya/confusion-matrix-
accuracy-precision-recall-f1-score-ade299cf63cd

Figure 1: Proposed Model

from both the left and right sides of a word, allow-
ing the model to catch a deeper sense of language
context.

We integrated BERT into our 3-gram feature ex-
traction method, allowing us to benefit from its ca-
pabilities in various NLP tasks, including text clas-
sification. Each of the proposed classifiers takes
the respective feature vectors as input and outputs
the classification for each social media text. These
classifiers have different specialties, and their per-
formance metrics may vary.

By utilizing the 3-gram technique along with
CNN and BERT classifiers, we aim to effectively
detect signs of depression from social media text,
providing valuable insights for mental health anal-
ysis.

5 Results and Discussion

The proposed classifiers have been implemented us-
ing scikit-learn(F.A.Nazira and M.F.Mridha 2021)
and Python, and the training and testing pro-
cesses took place on the Google Collaboratory
platform. Google Collaboratory provides a cloud-
based Jupyter notebook environment, eliminating
the need for local setup. In our study, the coda lab
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CLASSIFIERS CLASS LABELS ACCURACY PRECISION RECALL F1-SCORE
CNN RESULT USING moderate 0.55 0.67 0.65 0.66
3 GRAM not depression 0.45 0.20 0.11 0.15

severe 0.65 0.18 0.50 0.26
accuracy 0.47 3246
macro avg 0.25 0.31 0.25 3246
weighted avg 0.50 0.47 0.48 3246

BERT RESULT USING moderate 0.52 0.66 0.64 0.65
3 GRAM not depression 0.57 0.20 0.12 0.15

severe 0.68 0.18 0.49 0.26
accuracy 0.49 3246
macro avg 0.26 0.32 0.26 3246
weighted avg 0.51 0.49 0.49 3246

Table 3: PERFORMANCE OF CLASSIFIERS

LT-EDI@RANLP 2023 dataset was utilized, specif-
ically developed for detecting signs of depression
from social media text. This dataset comprises so-
cial media messages in English. We trained various
classifiers, including CNN and BERT, using the
extracted features from the training set. The per-
formance of these classifiers was then evaluated on
the test dataset. The combination of scikit-learn,
Python, and the LT-EDI@RANLP 2023 dataset
allowed us to detect signs of depression from so-
cial media text, contributing to the analysis and
understanding of mental health indicators in online
communication.

5.1 Performance Metrics
The performance evaluation of the classification
models involved the calculation of several met-
rics, including Accuracy, Precision, Recall, and
F1-Score(Qamar-un-Nisa 2021). These metrics are
defined as follows:

Accuracy: It measures the proportion of texts
correctly classified in a specific class, divided by
the total number of texts in that class. The formula
for Accuracy (Equation 1) is:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Recall (Sensitivity or True Positive Rate): It rep-
resents the number of texts correctly categorized
in a certain class, divided by the total number of
actual texts in that class. The formula for Recall
(Equation 2) is:

Recall =
TP

TP + FN
(2)

Precision (Positive Predictive Value): It measures
the number of texts accurately categorized as a

specific class, divided by the total number of texts
categorized as that class. The formula for Precision
(Equation 3) is:

Precision =
TP

TP + FP
(3)

F1-Score: It is the harmonic average of Precision
and Recall, providing a balanced measure of the
model’s performance. The F1-Score (Equation 4)
is calculated as:

F1Score =
2 ∗ Precision ∗Recall

Precision+Recall
(4)

These metrics rely on the True Positive (TP),
True Negative (TN), False Positive (FP), and False
Negative (FN) indices. TP represents the number
of texts correctly classified for a particular class,
while FP represents the number of texts misclas-
sified in other classes. FN represents the number
of texts misclassified in the relevant class, and TN
represents the number of texts correctly classified
in other classes except the correct class7. The re-
sults obtained from proposed models are shown in
Table 3.

6 Conclusion and Feature Work

In conclusion, this study successfully conducted
experimental work to detect signs of depression
from social media text using the provided dataset.
3-gram is employed as feature extraction technique
to effectively capture textual information. Differ-
ent classifiers, including CNN, and BERT, were
compared and BERT with 3Gram has achieved a

7https://developers.google.com/machine-learning/crash-
course/classification/true-false-positive-negative
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goo accuracy compared to CNN and thus proving
its effectiveness in this task(Vandana 2023).

For future work, there are several potential areas
of improvement. Exploring alternative numerical
or vectorial representations of the text, such as TF-
IDF, could potentially enhance classification per-
formance(Kapse et al. 2022). Additionally, inves-
tigating new classifiers based on neural networks,
which leverage advanced linguistic features, would
be valuable. These approaches can contribute to
further improving the detection of signs of depres-
sion in social media texts, enabling a deeper un-
derstanding of mental health indicators in online
communication.

Further, the usage of a post encoder, a sentiment-
guided Transformer and a supervised severity-
aware contrastive learning component may enhance
the result and it can lead the classification method
to a new level. Unlike the proposed model the ac-
count of sentiment and semantic information of
data can lead to greater accuracy. The post encoder
MentalRoBERTa and SentiLARE can be used to
obtain the semantic as well as sentiment hidden
features.

Our model for bagged the official rank of 12
and gave an F1 score of 0.401.
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Abstract
This paper describes our multiclass classifi-
cation system developed as part of the LT-
EDI@RANLP-2023 shared task. We used
a BERT-based language model to detect ho-
mophobic and transphobic content in social
media comments across five language condi-
tions: English, Spanish, Hindi, Malayalam, and
Tamil. We retrained a transformer-based cross-
language pretrained language model, XLM-
RoBERTa, with spatially and temporally rel-
evant social media language data. We also
retrained a subset of models with simulated
script-mixed social media language data with
varied performance. We developed the best
performing seven-label classification system
for Malayalam based on weighted macro av-
eraged F1 score (ranked first out of six) with
variable performance for other language and
class-label conditions. We found the inclusion
of this spatio-temporal data improved the clas-
sification performance for all language and task
conditions when compared with the baseline.
The results suggests that transformer-based lan-
guage classification systems are sensitive to
register-specific and language-specific retrain-
ing.

1 Introduction

The purpose of this shared task was to develop a
classification system to predict whether samples
of social media comments contained forms of ho-
mophobia or transphobia across different language
conditions. There were no restrictions on language
models or data pre-processing methods.

The five language conditions: English, Span-
ish, Hindi, Malayalam, and Tamil. In addition to
the language conditions, participants were tasked
with developing a system for a three-class and
seven-class classification system defining different
forms of homophobic and transphobic hate speech
(Chakravarthi et al., 2021).

The main contribution of our proposed system
outlined in this paper included spatio-temporal
relevant social media language data to retrain a
transformer-based language model to increase the
sensitivity of the pretrained language model (PLM).
We have also created simulated samples of script-
mixed social media language data which was used
as part of the retraining process.

1.1 Problem Description
The organisers of this shared task provided .csv
files containing labelled data of pre-processed
comments of users reacting to LGBT+ videos
on YouTube. This was an expanded data set of
the Homophobia/Transphobia Detection data set
(Chakravarthi et al., 2021) with the inclusion of
Hindi, Malayalam, and Spanish in addition to the
pre-existing English and Tamil data.

The comments were manually annotated based
on a three-class and a seven-class classification sys-
tem. The participants of the shared task were not
provided any further information on the annotation
process or measures of inter-annotator agreement.
The shared task was broken down into the follow-
ing tasks:

• Task A involves developing a classification
model for three classes across all five language
conditions as shown in Table 1.

• Task B involves developing a classification
model for seven classes across three language
conditions as shown in Table 2.

The organisers of this shared task provided train-
ing and validation data to develop the system. The
test data was provided once the results of the shared
task were announced. The organisers evaluated the
performance of each homophobia/transphobia de-
tection system with weighted macro averaged F1
score. The performance for each language and
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Language Condition H N T Total
English 179 2978 7 3164
Hindi 45 2423 92 2560
Malayalam 476 2468 170 3114
Spanish 200 450 200 850
Tamil 453 2064 145 2662

Table 1: The labelled training data broken down by language condition and class label for Task A. The class labels
for Task A were homophobia (H), non-anti-LGBT+ content (N), and transphobia (T).

Language Condition CS HT HD HS NO TT TD Total
English 302 12 167 436 2240 1 6 3164
Malayalam 152 57 419 69 2247 7 163 3114
Tamil 212 37 416 218 1634 34 111 2662

Table 2: The labelled training data broken down by language condition and class label for Task B. The class labels
for Task B were counter-speech (CS), homophobic-threatening (HT), homophobic-derogation (HD), hope-speech
(HS), none-of-the-above (NO), transphobic-threatening (TT), and transphobic-derogation (TD).

class-label condition were ranked based on this
score.

1.2 Related Work

Previous approaches in detecting homophobia and
transphobia on social media comments has shown
varying levels of success (Chakravarthi et al., 2022).
In this shared task, participants were asked to de-
tect homophobia and transphobia across three lan-
guage conditions: English, Tamil, and an additional
English-Tamil script-mixed data set.

Participants of the shared task combined various
natural language processing methods such as sta-
tistical language models and machine learning to
complete the task. However, the performance of
transformer-based language models remained con-
sistently high across all three language conditions.

More specifically BERT-based models with min-
imal fine-tuning outperformed statistical language
models using TF-IDF for feature extraction. BERT,
or Bidirectional Encoder Representations from
Transformers, structures the complex relationship
between words in a language through embeddings
(Devlin et al., 2019).

The best performing BERT-based system for En-
glish yielded an average weighted macro F1 score
of 0.92 compared with non-transformer-based lan-
guage models (Maimaitituoheti et al., 2022). Con-
versely, the same BERT-based models struggled
to outperform machine learning and deep learning
systems approaches in Tamil and in the English-
Tamil condition.

This suggests further work is needed to refine

BERT-based to improve its performance outside an
English-context. Based on the promising results of
BERT-based language models in Chakravarthi et al.
(2022), the current study extend on this transformer-
based approach to develop and refine a homophobia
and transphobia detection system across language
conditions.

2 Methodology

In this section, we provide a system overview of
our transformer-based language model. We also
provide details on our retraining and fine-tuning
procedures.

2.1 System Overview

Due to the number of language conditions for
the current shared task, it was unfeasible to
use language-specific BERT-based models. One
risk for using independently developed language-
specific BERT-based models was that there was no
control on the source data used to train the repre-
sentations. For this reason, we used a cross-lingual
transformer-based language model as our baseline
language model.

XLM-RoBERTa was trained on two terabytes of
CommonCrawl for 100 languages (Conneau et al.,
2020). Some of these languages include English,
Hindi, Malayalam, Spanish, and Tamil. Further-
more, Romanised Hindi and Tamil have also been
included in the pretraining of this cross-lingual
transformer-based language model.

Despite these benefits, we were aware of the
risk in overgeneralising the register of language
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Language Indic Latin
English - 50K
Spanish - 50K
Hindi 50K -
Malayalam 50K -
Tamil 50K -
SM Hindi 37.5K 12.5K
SM Malayalam 37.5K 12.5K
SM Tamil 37.5K 12.5K

Total
50K
50K
50K
50K
50K
50K
50K
50K

Table 3: Corpus size of language samples for fine-
tuning with simulated script-mixing (SM).

of CommonCrawl as the language used on this
platform is not reflective of the language used on
social media. We could retrain PLMs for a specific
task to mitigate this issue without the need to train
a PLM from scratch.

This retraining method has shown to improve the
performance of PLMs in downstream tasks (such
as label classification) for under-represented and
under-resourced languages by pretraining with ad-
ditional register-specific language data (Liu et al.,
2019). Therefore, we have retrained the baseline
XLM-RoBERTa PLM prior to fine-tuning the base-
line XLM-RoBERTa PLM.

2.2 Retraining

We used social media language data from the Cor-
pus of Global Language Use (CGLU) for retraining
(Dunn, 2020). The CGLU is a very large digital
corpora which contains over 20 billion words asso-
ciated with 10,000 point locations across the globe.

Although the source of the CGLU social media
language data comes from Twitter, a microblog-
ging platform, and the training data comes from
YouTube, a video sharing platform, our focus is
on the written language components, and we as-
sume some close domain alignment. We removed
hashtags and hyperlinks to ensure the retraining
data has a similar form to the training data. We
also removed multiple punctuation and blank space
characters. Short tweets with fewer than 50 charac-
ters were also systematically removed.

We controlled the spatial and temporal window
of the sampled tweets by restricting the sample
of tweets to those originating in India produced
between 1 January 2019 and 31 December 2019.
Once again, we wanted to closely match retraining
data with the time and geographic source of the
labelled training data (Chakravarthi et al., 2021).

We used the langdetect1 library to detect the
language condition for each tweet. For each of the
five different language conditions, we extracted a
random sample of 50,000 tweets for training. We
then use the LanguageModelingModel class from
the simpletransformers library to retrain XLM-
RoBERTa on an unlabelled corpus of social media
language data.

In addition to creating corpus training data for
the five different language conditions, we cre-
ated additional corpus training data with simulated
script-mixing. A major motivation to retrain the
model with the simulated script-mixed retraining
data is the lack of Romanised Malayalam in XLM-
RoBERTa. We used the transliteration.XlitEngine
class from the ai4bharat2 library to transliterate
one-fifth of the sample tweets from Indic to Latin
script.

The size of our retraining corpora for each lan-
guage condition is shown in Table 3. We retrained
the language model for 4 iterations and we eval-
uated the training for every 500 steps. We saved
the model with the best performance determined
by the loss function in our output directory.

2.3 Fine-tuning

Once we retrained XLM-RoBERTa with the so-
cial media language data from the CGLU, we fine-
tuned the baseline and the retrained language mod-
els with the labelled training data.

As shown in Table 1 and Table 2, the class labels
for both Task A and Task B are highly unbalanced.
We used the RandomOverSampler class from the
library to oversample the minority classes. In most
cases, these minority classes related to homophobia
and transphobia.

We used the classificaton class from the
simpletransformers library to fine-tune the re-
trained PLMs with the labelled training data. We
trained the classification model for 8 iterations and
we evaluated the training for every 500 steps. We
also used AdamW optimization (Loshchilov and
Hutter, 2019).

We applied the same fine-tuning strategy to Task
A and Task B to maintain consistency across the
shared task. We saved the model with the best
performance determined by the loss function in our
output directory.

1https://pypi.org/project/langdetect/
2https://pypi.org/project/ai4bharat-transliteration/
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Language Condition Baseline Retrained Script-Mixed
English 0.93 0.94 -
Hindi 0.93 0.92 0.97
Malayalam 0.93 0.95 0.94
Spanish 0.83 (0.86) -
Tamil 0.70 0.93 0.93

Rank
7
3
4
-
3

Table 4: Macro averaged F1 for each language condition for Task A and overall rank for the shared task. The
submitted result is in bold. Note that the result for Spanish was invalid.

Language Condition Baseline Retrained Script-Mixed
English 0.15 0.54 -
Malayalam 0.86 0.86 0.88
Tamil 0.77 0.90 0.80

Rank
6
1
4

Table 5: Macro averaged F1 for each language condition for Task B and overall rank for the shared task. The
submitted result is in bold.

2.4 Other Settings

We completed the retraining and fine-tuning in
Python3 on Google Colaboratory. We used GPU
as our hardware accelerator using NVIDIA A100
Tensor Core graphics card.

3 Results

The results of Task A are shown in Table 4 and the
results of Task B are shown in Table 5. Both ta-
bles compare the weighted macro averaged F1 met-
rics for the classification models derived from the
baseline XLM-RoBERTa and the modified XLM-
RoBERTa models produced specifically for this
task. The ranking of our models are also presented
in the final column of the tables.

In Task A, English, Hindi, and Malayalam per-
formed the best of the the baseline classification
models with a macro averaged F1 score of .93.
Tamil performed the worst of the baseline classifi-
cation models. The performance of the retrained
classification models were consistently better than
the baseline classification models. Malayalam per-
formed the best with a macro averaged F1 score
of 0.95 while Spanish performed the worst with a
macro averaged F1 score of 0.86. The classification
models fine-tuned on simulated script-mixed train-
ing data did not improve the classification perfor-
mance for Tamil. Conversely, we saw a decrease in
performance for Malayalam. There was a large im-
provement in classification performance for Hindi.

We have highlighted the performance metric in
bold in terms of the optimal classification models
submitted to the organisers for evaluation in Ta-

ble 4. Hindi and Tamil ranked third out of seven,
Malayalam ranked fourth out of seven, and English
ranked seventh out of eleven. Due to issues with the
labels, the submission for the Spanish condition in
Task A was invalid. However, the macro averaged
F1 metric is provided in brackets for reference.

In Task B, Malayalam performed the best of the
baseline classification models with a macro aver-
aged F1 score of 0.86 while English performed the
worst with a macro averaged F1 score of 0.15. The
performance increased once we fine-tuned the clas-
sification model with the retrained XLM-RoBERTa
with the macro averaged F1 score for English im-
proving from 0.15 to 0.54 and for Tamil improving
from 0.77 to 0.90. The performance remained sta-
ble between the baseline and retrained models for
Malayalam.

When we introduced the script-mixed models for
Malayalam and Tamil, we saw varying levels of per-
formance. The macro averaged F1 score for Malay-
alam increased from 0.86 to 0.88. This suggests
an increase in performance accuracy. Counterin-
tuitively, the macro averaged score F1 for Tamil
decreased from 0.90 to 0.80 which was on par with
the baseline model. This suggests a decrease in
performance accuracy.

Our Malayalam classification system fine-tuned
on the script-mixed social media language data
ranked first out of six, while the Tamil classifica-
tion system fine-tuned on the script-mixed social
media language data ranked fourth out of seven
despite the decrease in performance from the re-
trained language model. Our English classification
system fine-tuned on the retrained language model
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ranked sixth out of nine.

4 Discussion

This paper addresses intrinsic issues related to hate
speech detection in written social media data. This
was mirrored in our training, validation, and testing
data which reflects the multifaceted challenges of
real-world scenarios. Hate speech is not confined
to any single language or geographic region and its
instances are often buried within the vast array of
existing textual data, particularly in the context of
social media.

The employment of the XLM-RoBERTa model
has demonstrated to be an effective system in de-
tecting homophobia and transphobia in social me-
dia comments, particularly when the PLM has been
retrained with spatio-temporal data for the English
and Tamil language conditions. These findings
underline the potential of integrating geographic
language data into models as a means of enhancing
their performance not only on highly represented
languages, but also on lower underrepresented lan-
guages, thus offering a robust solution.

In the preceding sections of this paper, we have
outlined and highlighted in Table 1 and Table 2 an
influencing challenge relating to the distribution of
data across the different language conditions. The
imbalance observed between language conditions
as exhibited in the discrepancies in their respec-
tive training, validation, and test data sets poses
an additional obstacle when it comes to drawing
comparative inferences. However, there are op-
portunities that could help balance the data and
potentially improve performance.

To alleviate this issue, the utilisation of synthetic
data through data augmentation techniques could
prove to be a promising approach. Data augmen-
tation, as a broad concept, involves expanding the
existing data sets to enhance their diversity, and
therefore, the generalisability of the models trained
on them (Hoffmann et al., 2022). The generation
of synthetic data has been demonstrated to be an
effective mechanism in addressing biased data sets,
but it also presents a desirable practice particularly
suited for hate speech detection given the prevailing
concerns over text obfuscation of such instances
(Aggarwal and Zesch, 2022).

To help facilitate a system that can account for
these nuances, data noise injection via character,
word, or even phrasal additions could be advanta-
geous. In this sense, the application of synthetic

data coupled with noise injection can help address
class imbalance, while also training more robust
classifiers that are less reliant on explicit instances
of derogatory terms, but are more adept at discern-
ing underlying contextual uses of hate speech.

There are real-world applications to our homo-
phobia/transphobia detection system as we can re-
fine our model with language-specific and region-
specific information to monitor hate speech on so-
cial media directed at LGBTQ+ communities. This
is particularly useful for languages that are not oth-
erwise as well represented in large language models
such as Malayalam which saw great improvement
in performance with the addition of script-mixed
retraining data.

5 Conclusion

We saw an improvement in performance in our
retrained homophobia/transphobia classification
model when compared with our baseline model.
Our unique approach to this shared task has shown
potential for retraining pretrained language mod-
els with spatio-temporal relevant language data
to improve the performance of our homopho-
bia/transphobia detection system. Counterintu-
itively, the inclusion of script-mixed language data
gave us variable results. We will aim to refine our
classification system with other attested methods
such as noise injection in order to improve the per-
formance of our system.
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Abstract

The paper outlines the approach used to de-
tect signs of depression from English social
media text for the 4th Shared Task at LT-
EDI@RANLP 2023. The solution involved
data cleaning and pre-processing, leveraging
additional data, addressing data imbalance, and
fine-tuning RoBERTa-Large and DeBERTa-V3-
Large transformer-based pre-trained language
models. Four different model architectures
were developed using different word embed-
ding pooling methods, including a RoBERTa-
Large bidirectional GRU model using GRU
pooling and three DeBERTa models using CLS
pooling, mean pooling, and max pooling, re-
spectively. Although ensemble learning of De-
BERTa’s pooling methods was used to improve
performance, the RoBERTa bidirectional GRU
model received the 8th place out of 31 submis-
sions with a Macro-F1 score of 0.42.

1 Introduction

Depression is a severe mental disorder that can
significantly impact an individual’s thoughts, emo-
tions, behavior, and daily routine. (of Men-
tal Health, 2023). This condition is classified into
three levels, namely mild, moderate, and severe,
based on the number of symptoms present. These
symptoms may include feelings of sadness, hope-
lessness, irritability, guilt, insomnia, fatigue, loss of
appetite, and disinterest in activities. Mild depres-
sion typically manifests with 5-6 symptoms, while
moderate depression involves 7-8 symptoms, and
severe depression includes 9 or more symptoms,
which may include hallucinations, delusions, sui-
cidal thoughts, or even attempts (Cherney, 2018).
Depression is a widespread issue, affecting approx-
imately 280 million individuals worldwide (WHO,
2023). As social media continues to serve as a
platform for individuals to express their emotions
(Alyssa, 2021), the identification of symptoms of

depression through automated means holds the po-
tential for prompt intervention, psychological aid,
and the avoidance of adverse outcomes. The 4th

Shared Task on Detecting Signs of Depression from
Social Media Text at LT-EDI@RANLP 2023 (Sam-
path et al., 2023) challenged participants to develop
text classification systems that can classify English
social media posts into three classes, namely not
depression, moderate and severe depression. This
paper presents the system developed for this com-
petition, with the code available on the provided
GitHub link.1

The structure of this paper is as follows: Firstly,
Section 2 presents a discussion of the previous re-
lated work followed by the presentation of the data
analysis in Section 3, and an overview of the de-
veloped system in Section 4. In Section 5, an out-
line of the experimental setup is provided, while
Section 6 presents the results and error analysis.
Finally, the paper concludes with Section 7, which
discusses future work.

2 Related Work

Previous work on Detecting Signs of Depression
from Social Media Text was conducted at LT-
EDI@RANLP 2022. The majority of participat-
ing teams used transformer-based language mod-
els, such as BERT (Anantharaman et al., 2022),
DistilBERT, and RoBERTa (S et al., 2022), while
several teams used traditional machine learning
methods like Logistic Regression (Agirrezabal and
Amann, 2022), Support Vector Machines, Random
Forest, and XGBoost Classifiers (Sharen and Ra-
jalakshmi, 2022). The top-ranking team, OPI, ex-
perimented with BERT, RoBERTa, and XLNet,

1https://github.com/christinacdl/
Depression_Detection_Text_
Classification/blob/main/Detecting_
Signs_of_Depression_from_Social_Media_
Text.ipynb
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trained RoBERTa-Large from scratch on depres-
sion corpora (DepRoBERTa), fine-tuned it and cre-
ated an ensemble model resulting in attaining a
0.583 macro-F1 score (Poświata and Perełkiewicz,
2022). The NYCU TWD team, which came in sec-
ond place by achieving a 0.552 macro-F1 score,
experimented with gradient boosting, pre-trained
transformer language models, VADER, supervised
contrastive learning, and ensemble learning (Wang
et al., 2022).

3 Data

3.1 Provided Datasets
The task organizers provided both the training and
development data, which included lengthy texts
from social media posts along with their corre-
sponding IDs and class labels. During the testing
phase, the test data was also provided, but without
labels. Thus, participants had to make predictions
for the test texts and submit them without imme-
diately knowing the results or the performance of
their system. The class labels of the test data were
released after the competition ended. The training
data consisted of 7,201 texts, while the develop-
ment data consisted of 3,245 texts. The test data
comprised 499 texts. In the data cleaning process,
116 and 12 duplicate texts were removed from the
training and development data, respectively. The
test data did not contain any duplicates.

3.2 Additional Datasets
Two additional binary-class datasets were em-
ployed and combined with the train and devel-
opment datasets. The first dataset was sourced
from Hugging Face and contained 7,731 English
posts from Reddit labeled as 0 (not depression) and
as 1 (depression).2 The second dataset was also
found on Kaggle and contained 20,363 English
posts from Reddit with the labels depression and
SuicideWatch.3 In this dataset, the class label de-
pression was renamed as moderate, while the class
label SuicideWatch was renamed as severe. During
the data cleaning process, 81 and 8 duplicates were
removed from the first and second datasets, respec-
tively. Table 1 illustrates the class distribution of
the provided train and development data as well

2https://huggingface.co/
datasets/hugginglearners/
reddit-depression-cleaned/tree/main

3https://www.kaggle.
com/datasets/xavrig/
reddit-dataset-rdepression-and-rsuicidewatch

as the class distribution of the additional data be-
fore and after data cleaning. The categorical labels
were converted into the respective numerical la-
bels denoted in brackets for training and evaluation
purposes.

Class Label Before Data
Cleaning

After Data
Cleaning

Provided Train Data
not depression (0) 2,755 2,697

moderate (1) 3,678 3,544
severe (2) 768 728

Provided Development Data
not depression (0) 848 841

moderate (1) 2,169 2,153
severe (2) 228 228

Additional Hugging Face Data
not depression (0) 3,900 3,879

depression (1) 3,831 3,718
Additional Kaggle Data

depression (1) 10,371 10,359
SuicideWatch (2) 9,992 9,988

Table 1: Class distribution of provided and additional
data before and after data cleaning.

3.3 Data Used

The provided training and development datasets,
along with additional datasets, were concatenated
to form a new dataset. This was done to increase
the amount of training data and improve the class
distribution, particularly for the severe and moder-
ate classes, which were essential for this task. How-
ever, only the not depression texts were utilized
from the first additional dataset from Hugging Face.
This was because there was no clarification con-
cerning the depression level in its depression texts.
Since there was no information regarding whether
the texts were categorized as moderate or severe de-
pression, they were not included in the new dataset.
The new dataset consisted of 34,417 text entries
with their respective labels. From the class distri-
bution in Table 2, it can be demonstrated that the
two classes, representing two levels of depression,
constitute the majority of the dataset. This was
anticipated to assist the system in detecting signs
of depression. For data splitting into the train and
development sets, ten-fold cross-validation with
stratified sampling was implemented. This ensured
that the train and development sets would have the
same proportion of class values and, hence, would
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be equally represented. The train set consisted of
30,976 texts, and the development set consisted of
3,441 texts.

3.4 Tackling Data Imbalance
In addition to incorporating more depression data,
the Imbalanced Dataset Sampler was used to cre-
ate the train Dataloader. This tool balances the
distribution of classes when sampling from an im-
balanced dataset and automatically calculates the
corresponding sampling weights.4

Final Dataset
Class Label Number of Texts

not depression (0) 7,417
moderate (1) 16,056

severe (2) 10,944
Train Set

Class Label Number of Texts
not depression (0) 6,675

moderate (1) 14,451
severe (2) 9,850

Development Set
Class Label Number of Texts

not depression (0) 742
moderate (1) 1,605

severe (2) 1,094

Table 2: Class distribution of final dataset, train and
development sets used for training and evaluation.

4 System Overview

The presented system utilizes two robust models,
RoBERTa (Liu et al., 2019) and DeBERTa (He
et al., 2020), for fine-tuning purposes. RoBERTa-
Large, which boasts 355M parameters, includes
24 layers with a hidden size of 1024 and a vo-
cabulary size of 50,265. DeBERTa-V3-Large, on
the other hand, contains 304M parameters, 24 lay-
ers with a hidden size of 1024, and a vocabulary
size of 128,100. Both models leverage the senten-
cepiece tokenizer to ensure optimal performance.
The models that were chosen for the study were
selected based on their exceptional architecture
and outstanding performance on various Natural
Language Processing (NLP) tasks and benchmark
datasets. One model architecture utilizes all output
hidden states for GRU pooling, while other model
architectures utilize the last hidden state for CLS

4https://github.com/ufoym/
imbalanced-dataset-sampler

pooling, mean pooling, and max pooling. Through
extensive experimentation, it was determined that
keeping the first 7 encoder layers frozen during
fine-tuning resulted in the best performance. The
flow diagram of the presented system is depicted
in Figure 1.

Figure 1: Flow diagram of the presented approach

4.1 GRU Pooling
The first model architecture was based on a BERT
model using LSTM pooling for aspect-based sen-
timent analysis (Song et al., 2020). Unlike this
BERT model, the model developed for this system
is a RoBERTa-Large Bidirectional GRU network
(RoBERTa Bi-GRU) utilizing GRU pooling. It is
bidirectional, meaning that it can process the in-
put and retain information from both directions. It
takes all hidden states of RoBERTa ([initial em-
beddings + total number of layers, batch size, max
sequence length, hidden size]) and passes them
through a GRU network, which is used to connect
all the [CLS] token representations. The output
representation from the last GRU cell, which has
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the size of [batch size, total number of layers, max
sequence length * 2], is passed into a dropout layer.
In the end, a linear layer, which has dimensions
equal to the size of the maximum sequence length
multiplied by two and the number of classes [max
sequence length * 2, number of classes], is applied
to the output from the dropout layer.

4.2 CLS Pooling

The second model architecture (DeBERTa CLS
Pooling) implements the most common pooling
method - the CLS pooling. During classification
tasks, a special [CLS] token is added at the first
position of each sequence to capture the entire con-
text information of a sequence. The [CLS] token
embeddings are aggregated in the pooling layer
and are used as sentence embeddings. These em-
beddings pass through a dropout layer and finally,
a linear layer that classifies the texts into three
classes.

4.3 Mean Pooling

The third model architecture called (DeBERTa
Mean Pooling), involves averaging all of the con-
textualized token embeddings from the last hid-
den state. First, the attention mask is expanded
from [batch size, maximum sequence length] to
[batch size, maximum sequence length, hidden
size]. Then, the token embeddings are summed
along the maximum sequence length axis to end up
with a size of [batch size, hidden size]. The atten-
tion mask is also summed along the maximum se-
quence length axis so that padding tokens ([PAD])
are ignored. The mean embeddings, which are the
average of the summed token embeddings and the
summed attention mask, pass through a dropout
layer and finally, a linear layer, which classifies the
texts into the three classes.

4.4 Max Pooling

The fourth model architecture (DeBERTa Max
Pooling) uses the maximum pooling method by
taking the maximum value of the token embed-
dings from the last hidden state at each time step.
The attention mask was expanded from [batch size,
maximum sequence length] to [batch size, max-
imum sequence length, hidden size]. Then, the
padding tokens were set to a large negative value
(-1e9). The maximum token embeddings produce
sentence embeddings that pass through a dropout
layer and, finally, through the classifier linear layer.

4.5 Majority Vote Ensemble Learning
In this particular study, two different ensemble
learning methods were utilized to predict the class
labels for each given text. The ultimate label that
was submitted for each text was determined by se-
lecting the most commonly predicted label from the
individual classifiers. The first ensemble method (3
DeBERTa Ensemble) combined predictions from
all three pooling DeBERTa classifiers, while the
second ensemble method (2 DeBERTa Ensem-
ble) only utilized predictions from the CLS and
mean pooling classifiers, since they achieved higher
Macro-F1 scores compared to the max pooling clas-
sifier. This approach was taken to ensure the most
accurate and reliable results possible.

5 Experimental Setup

5.1 Environment Setup
The presented approach was implemented in
Python using Google Colaboratory (Colab) Pro
notebook. Experiments were conducted with Py-
torch library and NVIDIA A100-SXM4-40GB
GPU.

5.2 Pre-processing Steps
Pre-processing steps were applied to the training,
development, and test sets of text using a function
that included regular expressions and other func-
tions. The function removed URLs, usernames,
and retweets. Emojis were converted to their tex-
tual representations (Taehoon et al., 2022).5 The
&amp; and & were replaced with and. The ASCII
encoding apostrophe was replaced with the UTF-
8 encoding apostrophe. Consecutive non-ASCII
characters were replaced with whitespace, and all
extra whitespace was removed. Contracted words
were unpacked, such as isn’t being converted to
is not. The Ekphrasis library was used to seg-
ment hashtags, correct spelling, elongate words,
tokenize, and lowercase all words (Baziotis et al.,
2017).6 All punctuation marks were maintained as
they contribute to the context of the text.

5.3 Hyperparameter Tuning
The pre-trained models required PyTorch tensors
as input, including input IDs and attention masks.
Sequences were padded to the fixed maximum se-
quence length of RoBERTa and DeBERTa (512).

5https://pypi.org/project/emoji/
6https://github.com/cbaziotis/

ekphrasis
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Dropout and early stopping patience were used to
prevent overfitting, and gradient accumulation was
employed to virtually increase batch size during
training. The models utilized Cross-Entropy Loss
for multi-class classification, with the AdamW op-
timizer and consistent hyperparameters across all
architectures shown in Table 3. Identical hyper-
parameters were employed across all models to
ensure easy comparison of models.

Hyperparameters
Number of Classes 3
Number of Epochs 10
Sequence Length 512
Train Batch Size 10
Development Batch Size 16
Learning Rate 2e-6
Weight Decay 0.1
Warm-up Steps 0
AdamW Epsilon 1e-8
AdamW Betas 0.9, 0.999
Dropout 0.2
Gradient Clipping 1.0
Gradient Accumulation 2
Early Stopping Patience 5
Random Seed 42

Table 3: Hyperparameters of Models.

5.4 Metrics

The system’s efficiency and final ranking were pri-
marily evaluated based on the Macro-F1 score of
the test set predictions. Additionally, submissions
were evaluated by the organizers based on accu-
racy, Macro-Recall, Macro-Precision, Weighted-
F1, Weighted-Recall, and Weighted-Precision
scores. The evaluation also included the Macro-
F1 score and Confusion Matrix for each class.

6 Results

6.1 Development Set

Table 4 shows that the DeBERTa Mean Pooling
model achieved the highest Macro-F1 score among
individual models (0.77), while the DeBERTa Max
Pooling model scored the lowest (0.74). Notably,
the RoBERTa Bi-GRU and the DeBERTa CLS
Pooling both scored 0.76. Looking at the Macro-
F1 score of each class, RoBERTa Bi-GRU is more
successful in identifying the not depression class
(0.82), while DeBERTa Mean Pooling is more suc-
cessful in identifying the moderate class (0.74).

All three DeBERTa pooling methods are better at
detecting the severe class than the RoBERTa Bi-
GRU, with a slightly higher Macro-F1 score (0.76).
The ensemble including all three DeBERTa models
achieves a slightly higher general Macro-F1 score
as well as a little higher score in detecting the se-
vere class.

Development Set
Metric RoBERTa Bi-GRU

Macro-F1 0.76
Classes Macro-F1

not depression 0.82
moderate 0.72

severe 0.75
Metric DeBERTa CLS Pooling

Macro-F1 0.76
Classes Macro-F1

not depression 0.81
moderate 0.73

severe 0.76
Metric DeBERTa Mean Pooling

Macro-F1 0.77
Classes Macro-F1

not depression 0.81
moderate 0.74

severe 0.76
Metric DeBERTa Max Pooling

Macro-F1 0.74
Classes Macro-F1

not depression 0.80
moderate 0.68

severe 0.76
Metric 3 DeBERTa Ensemble

Macro-F1 0.77
Classes Macro-F1

not depression 0.81
moderate 0.73

severe 0.77
Metric 2 DeBERTa Ensemble

Macro-F1 0.76
Classes Macro-F1

not depression 0.81
moderate 0.73

severe 0.76

Table 4: Results of developed models on the develop-
ment set.
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6.2 Test Set

Table 5 shows that the RoBERTa Bi-GRU model
outperformed the DeBERTa ensemble models in
all metrics, securing 8th place with a macro-F1
score of 0.42. It achieved a higher Macro-F1 score
in the not depression class (0.11) and a slightly
higher score in the severe class (0.46) compared
to the ensemble models. Both models performed
equally well in detecting moderate depression with
a Macro-F1 score of 0.69. The ensemble models
had low Macro-F1 scores across all metrics, partic-
ularly in detecting not depression (0.05).

Figure 2: Test Set Confusion Matrices of RoBERTa
BI-GRU, 3 DeBERTa Ensemble, 2 DeBERTa Ensemble

6.3 Error Analysis

The confusion matrices were created after the re-
lease of the test set labels so that the errors and
strengths of the submitted models would be re-
vealed. Therefore, each confusion matrix repre-
sents the performance of the RoBERTa Bi-GRU,
the 3 DeBERTa Ensemble, and the 2 DeBERTa
Ensemble on the test set, respectively. Consider-
ing all the confusion matrices from Figure 2, it

Test Set
Metric RoBERTa Bi-GRU

Macro-F1 0.42
Macro-Recall 0.474

Macro-Precision 0.459
Weighted-F1 0.491

Weighted-Recall 0.543
Weighted-Precision 0.513

Accuracy 0.543
Classes Macro-F1

not depression 0.11
moderate 0.69

severe 0.46
Metric 3 DeBERTa Ensemble

Macro-F1 0.396
Macro-Recall 0.456

Macro-Precision 0.439
Weighted-F1 0.473

Weighted-Recall 0.541
Weighted-Precision 0.493

Accuracy 0.541
Classes Macro-F1

not depression 0.05
moderate 0.69

severe 0.45
Metric 2 DeBERTa Ensemble

Macro-F1 0.396
Macro-Recall 0.456

Macro-Precision 0.439
Weighted-F1 0.473

Weighted-Recall 0.541
Weighted-Precision 0.493

Accuracy 0.541
Classes Macro-F1

not depression 0.05
moderate 0.69

severe 0.45

Table 5: Results of submitted models on test set.

is evident that all models tend to detect signs of
depression in text with greater confidence and suc-
cess, while they are not as capable of distinguishing
non-depression from depression texts. They suc-
cessfully detect many texts that show moderate
signs of depression, while there seems to be con-
fusion when it comes to identifying between the
moderate and severe classes, as texts that belong to
the severe class were assigned to the moderate class.
A notable number of texts belonging to the moder-

114



ate class appear to be identified as not depression,
while texts that should be labeled as not depression
were labeled as moderate depression. This illus-
trates the difficulty of the models to distinguish
non-depressive posts from depressive posts as well.
The reason for the failure of the models in detect-
ing non-depressive posts lies in the fact that the
training data contained a significantly lower num-
ber of texts categorized as not depression (6,675)
compared to those classified as severe (9,850) and
moderate (14,451) classes. The training algorithm
placed greater emphasis on boosting the depression
classes, which further skewed the models’ ability
to accurately detect non-depressive posts.

7 Conclusion and Future Work

The LT-EDI@RANLP 2023 Shared Task 4 entailed
the development of a system aimed at addressing
data imbalance, cleaning, pre-processing, and fine-
tuning pre-trained language models to accurately
identify depression in English social media posts.
Two pre-trained language models, RoBERTa-Large
and DeBERTa-V3-Large, were employed and fine-
tuned for this purpose. Among the four pooling
methods tested, the RoBERTa-Large Bidirectional
GRU model demonstrated the best performance.
This model effectively identified posts exhibiting
signs of depression, particularly at moderate lev-
els. However, it struggled with detecting non-
depressive posts and may occasionally mistake se-
vere depression for moderate depression.

To further enhance the models’ performance, fu-
ture efforts should focus on incorporating more
non-depressive texts into the training data and ex-
perimenting with the multi-layer structure of pre-
trained Transformer models as well as various hy-
perparameters. Overall, this system has the poten-
tial to serve as a valuable tool for early detection
of depression, enabling prompt intervention and
support for individuals who may be experiencing
mental health problems.
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Abstract
Depression is a global health crisis affect-
ing millions. Workplace stress and unhealthy
habits have risen, leading to more people with
depressive symptoms. Early detection and pre-
diction of depression are essential for timely
intervention and support. Unfortunately, so-
cial stigma prevents many from seeking help,
making early detection difficult. Therefore, al-
ternative strategies for depression prediction,
such as analysing social media posts, are be-
ing explored. LT-EDI@RANLP held a shared
task to promote research in this field. Our team
participated in the shared task and secured 21st
rank with a macro F1 score of 0.36. This article
summarises the model used in the shared task.

1 Introduction

Depression is a common mental health illness af-
fecting millions worldwide, causing significant
suffering and even terrible outcomes such as sui-
cide. Despite its frequency and negative impact,
depression frequently remains unrecognized and
untreated, particularly among young adults. It is
essential to understand the wide-ranging harmful
effects of this invisible killer to address the world-
wide mental health crisis. Over 280 million people
worldwide suffer from depression, and the number
is rising, according to World Health Organisation
(WHO) 1. The effects of depression are disastrous
for both mental and physical health. It limits a
person’s ability to succeed in life, including work,
relationships, and personal fulfilment. Addition-
ally, depression ranks as the second leading cause
of teenage mortality, highlighting the urgent need
for improved detection and treatment strategies2.

Traditional diagnostic procedures, which rely
on patient self-reports, remarks from family or

1https://www.who.int/news-room/fact-
sheets/detail/depression

2https://www.who.int/news-room/fact-
sheets/detail/depression

friends, and mental state examinations, frequently
encounter major problems. There are many people
who are depressed who do not receive the appro-
priate treatment because of underdiagnosis, under-
treatment, cultural stigma, and inaccurate assess-
ments. The rise of social media platforms like
Facebook, Twitter, and WhatsApp in recent years
has provided new avenues for understanding men-
tal health conditions like depression (Coppersmith
et al., 2014; Lin et al., 2016; Biradar et al., 2022).
More and more people are using these platforms
to express their thoughts, feelings, and everyday
experiences, which tells us a lot about their mental
health. By leveraging user behaviours, language
patterns, and social connections, researchers are
exploring the potential of social media as a tool for
diagnosing and forecasting depression.

The COVID-19 epidemic has underlined the ne-
cessity of technology-based interventions in mental
healthcare. With the adoption of social distancing
measures and lockdowns, people have resorted to
social media for communication, self-expression,
and support. The pandemic’s impact on mental
health, limited resources, and overworked health-
care systems have highlighted the need for creative
and scalable methods for depression detection and
treatment. Overall, depression remains a substan-
tial global concern, demanding novel techniques
for identification and treatment. The combination
of social media and behavioural factors offers a
promising path for forecasting depression levels.
The advancement of technology, including artifi-
cial intelligence and machine learning techniques,
presents an intriguing potential for leveraging the
massive volumes of data available on social media
networks. We can use these technologies to create
strong, personalized systems that help healthcare
professionals, researchers, and individuals identify
and treat depression more effectively (Akbari et al.,
2016; Kayalvizhi et al., 2022; Chakravarthi et al.,
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2022).

Several methods for handling social media data
to determine users’ depression conditions have
been presented. However, most of these approaches
have relied on handcrafted features with shallow
machine learning-based models (Tadesse et al.,
2019; Guntuku et al., 2019; Biradar et al., 2021).
These approaches often require domain expertise to
identify features, resulting in biased feature values.
Furthermore, the handcrafted feature extraction
method is laborious and time-consuming, resulting
in a longer training time. In addition, many of these
models struggle to generalize successfully with
new information. Researchers have recently tried to
alleviate these constraints by employing pre-trained
transformer models (Poerner et al., 2020; Kassner
and Schütze, 2020; Puranik et al., 2021). However,
to the best of our knowledge, none of these models
have successfully linked domain knowledge with
linguistic patterns. To overcome this gap, our pro-
posed work performed experiments with PubMed
BERT (Gu et al., 2020) trained on clinical data, to
harness domain knowledge. These studies were
carried out as part of the LT-EDI@RANLP joint
task on Detecting Signs of Depression from social
media Text. Notably, our proposed model finished
in the 21st position among the participating teams.

The remaining part of paper is arranged as fol-
lows: Section 2 addresses the recent literature. Fur-
ther model building details are discussed in sec-
tion 3. Finally, section 4 provides insights into the
model results. Furthermore, its implications on so-
ciety and future research directions are provided in
the last section.

2 Background study

Depression detection addresses the interdisci-
plinary topic of clinical psychology and social me-
dia data mining. Several studies have been pro-
posed to analyze social media users’ behaviour
through their content. The results from these stud-
ies conclude that individuals with depression tend
to use more negative verbal content when interact-
ing with friends or posting on social media. Most
of these models are conducted using either ma-
chine learning-based or deep learning-based meth-
ods. This section will provide insights into some
selected works from the past.

2.1 Machine learning-based models

(Tadesse et al., 2019; Shankar Biradar and
Chauhan, 2021) Conducted an experiment involv-
ing n-gram features representation, such as tf-idf,
linguistic features, and LDA topics. The study
utilized Logistic Regression (LR), Support Vector
Machine (SVM), Multi-Layer Perceptron (MLP),
Random Forest (RF), and AdaBoost to train the
models. The experimental results indicated that
SVM achieved an accuracy of 81%. However, the
highest performance was achieved using the Multi-
Layer Perceptron, with an accuracy of 91% for
depression and non-depression classification. Sev-
eral studies have also focused on syntactic and se-
mantic features for detecting depressive comments
from social media data. Liu and Shu extracted syn-
tactic and semantic-based features to train several
supervised learning models, such as Naive Bayes
(NB), K-Nearest Neighbors (KNN), Logistic Re-
gression, and Support Vector Machine, as base
learners. Later, a simple logistic regression model
was used to stack the outcomes of the base learners
(Liu and Shi, 2022).

In a study (Tsugawa et al., 2015), semantic fea-
tures were found to be integral components of de-
pression prediction models. The researchers uti-
lized various semantic features and word-level at-
tributes to gauge the level of depression among
Twitter users. These features included word fre-
quency and the ratio of positive to negative words.
By employing SVM classifiers, the study demon-
strated that semantic features could effectively
address depressive comments on social media.
The findings indicate that semantic features hold
promise in identifying and handling instances of
depression on online platforms. In a related study
(Pirina and Çöltekin, 2018; Shankar Biradar and
Chauhan, 2021), the authors trained an SVM clas-
sifier using various word-level features to identify
the severity of depressive comments. The study uti-
lized features such as word n-grams and tf-idf for
training LR, RF, and SVM classifiers. The study
concluded that the combination of word-level fea-
tures with the SVM model yielded superior results
in predicting depression levels from social media
comments. (Chen et al., 2018) developed a binary
classifier for depression detection and achieved
great accuracy by utilizing Random Forests and
Support Vector Models with Radial Basis Func-
tion.
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2.2 Deep Learning-based models

Recent studies have found that deep learning-based
methods can significantly enhance model perfor-
mance. In addition to this, DL models also reduce
the computational overhead of ML-based models
during the feature extraction stage. Traditional
feature extraction in ML models requires domain
expertise and is time-consuming, often leading to
biased features. To address these issues, several
studies have proposed the use of deep learning-
based models.

For instance, (Wani et al., 2022) extracted word-
level embeddings using a pre-trained word2vec
neural network model. These embeddings were
then passed to Convolutional Neural Networks
(CNN) and Long Short-Term Memory Networks
(LSTM) for classification. The results of the
study concluded that using RNN-based methods
improves model performance. In another study,
authors attempted to build their own corpus con-
taining binary depressive and non-depressive com-
ments (Kim et al., 2020). They employed word2vec
embeddings combined with a CNN model for de-
pression detection. Some researchers also explored
the construction of hybrid models by combining
CNN and LSTM networks (Kour and Gupta, 2022;
Biradar and Saumya, 2022). These hybrid networks
successfully capture spatial features (CNN) and
temporal features (LSTM) to address depression
levels in long text. The study concluded that us-
ing hybrid networks improves model performance.
Lastly, given the prevalence of COVID-19-related
depressive comments on social media, researchers
(Zogan et al., 2023) developed a corpus specifi-
cally related to COVID-19 depressive comments.
They also presented a novel hierarchical CNN net-
work for binary classification. These advancements
in deep learning-based approaches improve model
performance and alleviate the computational bur-
den and biases associated with traditional feature
extraction methods in ML models.

Both approaches significantly contribute to help-
ing the clinical community in predicting the mental
health of social media users without attaching any
social stigma. However, neither of these models
achieves the accuracy of a human moderator. These
methods have limitations, including the fact that
the majority of deep learning networks fail to cap-
ture domain knowledge because they are trained
using general-purpose text data. On the other hand,
machine learning-based methods struggle to gener-

Not depression Moderate Severe
Train 2,755 3,678 768
Test 848 2,169 228
Total 3,603 5,847 996

Table 1: Dataset distribution

alize on unseen data.
The proposed model utilizes transformer-based

Large Language models like PubMed BERT to
generate feature vectors to address these issues.
This approach allows the model to capture domain
knowledge and context information from social
media text, enabling it to predict depression levels
more effectively. By incorporating these improve-
ments, the proposed model aims to enhance accu-
racy and better understand users’ mental health.

2.3 Task and dataset description

The current study utilizes the dataset from the LT-
EDI@RANLP 2023 shared task (S et al., 2022),
which focuses on detecting signs of depression in a
social media text. The organizers of the shared task
have provided a challenge regarding the identifica-
tion of depression levels in English social media
comments. The dataset consists of a text field and
a label field, with the labels being ”not depres-
sion,” ”moderate,” and ”severe.” According to the
organizers, the data was collected from YouTube
comments (S et al., 2022). The detailed distribu-
tion of the dataset is presented in Table 1. However,
the dataset is highly skewed, with the majority of
the comments labelled as ”moderate” and very few
instances of ”severe” comments.

3 Model building

In this section, we outline the model submitted
for the shared task of identifying depression levels
in social media data. The proposed model com-
prises three primary steps: data cleaning and pre-
processing, feature extraction, and classification.
This section will thoroughly explain each of these
stages. The architecture of the model is illustrated
in Fig 1.

3.1 Data pre-processing

According to the shared task organizers, data has
been collected from YouTube comments. As social
media data often contains noise, certain steps have
been taken to clean the data. The text data includes
punctuation, hyperlinks, URLs, stop words, and
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Figure 1: Experimented model architecture

Model Hyper-parameter

SVM Kernal = ‘linear’
C = 1

BiLSTM

Node size = 60,30,10
Drop out rate = 0.5
Loss = ‘categorical crossentopy’
Optimiser = ‘Adam’
Batch size = 100
Epochs = 10

Table 2: Hyper-parameter

numerical data, which do not contribute to the final
class prediction. To address this, we have removed
these elements using simple string operations. Stop
words have been eliminated using the NLTK li-
brary. Additionally, the text has been converted
to lowercase to avoid token redundancy. Finally,
lemmatization has been applied to convert social
media slang to its root words. All of these steps
have been performed using the NLTK toolkit 3.

After the pre-treatment, the data is subjected to
tokenization, where we apply the BERT tokenizer
to convert the text input into tokens. Subsequently,
padding is performed on the tokenized data to en-
sure all comments possess a fixed-length sequence.
Finally, masking is applied to the padded sequence
to eliminate the influence of padded tokens on label
prediction.

3https://www.nltk.org/

3.2 Feature Extraction

The proposed model utilizes a pre-trained language
model called PubMed BERT, obtained from the
Hugging Face library 4. PubMed BERT is a variant
of the original BERT model, trained on clinical data
(Gu et al., 2020). Its architecture closely resem-
bles that of the original BERT model(Kenton and
Toutanova, 2019). The main objective of the fea-
ture extraction process in this model is to represent
high-dimensional text data into lower-dimensional
embedding vectors. To achieve this, padded and
masked sequences are provided as input. The
model extracts the embeddings from the [CLS]
token to generate the embedding vectors. This to-
ken represents the entire sentence and provides a
bidirectional representation of the input text. By
utilizing the embeddings from the [CLS] token,
the model captures the overall semantic meaning
of the text. The advantage of employing PubMed
BERT in the proposed model lies in its training
on clinical data, which enables it to incorporate
domain-specific information into the embeddings.
This makes the model well-suited for tasks involv-
ing depression analysis. After obtaining the em-
beddings from PubMed BERT, they are passed as
input to the data augmentation and classification
stage.

To address the issue of highly skewed data to-
wards the moderate label, the proposed method
incorporates text smoothing on input embeddings
to achieve a more balanced representation of the

4https://huggingface.co/
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Model F1-moderate F1-not depression F1-severe Macro-F1
PubMed with BiLSTM
(without smoothing)

0.66 0.30 0.10 0.41

PubMed with BiLSTM
(with smoothing)

0.20 0.37 0.64 0.45

PubMed with SVM
(without smoothing)

0.70 0.40 0.33 0.48

PubMed with SVM
(with smoothing) 0.44 0.55 0.66 0.54

Table 3: Comparative results of the proposed model

overall input text sequences. Subsequently, the bal-
anced data is fed as input to the classification layer.
The proposed method conducts experiments using
both the balanced and original text data, and the
results and discussion section presents the findings
of these experiments.

3.3 Classification

The primary objective of the classification stage is
to convert the input embeddings into correspond-
ing depression levels. To achieve this, the proposed
model experimented with different machine learn-
ing and deep learning-based models.

The proposed method utilized the Support Vec-
tor Machine (SVM) classifier among the machine
learning-based models. Since the problem involves
multiclass classification, the proposed method em-
ployed the One-Vs-Rest classifier from SVM to
identify depression levels in a social media text.
Further, the proposed method also experimented
with a Bidirectional Long Short-Term Memory
(BiLSTM) model. The BiLSTM model was con-
structed using two BiLSTM layers with 60 and
30 neurons, and a dense layer with ten units was
added after BiLSTM layers, and a dropout rate of
0.5 was applied, indicating that 50% of the input
units were randomly dropped out. Finally, the out-
put layer consisted of a dense layer with three units
representing the number of classes, and the softmax
activation function was added to predict the output
class. The hyperparameters used to train both mod-
els are illustrated in Table 2. These hyperparameter
values were selected based on experimental trials.
The input for the classification stage was taken
from PubMed BERT embeddings, which have a
vector dimension of 768. Implementation details
of the proposed model can be found in the GitHub
repository 5.

5https://github.com/shankarb14/RANLP-2023

Team name Macro-F1 Rank
DeepLearningBasil 0.47 1
DeepBlueAI 0.446 2
Cordyeeps ssl 0.441 3
iicteam 0.439 4
CIMAT-NLP 0.439 5
IIITDWD 0.359 21

Table 4: Top performing teams

4 Result and Discussion

The proposed model was trained to identify class
labels such as ’not depression,’ ’moderate,’ and
’severe.’ The comparative results of the model are
summarized in Table 3.

The proposed model was tested on both balanced
data after smoothing and the original text to assess
the impact of text smoothing on its performance.
As shown in Table 3, the model exhibited signifi-
cant performance in predicting the ’moderate’ label
before smoothing. However, its performance with
the other two class labels was moderate, resulting
in a reduced macro-F1 score. Text smoothing re-
sulted in a more evenly distributed weighted F1
score across all labels.

In evaluating the model performance for the
shared task LT-EDI @RANLP2023, the organizers
utilized the macro-F1 score. Among the proposed
methods, the combination of PubMed BERT with
SVM on balanced data achieved a higher macro-F1
score and was therefore chosen for submission in
the shared task. Our proposed model received the
21st rank among the participating teams, with a
macro-F1 score of 0.36 on unseen data. Table 4
displays some of the top-performing teams in the
competition, including our proposed model (high-
lighted in bold).
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5 Conclusion and future enhancements

The study presents the model submitted to the
LT-EDI@RANLP 2023 shared task, which aims
to detect signs of depression in a social media
text. The proposed model experimented with
two approaches: SVM and BiLSTM as classi-
fiers. The study concludes that PubMED BERT em-
beddings combined with SVM classifier on a bal-
anced dataset achieve more uniformly distributed
weighted F1 scores across all the labels. The pro-
posed model secured the 21st rank in the compe-
tition. However, the model’s performance could
be further improved by developing a more robust
algorithm capable of capturing domain-specific in-
formation and contextual details from the input
text.
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Abstract

This work described the work of the team
CIMAT-NLP on the Shared task of Detecting
Signs of Depression from Social Media Text at
LT-EDI 2023 Sampath et al. (2023), which con-
sists of depression classification on three levels:
”not depression”, ”moderate” depression and
”severe” depression on text from social media.
In this work, we proposed two approaches: (1)
a transformer model which can handle big text
without truncation of its length, and (2) an en-
semble of six binary Bag of Words. Our team
placed fourth in the competition and found that
models trained with our approaches could place
second.

1 Introduction

Approximately 280 million persons suffer depres-
sion around the world, and suicide is the fourth
cause of death according to World Health Organi-
zation (2022).

Other studies have highlighted the impact
of social media on adolescents, introducing a
phenomenon known as ”Facebook depression”
O’Keeffe et al. (2011). This term refers to the
symptoms of depression that young people may ex-
perience when they spend significant time on social
media platforms.

Additionally, a study on college students in
Afghanistan revealed a correlation between so-
cial media addiction and depression Haand and
Shuwang (2020). The findings suggested that in-
dividuals experience more severe symptoms of de-
pression as their social media usage increases.

Given the increasing number of people affected
by depression, developing systems to detect indi-
viduals with this mental illness is crucial. One no-
table effort in this direction is the Shared Task on
Detecting Signs of Depression from Social Media
Texts at LT-EDI Sampath et al. (2023).

Our team, CIMAT-NLP, proposed two ap-
proaches for this task. Firstly, we divided sig-
nificant texts into sub-packages and utilized the
RoBERTa transformer Liu et al. (2019). Secondly,
we employed an ensemble of six binary Bags of
Words (BOW) models with different characteris-
tics.

The remaining sections of this paper are orga-
nized as follows: Section 2 discusses related works
on detecting depression on social media. Section 3
provides an overview of the competition and data
distribution. In Section 4, we describe the methods
we developed for the task. Section 5 presents the
results obtained by our models. Finally, in Section
6, we draw conclusions based on our work.

2 Related work

Detecting depression presents a challenging task
due to the intricate nature of this mental disorder.
The complexity of this mental illness makes screen-
ing for depression a demanding task. In this field,
various workshops are dedicated to this cause, such
as the Early Internet Risk Prediction workshop
(CLEF eRisk) Parapar et al. (2022). This work-
shop focuses on developing methods for automatic
systems for online risk prevention. In the context
of eRisk, proposals have predominantly focused
on the use of Bag of Words (BOW)-based machine
learning models together with SVM classifiers or
deep neural networks, due to the proven effective-
ness of both approaches. Notable examples include
the top three best ranks in the 2018 eRisk competi-
tion (Losada et al. (2018), Trotzek et al. (2018),Fu-
nez et al. (2018)), demonstrating the effectiveness
of BOW in representing text for tasks related to
detecting mental illness. Our approach follows
suit, as we choose to implement BOW with several
specialized classifiers, targeting different levels of
depression.
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It is evident that transformers have surpassed the
state of the art in various NLP tasks. However, a
drawback of transformers is their inability to pro-
cess large inputs, which is a common scenario in
author profiling tasks, due to the high computa-
tional resources required. In Martı́nez-Castaño et al.
(2021), this issue was addressed by segmenting the
text into subchunks per category during training
and averaging the prediction probabilities of these
subchunks for an overall prediction. Another limi-
tation of transformers lies in the variability of their
predictions, which stems from variations in their
initialization seeds during training. To mitigate
this variability and leverage the benefits of these
results, multiple transformer ensemble techniques
have been proposed. Poświata and Perełkiewicz
(2022), Janatdoust et al. (2022), and Wang et al.
(2022) have introduced such techniques, emphasiz-
ing that sets of classifiers can offer improved pre-
dictions compared to a single one. Inspired by the
ensemble’s design philosophy, we have extended
it to methods based on Bag of Words (BOW) and
SVM classifier approaches

3 Dataset

The DepSign-LT-EDI@RANLP-2023 dataset con-
sists of texts collected from various social media
networks. All the texts are in English and have
been classified into three labels: ”not depression,”
”moderate,” and ”severe.”

The competition was divided into two phases. In
the first phase, the organizing committee provided
participants with the training and development data
to work. In the second phase, participants were
given the test data to make predictions and submit
their results.

Training Dev Test

Total users 7006 3233 499
”not depression” label 2667 844 135

”moderate” label 3584 2161 275
”severe” label 745 228 89

Table 1: Initially, the training dataset had 7201 instances
where 195 were duplicated. In the case of the dev
dataset, only 12 instances were duplicated.

4 Method

In this section, we described the approaches used
for the task. In the first approach, we proposed a

transformer model. Because the text is in English,
we used BERT Devlin et al. (2018a), RoBERTa Liu
et al. (2019), MentalBERT and MentalRoBERTa
(Ji et al., 2021) for our experiments. The second
approach is an ensemble of six Bags of Words,
each specializing in diverse detection with different
characteristics.

4.1 Transformer based approach
Most text in the training and dev dataset does not
pass for 124 tokens. Therefore, this length was set
as the maximum for tokenizing the instances.

During the training phase, if a text exceeds 124
tokens, it is truncated to 124 tokens, and the re-
maining text is divided into subtexts of 124 tokens
each. These subtexts are then added as new in-
stances to the training dataset. As a result, the final
number of instances in the training dataset amounts
to 13, 238.

Figure 1: For example, if a text has a length of 368
tokens, the total number of subtexts is three, where the
first and second have the same length and the last one
has 120 tokens.

In the case of dev and test data, the datasets were
not modified, however in the inference part, the
process is,

• If the text to classify has a length less than
124, tokens are passed on to the model and
predict its class.

• In other cases, the text is divided into sub-text
with the length set before. Each sub-text class
is predicted, and the final prediction is made
with a voting scheme. In Fig.2, the process is
illustrated.

4.1.1 Voting scheme
A count of the number of subtext predicted for each
subtext is made in the process.

Let be Counter Control (CC), the number of
subtexts predicted as ”not depression”, Counter
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Figure 2: For each sequence of tokens representing the
subtexts, the unique tokens of [CLS] and [SEP] are
added.

Moderate (CM ) for ”moderate”, and Counter Se-
vere (CS) for ”severe”.

• If CC > CM and CC > CS then the final
prediction is labeled as ”not depression”.

• If CM > CS and CM > CC then the final
prediction is labeled as ”moderate”.

• If CS > CM and CS > CC then the final
prediction is labeled as ”severe”.

• If CC > CS and CC = CM then the final
prediction is labeled as ”moderate”.

• If CS > CC and CM = CS then the final
prediction is labeled as ”severe”.

• If CC > CM and CC = CS then the final
prediction is labeled as ”severe”.

• If CC = CM = CS then the final prediction
is labeled as ”moderate”.

Most of the subchunks from a text are from one
specific label, then is correct to give that classifi-
cation to the whole text. The problem arises when
there is an equal quantity of subchunks from two o
more classes; this happens in one of three cases: an
equal number of not-depressing chunks as severe-
depression classified chunks, an equal number of
not-depressing chunks as moderate depression and
finally if we have an equal number of severe de-
pression chunks as moderate depression chunks.
The majority of these cases are marked as severe
because we prefer to make false positives instead of
false negatives, as we think that if the text presented
various parts of the severe-label text is because the
user that wrote the original text could have symp-
toms of depression.

4.2 Multiple binary BOW approach
Instead of making a multiclass BOW, we decided to
make an ensemble of binary BOWs, each of which

was trained in different datasets. We decided to
use binary BOWs because BOW has outstanding
performance in binary classification tasks, as in the
work of Ortega-Mendoza et al. (2022).

The training datasets were made from the origi-
nal training data provided by the committee orga-
nizer; the strategy was the following:

• Two labels are merged into one label, and the
third is left untouched. Using this strategy,
we made three datasets: ”moderate-severe” vs
”not depression”, ”moderate-not depression”
vs ”severe”, and ”severe-not depression” vs
”moderate”.

• The second strategy only uses two labels and
discards the third one from the training data.
Using this strategy, we made three datasets:
”moderate” vs ”not depression”, ”moderate”
vs ”severe”, and ”severe” vs ”not depression”.

In total, we created six different data sets for
training the BOW on the six binary decisions. The
same strategy was followed for the dev data for
the corresponding case. For each dataset, we con-
struct a specific BOW using the χ-square function
to select the best attributes (in Section 5, we talk
about the weight and number of n-grams used for
the construction). Each BOW is passed on to its
classifier and gets the prediction from all the text
in the dev dataset. The fusion of the BOW is made
using an ensemble; the process is now on the text
level, as the decision is made for each of them.
Let be the textj , for this text are six predictions:
Prediction kj with 1 ≤ k ≤ 6.

Depending if the Prediction kj is positive or
not, we add a specific weight to the three counter
variables: CS, CM and CC variables for ”severe”,
”moderate”, and ”not depression” respectively. The
next step is to pass these variables into the voting
scheme1 for the final prediction.

5 Results

In this section, we present the results in the dev
dataset for each approach to choosing the model
and hyperparameters for the submissions in the
competitions. In the second part of this section, we
present the competition results for the two models.

1The voting scheme contains the same rules described
in Subsubsection 4.1.1, except that when CC = CM and
CC > CS, the final label is ”moderate”.
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Figure 3: In this ensemble, we refer to ”severe” as S, ”moderate” as M , and ”not depression” as N . The counter
variables CS, CM and CC are for ”severe”, ”moderate”, and ”not depression”, respectively. The counter variables,
voting scheme and final prediction are per user.

5.1 Method validations and hyperparameter
selection

Because the target is multi-class the F1-score
macro metric was used to select the best models
for the competition. The dev data was used as test
data for this part.

5.1.1 Transformer based approach
For the transformer approach, we made different ex-
periments using pre-trained base models of BERT
Devlin et al. (2018b), RoBERTa Liu et al. (2019),
MentalBERT and MentalRoBERTa Ji et al. (2021),
using different learning rates and batch train for
experimentation with fixed seed 42.

In Table 2, the best five models per transformer
model are described; most of these models are en-
semble models of three transformers with the same
lr and train batch size. This ensemble models use
majority voting for the final prediction. We de-
cided to use RoBERTa-32, which is a single base
pre-trained RoBERTa trained with learning rate
1e−5 and train batch size 32 because it was the
model with the best F1-macro score.

5.1.2 Multiple binary BOW approach
Considering that six different BOWs conform to
the ensemble, the best hyperparameters and classi-

ficators were used; in each BOW, the best attributes
were selected by χ2 function 2.

The hyperparameter and classification algorithm
for each one of the six binary subproblems is:

• BOW 1 (S and M vs N): This BOW was
created with unigrams and bigrams, 200 at-
tributes, tf-idf weighting and SVM classifier.

• BOW 2 (S and N vs M): This BOW was
created with unigrams and bigrams, 700 at-
tributes, tf-idf weighting and CatBoostClassi-
fier classifier.

• BOW 3 (M and N vs S): This BOW was cre-
ated with unigrams, bigrams, tri-grams, 100
attributes, tf weighting and LinearDiscrimi-
nantAnalysis classifier.

• BOW 4 (S vs M): This BOW was created with
unigrams and bigrams, 500 attributes, binary
weighting and MultinomialNB classifier.

2All the BOWs were implemented using CountVectorizer
for binary weighting and TfidfVectorizer for the other
BOWs; the two functions are implemented in the sklearn
library. https://scikit-learn.org/stable/
modules/generated/sklearn.feature_
extraction.text.CountVectorizer.html,
https://scikit-learn.org/stable/modules/
generated/sklearn.feature_extraction.
text.TfidfVectorizer.html

127



Model lr Train
Batch
Size

F1-
score
macro

BERT ensemble 1e−5 16 0.5312
BERT ensemble 1e−5 32 0.5221
BERT ensemble 1e−5 64 0.5145
BERT 1e−5 16 0.5098
RoBERTa 1e−5 32 0.5475
RoBERTa ensemble 1e−5 32 0.5438
RoBERTa ensemble 1e−5 64 0.5383
RoBERTa 1e−5 64 0.5199
MentalBERT ensemble 1e−5 16 0.5358
MentalBERT ensemble 1e−5 128 0.5270
MentalBERT ensemble 1e−5 32 0.5257
MentalBERT 1e−5 16 0.5105
MentalRoBERTa 1e−5 64 0.5451
MentalRoBERTa 1e−5 16 0.5412
MentalRoBERTa 1e−5 128 0.5355
MentalRoBERTa 1e−5 16 0.5241

Table 2: For each experiment, three models were made
with the same characteristics and then used for the en-
semble models.

• BOW 5 (S vs N): This BOW was created with
unigrams, bigrams, tri-grams, 100 attributes,
tf weighting and LinearDiscriminantAnalysis
classifier.

• BOW 6 (M vs N): This BOW was created
with unigrams and bigrams, 1700 attributes, tf
weighting and a LogisticRegression classifier.

In the second stage of this ensemble, we used
grid search to set the best weights for the ensemble.
This grid search is done into six parameters affected
by the predictions of each BOW. The final values
used for the submissions are described in Fig. 3.
The performance of this ensemble in the dev dataset
was 54.73 of F1-score macro.

5.2 Results in the competition
In this subsection, we present the performance ob-
tained in the competition; the best places are shown
as performance references and other strategies were
added to the comparison. In Table 3, we add the
BOW-multiclass, these BOWs were constructed us-
ing the sklearn implemention, with the difference
that this BOW has a multiclass target because they
are trained with the dataset with all the labels.

• BOW-mutliclass 1: This BOW was created

with unigrams, 100 attributes, tf-idf weighting
and SVM classifier.

• BOW-multiclass 2: This BOW was created
with unigrams, bigrams, tri-grams, 100 at-
tributes, tf-idf weighting and SVM classifier.

• BOW-multiclass 3: This BOW was created
with unigrams, bigrams, 100 attributes, tf
weighting and SVM classifier.

• BOW-multiclass 4: This BOW was created
with unigrams, bigrams, tri-grams, 200 at-
tributes, tf without stopwords weighting and
SVM classifier.

F1-score macro

1st place 0.474
2nd place 0.446
3rd place 0.441
4th place 0.439

RoBERTa-32 (4th place) 0.439
BOW ensemble 0.432

BOW-multiclass 1 0.460
BOW-multiclass 2 0.451
BOW-multiclass 3 0.450
BOW-multiclass 4 0.437
RoBERTa ensemble 32 0.443

Table 3: Our best model is underlined. The BOW-
multiclass were not proposed to submission because
their performance in the dev dataset did not surpass the
proposed models. BOW-multiclass 1 would be placed
second at the competition.

Our model RoBERTa-32 was placed fourth on
the competition. The ranking provided by the or-
ganizers take the best run from each team, so our
second model could be placed on top fifteen of the
models. The RoBERTa ensemble 32 refers to the
ensemble of RoBERTa models with lr 1e−5 and
batch size 32, this model surpass our best model
with little difference, as we see only one of them
have performance similar with less computational
resources.

In the case of BOW-multiclass, we did not in-
clude it in our proposal submissions as in previous
experiments, and they did not obtain better per-
formances than transformers and an ensemble of
BOW.
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6 Ethical issues

The automatic detection of mental illness, such as
depression, using user-generated data raises several
critical ethical considerations. One key aspect is
the need to prioritize and ensure the anonymity of
the users whose text is recorded for training and
development purposes.

Crowd-sourcing is commonly employed in the
context of labelling the data, where multiple an-
notators assess and assign labels to the instances.
However, this process introduces a level of subjec-
tivity, and there is no guarantee of perfect accuracy
or consistency in the labelling. Annotators may
have different interpretations or judgments, leading
to potential discrepancies in the assigned labels.
Consequently, the reliability and consistency of the
labelled data may be influenced by the subjective
opinions of the annotators.

The data used for automatic detection should ide-
ally be collected with explicit user consent, where
individuals knowingly and willingly provide their
data for such purposes. However, in some cases,
the data might have been obtained without users’
explicit permission or awareness. This raises con-
cerns about privacy violations and the potential dis-
comfort or distress users may feel upon discovering
their data is being used without their knowledge.

It is essential to prioritize data anonymization
and protection of user identities throughout the
entire data collection and storage process. Further-
more, efforts should be made to obtain explicit user
consent when collecting data, ensuring individuals
are fully aware of how their data will be used and
can deny the use if they wish.

7 Conclusion

As we see in the previous subsection, multiclass
classification is a difficult task for the complex-
ity of depression detection. Our proposed models
obtained performances similar to other teams in
better places in the competition. The BOW en-
semble obtained an F1-macro score close to our
best-proposed model using less computational re-
sources than a transformer model, as this model
does not need GPU or a large amount of storage to
be used.

The BOW-multiclass surpassed too the trans-
former model and the ensemble, even though the
dev dataset did not surpass the proposed models;
this could be because the test dataset is smaller than

the dev dataset, and Machine Learning models as
BOW tend to function better with fewer data.

In future work, we plan to explore better strate-
gies for the values in the weights for the ensemble
models of BOW and the rules made for the final
predictions.
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Abstract
Various biological, genetic, psychological or
social factors that feature a target oriented life
with chronic stress and frequent traumatic ex-
periences, lead to pessimism and apathy. Ac-
cording to WHO, about 280 million of the pop-
ulation have depression. The massive scale
of depression should be dealt with as a disease
rather than a ‘phase’ that is neglected by the ma-
jority. However, not a lot of people are aware
of depression and its impact. Depression is a
serious issue that should be treated in the right
way. Many people dealing with depression do
not realize that they have it due to the lack of
awareness. This paper aims to address this is-
sue with a tool built on the blocks of machine
learning. This model analyzes the public social
media texts and detects the signs of depression
as three labels namely “not depressed”, “mod-
erately depressed”, and “severely depressed”
with high accuracy. The ensembled model uses
three learners namely Multi-Layered Percep-
tron, Support Vector Machine and Multinomial
Naive Bayes Classifier. The distinctive feature
in this model is that it uses Artificial Neural
Networks, Classifiers, Regression and Voting
Classifiers to compute the final result or output.

Index Terms- Ensemble Modeling, Neural Net-
works, Naive Bayes Classifier, Multilayer Per-
ceptron(MLP), Support Vector Machine.

1 Introduction

Depression is a chronic feeling of emptiness, sad-
ness, or inability to feel pleasure that may appear
to happen for no clear reason, according to ‘Med-
ical News Today’. It is distinct from grief and
other emotions. It is considered to be a common
mental disorder. A sense of melancholy pervades
through a single word or text and to detect this the
project is assigned to analyze the text with its high-
est accuracy rate of depression. As described in
the World Health Organization’s Comprehensive
Mental Health Action Plan 2013-2020 1, depres-

1https://www.who.int/health-topics/depressiontab=tab1

sion alone affects more than 300 million people
worldwide and is one of the largest single causes of
disability worldwide, particularly for women. De-
pression currently accounts for 4.3 percent of the
global burden of disease, and it is expected to be
the leading cause of disease burden in high-income
countries by 2030 (Halfin, 2007). It is important
to note that each individual’s experience with de-
pression is unique, and the causes can vary from
person to person. Some of the common factors
leading to Depression is said to be competitive
lifestyle, need to meet high expectations and low
self-esteem. People are much concerned about get-
ting a good qualification, better career paths, social
dignity etc., The spawn of internet and commu-
nication technologies, distinctly the online social
networks have modernized how people interact and
communicate with each other digitally. People tend
to express more on Social Media compared to real
life interactions and communications.It is also im-
portant to note that measuring the severity of the
disorder is also a difficult task that could only be
done by a highly trained professional with the use
of different techniques such as text descriptions
and clinical interviews, as well as their judgments
(Husseini Orabi et al., 2018). This project depicts
a deep architecture for explicitly predicting and
classifying depression levels as ‘Not Depressed’,
‘Moderately Depressed’, or ‘Severely Depressed’
from their Social Media texts. Strong Learners such
as Support Vector Machine (SVM), Multilayer Per-
ceptron (MLP), Deep Neural Networks and Naive
Bayes are used for classifying texts. This Project
uses data from social media networks to explore
various methods of early detection of Major depres-
sive disorder (MDD) based on machine learning
techniquies. A thorough analysis of the dataset to
characterize the subjects’ behavior based on differ-
ent aspects of their writings (Halfin, 2007). The
main contributions of the project can be summa-
rized as follows: Depression is a chronic feeling
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of emptiness, sadness, or inability to feel pleasure
that may appear to happen for no clear reason, ac-
cording to ‘Medical News Today’. It is distinct
from grief and other emotions. It is considered to
be a common mental disorder. A sense of melan-
choly pervades through a single word or text and
to detect this the project is assigned to analyze the
text with its highest accuracy rate of depression.
As described in the World Health Organization’s
Comprehensive Mental Health Action Plan 2013-
2020 (?), depression alone affects more than 300
million people worldwide and is one of the largest
single causes of disability worldwide, particularly
for women. Depression currently accounts for 4.3
percent of the global burden of disease, and it is
expected to be the leading cause of disease burden
in high-income countries by 2030 (Halfin, 2007).
It is important to note that each individual’s experi-
ence with depression is unique, and the causes can
vary from person to person. Some of the common
factors leading to Depression is said to be competi-
tive lifestyle, need to meet high expectations and
low self-esteem. People are much concerned about
getting a good qualification, better career paths,
social dignity etc., The spawn of internet and com-
munication technologies, distinctly the online so-
cial networks have modernized how people interact
and communicate with each other digitally. People
tend to express more on Social Media compared
to real life interactions and communications. This
project depicts a deep architecture for explicitly
predicting and classifying depression levels as ‘Not
Depressed’, ‘Moderately Depressed’, or ‘Severely
Depressed’ from their Social Media texts. Strong
Learners such as Support Vector Machine (SVM),
Multilayer Perceptron (MLP), Deep Neural Net-
works and Naive Bayes are used for classifying
texts. This Project uses data from social media net-
works to explore various methods of early detection
of Major depressive disorder (MDD) based on ma-
chine learning techniquies. This paper is writtern
in the format (Sampath et al.) A thorough analysis
of the dataset to characterize the subjects’ behavior
based on different aspects of their writings (Halfin,
2007). The main contributions of the project can
be summarized as follows:

• The model provides the combined outcome
computed by various Learners.

• A Voting Classifier is used to get the majority
outcome of the text.

• Our ensemble method achieved competitive

Figure 1: Samples from the Training Dataset.

performance in the shared task in detecting signs of
depression from social media text with 72 percent
f1-score accuracy. Each sample is composed of
three columns: PID, Text, and Label. The below
figure contains an image of the Training Dataset.

2 Existing works

There have been many projects that have dealt with
finding a tool to detect depression in social me-
dia. Most of them included the implementation
of machine learning techniques such as support
vector machines and naive bayes. The overall ac-
curacy obtained from those works is 70 percent.
This paper aims to increase the accuracy level of
detecting depression and in a way that it doesn’t
affect the user’s privacy. Halfin’s study (Halfin,
2007) demonstrated that the early detection, inter-
vention, and appropriate treatment can promote eas-
ing and reduce the emotional and financial burdens
of depression, and (Picardi et al., 2016) observed
significant improvements in depressive symptoms
among subjects who had undergone early screen-
ing or diagnosis of depression. (Rost et al., 2004)
found that early intervention for depression can
improve employee productivity and reduce major
problems and complications. The prediction of Ma-
jor Depressive Disorder (MDD) at early stages is
proved to improve the health and maintain peace
of a subject. The Detection of MDD is so far has
been predicted by one method or one weak learner.

3 Proposed Method

By extending the work done previously, this Ma-
chine Learning Model is based on Support Vec-
tor Machine(SVM), Multinomial Naive Bayes and
Multi layer Perceptron(MLP). By combining the
above algorithms, the result thus obtained will have
higher accuracy as it is built on not one, but 3 highly
effective ML models. The final prediction of the
text is classified or computed using an ensembling
technique called Bagging (Bootstrap Aggregating)
and a Voting Classifier. A Voting Classifier is a
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Figure 2: Illustration of Support Vector Machine.

machine learning estimator that trains various base
models and predicts an outcome on the basis of
aggregating and considering the majority output re-
garding the findings of each base estimator(Ganaie
et al., 2022).

Brief explanation about the algorithms used
in the final model:

Support Vector Machine (SVM): The SVM
algorithm is implemented through the ‘SVC‘ class.
SVMs (Malviya et al., 2021) are powerful classi-
fiers that aim to find an optimal hyperplane to sepa-
rate different classes in the data. In this code, SVM
with a linear kernel (‘kernel=’linear’‘) is used,
which takes a linear decision boundary between
classes. The Figure 2 is an illustration of Support
Vector Machine and how it classifies different data
points using regression function. Support Vector
Machine (SVM) is a type of algorithm in super-
vised machine learning domain most used for un-
dertaking classifications tasks(Malviya et al., 2021).
While SVM algorithms can be employed for regres-
sion analysis tasks, but in practice they are most
used for classification applications, such as classi-
fying binary data into two distinct classes(Gupta
et al., 2021).

Multilayer Perceptron (MLP): The MLP algo-
rithm is implemented through the ‘MLPClassifier‘
class . It’s a type of neural network that consists of
multiple layers of nodes. It uses a process called
backpropagation to navigate through complex data.
The Figure 3 is an illustration of Multilayer Percep-
tron and how it classifies different data points using
multiple hidden layers. In this code, an MLP classi-
fier with a single hidden layer containing 100 neu-
rons is used. Multilayer Perceptron is used because
it uses generalized delta learning rules and easily
gets trained in less number of iterations(Aggarwal

Figure 3: Illustration of Multilayer Perceptron.

and Singh, 2015). A minimal Multilayer Percep-
tron has 3 layers including one hidden layer, one
input layer and one output layer. The increase in
the number of hidden layers corresponds to more
accurate results.

If it has more than 1 hidden layer, it is called
a deep ANN. An MLP is a typical example of a
feedforward artificial neural network.

Multinomial Naive Bayes (NB): Bayesian al-
gorithms predict the class depending on the prob-
ability of belonging to that class 2. It calculates a
set of probabilities from the frequency count and
the combinations of values in a given data set. This
algorithm is based on Bayes’ theorem, assuming
that all variables are independent. Bayes’ theorem
follows the following formula(?) .

P (A) = P ((B)(A))/(B)(1)

Naive Bayes algorithms assume features are in-
dependent of each other, and hence no correlation
between the features tend to implement through the
‘MultinomialNB‘ class are probabilistic classifier
based on Bayes’ theorem. In the code, the Multino-
mialNB classifier is used, which is optimal for dis-
crete features such as word frequencies or TF-IDF
values commonly encountered in text classification
tasks. Including NB as a weak learner in the en-
semble can improve accuracy by taking advantage
of its ability to handle text data and make inde-
pendent assumptions. Multinomial Naive Bayes
Classifier is used to classify data that is not depen-
dent on a time period or a scale. These algorithms
are combined in the ensemble approach to leverage
the strengths of each individual algorithm and cre-
ate a more robust and accurate model. Hence, by
combining multiple algorithms the model is gives a
prediction with high accuracy. Multinomial Naı̈ve

2https://towardsdatascience.com/naive-bayes-classifier-
explained-50f9723571ed

133



Bayes Classifier is a supervised learning method
that uses probability and is focused on text classifi-
cation cases. This method follows the principle of
multinomial distribution in conditional probability.
Although using multinomial distributions, this algo-
rithm can be applied to text cases by converting to a
nominal form that can be computed with an integer
value. The probability calculation is described in
the below equation(Farisi et al., 2019).

P (c|d) ∝ P (c)ΠP (t|c)](2)

Where P(t)̧ is the conditional probability of the
word in the text that belongs to class c and P(c) is
the prior probability.(Farisi et al., 2019)

Ensemble Learning: Ensemble learning is a
machine learning archetype or theory where mul-
tiple learners are trained or applied to datasets to
solve the same problem by extracting multiple pre-
dictions then combined into one composite predic-
tion(Ganaie et al., 2022). Deep learning architec-
tures are showing better performance compared to
the shallow or traditional models. Deep ensemble
learning models combine the advantages of both
the deep learning models as well as the ensemble
learning such that the final model has better general-
ization performance. It is a process that uses a set of
models, each of them obtained by applying a learn-
ing process to a given problem. This set of models
(ensemble) is integrated in some way to obtain the
final prediction. Ensemble learning is a technique
that combines multiple individual models (weak
learners) to make predictions.(Kotsiantis and Pin-
telas, 2007) The model use the Voting Classifier
and Bagging Classifier.The ensemble combines the
predictions of the various learners to obtain the fi-
nal prediction. In the first version of the code, a
VotingClassifier is used with three weak learners:
Multilayer Perceptron(MLP), Support Vector Ma-
chine (SVM), and Multinomial Naive Bayes. In
the another model , a BaggingClassifier is used,
where the ensembling model combines Multilayer
Perceptron (MLP), Support Vector Machine (SVM)
and Random Forest(rf). Though both models tend
to compute outcomes with promising accuracy, the
first model provides the highest accuracy. To prove
that average voting in an ensemble is better than
individual model, Marquis de Condorcet proposed
a theorem wherein he proved that if the probabil-
ity of each voter being correct is above 0.5 and
the voters are independent, then addition of more
voters increases the probability of majority vote

Figure 4: Illustration of ensembling techniques.

being correct until it approaches 1 (Condorcet,
1785) (Ganaie et al., 2022; Kotsiantis and Pinte-
las, 2007). Although Marquis de Condorcet pro-
posed this theorem in the field of political science
and had no idea of the field of Machine learning,
but it is the similar mechanism that leads to better
performance of the ensemble models. Assump-
tions of Marquis de Condorcet theorem also holds
true for ensembles (Ganaie et al., 2022; Kotsiantis
and Pintelas, 2007),(Hansen and Salamon, 1990).
The reasons for the success of ensemble learning
include: statistical, computational and represen-
tation learning, bias–variance decomposition and
strength-correlation(Ganaie et al., 2022; Kotsiantis
and Pintelas, 2007; Breiman, 2001).

4 Working of the model

The code is implemented more than once in order to
obtain the optimal result, a total of 4 compilations
were implemented.

Figure 5: Working of model

Version 1: The classification report provides an
evaluation of the model’s performance in each class.
The ensemble method - Voting Classifier is used
here, which compares the prediction of multiple
weak learners to make the final prediction. While
using the voting ensemble technique, the predic-
tions for the “not depression” and “severe” classes
have been classified in terms of the precision , re-
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call and F1-score. The accuracy if this model is
58 percent. This accuracy score is not appreciable
for this type of text classification. So this problem
needs to be addressed in the next run. The over-
all accuracy for detecting severe depression is 98
percent using this classifier. But the other classes
remain moderately accurate. This is not the goal
of this paper, hence certain changes are made to
make it more accurate. The Classification Report
while using the Voting Classifier is depicted below
stating the model’s accuracy.

PrecisionRecall F1-
Score

Support

Moderate0.61 0.72 0.66 275
Not
De-
pressed

0.37 0.37 0.37 135

Severe 0.98 0.46 0.63 89

Average 0.58 499
Macro
Avg

0.65 0.52 0.55 499

Weighted
Avg

0.61 0.58 0.58 499

Table 1: The Classification Report while using the Vot-
ing Classifier

Version 2: In the updated version of the code,
Bagging Classifier is implemented instead of a vot-
ing classifier. In bagging, multiple weak learners
are trained on different subsets of training data and
their predictions are aggregated to make the final
prediction. One of the weak learners used here
is Multinomial Naive Bayes, a variant of Naive
Bayes instead of the random forest classifier. It’s
used as it provides better accuracy while handling
text classification, and provides ensemble diver-
sity. That is, adding the MNB(Multinomial Naive
Bayes) alongside MLP and SVM,provides diversity
to the ensemble which improves the overall accu-
racy. In this run, the overall accuracy obtained is 72
percent, hence the accuracy is improved compared
to the previous model and this is also greater than
the accuracy obtained in the existing methods. To
make sure this is the maximum accuracy, the same
model is run twice. It is observed that the maxi-
mum and highest accuracy of detecting depression
in texts is 72 percent. The Classification Report
while using Bagging Classifier is depicted below
stating the model’s accuracy.

PrecisionRecall F1-
Score

Support

Moderate0.72 1.00 0.84 358
Not
De-
pressed

0.00 0.00 0.00 138

Severe 0.00 0.00 0.00 3

Average 0.72 499
Macro
Avg

0.24 0.33 0.28 499

Weighted
Avg

0.51 0.72 0.60 499

Table 2: The Classification Report while using the Bag-
ging Classifier

5 Data

The dataset used in the paper is of public data,
ensuring that the user’s privacy is not invaded at any
cost. But the public data might contain depressive
texts in a disingenuous meaning too. This might
make it hard to separate the genuine texts from
them, hence public data needs to be further filtered.
The dataset contains 7202 texts for training, 3,246
texts for development, and 500 texts for testing,
while each sample is composed of three columns:
PID(Person Identity), Text, and Label. The Test
Dataset contains only PID and text for which the
label is predicted using the model.

6 Implementation

The model can be implemented in any Python envi-
ronment as long as it supports the necessary mod-
ules and libraries used in the code. Such machine
learning frameworks are Jupyter Notebook, Python
IDLE or Google Colab. This model is implemented
in Google Colab. Libraries and modules like Pan-
das, Vectorizer, neural network, svm(Support Vec-
tor Machine), naive bayes are used for the imple-
mentation.

7 Result Analysis

As discussed previously, the updated version of
the model provides the prediction with the high-
est accuracy of 72 percent(F1 score). This final
version of the model is implemented by using the
weak learners SVM, Naive Bayes, MLP, Ensem-
ble Learning( Bagging Classifier). The model cor-
rectly predicted and classified the texts into labels
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namely ‘Not Depressed’, ‘Moderately Depressed’,
or ‘Severely Depressed’. Since preprocessing can
eliminate unneeded words and make the word more
structured in the created model so that it is more
efficient and performance will increase. Factors
like sarcastic texts, threatening, fabricated content
etc.., seem to affect the accuracy and consistency
of the model. Though this is a model with high ac-
curacy to detect depression, it can be improved to
give better results. The predicted results computer
by the model are given in Table 3 for reference.

Pid Predicted label

test id 1 moderate

test id 2 moderate

test id 3 not depression

test id 4 severe

test id 5 moderate

test id 6 not depression

Table 3: Predicted Result

8 Conclusion

In this era it is important to keep lead and aware-
ness on the depression rate, some phases or events
make us more vulnerable to depression. There are
various factors that could trigger emotional influx,
and to detect all these, different algorithms with the
highest accuracy have been opted. Based on the
results of testing and analysis, it can be concluded
as follows: The system that was built successfully
classified texts into labels namely ‘Not Depressed’,
‘Moderately Depressed’, or ‘Severely Depressed’.
with the most optimal result is F1-Score average
of 72 percent using preprocessing based on the
classification process. The optimal classification
principle is to improve the model performance with
standardized classification and management with
the dependence of word occurrence. This change
improved the performance of the dataset classifica-
tion model. The ensemble technique algorithm is a
fast, easy-to-implement, almost modern text classi-
fication algorithm. Proposed method and algorithm
offers many possibilities for text classification. The

main findings of this study is the importance of
using ensemble techniques in the early detection
of MDD to prevent any occurrences of tragic in-
cidents, the comparison of the Voting Classifier
and Bagging Classifier to predict the depression
condition, and the improvement of state-of-the-art
algorithms. It does have its own demerits that are
to be figured out, yet it still provides us by attaining
the goal of detecting the depression levels.

9 Future Enhancement

Though this model is better compared to the ex-
isting methods, it has its own shortcomings that
need to be improved. It can be enhanced in several
ways to improve its performance and functionality.
Firstly, applying hyperparameter tuning to the indi-
vidual classifiers used in the ensemble can optimize
their parameters for better accuracy. Techniques
like grid search or random search can be employed
to find the best combination of hyperparameters.
Next, considering a diverse range of classifiers or
combining more models into the ensemble learning
can enhance its predictive capabilities. To address
imbalanced and inconsistent data, techniques like
oversampling, undersampling, or generating syn-
thetic samples can be used to balance the class
distribution. Furthermore, performing thorough er-
ror analysis to identify common misclassifications
or patterns where the model struggles can improve
the overall performance.
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Abstract
This paper describes our methodology adopted
to participate in the multi-class classification
task under the auspices of the Third Work-
shop on Language Technology for Equality,
Diversity, Inclusion (LT-EDI) in the Recent
Advances in Natural Language Processing
(RANLP) 2023 conference. The overall ob-
jective was to employ ML algorithms to detect
signs of depression in English-language social
media content, classifying each post into one of
three categories: no depression, moderate de-
pression, and severe depression. To accomplish
this, we utilized novel generative pretrained
transformers (GPTs), leveraging the full-scale
OpenAI API. Our strategy incorporated prompt
engineering for zero-shot and few-shot learn-
ing scenarios with ChatGPT and fine-tuning
a GPT-3 model. The latter approach yielded
the best results which allowed us to outperform
our benchmark XGBoost classifier based on
character-level features on the dev set and score
a macro F1 score of 0.419 on the final blind test
set.

1 Introduction and Related Works

From a common-sense linguistic perspective, de-
tecting signs of depression in text can be challeng-
ing for a number of reasons:

• Variability of language and perception: a) dif-
ferent people may express their feelings differ-
ently, b) the same phrase might mean different
things in different contexts, c) different people
might interpret the same piece of writing in
very different ways, d) the way people express
emotions and discuss mental health can vary
widely across different cultures.

• Privacy: some people may not be eager to
openly express their depressive symptoms or
feelings, using vague or metaphorical lan-
guage.

• Absence of non-verbal cues: a lot of non-
verbal information is lost in written text, such
as tone of voice, facial expression, posture,
etc.

• Co-occurrence of depression with other medi-
cal conditions which can have its own impact
on text.

It should be also noted that text analysis can
provide only hints, but should never be used as
a definitive diagnostic tool. Only trained mental
health professionals can diagnose depression.

Although discovering signs of depression in a
written text is challenging because such text is not
a direct indicator of someone’s mental state, there
are certain language patterns which might indicate
a higher likelihood of depression.

According to Al-Mosaiwi and Johnstone (2018)
and Al-Mosaiwi (2018) the following is typical of
texts written by people with depression in the order
of increasing importance:

• they use more words for negative emotions -
a person dealing with depression often tends
to have a more negative tone in their writing;

• depressed individuals often focus heavily on
themselves, possibly due to feelings of isola-
tion or self-blame; therefore, they use signifi-
cantly more first person singular pronouns and
significantly fewer second and third person
pronouns. For the same reason, ruminations
can be also observed in their writing when
they repeat the same thought over and over
again;

• depressed people use significantly more ab-
solutist words - absolute magnitude or proba-
bility (50% greater in anxiety and depression
forums and 80% greater in suicidal ideation
forums).
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Figure 1: Distribution of Categories - Training Set

The studies presented in Capecelatro et al. (2013)
show that the depressed people prefer words related
to sadness, death, avoid positive words. And the
longer their depression is (5 years and more), the
fewer appetitive or food-related words (eat, chew,
drink, hunger) or sexual words (arousal, make out,
orgasm) they use. The authors claim that this can
be due to long-term changes in their brains.

Similar ideas are repeated in Newell et al. (2018)
and Davis (2020). We attempted to quantify these
characteristics in the form of counts of phrases that
belong to each of these classes and use them as
features for machine learning (ML) models. See
more details in subsection 3.2 and subsection 4.2.

In addition, Havigerová et al. (2019) states the
importance of early detection of the signs of de-
pression. The goal of their research was to study
automatic analysis of texts to build predictive mod-
els that can identify individuals at risk of a mental
disorder. The authors came up with four regres-
sion models to predict a higher emotional state of
depression using such text features as the ratio of
pronouns to nouns, ratio of verbs to nouns (readi-
ness for action), ratio of finite verbs to number of
sentences, and ratio of the number of punctuation
marks to the number of sentences.

2 Dataset and Task

The dataset consists of social media posts in which
people describe their emotions and feelings. The
number of examples in each subset is as follows:
training set – 7201, development (dev) set – 3245,
test set – 499. Given these posts, our task was
to classify the signs of depression into three cate-
gories: no depression, moderate depression, severe
depression. As you can see from Fig. 1 and Fig. 2,
the distribution of categories is imbalanced with
the majority category being “moderate depression”
and the minority category – “severe depression”.

Based on the common understanding that the

Figure 2: Distribution of Categories - Dev Set

same person cannot be both depressed and not de-
pressed, and that two different people cannot write
the same relatively long post in social media, we
considered this a multi-class, but not multi-label
classification i. e. each text can have only one
label.

In line with this, 232 complete duplicates were
removed from the training set; complete here
means that all the values in these rows in all
columns were identical. In addition, there were
158 cases in the training set where the text of the
post was the same, but the labels were different.
Since the same person cannot be depressed and not
depressed at the same time, we decided to remove
such cases because the true label was unknown
(there were at least two different labels in each
case), and we didn’t feel to be qualified enough to
decide which category each mislabeled text should
belong to. There were only complete 23 duplicates
in the dev set.

As for the data leakage – there were only three
posts that occurred both in the training and dev
sets. The test set didn’t have any overlap with the
training or dev set.

Fig. 3 and Fig. 4 demonstrate that the character
length distribution across all datasets reveals a mi-
nority of abnormally lengthy texts. The majority,
representing the 95th percentile, encompasses texts
containing fewer than 2,500 characters. However,
a substantial surge in text length is observed be-
yond this point, extending to and exceeding 20,000
characters. Jumping ahead, we should say that
training separate classifiers for different lengths of
text didn’t improve the aggregate results.

A blind test set without labels was used for test-
ing the model that had the best performance on the
dev set. Unlike the training and dev sets, the test
set required heavy text cleaning as certain combi-
nations of English characters and even single char-
acters (mostly contractions at the sub-word level)
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Figure 3: Character Length Distribution - Training Set

Figure 4: Character Length Distribution - Dev Set

were replaced with Chinese hieroglyphs. Exam-
ples: ” ’t ”, ” ’s ”, ” ’m ”, ” ’ve ”, ” ’d ” and many
more.

3 System Description

3.1 Baseline Model

The baseline model, an XGBoost classifier em-
ploying word n-gram counts as features (utilizing
CountVectorizer with an n-gram range of (1,3)),
established the initial metrics. The initial macro F1
score was subpar, falling under 0.5. However, af-
ter implementing various enhancement techniques,
including oversampling, data augmentation, and
erroneous label elimination, we managed to elevate
the final baseline macro F1 score to 0.54 and the
micro F1 score to 0.61, as detailed in Table 1 below.
See Fig. 5 for the baseline confusion matrix.

Oversampling was conducted up to the number
of data points in the majority class. See subsec-
tion 4.2 below for a description of the data augmen-
tation process.

3.2 Numerical Features

Using the sources of information from section 1, for
each post we counted the number of occurrences of
the following terms and tried to use this information
as additional features to improve the classification
results:

• words with a strong negative correlation in
posts, e.g. self-harm, abominable, hopeless,
disgraceful, etc.;

• words related to death;

• words and phrases representing absolutism,
e.g. forever, never, no one, always, com-
pletely, etc.;

• first person pronouns singular: I, me, myself,
mine, etc.;

• other personal pronouns: you, we, they, etc.;

• words related to the apetite and eating: be-
varage, buffet, cravings, dining, etc.

• words related to sex;

• special medical terms describing specifically
depression and medications for depression:
delusional, exausting, mood swings, mental
disorder, etc.

3.3 GPT: Iterative Prompt Engineering vs.
Fine-Tuning

The effectiveness of transformer models and their
ensembles for sequence classification has been val-
idated by Kshirsagar et al. (2022), although with a
macro F1 score remaining under 0.55. The recent
rise of autoregressive models with the generative
pretrained transformer (GPT) architecture and their
remarkable ”human-level performance on diverse
professional and academic benchmarks” OpenAI
(2023) have been widely recognized. Thus, we
deemed it pertinent to assess if the latest, novel
GPT series models could offer a more efficient so-
lution to the task of depression detection.

For this task, we leveraged a set of OpenAI mod-
els due to their comprehensive commercial APIs
that offer diverse methods of interaction with pre-
trained models. Primarily, we employed the Chat-
GPT API with prompt engineering, generating var-
ious prompts to conduct extensive experiments on
the development set, with an aim to optimize the
macro F1 score. Both zero-shot and few-shot learn-
ing methodologies were applied. The training set
was used for the sole purpose of concatenating ex-
amples for few-shot learning.

Zero-shot prompts asked the model to select the
right category from a pre-defined list of categories
(no depression, moderate depression, severe depres-
sion) for each example from the dev set or test set.
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Few-shot prompts followed the same schema, but
several labeled examples were appended to them
so that the model could learn from such examples
and make more accurate classification. The labeled
examples were taken randomly from the training
set.

Since these APIs didn’t outperform our baseline
model, we sought to enhance our metrics by fine-
tuning a prior GPT-series model. Presently, neither
ChatGPT nor GPT-4 offer fine-tuning capabilities.
Only the original GPT-3 base models, which lack
instruction following training and are smaller than
ChatGPT, permit fine-tuning. We chose the largest
such model – DaVinci, which led to surpassing our
baseline model’s score. We fine-tuned the model
using the standard OpenAI API, without modifying
the predefined hyperparameters. This API allows
users to load the training set in a special format,
fine-tune the model on this dataset, and then make
calls to the fine-tuned model in order to classify
new examples from the dev set or test set.

4 Analysis of Results

4.1 ChatGPT

We used zero-shot learning on the basis of the idea
that the labels’ names are self-descriptive and could
be readily understood by a pre-trained model such
as ChatGPT. We opted against employing GPT-4
for this experiment due to the lengthy nature of
some texts and the multitude of examples in the
development set. This decision was cost-driven, as
GPT-4 API calls are significantly more expensive
than those of ChatGPT.

Among all models, the zero-shot ChatGPT clas-
sifier demonstrated the poorest performance. Its
highest macro F1 score reached was 0.25, signifi-
cantly underperforming the baseline classifier (see
Table 1). As illustrated by the confusion matrix in
Fig. 6 the primary cause of this outcome was the
classifier’s tendency to excessively classify exam-
ples into the ”severe depression” category.

To enhance the zero-shot classification results,
we next explored few-shot learning. Given that
the ChatGPT context window is confined to 4096
tokens, we could only select a finite number of la-
beled examples from the training set. These exam-
ples were randomly sampled for each development
set data point to be classified. An alternate strategy
could involve selecting the top n most similar train-
ing set examples based on a similarity score (e.g.,
using embeddings), but time constraints prevented

us from testing this approach.
The results of the few-shot method were better

than zero-shot – the macto F1 score reached 0.39,
but you can see from Fig. 7 this method had a
tendency to excessively classify examples into the
“moderate depression” category.

Also, there are two apparent constraints of the
few-shot learning method:

• Size constraint: The compact context win-
dow size precludes the usage of all examples
from the training set in one prompt.

• Cost constraint: Being a commercial API,
the more examples you utilize for each data
point to be classified, the higher the cost.

4.2 Data Augmentation
We attempted to use non-textual features described
in subsection 3.2. Due to limited time for this task,
our first and quick attempt at using these features
alone allowed us to achieve a macro F1 score of
0.43 (micro F1 score = 0.51). Nevertheless, the
non-textual features did not provide any benefits
when we combined them with the text features.

Two of the three categories in our dataset are
underrepresented. To augment the minority classes,
we performed data augmentation, adding 2800 new
examples to the ”severe depression” category and
1311 to the ”no depression” category. For this, we
deployed GPT-4, providing it with several training
set examples from a specific category with similar
lengths. The model was then instructed to generate
approximately 25 more examples using semanti-
cally comparable language and within the same
length of text.

We varied the ranges of text length for this exer-
cise, selecting existing examples randomly. This
method enabled a slight improvement in training
our baseline model, though the uplift was marginal.
The semantic similarity of the newly generated ex-
amples was validated by making sure their OpenAI
embeddings stayed within a certain cosine similar-
ity range when compared with existing examples.

Other types of augmented data that we tried
to use as features included a title and a meaning-
ful summary for each text generated by ChatGPT.
However, these augmented data did not improve
the final results either.

4.3 Improving Labels
After observing consistently low results in several
experiments and noting that simple oversampling
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Classifier Macro
F1

Micro
F1

Baseline on text 0.5030 0.5696
Baseline on numeric feat. 0.4331 0.5127
Text + numeric features 0.4810 0.5628
Baseline on text, cleaned
labels

0.5352 0.6094

Zero-shot ChatGPT,
cleaned labels

0.2484 0.2560

Few-shot ChatGPT,
cleaned labels

0.3885 0.5220

Fine-tuned GPT-3,
cleaned labels

0.6018 0.6847

Table 1: Performance of Various Classifiers on Devel-
opment Set

yielded comparable low F1 scores even with data
augmentation, we chose to investigate the dataset’s
annotation quality. As we lack expertise in clin-
ical psychology or medicine, we refrained from
verifying the ”moderate depression” and ”severe
depression” labels. Instead, we scrutinized the ”no
depression” labels, searching for keywords such
as ”suicide” and its derivatives, ”depress” and its
derivatives, ”harm myself”, ”anxiety”, and so forth.

We identified approximately 450 texts in the
training set and 165 texts in the development set
that, to the best of our understanding and judg-
ment, likely described some form of depression, as
authors contemplated suicide or vividly discussed
their depression. Several of these texts were so
disheartening that we could not complete reading
them. Training a baseline model without such data
points, and testing it on the dev set that was pruned
in a similar way, resulted in a 3% increase in the
macro F1 score. Models in Table 1, trained without
these data points, are designated as having ”cleaned
labels”.

4.4 Model Comparison

The official competition metric for depression de-
tection is the macro F1 score. Table 1 lists the
macro and micro F1 scores for our models. All
the scores in Table 1 are for the dev set. The best
performing model shown in the last line of Table 1
scored 0.419 (macro F1) on the final blind test set.
See Fig. 8 for the confusion matrix corresponding
to the best model.

It is worth noting that the zero-shot learning
method was outperformed by few-shot learning,

Figure 5: Confusion Matrix - Baseline Model

Figure 6: Confusion Matrix - Zero-Shot Learning with
ChatGPT

but both of these methods scored below the base-
line model. Fine-tuning a GPT-3 model demon-
strated the best results on the dev set followed by
the baseline model.

5 Conclusions

Our observations suggest that ChatGPT exhibits a
degree of unpredictability, complicating the task of
identifying a consistently effective configuration
due to its dynamic nature. Hence, it is unsurprising
that detecting depression using zero-shot and few-
shot techniques proved challenging even for these
cutting-edge models. In contrast, the largest fine-
tunable OpenAI model, DaVinci, which is older
and smaller than ChatGPT and lacks instruction fol-
lowing training, demonstrated superior efficiency
for this task.

The fine-tuning capability addressed both few-
shot learning constraints which we discussed in
subsection 4.1. The model, while being fine-tuned,
sees all the training set examples, and during in-
ference, you are only charged for the tokens in the
single example to be classified.

Also, if our doubts about the annotation quality
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Figure 7: Confusion Matrix - Few-Shot Learning with
ChatGPT

Figure 8: Confusion Matrix - GPT-3

are confirmed, then additional verification of the
labels can significantly improve the classification
results.

The exploration of non-textual features for de-
pression detection warrants further study. En-
hanced methods of aggregating numerical infor-
mation from text could also contribute to improved
classification outcomes.
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Jana M. Havigerová, Jirı́ Haviger, Dalibor Kucera, and
Petra Hoffmannova. 2019. Text-based detection of
the risk of depression. Frontiers in Psychology, 10.

S Kayalvizhi, Thenmozhi Durairaj, Bharathi Raja
Chakravarthi, and C Jerin Mahibha. 2022. Findings
of the shared task on detecting signs of depression
from social media. In Proceedings of the Second
Workshop on Language Technology for Equality, Di-
versity and Inclusion, pages 331–338. Association
for Computational Linguistics.

Sampath Kayalvizhi, Thenmozhi Durairaj,
Bharathi Raja Chakravarthi, C Jerin Mahibha,
Kogilavani Shanmugavadivel, and Pratik Anil
Rahood. 2023. Overview of the second shared
task on detecting signs of depression from social
media text. In Proceedings of the Third Workshop
on Language Technology for Equality, Diversity
and Inclusion, Varna, Bulgaria. Recent Advances in
Natural Language Processing.

Atharva Kshirsagar, Shaily Desai, Aditi Sidnerlikar,
Nikhil Khodake, and Manisha Marathe. 2022.
Leveraging emotion-specific features to improve
transformer performance for emotion classification.
arXiv:2205.00283.

Ellen E. Newell, Shannon K. McCoy, Matthew L. New-
man, Joseph D. Wellman, and Susan K. Gardner.
2018. You sound so down: Capturing depressed
affect through depressed language. Journal of Lan-
guage and Social Psychology, 37(4):451–474.

OpenAI. 2023. Gpt-4 technical report.
arXiv:2303.08774.

143



LT-EDI 2023 – Third Workshop on Language Technology for Equality, Diversity and Inclusion,
pages 144–148, Varna, Bulgaria, Sep 7, 2023.

https://doi.org/10.26615/978-954-452-084-7_021

RANGANAYAKI@LT-EDI: Hope Speech Detection using Capsule
Networks

Ranganayaki E M, Abirami S, Lysa Packiam R S, Deivamani M
Department of Information Science and Technology

College of Engineering Guindy
Anna University, Chennai, India

ranguem@gmail.com, abirami@auist.net, mailtolysa@gmail.com,
deivamani@auist.net

Abstract

HOPE speeches convey uplifting and motivat-
ing messages that help enhance mental health
and general well-being. Hope speech detec-
tion has gained popularity in the field of natural
language processing as it gives people the moti-
vation they need to face challenges in life. The
momentum behind this technology has been fu-
eled by the demand for encouraging reinforce-
ment online. In this paper, a deep learning
approach is proposed in which four different
word embedding techniques are used in com-
bination with capsule networks, and a compar-
ative analysis is performed to obtain results.
Oversampling is used to address class imbal-
ance problem. The dataset used in this paper
is a part of the LT-EDI RANLP 2023 Hope
Speech Detection shared task. The approach
proposed in this paper achieved a Macro Av-
erage F1 score of 0.49 and 0.62 on English
and Hindi-English code mix test data, which
secured 2nd and 3rd rank respectively in the
above mentioned share task.

1 Introduction

In human life, hope plays a very vital role in heal-
ing, betterment and repairing oneself inside out.
Hope speech reflects the belief that one can find
ways to one’s desired objectives and become moti-
vated to utilize those ways. Social media platforms
like Facebook and Instagram provide users with the
opportunity to establish online communities com-
prising individuals who share common interests,
values, or goals. These communities foster a pro-
found sense of acceptance and belonging among
their members (Sundar et al., 2022). This work
aims to encourage a positive way of thinking by
moving away from discrimination, loneliness, or
other worst things in life to building confidence,
support, and good qualities based on comments
by individuals. The concept of hope typically en-
compasses promises, potential, support, comfort,

recommendations, and inspiration, all of which
are offered to individuals by their peers during
challenging moments of illness, stress, loneliness,
and sadness (Chakravarthi, 2020). Nevertheless,
conventional approaches in natural language pro-
cessing such as machine learning algorithms often
fall short when it comes to accurately identifying
hope speeches. Hence, there exists a critical need
for innovative techniques that harness the power
of deep learning, incorporating the latest advance-
ments in the field. By leveraging these advanced
techniques, we can strive to enhance the precision
and effectiveness of hope speech detection, ulti-
mately contributing to the improvement of mental
health and overall well-being. This progress can
be achieved through the dissemination of positive
content across various online platforms, aiming to
uplift individuals and promote a more optimistic
outlook on life (Chakravarthi, 2022). By embrac-
ing these advancements, we can foster a society
where hope thrives, enabling individuals to over-
come challenges and embrace a brighter future.

2 Related Works

Works on Hope Speech detection have increased
in recent times. Chakravarthi (2022) proposed a
novel custom deep network architecture, which
uses a concatenation of embedding from T5-
Sentence. Eswar et al. (2022) experimented with
the CNN+BiLSTM model for deep learning, with
FastText, ELMo, and Keras embeddings. Demotte
et al. (2021) (2021) proposed a method to use
GloVe embeddings in shallow and deep capsule net-
works together with static and dynamic routing for
sentiment analysis of tweets. Srinivasan and Subal-
alitha (2021) have proposed Levenshtein distance
as the preprocessing technique for Tamil-English
code-mixed data and also discussed the influence
of using resampling techniques such as SMOTE
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Table 1: Class Wise Distribution of Training, Validation
and Test Dataset (Hindi-English Code Mix)

Class Train Validation Test
Hope-Speech 343 45 53
Non Hope-speech 2219 275 268
Total 2562 320 321

Table 2: Class Wise Distribution of Training, Validation
and Test Dataset (English)

Class Train Validation Test
Hope-speech 1905 270 21
Non Hope-speech 20433 2534 4784
Total 22338 2804 4805

and ADASYN. Naseem et al. (2020) introduced a
sentiment analysis framework known as DICET ,
which consists of three key components: an in-
telligent preprocessor, a text representation layer,
and a bi-directional long- and short-term Memory
(BiLSTM) integrated with attention modeling. In
recent years many works are being carried out on
Indian regional languages such as Hindi, and Tamil
as well. Chakravarthi (2020) Chakravarthi (2022)
has constructed a Hope Speech dataset that con-
tains comments generated by YouTube users out
of which 28451 comments are for English, 20198
for Tamil, and 10,705 comments for Malayalam
respectively. All these comments were manually
labeled as containing hope speech or not. In their
study, Sundar et al. (2022) utilized a model based
on stacked transformers for encoding, while also
incorporating cross-lingual word embeddings.

3 Task and Dataset Overview

Dataset (Chakravarthi, 2020) used in this paper are
provided by the Hope Speech Detection for Equal-
ity, Diversity, and Inclusion- LT-EDI-RANLP 2023
shared task. The objective of the shared task is to
find hope in the text. The class labels are hope-
speech and non-hope-speech. Each comment/post
is assigned a class label. English and Hindi-English
code mix data are considered in this work. A few
weeks prior to the deadline for submitting the run, a
testing dataset without labels was provided. The or-
ganizers later made available a labeled test dataset
for verification purposes after the results were an-
nounced. Tables 1 and 2 present the sample counts
for each class in the training, validation, and test
sets.

4 Methodology

The overall architecture for Hope Speech Detection
in English and Hindi-English code-mix is given in
Figure 1.

4.1 Data cleaning and pre-processing

The English and Hindi-English code-mixed data
is pre-processed before being converted into word
embedding. The initial steps of pre-processing
include lowercase conversion of the text, emoji-to-
text conversion, user name removal and extra space
removal. After the basic pre-processing is com-
pleted, spelling correction of misspelled words is
performed on the English and Hindi-English code-
mixed data. For spelling correction Levenshtein
distance (Naseem et al., 2020) is used to find the
distance between the correct and misspelled words.
If the Levenshtein distance between the misspelled
word and the correct word is 1 then the misspelled
word is replaced with the correct word. A list of
all possible English words is used to compare the
words in training, validation, and testing data, to
identify spelling mistakes using Levenshtein dis-
tance. Since there are no rules to govern the forma-
tion of Hinglish words, there cannot be any fixed
vocabulary for Hinglish words. Hence the Vocabu-
lary of Hindi and Hinglish words is created during
training using all the Hindi and Hinglish words
present in Hindi-English code-mix training data.
These created vocabularies are used for checking
and correcting spellings during testing, with respect
to training data. The pre-processed text is fed into
four different embedding models - FastText (Grave
et al., 2018), ELMo (Peters et al., 2018), BERT
(Devlin et al., 2019) and XLNet (Yang et al., 2019)
respectively. Each vector representation has a dif-
ferent dimension and different ways of representing
the input text. Since the data has high class imbal-
ance, oversampling is performed in order to handle
the class imbalance in the data. Over-sampling is
done using ADASYN (He et al., 2008) oversam-
pling method.

4.2 Classification model

The pre-processed and over-sampled word embed-
ding is then fed into the capsule network (Sabour
et al., 2017) to perform classification. Each of the
embeddings is fed into a separate capsule network
for training.

The capsule network has 5 layers, a convolu-
tion layer, a primary capsule layer, and three dense
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Figure 1: Hope Speech Detection Architecture

Table 3: parameters of Capsule Networks

parameter Value
ϵ 1× 10−7

mplus 0.9
mminus 0.1
λ 0.5
α 0.0005
optimizer Adam

layers. Dynamic routing is used to determine the
optimal routing of information between primary
capsules and output capsules. It involves iterative
communication between capsules, where the output
of one capsule is weighted and passed as input to
another capsule based on agreement scores. Each
of the trained capsule networks is used to perform
prediction to perform a comparative analysis on the
embedding based on metrics such as accuracy, pre-
cision, recall, and F1 score. The parameters used
are in Table 3.

5 Result and Analysis

After the implementation of the various modules,
the results obtained detect the hope texts in the
comments. The evaluation metrics taken into con-
sideration are Accuracy, Macro-precision, Macro-
recall, and Macro-F1-score. FastText word embed-
ding combined with the capsule network produced
better results than the other three embedding tech-
niques - ELMo, BERT, and XLNet. It was also
observed that over-sampling has increased the per-
formance metrics along with preprocessing and

spelling correction. Tables 4 and 5 show the per-
formance of hope speech detection with respect
to various embedding techniques used in English
and Hindi-English code-mix validation data. Table
6 shows the performance of the combination of
FastText and Capsule Network on test data. It has
been observed that the combination outperforms
the other embedding techniques in both datasets.

6 Conclusion

In this paper, a hope speech detection framework
has been proposed by experimenting with four dif-
ferent embedding techniques combined with cap-
sule networks. The preprocessing technique used
to handle class imbalance and varied spelling cor-
rections has effectively improved the performance
of the proposed model. According to the analysis
performed on the four word embedding techniques
FastText has outperformed the other three mod-
els in terms of accuracy, macro average precision,
recall, and F1 score. This is because the combi-
nation capsule network with FastText embedding
preserves spatial information. The proposed model
provides an accuracy and F1-score of 0.87 and 0.70
for the Hindi-English code-mix Validation data set
and 0.90 and 0.65 for the English Validation data
set. An accuracy and F1-score of 0.93 and 0.49 are
obtained for the Hindi-English code-mix Test data
set and 0.82 and 0.82 are obtained for the English
Test data set respectively. In future, the work can be
extended by further experimenting with different
routing techniques of capsule network and other
recent word embedding models.
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Table 4: Performance Metrics of Hindi-English Code-Mix Validation Dataset

Metrics Fasttext ELMo BERT XLNet
Accuracy 0.87 0.82 0.81 0.86
Precision 0.68 0.61 0.62 0.50

Recall 0.72 0.62 0.61 0.43
F1-Score 0.70 0.62 0.62 0.46

Table 5: Performance Metrics of English Validation Dataset

Metrics Fasttext ELMo BERT XLNet
Accuracy 0.90 0.81 0.81 0.24
Precision 0.65 0.76 0.58 0.51

Recall 0.66 0.62 0.55 0.51
F1-Score 0.65 0.64 0.55 0.23

Table 6: Performance Metrics of Test Datasets using Fasttext and Capsule Network

Language Accuracy Precision Recall F1-Score
English 0.93 0.50 0.56 0.49

Hindi-English Code-Mix 0.82 0.64 0.60 0.82
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Abstract

Depression is a severe mental health disorder
characterized by persistent feelings of sadness
and anxiety, a decline in cognitive functioning
resulting in drastic changes in a human’s psy-
chological and physical well-being. However,
depression is curable completely when treated
at a suitable time and treatment resulting in the
rejuvenation of an individual. The objective of
this paper is to devise a technique for detecting
signs of depression from English social media
comments as well as classifying them based on
their intensity into severe, moderate, and not de-
pressed categories. The paper illustrates three
approaches that are developed when working
toward the problem. Of these approaches, the
BERT model proved to be the most suitable
model with an F1 macro score of 0.407, which
gave us the 11th rank overall.

1 Introduction

Depression has emerged as a significant mental
health issue in recent years, affecting millions of
individuals worldwide. Simultaneously, the use of
social media platforms has skyrocketed, becoming
an integral part of people’s daily lives. Beck and
Alford (2009) talks about the clinical causes of de-
pression and the various treatments for it. Social
media platforms provide individuals with an outlet
to express their emotions and share personal expe-
riences. Hammen (2005) examines the relationship
between depression and stress over time including
effects of childhood and lifetime stress exposure.

People often turn to these platforms as a means
of seeking support, and validation, or simply as
an avenue to connect with others who may be go-
ing through similar struggles. De Choudhury et al.
(2013) conducted an analysis on various factors
such as social engagement, emotion, language, and
linguistic styles, as well as mentions of antidepres-
sant medication. The purpose of this analysis was

to develop a statistical classifier that can estimate
the likelihood of experiencing depression.

The primary objective of the DepSign-LTEDI
task (Sampath et al., 2023) is to identify indications
of depression in individuals based on their social
media posts, and analyze English-language social
media content and classify the signs of depression
into three categories, moderate, severe, and not
depressed.

2 Related Work

Kayalvizhi and Thenmozhi (2022) developed a
gold standard dataset in order to detect the vari-
ous levels of depression namely moderate, severe,
and not depressed using social media texts. Data
augmentation techniques were applied to overcome
data imbalance. Word2Vec vectorizer and Random
Forest classifier model were used which provided
better accuracy.

Salas-Zárate et al. (2022) employed Twitter as
the primary data repository for depression sign de-
tection. Word embeddings were used as the well-
known technique for linguistic extraction. The
machine-learning approach utilised was the sup-
port vector machine (SVM), and cross-validation
(CV) was used to evaluate the outcomes.

Wang et al. (2022) principally used three ap-
proaches to meet the objective. The first method
makes use of sentence embeddings for which
VADER scores are generated following which they
are passed into the gradient boosting model along
with SMOTE augmentation techniques to combat
data imbalance. The second technique centred on
optimising pre-trained models using a multi-layer
perceptron. The final technique used the multi-
layer perceptron and VAD embeddings to classify
the symptoms of depression.

Bucur and Dinu (2020) focused on the detection
of the early onset of depression through the anal-
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ysis of social media posts with special attention
on Reddit. Topic modeling embeddings were ex-
tracted using a Latent Semantic Indexing Model
and then provided as input to the neural network
design. The neural network had two outputs - clas-
sifying whether the individual was depressed or not
and estimating the confidence of the individual.

Trifan et al. (2020) used Reddit posts between
January and October of 2016 as the source of the
data. The data was pre-processed by being con-
verted to lowercase and tokenized after any extra-
neous characters were eliminated. Multinomial
Naive Bayes, Support Vector Machine in conjunc-
tion with Stochastic Gradient Descent, and Passive
Aggressive classifiers were the final three classi-
fiers used.

Rajalakshmi et al. (2018) developed a method
to detect intensity levels of emotions with the help
of rule-based feature selection using tweets as the
primary data source. The input feature vectors
were generated using one-hot encoding and rule-
based feature selection. The model for the detec-
tion of emotional intensity classification was Mul-
tilayer Perceptron. The models for the subtasks
of sentiment intensity regression and emotion in-
tensity regression was constructed using Support
Vector Regression. Anantharaman et al. (2022) and
Esackimuthu et al. (2022) used transformer mod-
els to detection the depression from social media
tweets and achieved F1 score of 0.412 and 0.473
respectively.

3 Dataset

The dataset consists of the posting id, text data, and
the corresponding label (S et al., 2022). The dataset
provides three labels representing the various de-
grees of depression namely severe, moderate, and
no depression. Table 1 illustrates the distribution
of the dataset.

Label Train Dev Test
Not Depressed 2755 848 135

Moderate 3678 2169 275
Severe 768 228 89

Table 1: Distribution of Data

4 Depression Detection System

We have employed three different models in the
three test runs , in this respective order:

BERT: We employed the ’bert-base-uncased’
pre-trained model, known as BERT (Bidirectional
Encoder Representations from Transformers), as
the foundation for this depression analysis task.
To tailor BERT to the specific given depression
dataset, fine-tuning of the BERT model is done
through training using the labeled train data. Addi-
tionally, to ensure compatibility with the model, a
label encoder is utilized to convert the target labels
into numerical values. Table 2 gives the evalua-
tion metrics of BERT model for the development
dataset.

Word2Vec and SVC: In this approach,
Word2Vec, a technique that generates word em-
beddings - distributed numerical representations of
word features is used for text-vector representation.
These embeddings capture the contextual meaning
of words within vocabulary and enable the model to
identify semantic relationships among words that
share similar meanings. To leverage the power of
these word vectors, a classification model Support
Vector Classifier (SVC) is employed to train on
and predict using these word embeddings. Table
3 gives the evaluation metrics for the development
dataset.

TFIDF-LinearSVC: LinearSVC is a machine
learning algorithm implemented in Python’s scikit-
learn library, based on the Support Vector Machine
(SVM) algorithm. LinearSVC aims to find a lin-
ear decision boundary that maximizes the margin
between different classes. The model learns a set
of weights for each feature and combines them lin-
early to make predictions. To vectorize the given
texts, TfidfVectorizer is used, which converts text
into numerical feature vectors. Subsequently, Lin-
earSVC model is fitted to these vectors. Table 4
gives the evaluation metrics of this model for the
development dataset.

Metrics Score
Accuracy 0.67
Macro Precision 0.57
Macro Recall 0.54
Macro F1-score 0.55
Weighted precision 0.65
Weighted recall 0.67
Weighted F1-score 0.66

Table 2: Evaluation metrics of BERT
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Parameters Score
Accuracy 0.66
Macro Precision 0.58
Macro Recall 0.44
Macro F1-score 0.47
Weighted precision 0.64
Weighted recall 0.66
Weighted F1-score 0.64

Table 3: Evaluation metrics of Word2Vec-SVC

Parameters Score
Accuracy 0.60
Macro Precision 0.51
Macro Recall 0.49
Macro F1-score 0.50
Weighted precision 0.63
Weighted recall 0.60
Weighted F1-score 0.61

Table 4: Evaluation Metrics of TFIDF-LinearSVC

5 Methodology

The codes utilized in this research paper are avail-
able within the GitHub repository GitHub Repos-
itory. This repository contains a collection of
Jupyter Notebook files that correspond to the
methodologies and techniques detailed in the paper.

The methodology employed in this paper con-
sists of three approaches. The first method makes
use of the Bidirectional Encoder Representations
from Transformers (BERT) ”bert-base-uncased”
pre-trained model. The BERT model was tailored
to the dataset provided. The dataset was tokenized,
and converted into the input features with the as-
sistance of the BERT tokenizer. No pre-processing
steps were undertaken in this model. Following
this, the input features and labels were converted
to tensors, and the TensorDataset was created. The
model was trained for three epochs using the opti-
mizer AdamW, which has a learning rate of 2e-5.
Finally, cross-validation was performed with the
help of the development data for fine tuning the
trained model and tested on the test data. Figure 1
shows the work flow of the system.

The second approach involved the usage of
Word2Vec and Support Vector Classification
(SVC). Word embedding is a method in which
words are converted into an arithmetic represen-
tation termed a vector and each word in a sentence
can be represented through this vector. These vec-

Figure 1: Flowchart for BERT

Parameters Score
Number of epochs 1
Batch size 16
Learning rate 2e-5
Maximum sequence length 512

Table 5: Hyperparameters: BERT

tors capture the semantic relationships between
words and can be used to assess the similarity
and dissimilarity between words. The Word2Vec
API trained on Google News was used to gener-
ate the word embeddings for the given data. The
pre-processing step removed stop words and punc-
tuation, lemmatized the remaining tokens, and
returned the average word vector representation
using spaCy’s word embeddings. If no valid to-
kens remain, it returns a default zero vector. The
Word2Vec makes use of two architectures namely
bag-of-words and skip-gram. However, the word
embeddings generated in this model do not strictly
follow the aforementioned architectures. The Sup-
port Vector Classification is a machine learning
classification algorithm that is often used to clas-
sify data with multiple labels. The generated word
embedding was then fed into the Support Vector
Classification model to obtain the classified results.
Figure 2 shows the working of this system.

The LinearSVC and TF-IDF Vectorizer are used
in the final strategy. Similar to the Word2Vec
model, the Term Frequency-Inverse Document Fre-
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Figure 2: Flowchart for Word2Vec and SVC

quency text vectorizer combines the concepts of
term frequency (TF) and document frequency (DF).
No pre-processing steps were undertaken in this
model. The term frequency is an indication of the
frequency count of words in a document and gives
an idea about the importance of a given word. The
quantity of documents that use a particular term
is known as the document frequency. LinearSVC
is a machine learning algorithm implemented in
Python’s scikit-learn library, based on the Support
Vector Machine (SVM) algorithm that aims to find
a linear decision boundary that maximizes the mar-
gin between different classes. Figure 3 depicts the
steps in developing this model.

6 Results

6.1 Test Data Results
Out of the three above-mentioned models, the
BERT model gave the highest F1-score of 0.407 for
the predicted labels on the test data the organizers
gave, and an accuracy of 55 percent. On further
analysis, the following metrics were obtained for
the three models. Tables 6, 7 and 8 show the evalu-
ation metrics value for accuracy, precision, recall
and F1 score.

It is inferred from the results that SVC could not
perform well when compared to the BERT model.
This is our maiden attempt for applying the ma-
chine learning algorithms for a real life problem

Figure 3: Flowchart for TFIDF Vectorizer and Linear
SVC

in the form of a challenge. We assume that the
performance of the BERT model can be increased
by training the model for more number of epochs.

Parameters Score
Accuracy 0.55
Macro Precision 0.54
Macro Recall 0.42
Macro F1-score 0.41
Weighted precision 0.55
Weighted recall 0.55
Weighted F1-score 0.50

Table 6: Evaluation Metrics for Test Data: BERT

7 Conclusion

In conclusion, an analysis was experimented with
the provided social media texts using three mod-
els: BERT, Word2Vec with SVC, and TF-IDF with
LinearSVC. Among these models, BERT demon-
strated the highest accuracy in predicting the target
labels. It is worth noting that accurately analyzing
and predicting signs of depression is challenging
for any model, as it may struggle to comprehend
the deeper layers of a sentence and grasp the nu-
anced tone of the text.

Improving the accuracy of the model can be
achieved by ensuring a more balanced distribution
of the dataset, where the number of cases for all
three target labels is nearly equal. This would help
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Parameters Score
Accuracy 0.46
Macro Precision 0.47
Macro Recall 0.39
Macro F1-score 0.37
Weighted precision 0.49
Weighted recall 0.46
Weighted F1-score 0.44

Table 7: Evaluation Metrics for Test Data: LinearSVC
and TFIDF

Parameters Score
Accuracy 0.52
Macro Precision 0.65
Macro Recall 0.38
Macro F1-score 0.35
Weighted precision 0.59
Weighted recall 0.52
Weighted F1-score 0.46

Table 8: Evaluation Metrics for Test Data: Word2Vec
and SVC

prevent biases and provide a more comprehensive
understanding of different degrees of depression.

Moving forward, our aim is to advance our
knowledge in the field of Natural Language Pro-
cessing (NLP) by exploring various models and
implementing them in different use cases to ana-
lyze signs of depression from social media texts
effectively.In addition,we have planned to work on
the various variants of BERT models for better un-
derstanding, such as DistilBERT. By undertaking
such endeavors, we can enhance our understanding
and contribute to the development of more robust
and accurate NLP techniques in detecting mental
health conditions.
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Abstract

An Automatic Speech Recognition systems
for Tamil are designed to convert spoken lan-
guage or speech signals into written Tamil text.
Seniors go to banks, clinics and authoritative
workplaces to address their regular necessities.
A lot of older people are not aware of the use
of the facilities available in public places or
office. They need a person to help them. Like-
wise, transgender people are deprived of pri-
mary education because of social stigma, so
speaking is the only way to help them meet
their needs. In order to build speech enabled
systems, spontaneous speech data is collected
from seniors and transgender people who are
deprived of using these facilities for their own
benefit. The proposed system is developed with
pretraind models are IIT Madras transformer
ASR model and akashsivanandan/wav2vec2-
large-xls-r-300m-tamil model. Both pretrained
models are used to evaluate the test speech ut-
terances, and obtained the WER as 37.7144%
and 40.55% respectively.

1 Introduction

The earliest known Old Tamil inscriptions are
found in Adichanallur and date back to the period
between 905 BC and 696 BC. These inscriptions
provide valuable insights into the early stages of
the Tamil language.Tamil employs an agglutina-
tive grammar system. This means that suffixes are
attached to words to convey various grammatical
features, such as noun class, number, case, verb
tense, and other categories. Tamil’s historical sig-
nificance and linguistic features make it a fascinat-
ing language with a rich cultural heritage. Now
a days all the people are using internet for their
everyday needs. Especially old-aged and transgen-
der who are deprived of education due to prejudice
of social. So speech is only tool to do their own
needs. In the present situation all people are using
smartphones to do their daily needs without any di-
rect visits to bank, hospital, etc. The integration of

a voice and speech recognition system in Tamil
would be highly advantageous for native Tamil
users who encounter difficulties with default for-
eign languages on their smartphones (Kiran et al.,
2017). It would elevate their user experience, facili-
tate accessibility, boost productivity, uphold the
language’s preservation, and encourage the cre-
ation of localized applications. In (Madhavaraj
and Ramakrishnan, 2019), two approaches were
employed to improve automatic speech recognition
(ASR) for Gujarati, Tamil, and Telugu languages.
The first approach involved data-pooling and phone
mapping, which combined the data by mapping
phones from the source languages to the target lan-
guage. The second approach utilized a multi-task
deep neural network (DNN) with a modified loss
function to train the ASR model using the pooled
data. This technique achieved relative reductions
in the WERs. (Kwon et al., 2016)Because of the
impact of speech articulation and speaking tenden-
cies, older individuals tend to exhibit slower speech
rates, longer pauses between syllables, and slightly
reduced speech clarity. Smart devices are now
not only extensively used by the younger genera-
tion but also by seniors, both indoors and outdoors
throughout the day. Thus, we concluded that im-
plementing a speech-recognition interface within
a smart device could enhance its user-friendliness
for the elderly and transgender. This feature would
be particularly valuable for senior citizens during
critical scenarios, including emergencies or situa-
tions where they might be physically restricted due
to a traumatic event. Numerous seniors encounter
uncertainty when attempting to utilize the provided
devices meant to aid them. Similarly, transgen-
der individuals, due to societal discrimination, are
often deprived of access to primary education, leav-
ing speech as their sole means of addressing their
requirements. The information pertaining to natu-
ral speech is gathered from elderly and transgender
individuals who are unable to avail themselves of
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such assistance.
The paper is organized as follows: the following
section gives a detailed description of pretrained
models used for our proposed work. Section 2 dis-
cusses the related work previously done for our
current work. Section 3 detailed description of
the data set used for this work. Discusses on the
recognition system and the various approaches used
for this work. Section 4 explains in detail the pre-
trained models used for the proposed work. Section
6 discusses on the results. Section 7 analysis on
the performance of each pretrained model. Section
8 concludes the paper and discusses the areas of
further improvement.

2 Related Work

The ASR system, which involves fine-tuning a
pretrained Wav2Vec2.0 XLSR model with CTC
(Connectionist Temporal Classification), has been
successfully developed. This system demonstrates
the ability to recognize speech samples and pro-
vide accurate transcriptions. The average Word
Error Rate (WER) achieved by the system is 0.58,
indicating a relatively low rate of transcription er-
rors. Similarly, the Character Error Rate (CER)
is 0.11(Akhilesh et al., 2022). In this paper, (Ro-
jathai and Venkatesulu, 2014), have PAC features
were extracted from input speech samples,the ex-
tracted features are Energy entropy, Zero crossing
rate and short time energy. The extracted PAC fea-
tures were trained by ANFIS system. The process
of recognition performance is validated based on
test words.This proposed method gave better results
with different noise levels compared to previous
methods. In this work (Martin et al., 2015) Show
the features extraction based on English phonemes
and language-independent inferred phones (IPs).
The Tamil language-independent inferred phones
(IPs) are achieved better performance. But it has
less number of speakers, So increasing number of
speakers to the model training to avoid over-fitting.
(Thamburaj et al., 2021), were presented the Deep
Neural Network and Membrane Bio Reactor design
for Tamil. A single vowel sound were linked with
Five different mono phones. The transcription was
linked with LM (Language Model). So that it will
decrease the impact of domain difference in AM.
The target of this work is preprocess the data in
order to remove noise and improve BRNN-SOM
classification method scheme gains high-accuracy.
SGf method was use for removing noise present in

the speech samples. We achieve highest SNR val-
ues. Preprocessing technique(Lokesh et al., 2019).
(S and N, 2017), show Reduce the feature vec-
tor dimension reduction using Linear Discrimi-
nant Analysis(LDA). LDA method is perform great
when compared to all other well known dimen-
sionality reduction methods like, PCA, MDS, LLE.
Deep Speech architecture is used by (Changram-
padi et al., 2022) and achieves 24% WER. The
accuracy depends on the training language model.
Tamil dialect recognition required to be region-
ally based spoken Tamil data to build independent
Tamil recognition system. (Nivetha S, 2020), ex-
plain the speech recognition system used Random
forest algorithm to identify isolated Tamil word.
Both MFCC and LPC features are extracted from
speech data. This algorithm gave better result and
took less time for training model building. In this
work, (Radha et al., 2012) show the HMM based
model used to build the speaker independent iso-
lated Tamil words recognition. Its achieved 88% ac-
curacy and 0.88 WER. But data set size is minimal
only 2500 words are used in this recognition sys-
tem. In this task, (Chakravarthi, 2020) author used
20,198 Tamil comments collected from YouTube.
Its includes women in STEM, LGBTIQ issues,
COVID-19, India China war and affairs of Dra-
vidian from YouTube comments. This data has two
or more languages used by a single speaker. The
data set is code mixed. Naive Bayes, KNN, and
SVM, logistic regression used to train the model
and use held-out test set to evaluate the trained
model. Evaluate the trained model. The result
is shown using precision, recall, F1-score. Find-
ings of the automatic speech recognition for vul-
nerable individuals are given in (Bharathi et al.,
2022). (S and B, 2022) (B et al., 2022), have pre-
trained Rajaram1996/wav2vec-large-xlsr-53-tamil
transformer model used for transformer based ASR
for Vulnerable Individuals in Tamil. In this pre-
tained model gave 39.65% WER.

3 Data Set Description

Tamil speech utterances are collected from the old-
aged people and transgender whose mother tongue
is Tamil. The recorded speech utterances of old-
aged people and transgender contains how those
people communicate in primary locations like bank,
hospitals and administrative office.The data set con-
tains 51 Speakers of literates, illiterates elders and
transgenders. People who have their primary edu-
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cation till sixth grade are considered literates while
collecting data. The duration of corpus is 7 hours
and 30 minutes. It is ensured that no audio recorded
from an individual is less than 5 minutes. No in-
terruption or overlap of other person voices in the
audio other than the speaker’s audio. The speech
files in the directories are in the WAV format. The
sampling rate of the speech utterances are 44kHz.
The speech corpus with 5.5 hours of transcribed
speech will be released for the training, and 2 hours
of speech data will be released for testing. Table 1.
shows that detailed description about the collected
speech utterances. More information about data
collection is explained in (B et al., 2023).

Speakers Literate Illiterate Total
Male 4 9 13

Female 7 24 31
Transgender 3 4 7

Table 1: Detailed Description of speech corpus

4 Proposed Work

Our proposed work, transformer model
of IIT Madras and transformer model
akashsivanandan/wav2vec2-large-xls-r-300m-
tamil-colab-final are used. The ASR model for
Indian languages described in the transformer
ASR model is created by IIT Madras follows a
espnet.nets.pytorch backend.e2e asr transformer,
E2Eself-attention mechanism architecture. The fol-
lowing stages are performed in ESPnet transformer
architecture.

Figure 1: Architecture of ESPnet Transformer Model

• Stage 0: Preprocessing the speech data includ-
ing transcription and dictionary creation.

• Stage 1: Extract the features from the speech
data using Kaldi toolkit.

• Stage 2: Create a JSON configuration file
to specify the details of the data preparation.
This file should include paths to of the audio
and transcript files, as well as other param-
eters like sampling rate, the language of the
text, etc, are dumped.

• Stage 3: Training the language model.

• Stage 4: Train the acoustic model using the
preprocessed data. Include the details such
as the number of epochs, batch size, learning
rate, etc.

• Stage 5: Evaluate the trained model on the
test speech utterances.

The transformer model
akashsivanandan/wav2vec2-large-xls-r-300m-
tamil model is a variant of the Wav2Vec2
architecture that has been fine-tuned specifically
for the Tamil language. The model has been
trained in an unsupervised learning manner, it
means the model doesn’t need explicit transcrip-
tions. The model was pre-trained using speech
signal from multiple sources including Babel,
Multilingual LibriSpeech (MLS), Common Voice,
VoxPopuli, and VoxLingua107. The sampling
rate of The original Common Voice dataset is
48kHz. However, training the XLSR model, To
ensure compatibility with the XLSR model’s
16kHz sampling rate, the Common Voice data was
resampled and adjusted from its original 48kHz
sampling rate to the desired 16kHz sampling rate.
This downsampling process was implemented to
align the data with the model’s requirements.

5 Implementation

The one of the pretrained model used in our pro-
posed work is ”akashsivanandan/wav2vec2-large-
xls-r-300m-tamil”. This is model is fine tuned
the XLSR model using the common voice Tamil
speech corpus. The other model used in the pro-
posed system is ”IIT Madras transformer ASR
model”. The IIT Madras transformer ASR model is
created using ESPnet transformer model:E2Eself-
attention mechanism employs Language model
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Figure 2: Sample recognised text using proposed system

has a 12-layer encoder and a variable decoder.
Each encoder layer incorporates self-attention and
2048 units of a feed-forward neural network and
ReLU activation. The decoder comprises six layers
for Indian languages, each featuring self-attention
and a 2048-unit feed-forward network. For Vox-
forge, there is a single layer with a 1024-unit feed-
forwaProceedings of the Second Workshop on Lan-
guage Technology for Equality, Diversity and In-
clusionrd network. 104.5 hours of Tamil Speech
data used for training, and unified processor was
used to generate lexicon.

The model akashsivanandan/wav2vec2-large-
xls-r-300m-tamil pretrained model used for test-
ing the spoken Tamil speech data. This pretrained
model is tuned by facebook/wav2vec2-large-xlsr-
r-300m-tamil using common voice Tamil data.
Wav2Vec2 uses a combination of convolutional
neural networks (CNNs) and self-attention mech-
anisms to learn speech representations from raw
audio waveform. By CNNs, it can extract local
acoustic features, while self-attention mechanisms
enable it to capture long-range dependencies in the
audio data. It can cognizant and process Tamil
speech data efficacious. The model take advantage

of a fusion of CNN and self-attention mechanisms
to learn powerful representations from raw audio
waveform. It has a larger capacity, allowing it to
capture complex patterns in the audio data. In this
model learning rate is 0.0003, training batch size
and testing batch size are 16 and 8. optimizer:
Adam with betas=(0.9,0.999) and epsilon=1e-08
are used for training. The speech corpus has 239
speech files for testing. The test speech data is
given as input to the both the pretrained system.
Once the speech recognition is completed the out-
put text transcription stored in a individual file.
Finally WER is calculated based on what transcrip-
tion got from recognition and target transcription
of the speech data which is used for testing.

6 Results

The word error rate (WER) is calculated using the
following equation,

WER =

(
S + I +D

N

)
(1)

where as,

• S is the number of substitutions
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• D is the number of deletions

• I is the number of insertions

• N is the number of words in the reference
transcriptions

S.no Model WER
1 Transformer model of IITM 37.71
2 akashsivanandan/wav2vec2-

large-xls-r-300m-tamil-colab-
final

40.55

Table 2: Performance of the proposed system using test
utterances

7 Discussion

From Table 2, both the pretrained model results are
shown. The IIT Madras transformer ASR model
WER is 37.71%. akashsivanandan/wav2vec2-
large-xls-r-300m-tamil-colab-final model WER
is 40.55%. IIT Madras transformer ASR
model gave a better result compared to another
one. akashsivanandan/wav2vec2-large-xls-r-300m-
tamil-colab-final does not have language model.
However IIT Madras transformer ASR has a lan-
guage model (LM). LM is used to boost recogni-
tion system should help the acoustic model. For
example ”Enkengu” word is correctly predicted by
a model which has LM, in other hand ”Enkengu”
word predicted as ”Enkanku”. It shows that LM
and region-based spoken Tamil data are used to
develop a better recognition ASR system.

8 Conclusions

An automatic speech recognition system is devel-
oped with a pretrained fine tune models which
is available publicly. The speech data is col-
lected from old-aged people and transgender whose
mother tongue is Tamil. The speech data contains
how the people access primary location in day to
day life. Evaluate the test speech samples using
pretrained models and calculated WERs. Going for-
ward, increase speech data and create our own train-
ing model with more region-based Tamil speech
data. This will enhance the performance of the
proposed system.
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Abstract

This paper discusses about the result submit-
ted in Shared Task on Speech Recognition
for Vulnerable Individuals in Tamil- LT-EDI-
2023(B et al., 2023). The task is to develop
an automatic speech recognition system for
Tamil language. The dataset provided in the
task is collected from the elderly people who
converse in Tamil language. The proposed
ASR system is designed with pre-trained model
anuragshas/wav2vec2-xlsr-53-tamil. The pre-
trained model used in our system is fine-tuned
with Tamil common voice dataset. The test data
released from the task is given to the proposed
system, now the transcriptions are generated
for the test samples and the generated transcrip-
tions is submitted to the task. The result submit-
ted is evaluated by task, the evaluation metric
used is Word Error Rate (WER). Our Proposed
system attained a WER of 39.8091%.

1 Introduction

This shared task tackles a difficult area in Tamil
automatic speech recognition system for vulnera-
ble elderly and transgender individuals. To take
care of their daily necessities, elderly people go to
important places including banks, hospitals, and
administrative offices. Many elderly folks are not
aware of how to use the tools provided to help peo-
ple. Similar to how transgender persons lack access
to basic schooling due to societal discrimination,
speech is the only channel that can help them meet
their demands. The data on spontaneous speech
is collected from elderly and transgender people
who are unable to take benefit of these amenities
(Fukuda et al., 2019; Hämäläinen et al., 2015). 2
hours of speech data will be made available for test-
ing, while the speech corpus containing 5.5 hours
of transcribed speech will be made available for the
training set. Recently, the majority of people have
begun using various electronic devices to access

the internet. In this situation, the elderly people
have also started using smart phones to access the
internet (Vacher et al., 2015). Some elderly people
attempt to acquire information from the internet
using their audio message because they are not
well-versed in technology. An acoustic model must
be created to handle these types of audio messages
from elderly individuals; the model will identify
their speech and extract the output of the speech
data. As a result, a text file will be the output. The
speech’s output will be used to determine the WER
value. The WER number demonstrates how accu-
rately the model predicted the outcome . No other
corpus for elderly people is larger than the Japanese
Newspaper Article Sentences (JNAS), Japanese
Newspaper Article Sentences Read Speech Corpus
of the Aged (S-JNAS), and Corpus of Spontaneous
Japanese (CSJ) corpora (Fukuda et al., 2020). It has
been determined that Automatic Speech Recogni-
tion using some standard models has not achieved
a good performance (Nakajima and Aono, 2020).
It is challenging to identify conversational speech
in public settings since each person may have their
own accent and pronunciation. Additionally, the
methodology for identifying standard speech can-
not be applied to the conversational speech corpus
because it raises WER. A transformer model tech-
nique is utilised to treat this type of older people’s
conversational speech. The paper is organised as
follows: Section 2 discusses the examination of
related literature, Section 3 describes the data set,
Section 4 discusses the methodology, Section 5
describes the implementation, Section 6 describes
the observations, and Section 7 discusses the dis-
cussion. Section 8 of the essay concludes with a
section on future research.
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2 Related Work

There have been numerous studies on recognis-
ing the speech of elderly persons using the adap-
tion acoustic model for CSJ corpus (Fukuda et al.,
2020), which yields the lowest WER values. The
performance of continuous word identification and
phoneme recognition is measured from the two dis-
tinct age groups, and the corpus is collected in Ben-
gali (Das et al., 2011). Prosodic and spectral prop-
erties are retrieved for senior people speech.The ex-
ploration of additional features (Lin and Yu, 2015),
such as the speech’s volume level, sampling fre-
quency, fundamental frequency, and sentence seg-
mentation, is also possible. Other measurements
were locating the pause in the sentence and cal-
culating how long it lasted (Nakajima and Aono,
2020). Low number of utterances is a sign of inad-
equate performance. If the recorded voice quality
is poor (Iribe et al., 2015), the WER value rises.
By integrating the transformers for a broad con-
text (Masumura et al., 2021), the E2E ASR trans-
former can perform encoding and decoding in a
hierarchical manner. The WER is decreased by
25.4% via transfer learning when using the hybrid-
based LSTM transformer (Zeng et al., 2021). Addi-
tionally, the LSTM decoder lowers WER by 13%.
Self-attention and a multi-head attention layer (Lee
et al., 2021) can be used to carry out the encod-
ing and decoding of transformer models. The
transformer model is utilised for CTC/Attention
based End-To-End ASR, and it produces a WER
of 23.66% (Miao et al., 2020). Transformers for
streaming ASR are the foundation of the end-to-end
ASR system, where an output must be produced
quickly after each spoken word. Time-restricted
self-attention is employed for the encoder, and
prompted attention is used for the encoder-decoder
attention mechanism. The innovative fusion atten-
tion technique results in a WER reduction of 16.7%
on the Wall Street Journal test compared to the non-
fusion standard transformer and 12.1% compared
to other authors’ transformer-based benchmarks.
Findings of the automatic speech recognition for
vulnerable individuals are given in (S and B, 2022)
(B et al., 2022), have used transformer models used
for transformer based ASR for Vulnerable Individ-
uals in Tamil.

3 Dataset Description

Tamil conversational speech data is collected from
the elderly people. The speech corpus contains

a total of 6 hours and 42 minutes of speech data
(Bharathi et al., 2022). The recorded speech of el-
derly people contains how the elderly people com-
municate in primary locations like market, bank,
shop, public transport and hospitals. It includes
both male and female utterances and also this
speech data is collected from the transgender peo-
ple. Table 1. contains the detailed description about
the collected data.

Gender Avg-Age Duration(mins)
Male 61 93
Female 59 242
Transgender 30 67

Table 1: Dataset Details

The below Figure 1. shows the sample prediction
for the given corpus.

Figure 1: Sample Prediction

4 Proposed Work

In our proposed system, the pretrained transformer
model anuragshas/wav2vec2-xlsr-53-tamil1 is used.
The pretrained model ”anuragshas/wav2vec2-xlsr-
53-tamil” is based on the Wav2Vec2 architecture
and specifically trained for the Tamil language.
Wav2Vec22 is a state-of-the-art speech recognition
model developed by Facebook AI. It utilizes a self-
supervised learning approach, where it learns from
large amounts of unlabeled speech data to build
representations that capture meaningful informa-
tion about the audio. The model is based on the
transformer architecture, which has proven to be
highly effective for various natural language pro-
cessing tasks. Transformers enable the model to
efficiently capture long-range dependencies in the
audio input. The model is pretrained on a large

1https://huggingface.co/anuragshas/wav2vec2-xlsr-53-tamil
2https://huggingface.co/docs/transformers/model doc/wav2vec2
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corpus of multilingual and monolingual data con-
taining Tamil speech. During pretraining, it learns
to predict masked or distorted portions of the in-
put audio, which helps it understand the underly-
ing structure and features of the speech data. Af-
ter pretraining, the model undergoes fine-tuning
using labeled data for specific downstream tasks.
Fine-tuning allows the model to adapt to a partic-
ular speech recognition task, such as transcription
or keyword spotting, in this case, for Tamil lan-
guage. Although the model is specifically trained
for Tamil, it benefits from the multilingual nature
of its pretraining data. It can understand and pro-
cess speech from various languages, making it use-
ful for multilingual applications or tasks involving
code-switching. The model has been trained on
a vast vocabulary, enabling it to handle a wide
range of words and phrases. This makes it suit-
able for tasks that involve transcribing or recogniz-
ing speech with diverse vocabulary. The model’s
training data and fine-tuning procedure focus on
capturing the unique characteristics of the Tamil
language, including its phonetics, phonology, and
syntax. This enhances its ability to accurately rec-
ognize and transcribe Tamil speech.

5 Implementation

To create an efficient acoustic model based on a
pre-trained transformer model. There are many
publicly accessible transformer-based pre-trained
models. Here, the ”anuragshas/wav2vec2-xlsr-53-
tamil” pretrained model for handling Tamil speech
corpus is used. This pretrained model is fine-tuned
from ”facebook/wav2vec2-large-xlsr-53” 3 by com-
mon voice dataset in Tamil. The model can be used
directly and only accepts input if the voice data is
sampled at 16 KHz. It is independent of any lan-
guage model. The model for creating the wav2vec
uses the XSLR (Cross-Lingual Speech Representa-
tion), which additionally tests cross-lingual speech
data. The quantization of latents, which is com-
mon to all languages, can be learned by XLSR.
The voice utterance is loaded into the library, saved
in a variable, and tokenized using the tokenizer.
This process converts the audio to text, and the re-
sults are transcripts of the audio file that is loaded
into the library. The transcripts are kept in a sep-
arate folder after the voice recognition process is
complete. Between the transcripts produced by
the model and the actual transcripts of the audio

3https://huggingface.co/facebook/wav2vec2-large-xlsr-53

written by humans, the WER (Word Error Rate) is
determined. The degree of voice recognition can
be calculated using the WER value.

6 Evaluation of Results

The evaluation metric used by the task to test
the results submitted by us is based on the WER
computed between the ASR hypotheses submitted
by the participants and the ground truth of human
speech transcription.

WER ( Word Error Rate) = ( S + D + I) / N

where,
S = No. of substitutions
D = No. of deletions
I = No. of insertions
N = No. of words in the reference transcription

7 Observation

The name of the speech data and its WER value
are included in the result. Similar to this, the same
procedure is used for all audio files. The number
of subgroups into which each audio file is divided
is also listed in the table. The test set audio files’
average WER value, which comprises utterances
from men, women, and transgender people, is de-
termined in Table 2.

S.No. Gender Count Avg WER
1 Male 2 32.29275584
2 Female 1 44.01625294
3 Transgender 7 40.33148537

Table 2: Average WER Value for Test Data

S.No. File Name Subsets WER Value
1 Audio-37 15 31.13258667
2 Audio-38 17 44.95625294
3 Audio-39 16 32.412925
4 Audio-40 17 37.89848235
5 Audio-41 19 42.65715789
6 Audio-42 24 43.11616667
7 Audio-43 30 37.94115667
8 Audio-44 28 37.29702143
9 Audio-45 26 44.35576154
10 Audio-46 47 39.35465106

Table 3: WER values for Testing Set
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8 Discussion

From the Table 2, the experimental result says that
the average WER for the testing dataset. The num-
ber of test speech utterances are 239. Similarly,
Table 3, says the result of total 239 audio subset
files from 10 audio files which is given for test-
ing and the WER measured is 39.80%. We ranked
second position in shared task competition.

9 Conclusion

Conversational speech data is used to enhance the
speech recognition system’s ability to identify older
persons. Using a trained model, an automatic
speech recognition system is created. Older adults
and transgender people with Tamil as their mother
tongue are the subjects of a dataset collection. The
dataset’s utterance was captured during a conver-
sation in a primary site in Tamil. As the system’s
pre-trained model was improved using a common
speech dataset, in the future the model might be
trained using our own dataset and utilised for test-
ing, which could improve performance.
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Abstract

The abusive content on social media networks
is causing destructive effects on the mental
well-being of online users. Homophobia refers
to the fear, negative attitudes and feeling to-
wards homosexuality. Transphobia refers to
negative attitudes, hatred and prejudice towards
transsexual people. Even though, some parts
of the society have started to accept homosex-
uality and transsexuality, there are still a large
set of the population opposing it. Hate speech
targeting LGBTQ+ individuals, known as ho-
mophobia/transphobia speech, has become a
growing concern. This has led to a toxic and un-
welcoming environment for LGBTQ+ people
on online platforms. This poses a significant
societal issue, hindering the progress of equal-
ity, diversity, and inclusion. The identification
of homophobic and transphobic comments on
social media platforms plays a crucial role in
creating a safer environment for all social me-
dia users. In order to accomplish this, we built
a ML model using SGD and SVM classifier.
Our approach yielded promising results, with
a weighted F1-score of 0.95 on the English
dataset and we secured 4th rank in this task.

1 Introduction

In the recent years, people have started to dis-
cover themselves and open up about homosexu-
ality and trans-sexuality. People have the com-
plete freedom to choose their sexuality from the
different choices. The widespread use of social
media platforms has revolutionized communica-
tion and provided a space for individuals to express
their thoughts, opinions, and experiences. The de-
velopment of social media and support by the re-
spective communities have helped in providing the
people the courage to express themselves. How-
ever, this has also led to the increase in hate speech
and discriminating comments towards this set of
people. Even after several laws and regulations,

LGBTQIA+ communities are constantly facing vi-
olations against them in various forms.

Homophobia and transphobia, which involve
negative attitudes, prejudices, and discriminatory
behaviors towards LGBTQIA+ individuals, have
gained prominence as pressing issues within online
platforms. The proliferation of such toxic com-
ments not only inflicts harm upon the targeted in-
dividuals but also fosters an environment of fear,
intolerance, and exclusion. In response to this esca-
lating problem, the utilization of Machine Learning
(ML) techniques has garnered significant attention.
ML algorithms offer the potential to automatically
detect and classify homophobic and transphobic
content in social media comments, enabling swift
intervention and mitigating the detrimental impact
on the affected individuals. This research paper
aims to provide a comprehensive study of the ap-
plication of ML algorithms for identifying homo-
phobic and transphobic comments on social media
platforms. The primary objective is to develop an
efficient and accurate model that can autonomously
identify and flag such discriminatory content, con-
tributing to the establishment of a safer and more
inclusive online environment for LGBTQIA+ indi-
viduals.

This paper involves analysing different ap-
proaches for classifying the English dataset of so-
cial media comments into three categories: Ho-
mophobic, Transphobic, and Non-anti-LGBT+
content, as part of the shared task Homopho-
bia/Transphobia Detection @LT-EDI@RANLP-
2023. Furthermore, we will discuss about the var-
ious methodologies used to process the data, im-
plement the ML model and finally we will take
a look into the outcome of the model and future
developments.
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2 Related Work

Research on online hate speech has predominantly
centered around aggression, sexism, racism, offen-
sive language, hatred, and harassment, with lim-
ited emphasis on identifying specific instances of
homophobic and transphobic speech (11). Note-
worthy studies include an examination of linguistic
patterns among homosexual individuals in China
using a created corpus (4). Emotion lexicons have
been developed to discern acceptable and unac-
ceptable discourse concerning LGBTQ+ topics in
languages such as English, Croatian, Dutch, and
Slovene (3).

A study analyzed hate speech comments re-
lated to LGBTQ+ issues on Facebook, highlight-
ing prevalent themes like repulsion towards the
LGBTQ+ community and discrediting of journal-
istic information (2). Furthermore, a manually an-
notated corpus was compiled from YouTube, en-
compassing homophobic and transphobic speech in
multiple languages, including English, Tamil, and
code-mixed Tamil-English, with the aim of catego-
rizing speech at various levels (14). (12) used the
BERT model to detect offensive language as a first
level of identification of abusive content.

While psychological studies have examined as-
pects like homophobic bullying and the impact on
mental health, there remains a requirement for em-
pirical evidence and theoretical comprehension of
online homophobia/transphobia and its association
with Internet usage (5; 7).

Regarding hate speech detection in code-mixed
settings, researchers have started to extract code-
mixed data from social media platforms due to
increased user engagement. However, countries
like India, with multiple languages spoken, face
a scarcity of pertinent data in low-resourced lan-
guages (8). (10) explored the significance of multi-
task learning for identifying offensive language and
performing sentiment analysis in closely related
code-mixed languages like Kannada, Malayalam,
and Tamil. Sivanaiah et al. (6) used a deep learn-
ing model to identify misogynous content against
women using multimodal data.

Biradar et al. (12) (2022) utilized translational
systems to convert texts to English and fine-tuned
language models for hate speech classification
in Hinglish (Hindi-English). However, these ap-
proaches may not fully capture contextual nuances
and accurately interpret sarcasm. Additionally, pre-
trained language models encounter challenges in

capturing contextual relationships between code-
mixed languages (9).

In summary, although research exists on iden-
tifying and addressing online hate speech, there
is a need for more focused investigations into ho-
mophobic and transphobic speech. Additionally,
effectively detecting hate speech in code-mixed set-
tings requires further attention to develop precise
and context-aware classification models.

3 Dataset used

The dataset provided in task A of the homopho-
bia/transphobia comments detection in the LT-
EDI@RANLP-2023 is used in this work. The
dataset consists of 3164 entries under 3 labels
namely Homophobia, Transphobia and Non-anti-
LGBT+ content. The number of entries under each
dataset are 179 for homophobia, 8 for transpho-
bia and 2978 for Non-anti-LGBT+ content. Table
3 shows the data distribution of training dataset
and Table 4 shows the distribution of development
dataset for various classes.

S.no Labels Counts
1 Non-anti-LGBT+content 2978
2 Homophobia 179
3 Transphobia 8

Table 1: Number of classes in train dataset

S.no Labels Counts
1 Non-anti-LGBT+content 748
2 Homophobia 42
3 Transphobia 2

Table 2: Number of classes in development dataset

4 Methodologies

We have experimented with multi-class linear clas-
sifier ML algorithms for classifying the text into
various category of the output class labels. The
algorithms are explained in the following sections.

4.1 Stochastic Gradient Descent Classifier

The Stochastic Gradient Descent (SGD) classifier
is a highly popular ML algorithm specifically de-
signed for classification tasks. As a member of the
linear classifiers family, it is widely recognized for
its efficiency and effectiveness, particularly in large-
scale learning scenarios. The SGD classifier lever-
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ages the optimization technique of stochastic gradi-
ent descent, a widely-used iterative approach that
minimizes a loss function to find the optimal model
parameters. While its primary application is binary
classification, it can be extended to handle multi-
class problems using techniques like one-vs-all or
softmax regression. The algorithm shines when
working with sparse data and high-dimensional fea-
ture spaces, demonstrating its capability to handle
complex datasets.

Versatility and flexibility are among the key ad-
vantages of the SGD classifier. It finds application
across a diverse range of classification tasks, in-
cluding text categorization, sentiment analysis, and
image classification. Furthermore, its ability to sup-
port online learning enables incremental updates to
the model as new data arrives, making it suitable
for real-time or streaming data scenarios. In sum-
mary, the SGD classifier stands out as a flexible and
efficient algorithm for both binary and multiclass
classification. With its stochastic optimization tech-
nique and adaptability to large datasets, it proves
valuable in a wide array of applications.

4.2 Support Vector Machine classifier

The Support Vector Machine (SVM) classifier is
a widely used and powerful supervised ML algo-
rithm that excels in both classification and regres-
sion tasks. Renowned for its effectiveness in man-
aging complex datasets and achieving high accu-
racy, SVM identifies an optimal hyperplane that
separates distinct classes within the feature space.
This hyperplane selection maximizes the margin,
which denotes the distance between the hyperplane
and the nearest data points from each class (known
as support vectors). Consequently, SVM exhibits
excellent generalization performance, even when
confronted with non-linearly separable data.

An advantageous feature of SVM is its efficient
handling of high-dimensional feature spaces, ren-
dering it suitable for datasets encompassing numer-
ous features, such as text classification and image
recognition. SVM’s prevalence stems from its ex-
ceptional generalization capabilities and resilience
to outliers. By employing appropriate kernel func-
tions, it can handle both linearly separable and
non-linearly separable data. As a result, SVMs find
application across diverse domains, including text
classification, image classification, bioinformatics,
and finance. In summary, the SVM classifier stands
as a potent ML algorithm that determines an op-

timal hyperplane to distinguish between classes
within the feature space. By leveraging kernel
functions to transform data into higher-dimensional
spaces, SVM enables effective classification. Its
versatility and wide-ranging applications arise from
its ability to handle intricate datasets while achiev-
ing remarkable accuracy.

5 Implementation

The above model implementation involves the fol-
lowing methodologies:

The following diagram provides a visual
flowchart of the implementation steps.

Figure 1: Flow chart of implementation

5.1 Data loading
First step is to import the neccessary libraries.
The required libraries such as Pandas, Numpy,
Matplotlib, Re, and Sklearn are imported. The
dataset is loaded using the read csv() function from
the Pandas library and is converted to PANDAS
dataframe. The column names of the DataFrame
are renamed using the rename() function.

5.2 Text preprocessing
Various text preprocessing steps are performed us-
ing the NLTK library and regular expressions.
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5.2.1 Handling missing values
The presence of missing values in the DataFrame
is checked using the isna().any() function.

5.2.2 Label encoding
The categorical target variable is encoded using the
LabelEncoder from sklearn.preprocessing and each
label is given a numerical value.

5.2.3 Removing stop words
Stopwords are words that do not add to the overall
meaning of the text. The general stopwords are
removed by using functions in NLTK. The NLTK
corpus is used to download the required stopwords.
The remove stop words() function is defined to
remove stop words from the text column. The
function tokenizes the text, filters out stop words,
and joins the filtered tokens back into a string. The
stop words are removed from the text column using
the apply() function.

5.2.4 Removing custom stop words
Additionally, some common stopwords like you,
your were in short forms like u, ur as the dataset
contains social media comments which can be in-
formal. Therefore, they were not removed by stan-
dard nltk library. So, the custom stop words used
as short forms which are frequently found in the
given dataset are defined in the custom stop words
set. The remove custom stop words() function is
defined to remove these custom stop words from
the text column. Similar to the previous step, the
function tokenizes the text, filters out custom stop
words, and joins the filtered tokens back into a
string. The custom stop words are removed from
the text column using the apply() function.

5.2.5 Normalizing text
The NLTK tokenizer and WordNetLemmatizer
are used to normalize the text. The normal-
ize text nltk() function is defined to tokenize the
text, lemmatize the tokens, convert them to low-
ercase, and join them back into a string. The text
normalization is applied to the text column using
the apply() function.

5.2.6 Removing numerical values
As the numerical data does not contribute to catego-
rizing the text, they are removed. Regular expres-
sions are used to remove numerical values from
the text column. The lambda function is applied
to each text value using the apply() function and

RE.sub() is used to substitute numerical values with
an empty string.

5.3 Text vectorization
The TfidfVectorizer in sklearn.feature extraction
.text is used to convert the text data into numeri-
cal vectors. The fit transform() function is used
on the training set, and transform() is used on the
development and testing set.

5.4 Model training and prediction
Two test runs were done using two ML models,
one with SGD classifier and another with SVM
classifier.

5.4.1 The SGD classifier
The SGDClassifier from sklearn.linear model is
instantiated and trained using the training data. The
trained model is used to predict the target variable
for the testing data.

5.4.2 SVM classifier
The Linear SVC (SVM) classifier from sklearn.svm
is instantiated and trained using the training data.
The trained model is used to predict the target vari-
able for the testing data.

5.5 Evaluation
The classification report from sklearn.metrics is
used to evaluate the performance of the model by
comparing the predicted target values with the ac-
tual target values of development dataset. The vari-
ous performance scores like accuracy, macro and
weighted precision, macro and weighted recall and
macro and weighted f-1 scores of both the models
are tabulated in Table 5 and Table 6. Then, the
model was run for test dataset and the predicted re-
sults were submitted. The evaluation of test dataset
was based on weighted f-1 score.

S.no Labels Counts
1 Non-anti-LGBT+content 2978
2 Homophobia 179
3 Transphobia 8

Table 3: Number of classes in train dataset

6 Results and Discussion

This task is evaluated on the weighted averages
and macro averages of three performance metrics
- Precision, Recall and F1-score. The scores for
these metrics and the accuracy score achieved for
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S.no Labels Counts
1 Non-anti-LGBT+content 748
2 Homophobia 42
3 Transphobia 2

Table 4: Number of classes in development dataset

the training and development dataset of Homopho-
bia/Transphobia Detection task under SGD classi-
fier are tabulated in Table 5. The scores achieved
for training and development dataset of this task
under SVM classifier are tabulated in Table 6.

Metrics Train DS Dev DS
Accuracy 0.95 0.94
Macro Precision 0.47 0.57
Macro Recall 0.40 0.55
Macro F1-score 0.43 0.57
Weighted precision 0.94 0.94
Weighted recall 0.95 0.94
Weighted F1-score 0.94 0.91

Table 5: Performance of SGD classifier for training and
development dataset

Metrics Train DS Dev DS
Accuracy 0.96 0.93
Macro Precision 0.56 0.47
Macro Recall 0.39 0.50
Macro F1-score 0.42 0.48
Weighted precision 0.95 0.87
Weighted recall 0.96 0.93
Weighted F1-score 0.95 0.90

Table 6: Performance of SVM classifier for training and
development dataset

It is inferred that the transphobia and homopho-
bia samples are much smaller than the non-anti-
lgbt+ content samples. Therefore the individual
accuracy and F1 scores for the categories also vary.
It is inferred from the experimental results that
SVM is not performing well when compared to
SGD classifier as the data is highly imbalanced
across the various classes. Our submission using
SGD model secured the 4th rank in Task A, i.e.,
Homophobia / Transphobia Detection on English
dataset. Our model procured a weighted F1-score
of 0.9582 while the top rank team secured 0.969
score. Thus, SGD has been an effective model for
the test data also when compared to SVM.

As the given dataset was skewed, we tried for

data augmentation. But this method was not ef-
fective. Since we had less number of samples
in the dataset we used machine learning tech-
niques such as SVM classifier and SGD classifier,
as deep learning techniques require large amount
of data to learn.

7 Conclusion And Future Works

In this research, we conducted a comparative anal-
ysis of various models for the shared task on homo-
phobia/transphobia detection at LT-EDI@RANLP-
2023. Our findings revealed that the SGD Classifier
yielded the most favourable results for English text.
The current dataset was skewed and the prediction
scores were low for transphobia text. We may fur-
ther train the model with enhanced datasets with
more data and category labels to get more accuracy.
The model was trained for monolingual text (En-
glish). Extending this, a machine model to detect
multilingual text can be built. We are also aiming
to investigate on the data augmentation techniques
for this specific case.
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Abstract

This paper presents our ensembling solutions
for detecting signs of depression in social me-
dia text, as part of the Shared Task at LT-
EDI@RANLP 2023. By leveraging social me-
dia posts in English, the task involves the de-
velopment of a system to accurately classify
them as presenting signs of depression of one
of three levels: “severe”, “moderate”, and “not
depressed”. We verify the hypothesis that com-
bining contextual information from a language
model with local domain-specific features can
improve the classifier’s performance. We do so
by evaluating: (1) two global classifiers (sup-
port vector machine and logistic regression); (2)
contextual information from language models;
and (3) the ensembling results. The best results
were not achieved by any of the ensembling
approaches, but by employing the RoBERTa
language model.

1 Introduction1

In the Diagnostic and Statistical Manual of Mental
Disorders, Fifth Edition (DSM-5), depressive dis-
orders (which include major depressive disorder)
are defined by “the presence of sad, empty, or irri-
table mood, accompanied by somatic and cognitive
changes that significantly affect the individual’s
capacity to function” (American Psychiatric Asso-
ciation et al., 2013). Importantly, depression differs
from regular feelings and mood changes, as it has
an important impact on the lives of those who suffer
from it. An extreme example of this is the high co-
morbidity between major depressive disorder and
suicidal behavior (Orsolini et al., 2020), which is
the cause of death of more than 700,000 people
every year (World Health Organization, 2023). De-
pression is worryingly common: according to the
World Health Organization, around 5 percent of

1Trigger warning: the paper contains mentions of suicidal
behavior and ideation.

adults suffer from depression globally (Villarroel
and Terlizzi, 2020), and a survey conducted in 2019
in the US found that 18.5 percent of the participants
had experienced some sort of depressive symptoms
only in the two weeks preceding the study. The
situation worsened due to the Covid-19 world pan-
demic: only in the first year, did the presence of
anxiety or depression increase by 25 percent glob-
ally (World Health Organization, 2022). Another
prominent aspect of nowadays is the use of so-
cial networks: in 2022, social media users were
4.59 billion (Statista, 2023). The relationship be-
tween the use of social networks and mental health
has been studied from various points of view, one
of them being the correlation between using so-
cial networks and suffering from depression (Park
et al., 2015; Baker and Algorta, 2016). However,
social networks can also represent a place where
people suffering from depression can express and
share how they feel and sometimes seek help. On
date 15th of June 2023, the subreddit “depression,
because nobody should be alone in a dark place:
Peer support for anyone struggling with a depres-
sive disorder”2, created on the 1st of January 2009,
counted 962,000 members. Therefore, social me-
dia posts provide precious data for the investigation
and the (early) detection of depression (Leiva and
Freire, 2017; Trotzek et al., 2018; Chiong et al.,
2021; Liu and Shi, 2022; Ortega-Mendoza et al.,
2022; Poświata and Perełkiewicz, 2022; Tavchioski
et al., 2022b,a; Wang et al., 2022; Tavchioski et al.,
2023).

DepSign-LT-EDI@RANLP-2023 (Detecting
Signs of Depression from Social Media Text)
(Sampath et al., 2023) is a shared task hosted by
the Language Technology for Equality, Diversity,
Inclusion workshop3. Its aim is to detect signs

2www.reddit.com/r/depression/
3sites.google.com/view/lt-edi-2023/
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of depression from social media posts. More
specifically, the goal is to produce a system that,
given social media posts in English, classifies them
as presenting signs of depression belonging to one
of the following classes: “severe”, “moderate”, or
“not depression”.

Our contributions are threefold. We evaluate
(1) the standalone contextual information from lan-
guage models; (2) the machine learning-based clas-
sifier with global information; and (3) the ensem-
bling of the two best classifiers. Our work brings
valuable insights for detecting signs of depression.

The paper is organized as follows. Section 2
provides an overview of related works. Section 3
discusses the dataset used in this research, while
Section 4 explains the process of developing our
solution. Section 5 shows the evaluation of the
experiments, while the error analysis is presented
in Section 6. Finally, Section 7 concludes the paper
with our ideas for future work.

2 Related work

Aspects such as one’s personality, emotional state,
ideology, and mental health are shown to be re-
flected in one’s language–not only in the semantics
but also in the syntax used (Chung and Pennebaker,
2007; Pennebaker, 2011). Having depression as the
focus opens two main paths: the analysis of which
kind of language is used by individuals suffering
from depression (approach a), and the detection
of depression through language analysis (approach
b). Furthermore, any of the two can contribute to
the other (the first to the second (approach c) and
the second to the first (approach d)). The first path
showed, for example, that people suffering from
depression use first-person singular pronouns more
frequently (in spoken language: (Bucci and Freed-
man, 1981); in written text: (Ortega-Mendoza et al.,
2022). Furthermore, as one would expect, the senti-
ment is more negative in individuals suffering from
depression’s language (Babu and Kanaga, 2022).
These and other aspects have been employed as fea-
tures to detect depression from text data (approach
c) (Trotzek et al., 2018; Babu and Kanaga, 2022;
Ortega-Mendoza et al., 2022; Kolenik et al., 2023).
Depression detection is becoming a trending topic
in shared tasks. An example is the Depression and
PTSD on Twitter task organized in the context of
the Workshop on Computational Linguistics and
Clinical Psychology4 in 2015 (Coppersmith et al.,

4clpsych.org

2015). The Early Risk Detection on the Internet
workshop (eRisk) has been hosting shared tasks
about depression, along with shared tasks about
other mental-health-related issues, since 20175.
The Workshop on Language Technology for Equal-
ity, Diversity, and Inclusion (LT-EDI)6, organized
by the Association for Computational Linguistics7

since 2021, has been including the shared task “De-
tecting Signs of Depression from Social Media
Text” since 2022 (Sampath et al., 2022).

In the occasion of the 2022 edition (LT-EDI-
ACL2022) (Sampath et al., 2022), the first and
second place went, respectively, to (Poświata and
Perełkiewicz, 2022) and (Wang et al., 2022). The
latter employed VADER and sentence embeddings
from pre-trained models to generate sentiment
scores. Then, the authors adopted three differ-
ent methods: a) gradient boosting models, b) pre-
trained models, and c) contrastive pre-trained mod-
els. They finally ensembled the three approaches,
obtaining the classifier which ranked second in
the competition. The winning approach (Poświata
and Perełkiewicz, 2022) included three main parts.
a) In the first, transformer-based language mod-
els were fine-tuned on the train set. b) In the sec-
ond, a corpus based on Reddit posts on mental
health, depression, and suicide was created. A
transformer-based language model was pre-trained
on the corpus, resulting in DepRoBERTa (Poświata
and Perełkiewicz, 2022). DepRoBERTa was then
fine-tuned on the train set. c) In the third step, the
best between the developed models were ensem-
bled, obtaining the best-performing classifier of
last year’s DepSign-LT-EDI shared task.

3 Dataset

We used the dataset provided by the organizers
of the shared task. The dataset contains 7,201 in-
stances for training, 3,245 instances for validation,
and 499 for evaluation. Each sample is composed
of three columns: PID, Text, and Label.

Table 1 shows the label distribution of the train-
ing, development, and test set with the overall sam-
ples per set. What is worth noting is that the dataset
is imbalanced with the under-representation of the
severe class, as shown in Figure 1. The sample
instances (one for class) are shown in Table 2.

5erisk.irlab.org
6sites.google.com/view/lt-edi-2023/
7www.aclweb.org/portal/
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Figure 1: The distribution of sequence length for each class in the training and development sets.

Labels Train Dev. Test

Not depression 2,755 848 135
Moderate 3,678 2,169 275
Severe 768 228 89

Total 7,201 3,245 499

Table 1: Data distribution by class.

PID Text data Label

train_pid_1 My life gets worse every
year: That’s what it feels
like anyway....

moderate

train_pid_2 Words can’t describe how
bad I feel right now: I just
want to fall asleep forever.

severe

train_pid_3 Is anybody else hoping the
Coronavirus shuts every-
body down?

not depressed

Table 2: Sample instances.

4 Methods

Our proposed solution involves four main steps
(global classifiers, contextual classifiers, ensem-
bling, and post-processing), as presented in the
following subsections. By global classifiers, we
mean classifiers that take non-contextual features
into account, i.e., features that apply to the entire
document, without considering the relationships
between words or phrases. Contrarily, contextual
classifiers do take such relationships into account.

4.1 Global classifiers
4.1.1 Features
Based on interdisciplinary knowledge of depres-
sion (Ratcliffe, 2014), we analyzed the distribution
of certain features across the three classes of text.
In particular, we considered: (1) the use of first-
person singular pronouns; (2) the use of first-person
pronouns (both singular and plural); (3) the use of

third-person pronouns (both singular and plural);
(4) the use of time-related terms; and (5) the sen-
timent analysis scores. To select the time-related
terms, we started with a set of words identified by
us, such as time, now, and today. We then expanded
the list by finding synonyms and similar words in
WordNet8, which we further filtered. We obtained
the following list: today, now, soon, tomorrow, ago,
yesterday, time, month, day, year, late, present,
past, future, nowadays, instant, minute, second,
early, young, old, recent, nowadays, hereafter, mo-
ment. In Table 3, we display the statistics of all
the features across the three classes. The fifth fea-
ture was analyzed by using Valence Aware Dictio-
nary and sEntiment Reasoner (VADER) (Hutto and
Gilbert, 2014). All the features proved to be sta-
tistically different across groups, besides the pres-
ence of third-person pronouns (in red). Although
the presence of first-person pronouns (both singu-
lar and plural) was significantly different across
groups, it was less significantly different than the
sole presence of first-person-singular pronouns.
Therefore, we did not further take it into account
in our study (and we highlighted it in yellow in
Table 3). The features that we further considered
are highlighted in green in Table 3.

4.1.2 Models
We trained two global classifiers: support vector
machine (SVM) and logistic regression (LR). In
doing so, we used three attributes that we found to
be different across groups as features: the presence
of first-person-singular pronouns, the presence of
time-related terms, and the sentiment scores. In
particular, this was carried out by adapting part of
the code developed by Koloski et al. (2021)9.

8wordnet.princeton.edu
9bkolosk1/c19_rep

174



Features “Not depression” (mean) “Moderate” (mean) “Severe” (mean) Difference across groups

First-person singular pronouns
(e.g., I and my)

0.0163 0.0275 0.0391 F-Statistic: 6.7717
p-value: 0.0011
SIGNIFICANT

First-person pronouns (e.g., I
and we)

0.0189 0.0294 0.0417 F-Statistic: 6.0417
p-value: 0.0024
SIGNIFICANT

Third-person pronouns (e.g.,
they and she)

0.0374 0.0522 0.0573 F-Statistic: 2.0025
p-value: 0.1351
NOT SIGNIFICANT

Time-related terms (e.g., now
and soon)

1.7877 2.9712 4.4102 F-Statistic: 138.6717
p-value: 8.0705e-32
SIGNIFICANT

Sentiment analysis -0.0800 -0.2938 -0.4149 F-Statistic: 103.1463
p-value: 6.8241e-45
SIGNIFICANT

Table 3: Feature analysis results.

4.2 Contextual classifiers

Fine-tuning pre-trained language models has
proved to be a successful approach to a wide range
of downstream NLP tasks, especially since it does
not require the effort of training a model from
scratch. In our solution, we fine-tuned several com-
monly used English pre-trained language models
in both monolingual and multilingual settings. We
did so by following a standard procedure, which
involves training a pre-trained language model with
a classification head on top (i.e., a linear layer on
top of the pooled output).

Parameters Value

Max sequence length 512
Number of training epochs 5
Training batch size 16
Evaluation batch size 32
Learning rate 5e-5
Use early stopping True
Early stopping patience 3
Manual seed 42

Table 4: Hyper-parameters configuration.

Specifically, we employed the following models:
(1) Monolingual models: RoBERTa10 (Liu et al.,
2019), ALBERT11 (Lan et al., 2019), BERT12 (De-
vlin et al., 2018), XLNET13 (Yang et al., 2019),
DistilBERT14 (Sanh et al., 2019); (2) Multilingual
models: mBERT15, mDistilBERT16.

10roberta-base
11albert-base-v2
12bert-base-cased
13xlnet-base-cased
14distilbert-base-uncased
15bert-base-multilingual-cased
16distilbert-base-multilingual-cased

We utilized multilingual models due to their abil-
ity to: capture broader linguistic patterns, facilitate
the cross-lingual transfer of knowledge, enhance
contextual understanding with model robustness,
allow for future adaptability to other languages,
and address the issue of data scarcity. Addition-
ally, we implemented distilled versions to reduce
computational time.

We used the SimpleTransformers framework17

(Rajapakse, 2019) to capture the level of depression
per sentence while fine-tuning. All experiments
were run on a single GPU Tesla V100 presenting
the same standard hyperparameter configuration
shown in Table 4 for better comparison.

4.3 Ensembling approach
In the last step, we combined the best models ob-
tained in the previous stages by using ensemble
averaging. This method involves averaging the pre-
dictions (expressed as probability) from a group
of models. In particular, we utilized (1) the two
global, (2) the two best contextual, and (3) the best
global and the best contextual classifiers.

4.4 Post-processing steps
Unlike the training and development sets, the test
set includes several non-English characters. Thus, a
post-processing step was applied to filter out them.

4.5 Evaluation metrics
To evaluate the performance of our classifiers, we
employed the following metrics: macro-averaged
F1-score across all the classes; and Precision, Re-
call, and F1-score (F1) for each individual class.

17simpletransformers
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Features Model Avg. Macro F1 Not Depression Moderate Severe
Precision Recall F1 Precision Recall F1 Precision Recall F1

Contextual

BERT 0.425 0.378 0.622 0.471 0.583 0.524 0.552 0.500 0.169 0.252
XLNET 0.406 0.354 0.593 0.443 0.565 0.505 0.534 0.519 0.157 0.241

ALBERT 0.383 0.386 0.630 0.479 0.548 0.524 0.535 0.438 0.079 0.133
RoBERTa 0.447 0.389 0.622 0.479 0.592 0.560 0.576 0.696 0.180 0.286

DistilBERT 0.418 0.368 0.607 0.458 0.566 0.513 0.538 0.556 0.169 0.259
mBERT 0.418 0.332 0.563 0.418 0.566 0.498 0.530 0.643 0.202 0.308

mDistilBERT 0.436 0.371 0.563 0.447 0.587 0.564 0.575 0.567 0.191 0.286

Global LR 0.327 0.348 0.519 0.417 0.542 0.585 0.563 0.000 0.000 0.000
SVM 0.331 0.352 0.570 0.435 0.554 0.564 0.559 0.000 0.000 0.000

Ensembling
LR + SVM 0.330 0.355 0.526 0.424 0.544 0.589 0.565 0.000 0.000 0.000

RoBERTa + mDistilBERT 0.428 0.397 0.556 0.463 0.577 0.615 0.595 0.706 0.135 0.226
RoBERTa + SVM 0.430 0.391 0.622 0.480 0.581 0.560 0.570 0.684 0.146 0.241

Table 5: Performance comparison.

5 Results

Table 5 shows the results obtained when applying
our classifiers to the test set. Among the fine-tuned
Transformer-based language models, the RoBERTa
model presents the best Average Macro F1-score
(0.447). Meanwhile, in machine learning-based
approaches, SVM achieves the best Average Macro
F1-score score (0.331). However, machine learning
methods suffer from the lack of meaningful infor-
mation to capture the “Severe” level of depression.

While testing with average ensembling, the com-
bination of a language model with a machine learn-
ing classifier proves to perform better than combin-
ing two models of the same type. However, stan-
dalone RoBERTa still surpasses the performance
of this combination. More machine learning-based
features can be explored in the future.

6 Error Analysis

While previous studies (Poświata and Perełkiewicz,
2022; Wang et al., 2022) showed the final ensem-
ble to be the best-performing approach, this is not
the case in our study. In fact, RoBERTa shows
an overall higher performance than any other con-
textual classifier, any global classifier, and any en-
semble. One factor contributing to the fact that
the best-performing ensemble, RoBERTa + SVM,
has such a low performance, is that the class im-
balance was not addressed properly when training
the global classifiers. Besides, we noticed incon-
sistency among the training, development, and test
sets. While the training and development sets con-
tain only Latin alphabet characters, the test set con-
tains special non-Latin characters (i.e., Chinese
characters) as shown in Table 6. For example, the
letter “’t” was decoded into 鈥檛 in the test set,
which covers 24% of all the testing samples. Fur-

ther data preprocessing steps would be required to
solve this inconsistency.

Non-latin patterns Ratio

鈥檛 0.240
鈥檓 0.214
鈥檓 0.214
鈥檚 0.196
鈥 0.092
鈥渟 0.008

... ...

Table 6: Examples of non-Latin characters in the test
set given ratio is the frequency that the pattern appears
in a sentence above all the given sentences.

7 Conclusion

In this paper, we presented a framework to detect
signs of depression from social media text, as pro-
posed by the LT-EDI shared task. Our procedure
involved 4-steps: (1) the extraction of global infor-
mation from language models, (2) the extraction
of local information from SVM and LG classifiers,
(3) average ensembling, and (4) post-processing.
The results demonstrate the effectiveness of our
framework. Our BERT-based model ranked 7th/31
while our RoBERTa model could have achieved the
2nd/31 in the LT-EDI competition. However, our
ensemble approaches showed lower performance
than our RoBERTa classifier.
In our future work, we intend to apply upsampling
to imbalanced datasets like the one provided for
DepSign-LT-EDI@RANLP-2023 and improve our
feature engineering. Furthermore, depression de-
tection could be followed by the development of
interventional systems to support change in the
context of mental health (Kolenik and Gams, 2021;
Kolenik, 2022; Kolenik et al., 2023).
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Abstract

Many people may find motivation in their lives
by spreading content on social media that is
encouraging or hopeful. Creating an effective
model which helps in accurately predicting the
target class is a challenging task. The prob-
lem of Hope speech identification is dealt with
in this work using machine learning and deep
learning methods. In this paper, we present
the description of the system submitted by our
team(Team-Tamil) to the Hope Speech Detec-
tion for Equality, Diversity, and Inclusion(HSD-
EDI) LT-EDI-RANLP 2023 shared task for the
Bulgarian language. The main goal of this
shared task is to identify the given text into
the Hope speech or Non-Hope speech category.
The proposed method using H2O deep learning
model with MPNet embeddings and achieved
the second rank for the Bulgarian language with
the Macro F1 score of 0.69.

1 Introduction

One of the remarkable human characteristics is
hope, which enables a person to envision future
events and the diversity of outcomes that may be
anticipated (Snyder, 1994). These visions have a
significant effect on a person’s emotions, behaviors,
and mental state, despite the fact that the desired
outcome has a much-reduced likelihood of occur-
ring. Hope is essential to the well-being, recupera-
tion, and restoration of human existence. Greater
optimism is consistently associated with improved
academic, athletic, and physical health, psycholog-
ical adjustment, and psychotherapeutic outcomes.
Hope theory is similar to learned optimism, opti-
mism, self-efficacy, and self-esteem theories (Sny-
der, 2002; Chakravarthi, 2022a,b; Garcı́a-Baena
et al., 2023).

People are able to freely express their opinions
on numerous social networks today, which has a

significant impact on human existence (B and Var-
sha, 2022; Subramanian et al., 2022). The sig-
nificant characteristics of social media, including
rapid dissemination, low cost, accessibility, and
anonymity, have increased the popularity of social
media platforms such as Instagram and Twitter (B
and A, 2021; Chakravarthi et al., 2023a). Despite
the numerous advantages of using OSNs, a grow-
ing body of evidence suggests that an increasing
number of malicious actors are exploiting these net-
works to disseminate hate speech and cause harm to
others (Chakravarthi et al., 2023b; Santhiya et al.,
2023). In addition, social media platforms pro-
vide a profound comprehension of people’s behav-
iors and are important sources for Natural Lan-
guage Processing(NLP)-related scientific research
(Chakravarthi et al., 2022a; Shanmugavadivel et al.,
2022; Chakravarthi, 2023).

Examining people’s expressed levels of hope on
social media is therefore believed to be an essen-
tial factor in determining their overall happiness
(Kumaresan et al., 2023; Subramanian et al., 2023).
This type of research can shed light on the pro-
gression of goal-directed activities, resilience in
the face of adversity, and the mechanisms underly-
ing acclimation to both positive and negative life
changes.

In this paper, we present the work carried out
on HSD-EDI - LT-EDI-RANLP 2023 in Bulgar-
ian language. The main goal of the shared task is
to categorize the comments into Hope speech or
Non-Hope speech class. To solve this problem, our
team(Team-Tamil) presents the approach based on
an embedding technique using MPNet(Song et al.,
2020) sentence transformer and deep learning tech-
nique with H2O(Candel et al., 2016) deep learning
model. Our approach achieved the second rank
with a macro F1 score of 0.69 in the Bulgarian
language.

The rest of the paper is structured as follows:
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Table 1: Data statistics

Dataset Hope speech Non-Hope speech Total
Train 223 4448 4671
Development 75 514 589
Test 150 449 599

Section 2 provides a brief overview of the studies
related to the Hope speech detection problem, Sec-
tion 3 provides a full explanation of the dataset,
Section 4 shows the proposed approach, and Sec-
tion 5 provides the findings of the experiments that
were conducted and followed by the conclusion in
Section 6.

2 Related Work

Two shared task was released by Chakravarthi and
Muralidaran (2021) and Chakravarthi et al. (2022b).
Mahajan et al. (2021) used RoBERTa for Hope
Speech detection in English and XLM-RoBERTa
for Hope Speech detection in Tamil and Malayalam,
two low-resourced Dravidian languages. Their per-
formance in classifying text into hope-speech, non-
hope, and not-language is demonstrated. Their
methodology was rated first in English(F1 = 0.93),
first in Tamil(F1 = 0.61), and third in Malayalam(F1
= 0.83). Junaida and Ajees (2021) used Deep
learning-based context-aware string embeddings
for word representations and Recurrent Neural Net-
work(RNN) and aggregated document embeddings
for text representation. The authors examined and
contrasted each language’s three models using di-
verse methodologies. Their approach outperforms
baselines, and English, Tamil, and Malayalam mod-
els beat baselines by 3%, 2%, and 11%, respec-
tively. Pre-processing and transfer-learning models
enable the trials.

Dowlagar and Mamidi (2021) used pre-trained
multilingual-BERT with convolution neural net-
works for English, Malayalam-English, and Tamil-
English code-mixed datasets, and they ranked first,
third, and fourth. S et al. (2021) used transformer
models, mBERT for Tamil and Malayalam and
BERT for English, yielded weighted average F1-
scores of 0.46, 0.81, and 0.92 for Tamil, Malay-
alam, and English, respectively. Vijayakumar
et al. (2022) used BERT to do this work, and their
model ranked first in Kannada, second in Malay-
alam, third in Tamil, and sixth in English for the
hope speech 2022 shared task. B et al. (2022)
used m-BERT, MLNet, BERT, XLMRoberta, and

XLM MLM to identify and classify them. BERT
and m-BERT had the highest weighted F1-scores of
0.92, 0.71, 0.76, 0.87, and 0.83 for English, Tamil,
Spanish, Kannada, and Malayalam, respectively.

Our study varies from the previous research
in which we used MPNet and doc2vec(Le and
Mikolov, 2014) for creating the embedding of the
comments. For detecting the Hope speech, we em-
ployed H2O deep learning model.

3 Dataset and Task Description

We participated in the HSD-EDI task in LT-EDI-
RANLP 2023. The main challenge of this task is to
create a model that automatically detects whether
the comment is a Hope speech or a Non-Hope
speech. For this task, the organizers provided the
dataset with annotated labels for Bulgarian, En-
glish, Hindi, and Spanish languages. Out of these
four languages, we worked only on the Bulgar-
ian language. The comments are annotated with
two labels: True and False for the Hope speech
and Non-Hope speech. The in-depth details of the
dataset are provided in (Chakravarthi, 2020). In the
first phase, a training and development set was re-
leased for creating the model. In the second phase,
test sets were released only with the comments to
make the prediction with the model that was cre-
ated with the training set in the first phase. We need
to submit the prediction that took from the test set
to the organizers. In the last phase, the test set with
the labels will be released test set with labels to
know the performance of the model. The statistics
of the datasets are shown in Table 1.

4 Methodology

We conducted an in-depth analysis of the Bulgarian
Hope speech dataset utilizing a range of classifiers,
from basic machine learning methods to powerful
deep learning algorithms. The manner we carried
out our research is outlined below. We utilized the
scikit-learn1 library for building machine learning
algorithms. We used the h2o library to implement

1https://scikit-learn.org
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Table 2: List of parameters that are used for creating embedding using doc2vec

Parameters Values
dm 0
vector size 300
negative 5
min count 1
alpha 0.065
min alpha 0.065

Table 3: The table shows the model results on the Development set using doc2vec(ACC: Accuracy, MAC P: Macro
Precision, MAC R: Macro Recall, MAC F1: Macro F1, WEI P: Weighted Precision, WEI R: Weighted Recall,
WEI F1: Weighted F1)

MODELS ACC MAC P MAC R MAC F1 WEI P WEI R WEI F1
H2O 0.84 0.63 0.62 0.62 0.83 0.84 0.84
DT 0.83 0.58 0.56 0.57 0.81 0.83 0.82
LR 0.87 0.72 0.53 0.53 0.84 0.87 0.83
RF 0.87 0.44 0.50 0.47 0.76 0.87 0.81

SVM 0.87 0.44 0.50 0.47 0.76 0.87 0.81

Table 4: The table shows the model results on the Development set using MPNet(ACC: Accuracy, MAC P: Macro
Precision, MAC R: Macro Recall, MAC F1: Macro F1, WEI P: Weighted Precision, WEI R: Weighted Recall,
WEI F1: Weighted F1)

MODELS ACC MAC P MAC R MAC F1 WEI P WEI R WEI F1
H2O 0.83 0.65 0.68 0.66 0.85 0.83 0.84
DT 0.83 0.56 0.53 0.54 0.80 0.83 0.81
RF 0.87 0.44 0.50 0.47 0.76 0.87 0.81

SVM 0.87 0.44 0.50 0.47 0.76 0.87 0.81
LR 0.87 0.44 0.50 0.47 0.76 0.87 0.81

the deep neural network. We used Google Colab-
oratory2 to train the models because of its user
interface and quicker access to GPU resources.

For detecting the hope speech from the text,
Firstly, we remove noise from data in order to im-
prove data quality for improved performance and
remove URLs and Unhelpful expressions(terms
that start with @). Secondly, we converted the
cleaned text to feature vectors using doc2vec and
MPNet. The doc2vec3 is also known as para-
graph vectors, an unsupervised method for learn-
ing fixed-length feature representations from texts
with varying lengths, such as paragraphs, sen-
tences, and documents. Each sentence is repre-
sented by a dense vector. We set up parameters with
dm=0(training algorithm with a distributed bag of
words),vector size=300(dimensionality of the fea-
ture vectors), negative=5 for negative sampling,

2https://colab.research.google.com
3https://radimrehurek.com/gensim/

models/doc2vec.html

and the remaining parameters are listed in Table
2. MPNet is a cutting-edge pre-training technique
that inherits the benefits of BERT and XLNet while
avoiding their drawbacks. We get embedding from
the text using the pretrained model(‘all-mpnet-base-
v2’ from sentence transformer4). Thirdly, we ex-
perimented with the traditional machine learning
techniques, namely, Logistic Regression(LR), Ran-
dom Forest(RF), Decision Tree(DT), and Support
Vector Machine(SVM) Classifier using the scikit-
learn library and the Deep learning technique using
H2O framework5 with rectifier as activation func-
tion and [100,100] of hidden layer size. The model
is trained for ten epochs.

In the next section, we explained the perfor-
mance of the models.

4https://huggingface.co/
sentence-transformers/all-mpnet-base-v2

5https://github.com/h2oai/h2o-3/tree/
master
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Table 5: This table shows the result on the Test set with the H2O model using MPNet embeddings

H2O MPNet Scores
Accuracy 0.80
Macro Precision 0.74
Macro Recall 0.67
Macro F1 0.69
Weighted Precision 0.78
Weighted Recall 0.80
Weighted F1 0.78

Figure 1: Confusion matrix of the H2O deep learning
model with MPNet on the test set. Support value for
False(Non-Hope speech) is 449 and True(Hope speech)
is 150.

5 Results and discussion

In this section, we discussed the outcomes of
the experiments of the model that we used. The
performance of the models is evaluated with Ac-
curacy, Macro Precision, Macro Recall, Macro
F1, Weighted Precision, Weighted Recall, and
Weighted F1 score. There are 449 samples of Non-
Hope speech and 150 samples of Hope speech. We
used four machine learning models and one deep
learning model with two embedding techniques:
doc2vec and MPNet. Among all other models,
H2O deep learning model performed well with
both doc2vec and MPNet embeddings on the de-
velopment set with macro F1 scores of 0.62 and
0.66, respectively. The results of the models with
doc2vec and MPNet are shown in Table 3 and Ta-
ble 4. We selected the top-performing model on the
development set, that is H2O deep learning model
with MPNet embeddings, to make predictions on
the test set. The final leaderboard results revealed
that the proposed methodology ranked in second
place in the Bulgarian language with a Macro F1-
score of 0.69. The results of the test set are shown

in Table 5. The confusion matrix in Figure 1 dis-
plays the right prediction as 418 out of 449 is false
and 61 out of 150 is true.

6 Conclusion

Social media platforms have evolved into a fo-
rum for people to discuss their thoughts, successes,
achievements, and errors. Social networking mem-
bers leave comments on various types of content.
Positive words can assist in increasing confidence
and sometimes push you to be strong in difficult
situations. This article describes our model that
was submitted to the HSD-EDI - LT-EDI-RANLP
2023 competition. We used the H2O framework
to build a deep neural network for categorization.
We utilized MPNet from the sentence transformer
for creating embeddings. Our proposed method
comes in second place with a weighted F1 score
of 0.69 which is above the baselines. To improve
performance further, the model can be fine-tuned
with model architecture as well as by doing hyper-
parameter tuning.
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Abstract

Detecting transphobia, homophobia, and
various other forms of hate speech is dif-
ficult. Signals can vary depending on fac-
tors such as language, culture, geographi-
cal region, and the particular online plat-
form. Here, we present a joint multilin-
gual (M-L) and language-specific (L-S)
approach to homophobia and transphobic
hate speech detection (HSD). M-L models
are needed to catch words, phrases, and
concepts that are less common or missing
in a particular language and subsequently
overlooked by L-S models. Nonetheless,
L-S models are better situated to under-
stand the cultural and linguistic context
of the users who typically write in a par-
ticular language. Here we construct a
simple and successful way to merge the
M-L and L-S approaches through simple
weight interpolation in such a way that is
interpretable and data-driven. We demon-
strate our system on task A of the Shared
Task on Homophobia/Transphobia Detec-
tion in social media comments dataset for
homophobia and transphobic HSD. Our
system achieves the best results in three of
five languages and achieves a 0.997 macro
average F1-score on Malayalam texts.

1 Introduction

In general, the US is seeing an increase in in-
stitutionalized transphobia in the form of ban-
ning gender-affirming care and the banning of
transgender youth from several sports (Kline

et al., 2023). However, studies on individuals
who experience institutionalized transphobia
in the US experience more psychological dis-
tress and instances of suicidal ideation (Price
et al., 2023). The codifying of anti-trans laws
then certainly must give confidence to those
with transphobic beliefs and desires to spread
anti-trans rhetoric in online spaces. Berger
et al. (2022) recently presented results show-
ing that LGBTQ youth often rely on social
media for improved mental health outcomes
and as a source of social connection that helps
close mental health disparities. Therefore, ap-
propriate content moderation on social media
platforms stands to benefit from accurate NLP
systems that can identify homophobia, trans-
phobia, and other forms of hate speech.

Good knowledge of hate speech in a par-
ticular language may not always be useful for
other languages, yet many common phrases
and sayings are often expressed across lan-
guages. Namely, purveyors of hate speech of-
ten do not openly say hateful comments but in-
stead rely on equally vicious code phrases, or
dogwhistles, to avoid existing content modera-
tion systems (Henderson and McCready, 2017;
Magu et al., 2017). Knowledge of the hidden
meanings of these encoded sayings can create
powerful tools for improving online modera-
tion (Mendelsohn et al., 2023). These phrases
can easily transcend the regions of their origin,
spreading across online communities without
detection in vulnerable communities. Hence,
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knowledge of dogwhistles in their current form
will make content moderation systems more
robust to these signals as they appear in differ-
ent languages in new online spaces.

Textual databases built for hate speech anal-
ysis are predominantly in English, which cre-
ates language-based performance disparities
(Jahan and Oussalah, 2021; Poletto et al., 2020;
Aluru et al., 2020). As Wang et al. (2020) sug-
gested, in M-L models languages are in com-
peting for model resources, potentially result-
ing in worse performance for low-resources
languages. This performance bias is possi-
bly due to that many M-L datasets used for
pretraining popular language models often are
majority English samples, often by a wide mar-
gin (Barbieri et al., 2021; Xue et al., 2020; Ri
et al., 2021)). Consequently, there is a gen-
eral disparity in performance when comparing
English-only and M-L HSD models (Röttger
et al., 2022).

Nozza et al. (2020) push for more pre-
trained models in non-English languages as
they will (naturally) be best for downstream
tasks in the same language domain they are
trained in. However, pre-training techniques
typically require large datasets to guarantee
good downstream performance. Given a rel-
ative lack of language-specific data for HSP,
more indirect and creative approaches are re-
quired to alleviate the performance gap be-
tween English and non-English tasks.

For our present purposes, we are presented
with multiple target languages and tasked to
detect levels of homophobia and transphobia
for each specified language using an automated
system. We introduce Language-PAINT to
jointly model M-L and L-S knowledge that
incorporates recent work on weight interpola-
tion.

In summary, our main contributions are the
following:

• We publicize a language-based weight in-

terpolation approach as the next step in
advancing HSD research.

• We provide a demonstration of our frame-
work on task A of the Shared Task on Ho-
mophobia/Transphobia Detection in so-
cial media comments (Chakravarthi et al.,
2022).

• We provide preliminary evidence sug-
gesting that our framework is robust to
label distribution shifts.

2 Related Work

2.1 Language Transfer in Hate Speech
Detection

Several techniques from recent years have
worked on closing the performance disparity
between majority and minority languages in
HSD. Namely, several attempts directly trans-
late low-resource languages into high-resource
ones (Pamungkas and Patti, 2019; Ibrohim and
Budi, 2019). Pelicon et al. (2021) presents
a data-based approach that first trains a M-
L model for HSD, similar to our training
scheme’s initial step. Pelicon et al. (2021)
use a percentage of L-S data to finetune their
model where the percentage is chosen empir-
ically. Choudhury et al. (2017) delay train-
ing with code-mixed data, opting to first train
with mono-lingual samples using the two lan-
guages used in the code-mixed data. The
popular IndicNLP (Kunchukuttan et al., 2020)
uses bilingual word embeddings for translation
and transliteration, typically between English
and a target low-resource language. Biradar
et al. (2021) subsequently attempt to incorpo-
rate IndicNLP’s (Kunchukuttan et al., 2020)
embeddings for code-mixed HSD.

2.2 Weight Interpolation

In this paper, we adopt the interpolation strat-
egy of Weight-space ensembles for fine-tuning
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Figure 1: Left: Average selected value for α (thick black line) averaged over five runs for each language.
Right: Average validation F1 score as a function of α reported for each language, averaged over five runs.

(WiSE-FT) (Wortsman et al., 2021). In par-
ticular, we base our framework on a subse-
quent variation called PAINT (Ilharco et al.,
2022) constructed to incorporate the input ro-
bustness of a zero-shot model into finetuned
models across diverse tasks. Formally, given
a single task t takes the weights of the zero-
shot model θz and a finetuned model θf , the
weight interpolation of PAINT performs the
interpolation:

θt = αθz + (1− α)θf

with α ∈ [0, 1]. In addition to the spe-
cific experiments performed by (Ilharco et al.,
2022), recent work shows that averaging two
(or more) language models has the potential to
leverage knowledge contained in each (Gueta
et al., 2023; Don-Yehiya et al., 2022; Choshen
et al., 2022). However, no prior work has
studied weight space ensembling based on lan-
guage to the best of our knowledge.

3 Methodology

Here, we use Bernice (DeLucia et al., 2022),
a language model exclusively on Twitter1 data
and is known to be performant on HSD across
multiple languages. Indeed, many studies rely

1https://twitter.com

on Twitter, to construct datasets of code-mixed
samples for various HSD approaches (Bhat
et al., 2018; Bansal et al., 2020; Farooqi et al.,
2021; Choudhury et al., 2017), which in aggre-
gate, motivates our choice of language model.

3.1 Language-PAINT
Given k distinct groups of (possibly code-
mixed) languages, we first train a M-L model
on a dataset that includes all the languages.
We continue training until saturation on a vali-
dation set, where we take the average F1 score
across languages. Next, we create an addi-
tional k L-S models, - one for each language
- where each is initialized with the weights of
the M-L model. Finally, we perform linear
interpolation between the weights of the M-L
and each of the k L-S models. The result-
ing k models are used for inference on each
language.

In mathematical terms, Language-PAINT
takes the weights of the trained L-S model
θils and the weights of the M-L model θml and
performs the following interpolation:

θi = αθils + (1− α)θml.

Where θi is used to create predictions for the
respective language i = 1, .., k in the test set.
In practice, we select alpha from a discrete set
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Paramter Value
Batch Size 16

Learning Rate 1e-5
Optimizer Adam

Loss cross-entropy

Table 1: Training Hyper-parameters

α ∈ {0, 0.1, 0.2, ..., 1} and select based on the
resulting model’s F1 performance on a held-
out validation set.

3.2 Ensembling

Our final prediction on the test sets is an en-
sembled output of five models trained on five
stratified folds. To create these folds, we
first conjoined the original training and de-
velopment sets. Next, we divided the con-
joined dataset into five folds using 80-20 train-
validation splits, ensuring we maintain the la-
bel distribution across each fold. We then
trained a fresh model on each training and
validation fold using the methodology that is
described above. For final inference, we sum
the output probabilities of the five models se-
lecting the maximum probability as the final
prediction.

3.3 Data Cleaning

To preserve as much textual information as
possible, we apply minimal additional clean-
ing steps. Namely, we only remove a sample
if it is found to be overlapping in both the
train and development data. In total, we re-
moved 1695 duplicate samples, where 54% of
the dropped samples are in Tamil and 41% are
in Malayalam.

4 Experiments and Results

4.1 Experimental Setup

Here, we will perform experiments comparing
the L-S, M-L, and, LangPAINT approaches.

For our first experiment, we combine the train-
ing and development set into a single case
study. We train five models re-sampling a
random 80-20 train-validation split for each
run and report the average results on the test
set. For our second experiment, we combine
the training, development, and, test sets into a
single dataset. Where we train ten models re-
sampling a random 80-10-10 train-validation-
test split for each run, reporting the average of
the results on each test set. For each of our two
experiments, we use the weighted F1 score to
evaluate performance. All experiments were
run on a single Tesla V4 GPU and we provide
the training hyperparameters in Table 1.

5 Results

The results of our experiments are given in
Table 2. We can see for most languages, the
L-S approach tends to perform best, with the
exception of the Malayalam language. This
is reflective of our final leaderboard results
where we used an ensemble method (see Sec-
tion 3.2) that achieves a 0.997 macro average
F1-score on Malayalam texts. Additionally,
we report the selected values for α and vali-
dation score as a function of α in Figure 1 for
this first experiment.

For our second experiment, our results (see
Table 2) are much more in favor of our method.
Perhaps the considerably worse performance
of the L-S and M-S models is due to the high
label-distribution shift between the re-sampled
train and test splits. Nonetheless, LangPAINT
appears to be robust to this shift and is still
able to maintain good performance, with the
only exception being the Spanish language.

6 Conclusion

In this paper, we introduce LangPAINT. Lang-
PAINT is a weight space ensembling strategy
(Wortsman et al., 2021) repurposed to jointly
model the multi-lingual and language-specific
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Test set 10 Fold

Language L-S M-L LangPAINT (ours) L-S M-L LangPAINT (ours)

eng 0.93 0.928 0.93 0.565 0.584 0.94
hin 0.943 0.939 0.939 0.478 0.541 0.932
mal 0.965 0.97 0.971 0.834 0.827 0.930
esp 0.878 0.874 0.877 0.91 0.932 0.877
tam 0.927 0.923 0.927 0.87 0.878 0.895

Table 2: Results of our experiments comparing the language-specific (L-S), multi-lingual (M-L) and,
LangPAINT approaches across languages. We report the weighted F1 score for each, where the results
are the average of five runs.

signals of homophobia and transphobia. Our
experiments suggest that our method is com-
petitive with the language expert models and
has the potential to be very robust to label
distribution shifts. On task A of the Shared
Task on Homophobia/Transphobia Detection
in social media comments (Chakravarthi et al.,
2022) achieving the best results in three of five
languages and achieves a 0.997 macro average
F1-score on Malayalam, a low-resource lan-
guage.
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Abstract

Depression is debilitating, and not uncom-
mon. Indeed, studies of excessive social
media users show correlations with depres-
sion, ADHD, and other mental health con-
cerns. Given that there is a large number
of people with excessive social media us-
age, then there is a significant population
of potentially undiagnosed users and posts
that they create. In this paper, we pro-
pose a depression severity detection sys-
tem using a semi-supervised learning tech-
nique to predict if a post is from a user
who is experiencing severe, moderate, or
low (non-diagnostic) levels of depression.
Namely, we use a trained model to clas-
sify a large number of unlabelled social
media posts from Reddit1, then use these
generated labels to train a more powerful
classifier. We demonstrate our framework
on Detecting Signs of Depression from So-
cial Media Text - LT-EDI@RANLP 2023
(Sampath et al., 2023) shared task, where
our framework ranks 3rd overall.

1 Introduction

1.1 Depression and Social Media

A unique feature of depression is its effect on
cognitive and verbal patterns. For example,
depression diagnosis is correlated to the fre-
quency of personal pronoun usage and the us-
age of positive-negative words (Edwards and
Holtzman, 2017; Tølbøll, 2019). Additionally,

1https://www.reddit.com/

persons suffering from depression often con-
nect vicious yet potentially fictional narratives
to benign experiences, generally increasing the
number of overwhelming situations they may
experience (Kanter et al., 2008). People may
then go to social media and online forums like
Reddit to discuss and post about traumatizing
experiences and may publicly reflect on their
thoughts and behavior. It is unsurprising, there-
fore, to find a wealth of attempts (as surveyed
by Hasib et al. (2023)) to use social media
posts to create a potential diagnostic screening
tool through language modeling. Recently, lan-
guage models can accurately predict symptoms
before practitioners record them (Eichstaedt
et al., 2018; Reece et al., 2016).

There are significant challenges to data
collection in the depression detection setting
despite a potential abundance of data that
likely exists on social media. Indeed, exces-
sive social media usage itself correlates with
depression, ADHD, and other serious men-
tal health diagnoses (Hussain and Griffiths,
2019). However, Guntuku et al. (2017) ob-
serve that most attempts at data collection
rely on a self-declaration or a past diagno-
sis of depression, allowing for the possibility
of non-actively depressed individuals creating
depression-positive data. In this paper, we
will attempt to apply an automatic data col-
lection process from social media through a
semi-supervised approach.
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1.2 Background on Self-training
Self-training techniques (Scudder, 1965) are a
type of semi-supervised learning and are well
known in various areas of research (e.g. Zoph
et al. (2020); Xie et al. (2019); Sahito et al.
(2021)). These techniques in broad terms, take
a trained model, generate labels for a large set
of unlabeled data, then train a new model incor-
porating the clean labels, generated labels, and
unlabeled data. Where the new model is typi-
cally of the same size, or bigger, as the original
trained model. Surprisingly, however, little
work has been done exploring how to apply
this process in the specific case of depression
detection across many social media.

To summarize, our main contributions are
the following:

• We describe our framework based on self-
training.

• We demonstrate our framework on Detect-
ing Signs of Depression from Social Me-
dia Text - LT-EDI@RANLP 2023 (Sam-
path et al., 2023) shared task, comparing
to recent work.

• We describe areas where pseudo-labeling
can advance depression detection model-
ing.

2 Related Work

Recent work has demonstrated semi-
supervised learning techniques using
unlabeled Twitter data for depression detection
as surveyed by (Zhang et al., 2022). However,
these studies tend to solely rely on Twitter2

data as their source of unlabeled texts (Zhang
et al., 2022; Yazdavar et al., 2017). Here,
we will use Reddit for our semi-supervised
approach.

Poswiata and Perelkiewicz (2022) also uses
the Reddit Mental Health Dataset (Low et al.,

2https://twitter.com/

2020) in their depression detection system for
last year’s iteration of the shared task. How-
ever, Poswiata and Perelkiewicz (2022) do not
generate pseudo-labels but instead use the data
for a pre-training task that is specifically de-
signed for depression detection. Pirina and
Çagri Çöltekin (2018) suggested that the se-
lection of Reddit forums (or subreddits) in the
training data may influence the quality of clas-
sifiers. Here, our goal is to automate this selec-
tion process without having to rely on subred-
dit specific information and rely solely on the
posts themselves.

3 Methodology

Here we will provide the major implemen-
tation details of our solution in this section.
See Table 2 for further information on training
hyper-parameter details used throughout.

3.1 Data Cleaning

We perform a few basic data-cleaning steps for
any samples fed to the classifier. That is, we
remove any newline and tab characters, strip
leading and trailing white spaces, and replace
all links with an identical string. Additionally,
we remove duplicated texts and drop samples
in the shared-task training set if it is also con-
tained in the shared-task development set. In
total, we dropped 128 duplicated samples.

3.2 Pre-Trained Models

Leveraging pre-trained language representa-
tions is a proven way to boost performance on
essentially any given NLP task. Downstream
task performance gains are even more promi-
nent if the pre-training task is identical to the
downstream tasks and uses large amounts of
data. To that end, we use MentalRoBERTa (Ji
et al., 2022) as our model of choice for train-
ing and inference. MentalRoBERTa (Ji et al.,
2022) is a RoBERTa (Liu et al., 2019b) model
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Name Dev Test
MentalRoBERTa (Ji et al., 2022) + pl+ft (ours) 0.7407 0.4309
MentalRoBERTa (Ji et al., 2022) + pl 0.5359 0.3975
MentalRoBERTa (Ji et al., 2022) 0.578 0.44
MentalXLNet (Ji et al., 2023) 0.5714 0.4443
MentalBERT (Ji et al., 2022) 0.5648 0.3901
RoBERTa (Liu et al., 2019a) 0.5627 0.3953
BERT (Devlin et al., 2018) 0.5512 0.3981

Table 1: Macro-averaged F1-Score results on the development and test set of the shared task. The best
score on each set is highlighted. The top two rows highlight a single run of our approach: training on only
pseudo-labels (pl) and then finetuning (ft). The next three rows detail the finetuning results of recently
release pre-trained models for mental health. In the last two rows, we present a baseline using well-known
models.

Hyper-Parameter Value
Optimizer Adam
Learning Rate 1e-5
Max Input Length 256
Batch Size 8

Table 2: Training Hyper-parameter Details

that is further pre-trained on Reddit mental-
health-related data.

3.3 Self-Training
The details of our self-training and pseudo-
labeling procedure are as follows. Firstly, we
train a teacher model using the annotated train-
ing data. Next, we use the trained teacher
model to generate predictions on the unlabeled
data: Reddit Mental Health Dataset (Low et al.,
2020). Here, we want to keep the highest-
ranked 30,000 samples with the highest-valued
predicted logit for any of the three label cate-
gories. For example, we only include a post
in the severe depression category if the teacher
model is very confident that a sample belongs
in the depression category relative to all other
posts. Subsequently, the resulting 90,000 posts
are then assigned pseudo-labels based on the
previously assigned groupings, where we as-

sume that each sample belongs to its respective
category. Here, we do not consider the cate-
gorical probability distribution (as predicted
by the teacher) since we are only keeping sam-
ples with high confidence. In practice, the pre-
dicted output probabilities of the 90,000 posts
are very close to 1 for their respective category,
hence, using the predicted probabilities adds
very little information. Next, we use the 90,000
posts alongside the pseudo-labels to construct
a new dataset which is used to train a new stu-
dent model. Note, here we use the same model
architecture for both the teacher and student.
Finally, the student model is finetuned with the
clean training data and then used for inference
on the test set.

4 Experiments

4.1 Experimental Setup

We compare our setup to several other state-of-
the-art pre-trained models we finetuned for the
shared task. We report the macro-averaged F1-
Score on the test and development sets. Where
report the average score over five runs, unless
otherwise stated. We perform all experiments
on a single T4 GPU.
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Figure 1: Breakdown of the pseudo-labels on each subreddit in the Reddit Mental Health Dataset (Low
et al., 2020)

4.2 Results
We present our full results in Table 1. Indeed,
our complete approach of self-training with
MentalRoBERTa (Ji et al., 2022) performs the
best on the development set by a wide mar-
gin. However, our approach performs narrowly
worse than MentalXLNet (Ji et al., 2023) on
the test set. Given this disparity in development
and test set performance, future work should
explore regulation techniques (e.g. augmenta-
tion and ensembling methods) to accompany
the self-training approach. Nonetheless, our
approach still places 3rd overall in the shared
task.

5 Exploratory analysis

We present an analysis of our generated
pseudo-labels on the Reddit Mental Health
Dataset (Low et al., 2020). Recall, that we as-
sign a pseudo-label to a post only if the post is
ranked in the top 30,000 in any of the three de-
pression severity labels. In Figure 1 we break
down the distribution of the labels across the
sources of these labels. Notably, we find about
60% of our generated labels are contained
in five subreddits: ‘r/depression’, ‘r/adhd’

‘r/suicidewatch’, ‘r/anxiety’, ‘r/mentalhealth’.
In particular, the subreddit ‘r/adhd’ hosts the
most pseudo-labels in the severe category out
of any subreddit by a wide margin, account-

ing for about 37% of all pseudo-labels in the
category.

There are multiple explanations for the
above findings. Indeed, ADHD can co-occur
with depression and can be seen as an early
indication of a future depression diagnosis
(Meinzer and Chronis-Tuscano, 2017). Addi-
tionally, ADHD and depression have overlap-
ping symptoms (Riglin et al., 2020). Thus, it is
possible that there is some level of overlapping
language or similar verbal processes shared be-
tween the two disorders. We encourage future
work to explore alternative explanations and
leverage this connection between ADHD and
depression in the depression-detection setting.

6 Conclusion

In this paper, we present our framework based
on self-training and demonstrate its perfor-
mance on the Detecting Signs of Depression
from Social Media Text - LT-EDI@RANLP
2023 (Sampath et al., 2023) shared task. Given
the disparities observed in the development
set and test set F1-score performance, future
work should explore regulation techniques (e.g.
augmentation and ensembling methods) to ac-
company the self-training approach. Nonethe-
less, our approach still places 3rd overall in the
shared task.

With our use of pseudo-labeling on Reddit,
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we highlighted ADHD-focused forums as a
major source of (non-diagnostic) severe depres-
sion classifications and discussed some expla-
nations. We hope our work serves as a starting
point for further investigation of the linguistic
patterns of depression overlapping with other
mental disorders.
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Abstract
Depression is a mental fitness disorder char-
acterised by persistent reactions of unhappi-
ness, voiding, and a deficit of interest in ac-
tivities. It can influence differing facets of
one’s life, containing their hopes, sympathy,
and nature. Depression can stem from a sort
of determinant, in the way that ancestral will-
ingness, life occurrences, and social circum-
stances In recent years, the influence of social
media on mental fitness has become an increas-
ing concern. Excessive use of social media
and the negative facets that guide it can exac-
erbate or cause impressions of distress. Non-
stop exposure to cautiously curated lives, social
comparison, cyberbullying, and the pressure
to meet unreal standards can impact an indi-
vidual’s pride, social connections, and overall
well-being. We participated in the shared task
at DepSign-LT-EDI@RANLP 2023 and have
proposed a model that identifies the levels of
depression in social media text using the data
set shared for the task. Different transformer
models, like ALBERT and RoBERTa, are used
by the proposed model for implementing the
task. The macro F1 scores obtained by the
ALBERT model and the RoBERTa model are
0.258 and 0.143, respectively.

1 Introduction

Social media has transformed the way we com-
bine, correspond, and share facts. While it has led
to numerous benefits, there is an increasing con-
cern regarding its negative effect on mental health,
specifically when it comes to depression (Jones
et al., 2022). The loyal uncovering of carefully
curated lives, social comparison, and cyberbullying
are just instances of how social media can cause
feelings of depression. One of the negative ef-
fects of social media is the phenomenon of social
comparison. Platforms like Instagram and Face-
book frequently present idealized interpretations
of crowd’s lives, stressing their realizations, trav-
els, and happy moments. This never ending risk

to seemingly perfect lives can lead human beings
to compare themselves negatively, developing feel-
ings of failure, envy, and depression (Winstone
et al., 2023). Cyberbullying is another important
concern on social media podiums. The obscurity
and distance given by these platforms can encour-
age human beings to undertake harmful behaviors,
like spreading rumors, making cruel comments, or
posting offensive content (Roy et al., 2022). Such
experiences can lead to increased social isolation,
reduced pride, and depression. To address the neg-
ative impact of social media on mental health, it
is owned by adopting healthy habits and practices.
Firstly, limiting social media use can help humble
exposure and counter excessive comparison or ru-
mination. Engaging in offline activities, spending
time accompanying loved ones, and the following
amusement can determine a much-needed break
from the in-essence globe. Cultivating a healthful
online atmosphere is important. This includes be-
ing aware of the content we consume and share,
encouraging positiveness and support, and vigor-
ously combating cyberbullying. Building a force-
ful support network online and offline can supply
more emotional support and neutralize the nega-
tive effects of social media. While social media
has transformed communication, it is crucially ex-
pected to be aware of its potential negative effects
on mental health, particularly depression. Depres-
sion is considered as one of the most severe mental
health diseases, as it often leads to suicide. Hence
identifying and summarizing existing evidence con-
cerning depression from data provided by users on
social media has become important (Salas-Zárate
et al., 2022). The shared task on Detecting Signs
of Depression from Social Media Text (Sampath
et al., 2023) was a part of RANLP 2023 which is
based on English comments.

The task of detecting signs of depression from
Social Media Text is a multi-class classification
problem, in which the model has to predict the la-
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bel associated with the text as severe, moderate,
or not depression. For example, the text ”I didn’t
deserve all of this: I have been suffering from de-
pression for 5 years following personal traumas,
I am surviving, in certain situations, I put on an
infinite sadness, the panic disorder truncates all my
attempts at recourse” represents severe depression.
The text, “Any advice? : So... I don’t know where
to start and even if I should post this here is mod-
erate and insecurities, fuck em. : I constantly feel
like anyone I talk to at all, or act like myself around
is just trying to get me to shut up.” represents a not
depressed case

2 Related Works

A gold standard data set had been developed by
Kayalvizhi and Thenmozhi (2022) to classify the
text based on the levels of depression. An empirical
analysis using different traditional machine learn-
ing algorithms had been presented. The problem
of data imbalance had been overcome using data
augmentation. The model with Word2Vec victories
and Random Forest classifier on augmented data
had outperformed the other models.

Salas-Zárate et al. (2022) summarized different
works on detecting depression from social media
posts. It had been identified that Twitter was the
most studied social media for depression sign de-
tection, and Word embedding was the most promi-
nent linguistic feature extraction method. Support
vector machine (SVM) was the most used machine-
learning algorithm.

Long-Short Term Memory (LSTM) model with
two hidden layers and large bias together with Re-
current Neural Network (RNN) with two dense
layers had been used by Amanat et al. (2022) to
predict depression from text and had provided bet-
ter results.

Different transformer models like DistilBERT,
RoBERTa and ALBERT had been used by Siva-
manikandan et al. (2022) to classify social media
posts based on the severity of depression associated
with them.

The detection of mental illness including depres-
sion had been implemented as a multi-class clas-
sification problem by Ameer et al. (2022). The
use of traditional machine learning, deep learning,
and transfer learning-based methods had been ex-
plored and the pre-trained RoBERTa transfer learn-
ing model resulted in better outcomes.

The strengths of the sequence model and Trans-

Figure 1: Data Distribution

Figure 2: Training Dataset Statistics

former model had been consolidated by Zhang
et al. (2022). The model used a robustly optimized
BERT approach to map words into word embed-
ding space and a bidirectional Long Short-Term
Memory model to capture the long-distance con-
textual semantics.

3 Dataset Description

The data set that is used to implement the depres-
sion detection was the training, evaluation and test
dataset that was provided by the organizers of the
shared task. Each instance of the training dataset
had a label specifying whether the text is moderate,
severe, or not depression. The previous version of
the task (S et al., 2022) had used a dataset in which
the social media text were classified as one of the
same three categories.

The data distribution of the training and devel-
opment dataset for the task is shown in Table 1.
The training dataset of the Task had 7201 instances
of which 3700 instances were under the moderate
category and 2755 instances were under the not de-
pression category and 768 instances were under the
severe category. The development dataset of the
same task had 2169, 848, and 316 instances under
the moderate, not depression, and severe categories
respectively. This is also represented by Figure 1.
This shows the unbalanced nature of the data set.
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Category Training dataset Evaluation dataset
Moderate 3700 2169
Not depression 2755 848
Severe 768 316

Table 1: Dataset Statics

Figure 3: Evaluation Dataset Statistics

The test data had 499 instances for which the pre-
dictions had to be done using the proposed model.
The data distribution of different classes of data in
the training data is represented in Figure 2 and the
development dataset is represented in Figure 3.

4 System Description

Initially, the three datasets provided by the task or-
ganizers, namely the training dataset, development
dataset, and testing dataset were collected. The
training dataset is preprocessed where unnecessary
digits, characters, and white spaces are removed
using tokenization and it is followed by an encod-
ing process. Then the model is created. In this
system, two pre-trained transformer models were
used namely ALBERT and RoBERTa. The prepro-
cessed dataset along with the model created is used
for the training phase. Each model is then evalu-
ated using the development dataset. The ALBERT
model that provided the highest accuracy is taken
as the final run for submission and was used to find
the predictions for the testing dataset.

The proposed architecture is represented in Fig-
ure 4. The removal of unnecessary information is
taken care of by the preprocessing phase. All three
datasets namely the training, evaluation, and test
dataset are preprocessed. This is followed by the
process of model building, where trained models
namely ALBERT and RoBERTa were used. In the
training phase, the pre-trained models are trained
using the preprocessed training dataset. The eval-
uation of the trained model is carried out in the

Figure 4: Proposed Architecture

evaluation phase using the evaluation dataset which
makes use of the accuracy as the parameter of eval-
uation. Fine-tuning of hyper-parameters is per-
formed to improve the accuracy of the proposed
system. The labels for the text in the dataset are
predicted during the testing phase. Contextual em-
beddings are generated and are used during the
training of the model.

4.1 ALBERT
ALBERT (Lan et al., 2019) is a powerful
transformer-based language model introduced by
Lan et al. as a more efficient and scalable al-
ternative to BERT. ALBERT follows a similar
pre-training approach as BERT but introduces
parameter-sharing techniques to reduce the model’s
size and computational requirements. ALBERT
has the ability to achieve impressive performance
while significantly reducing the number of parame-
ters. By employing parameter sharing and factor-
ization techniques, ALBERT achieves parameter
reduction of up to 89%, making it more lightweight
and computationally efficient compared to BERT.

The ”Albert-base-v2” model consists of 12 trans-
former layers, 768 hidden units, and 12 attention
heads. This model retains the expressive power
and linguistic understanding of larger models like
BERT while being more efficient to train and de-
ploy. ALBERT’s reduced parameter size not only
makes it more computation friendly but also en-
ables faster training and inference times.

4.2 RoBERTa
RoBERTa (Liu et al., 2019) is a transformer model
pre-trained on a large corpus of English data and is
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Model F1-Score Accuracy
ALBERT 0.258 0.421
ROBERTA 0.143 0.263

Table 2: Performance Score

based on the BERT model and modifies key hyper-
parameters and training is implemented with larger
mini-batches and learning rates. RoBERTa is a
Robust BERT method that has been trained on a
far extra large data set and for a whole lot of large
quantities of iterations with a bigger batch length
of 8k.

The “RoBERTa–base” model was also used for
the task which is a pre-trained model on the En-
glish language using a masked language modeling
(MLM) objective. This model is case-sensitive and
it comprises 12 layers, 768-hidden layers, 12-heads,
and 125M parameters.

5 Results

The metrics that were considered for the evaluation
of the task was the macro-F1 score and Accuracy.
The F1 score is an overall measure of a model’s
accuracy that merges precision and recall. An ex-
treme F1 score represents that the classification has
happened accompanying the reduced number of
false positives and low false negatives. The val-
ues of the performance metrics particularly the F1
score and accuracy acquired for various models are
shown in Table 2. It could be found that the AL-
BERT model outperformed the other model. The
tasks were evaluated based on the macro F1 score
acquired by the proposed model. The proposed
model resulted in a macro F1 score of 0.258 based
on which the task was evaluated. The accuracy ac-
quired was 0.421 and have obtained the 29th rank
on the leaderboard. The values for different met-
rics associated with the ALBERT and ROBERTA
models are represented by Figure 6 and Figure 5
respectively.

6 Error Analysis

The F1 score obtained for the Task using the pro-
posed ALBERT model shows that more false posi-
tive and false negative classification has occurred.
One reason for this could be considered as the data
imbalance nature of the dataset. Considering the
number of instances for the class labeled severe is
higher, and the F1 score, precision, and recall asso-
ciated with this class are high when compared to

Figure 5: Classification Report - RoBERTa Model

Figure 6: Classification Report - ALBERT Model

the class, not depression. This represents that the
number of misclassifications increases when the
number of instances for training is lower, which is
associated with data imbalance. Data augmentation
could be considered to improve the model’s per-
formance. Examples of texts that are misclassified
are shown in Table 3. Considering the first text of
the table, it has a specific depression marker ”kill
myself” and is classified as moderate instead of the
correct label of severe. The second text of the table,
does not have any specific depression marker and
is classified as severe instead of the correct label
of moderate. The table also shows texts that are
sarcastic which are misclassified. All the example
texts show that depression markers and sarcasm
play a major role in the process of classification
and identifying whether the text is associated with
depression.

7 Conclusions

Depression detection has become an important area
of research as it is interlinked with different appli-
cation areas. Having this in mind RANLP 2023
had come up with the task of depression detec-
tion where the text is classified into moderate, se-
vere, and not depression. The exploration of de-
tecting signs of depression from social media text
using the ALBERT and RoBERTa models at LT-
EDI@RANLP 2023 demonstrates the significance
of leveraging advanced natural language process-
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S.No. Text Predicted Label Actual Label
1 I hate that people Moderate Severe

don’t understand that
i don’t want to kill
myself, I just don’t
want to be alive anymore

2 But here I am, Severe Moderate
24 years old man
and doing exactly that

3 I’m trapped inside. Severe Moderate
Does anyone else get
that feeling? My memories
from the past few years
are shoddy at best.
I think I’m losing it

Table 3: Examples of Wrong Predictions

ing techniques for mental health analysis. Through
the utilization of these models, we were able to
classify social media text into three categories: se-
vere, moderate, and not depression. This multi-
class classification approach provides a more com-
prehensive understanding of individuals’ mental
states and allows for targeted interventions and sup-
port. The results obtained from the ALBERT and
RoBERTa models contribute to the growing body
of research in depression detection from social me-
dia. The successful application of these models
highlights their effectiveness in capturing subtle
linguistic cues and contextual information that in-
dicate depressive symptoms.

Future enhancement to this work can be associ-
ated with handling contextual information which
can help in effectively detecting depression. The
usage of hybrid approaches where different deep
learning models are combined can also facilitate
the efficient detection of depression from the text.
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Abstract

The crucial technology known as automatic
speech recognition (ASR) transforms spoken
language into written text and has a variety
of uses, including voice commands and cus-
tomer support. The lives of the elderly and the
disabled are considerably improved by ASR,
which is essential to the digitization of daily life.
The Tamil voice recognition model presented in
this paper was created by CSE SPEECH using
three pre-trained models that were improved
from the XLSR Wav2Vec2 model from Face-
book. The Common Voice Dataset was used to
train the models, and the word error rate (WER)
on the data was used to assess which model
performed the best. This work explains the sub-
mission made by the team CSE SPEECH in
the shared task organized by LT-EDI at ACL
2023. The proposed system achieves a word
error rate of 40%.

1 Introduction

Speech recognition, commonly referred to as
speech-to-text or automatic speech recognition, is
a method for turning spoken language into written
text. It is a crucial tool with numerous uses, includ-
ing voice search and call routing on mobile phones,
customer service, emotion recognition, and, most
crucially, aiding the disabled. In addition to help-
ing deaf individuals translate words into text, it
can also allow physically disabled people use voice
commands to conduct tasks like typing and surfing
rather than needing to manually operate a com-
puter.

Singapore, Sri Lanka, Tamil Nadu, and
Puducherry all have Tamil as their official language.
Out of the more than 22 scheduled languages in In-
dia, Tamil was the first language to be categorized
as a classical language. It is also of the oldest lan-
guages in the world, with an apparent origin dating
back more than 2000 years.

Speech recognition is accomplished by taking
Tamil’s linguistic characteristics into account. The
speech recognition problem is handled using the
natural language processing methodology. In
the Speech Recognition for Vulnerable Individ-
uals in Tamil shared challenge, the team SAN-
BAR CSE SSN came in first place with a word
error rate of 37%.

Older folks and those who are physically or cog-
nitively challenged have a tendency to speak with
minor dysarthria, or slurred speech, which causes
inaccurate transcription of the data. The transcrip-
tion of the data varies from person to person since,
in Tamil-speaking areas, people from different loca-
tions talk with non-identical dialects, accents, and
speeds. The ability to effectively guess what some-
one from another location is saying when trained
with audio from that region is not present.

The authors (Bharathi et al., 2022b) offer an
overview of a collaborative project centered on
Tamil automated speech recognition (ASR). Using
data on spontaneous Tamil speech recorded from
elderly and transgender people was the joint task.
This dataset was given to the participants, who
were then charged with identifying and rating the
speech utterances. The information was acquired
from open sources like marketplaces, hospitals, and
vegetable shops. The speech corpus was split into
training and testing data and included utterances
from men, women, and transgender people. The
Word Error Rate (WER) served as the basis for the
task’s evaluation. Participants used transformer-
based models for ASR, and this overview paper
summarises the diverse outcomes obtained utilizing
several transformer models that have already been
trained.

This paper serves as a submission to a confer-
ence, offering insights into the field of automatic
speech recognition (B et al., 2023). It provides an
overview of the conference’s focus on ASR, high-
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lighting relevant references such as (Bharathi et al.,
2022a).

In our study, spoken audio were converted
into tokens using pre-trained models created
specifically for the Tamil language, which were
then converted back into text. We used the
Amrrs/wav2vec2-large-xlsr-53-tamil1 pre-trained
model.

2 Related Works

Recently, researchers have tested a few methods
to cope with speech recognition in minority lan-
guages like Tamil. The usage of a Hidden Markov
Model, often known as an HMM, is suggested by
the authors of Voice and speech recognition in the
Tamil language (Fournier-Viger et al., 2017). This
method of statistical pattern matching can produce
speech using a variety of states for each model. The
HMM model scales effectively and decreases the
length and complexity of the recognition process
because it only needs positive data.

Convolutional neural networks (CNNs) are used
by the authors of Speech Rate Control for Improv-
ing Elderly Speech Recognition of Smart Devices
(Thamburaj et al., 2021) to produce feature vec-
tors that are then fed into fully connected networks
(FCs) for the classification of syllable transition
boundaries frame by frame. In order to segment
the syllables, the syllable transition probability is
determined. They use a Synchronised Overlap-Add
(SOLA) Algorithm to help them change the speech
rate in accordance with the time-scale ratio that is
being measured.

By utilizing transformer networks in the neu-
ral transducer, the authors of TransformerTrans-
ducer: End-to-End Speech Recognition with Self-
Attention (Yeh et al., 2019) aim to create a model
for end-to-end speech recognition. They suggest
two approaches: shortened self-attention to enable
streaming for transformer and minimize computa-
tional complexity, and VGGNet with causal con-
volution to add positional information and lower
frame rate for efficient inference.

The authors (Madhavaraj and Ramakrishnan,
2017) construct two distinct recognition systems
for phone recognition (PR) and for continuous
speech recognition (CSR) using deep neural net-
works (DNN) in the Design and Development of a
big vocabulary, continuous voice recognition sys-
tem for Tamil. It has been demonstrated that the
DNN-based triphone acoustic model produces no-

ticeably improved outcomes in CSR and PR.
In (Lin et al., 2020), the research discusses the

rising concern over cybersecurity and software in-
dustry security issues. It is necessary to make
more improvements because the current meth-
ods for vulnerability detection are deemed insuf-
ficient. Machine learning and data mining tech-
niques can be used to find patterns in the vast
amount of open-source software code that is now
available.(Madhavaraj and Ramakrishnan, 2017)
Deep learning has the capacity to comprehend nat-
ural languages, as seen by the success of its applica-
tions in speech recognition and machine translation.
Researchers in software engineering and cyberse-
curity have been encouraged by this to investigate
deep learning and neural network-based methods
for finding software vulnerabilities. The survey ex-
amines the use of neural approaches to comprehend
code semantics and spot vulnerable patterns in the
literature that is currently available in this field. The
authors of (S and B, 2022) uses transformer model
Rajaram1996/wav2vec-large-xlsr-53-tamil trans-
former model for recognizing the Tamil speech
utterances of vulnerable individuals. In (Srinivasan
et al., 2022) uses akashsivanandan/wav2vec-large-
xlsr-53-tamil pre-trained model for recognizing the
vulnerable individual’s Tamil speech utterances. In
this paper, however, we use a pre-trained XLSR
model to transcript the audio.

3 Dataset Analysis

Tamil speech utterances are collected from old-
aged people and transgender whose mother tongue
is Tamil. The recorded speech utterances of old-
aged people and transgender contain how those peo-
ple communicate in primary locations like banks,
hospitals, and administrative offices. The data set
contains 51 Speakers of literates and illiterates. The
duration of the corpus is 7 hours and 30 minutes.
The speech files in the directories are in the WAV
format. The sampling rate of the speech utterances
is 44kHz. The speech corpus with 5.5 hours of
transcribed speech will be released for the training,
and 2 hours of speech data will be released for test-
ing. Table 1. shows that detailed description of the
collected speech utterances.

4 Methodology and data

The strategy for the discourse acknowledgment
errand includes a few steps. At first, a differ-
ent agent dataset of discourse recordings in Tamil
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Speakers Literate Illiterate Total
Male 4 9 13

Female 7 24 31
Transgender 3 4 7

Table 1: Detailed Description of speech corpus

(Chakravarthi and Muralidaran, 2021) is collected.
The particular demonstration utilized for this errand
is the Amrrs/wav2vec2-large-xlsr-53-tamil show,
known for its adequacy in discourse acknowledg-
ment. The collected dataset is at that point subject
to information preprocessing strategies, counting
sound cleaning, portioning and labeling, highlight
extraction, normalization, and language-specific
preprocessing, to improve the quality and appropri-
ateness of the information.

Following this, the preprocessed dataset is sepa-
rated into preparing, approval, and testing subsets.
The Amrrs/wav2vec2-large-xlsr-53-Tamil demon-
stration is prepared utilizing the preparing dataset,
with parameters optimized to play down misfortune
and make strides in precision. The execution of the
prepared demonstration is assessed utilizing the ap-
proval dataset, and the Word Error Rate (WER) is
calculated to the degree of its precision.

The ultimate step includes testing the demonstra-
tion utilizing the isolated testing dataset to survey
its generalization and real-world execution. Execu-
tion examination is conducted to distinguish qual-
ities, shortcomings, and ranges for enhancement.
The demonstration and preprocessing methods are
iteratively refined based on the examination and
input gotten

5 Model Description

The advanced voice recognition model
”Amrrs/wav2vec2-large-xlsr-53-tamil” was
developed especially for the Tamil language.
It makes use of the powerful ”wav2vec2” ar-
chitecture, which is renowned for enabling the
self-supervised learning of voice representation.
The large scale allows the model to record
complex acoustic patterns, which leads to greater
performance.

The model name ”xlsr-53” implies that it was
pre-trained on a varied dataset that included 53
languages. By utilizing shared representations be-
tween languages, this multilingual pretraining im-
proves the model’s capability to comprehend and
accurately transcribe Tamil speech.

This model (Yeo et al., 2022) stands out due
to its focus on voice recognition for vulnerable
people. The model has been improved to handle
issues experienced by people with speech prob-
lems, non-native speakers, and other disadvantaged
populations, despite the fact that the task’s specific
requirements are unknown. Because of its flexibil-
ity, it is especially useful for supporting accurate
and accessible speech recognition for users who
would have trouble with more traditional systems.

The ”Amrrs/wav2vec2-large-xlsr-53-tamil”
model, created by ”Amrrs,” provides a potent
remedy for Tamil speech recognition. It offers a
powerful tool for accurately transcribing speech
in Tamil and enhancing communication by fusing
cutting-edge architecture, multilingual pretraining,
and customized training for vulnerable individuals.
Due to its emphasis on inclusivity and accessibility,
this model is a priceless tool for resolving speech
recognition issues that vulnerable populations
encounter.

(Yeo et al., 2022)The difficulty of low data avail-
ability for dysarthria severity categorization, which
impedes research advancement in this area, is ad-
dressed in this work. The importance of language-
specific traits has been disregarded, despite the fact
that the cross-lingual approach has been utilized to
overcome this problem. In response, the research
suggests a multilingual classification system for
the degree of dysarthria in Tamil, Korean, and En-
glish. The approach makes use of both language-
specific and language-independent features. From
different speech dimensions, such as voice qual-
ity, pronunciation, and prosody, 39 features are
derived. The best feature set for each language is
then determined using feature selection techniques.
Shared features and distinctive features can be dis-
tinguished by comparing the results of feature se-
lection across the three languages.The suggested
method uses these two feature sets to automatically
classify severity, taking into account the elimina-
tion of language-specific features to prevent ad-
verse impacts on other languages. For classifica-
tion, the eXtreme Gradient Boosting (XGBoost)
technique is used since it can deal with missing
data. For validation, two baseline experiments
are carried out using the intersection and union
sets of monolingual feature sets. With a 67.14 F1
score as opposed to 64.52 for the Intersection trial
and 66.74 for the Union experiment, the data show
that the proposed technique performs better. Fur-
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thermore, for all three languages, English, Korean,
and Tamil, the suggested method performs better
than monolingual classifications, with relative per-
centage improvements of 17.67, 2.28, and 7.79 for
each language. These results highlight the signifi-
cance of classifying the severity of cross-language
dysarthria independently by taking into account
common and language-specific traits.

6 Observation and Results

Upon initial analysis of the translations created by
the Amrrs demonstrate, certain challenges are ap-
parent. They demonstrate battles to precisely sep-
arate between the boundaries of words, regularly
blending adjoining words or erroneously section-
ing them. This issue postures troubles in accu-
rately translating the expected meaning of talked
sentences.

Moreover, the demonstration experiences chal-
lenges in precisely capturing pushed consonants,
driving to mistakes in translation. Focused con-
sonants play a noteworthy part in Tamil dialect
articulation, and their error can result in mistakes
and mistaken assumptions.

Moreover, the show faces confinements in rec-
ognizing and accurately translating certain vowel
sounds, especially those that are overwhelmingly
utilized as pushed consonants in Tamil. This er-
ror emerges due to the nearness of a going before
vowel sound that’s often undefined within the trans-
lations.

Whereas the Amrrs show illustrates an, by and
large, translation precision of 40% Word Error Rate
(WER), it is critical to encourage investigation of
the particular effect of these mistakes on power-
less people. Assessing client criticism and con-
ducting focused appraisals with the aiming client
bunch would give profitable bits of knowledge into
the ease of use and adequacy of the demonstra-
tion for people with discourse impedances, hearing
impedances, or cognitive inabilities.

It is basic to proceed with refining the Amrrs
show, tending to the recognized challenges, and
endeavoring for progressed accuracy in discourse
acknowledgment for defenseless people within the
Tamil dialect.

7 Conclusion

In conclusion, the assessment of the
Amrrs/wav2vec2-large-xlsr-53-tamil show
for discourse acknowledgment among helpless

people within the Tamil dialect gives profitable bits
of knowledge. The ponder uncovers challenges in
word division, focused consonant acknowledgment,
and separation of certain vowel sounds, coming
about in translation mistakes. In spite of these
confinements, the demonstrate accomplishes a
Word Error Rate (WER) of 40%, demonstrating
its potential in discourse acknowledgment. In
any case, encourage investigate is essential to
investigate the particular affect on defenseless
people, counting those with discourse impedances
or cognitive inabilities. This consider emphasizes
the significance of tending to the one of a kind
needs of powerless populaces to create compre-
hensive and available discourse acknowledgment
frameworks. Client input and engagement with
the target bunch will be instrumental in moving
forward convenience and viability. By progressing
discourse acknowledgment innovation in Tamil
for powerless people, this investigate contributes
to making more comprehensive arrangements
and cultivating availability in dialect handling
applications.
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Abstract

Hope speech embodies optimistic and uplift-
ing sentiments, aiming to inspire individuals
to maintain faith in positive progress and ac-
tively contribute to a better future. In this ar-
ticle, we outline the model presented by our
team, VTUBGM, for the shared task ”Hope
Speech Detection for Equality, Diversity, and
Inclusion” at LT-EDI-RANLP 2023. This task
entails classifying YouTube comments, which
is a classification problem at the comment level.
The task was conducted in four different lan-
guages: Bulgarian, English, Hindi, and Span-
ish, with our team participating in the English
subtask. The suggested model was developed
using layered differential training of the ULM-
Fit and received a macro F1 score of 0.48, plac-
ing third in the competition.

1 Introduction

The exponential growth of internet usage has led
to a significant rise in the prominence of social
media platforms. In recent times, these platforms
have evolved to become the primary means of
communication for millions of individuals world-
wide(Biradar and Saumya, 2022; Shankar Biradar
and Chauhan, 2021). As the popularity of social
media continues to soar, people are increasingly
sharing their thoughts, opinions, and experiences
on various issues. This widespread adoption of so-
cial media has revolutionized the way individuals
communicate and express themselves. Platforms
like Facebook, Twitter, Instagram, and YouTube
have become integral components of our daily
lives. These platforms allow users to express their
thoughts, ideas, and feelings to a global audience.
In recent times, social media has emerged as a pow-
erful tool for social and political activism, as users
leverage these platforms to raise awareness about
various social issues and rally support for causes.

Social media has also become a thriving envi-
ronment for the dissemination of hate speech and
fake news, which can spread rapidly across the
globe. This harmful content can be targeted toward
individuals, groups, religions, or political parties
(Biradar et al., 2021; Chakravarthi et al., 2022). Ex-
tensive research has been conducted to address this
issue and develop strategies to identify and prevent
such material’s publication and rapid spread on the
internet.

While numerous individuals are involved in pro-
moting fake news and hate speech, several groups
and individuals are actively working to create and
spread positivity and hope. These efforts have sur-
faced in various social media campaigns to coun-
teract online platforms’ negativity and polarisation.
Hope is a multifaceted and complex emotion that
holds immense importance for human well-being.
It encompasses an optimistic outlook on life, en-
abling us to endure challenging circumstances, nur-
ture the belief that things can get better, and have
faith in ourselves and others. Hope has been linked
to numerous positive outcomes, such as enhanced
physical and mental health, heightened resilience,
and increased motivation.

To promote research in the identification of hope
speech on social media platforms, the organizers
of the ”Hope Speech Detection for Equality, Diver-
sity, and Inclusion” shared task at LT-EDI-RANLP
2023 offer an opportunity for researchers to de-
velop machine learning and deep learning models
capable of effectively classifying hope speech and
non-hope speech within the provided dataset. This
initiative encourages the exploration of innovative
approaches to accurately distinguish between hope-
ful and non-hopeful content, thus contributing to
the advancement of understanding and harnessing
the power of hope in online discourse. In order to
construct a model for classifying hope speech and
non-hope speech, our team employed the ULMFit
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model, an LSTM-based model that was fine-tuned
specifically for the task of hope speech detection.
Our model achieved third place among the partici-
pating teams with a macro F1 score of 0.48.

The remainder of the paper is structured as fol-
lows: Section 2 presents a comprehensive litera-
ture review, highlighting key studies and research
related to the topic. Section 3 explains our pro-
posed model, outlining its architecture and training
methodology. The results obtained from our model
are discussed in Section 4. Finally, Section 6 con-
cludes the paper by summarizing the key findings
and contributions and outlines potential trajectories
for future research in this field.

2 Literature Review

While numerous researchers have recently focused
on identifying offensive and fraudulent content in
social media (Biradar et al., 2022), only a lim-
ited number of studies have been conducted on
identifying hope within individuals’ opinions ex-
pressed on social media. In an environment per-
meated by toxicity, violence, and discrimination,
hope speech is a powerful tool that assists and en-
courages countless needy individuals. It serves
as a beacon of hope for those grappling with per-
sonal or professional challenges, including issues
related to health, finances, relationships, and more
(Chakravarthi, 2022). Identifying and automati-
cally detecting such statements can play a crucial
role in facilitating their widespread dissemination.
By detecting and recognizing these statements, we
can amplify their reach and impact, inspiring and
motivating the individuals who create them for the
betterment of others. This, in turn, fosters a positive
and supportive environment where hope speech can
serve as a catalyst for positive change, resilience,
and empowerment (Palakodety et al., 2019). In
the realm of hope speech detection, data is col-
lected by performing web crawling techniques. Re-
searchers have extensively investigated and con-
ducted studies focused on extracting comments
and posts from popular social media platforms, in-
cluding Twitter, Facebook, and YouTube. These
platforms serve as rich sources of valuable data for
analyzing and understanding hope speech in online
discourse (Marrese-Taylor et al., 2017; Muralidhar
et al., 2018).

In a pioneering effort, (Chakravarthi, 2020) de-
veloped a comprehensive dataset for hope speech
encompassing multiple languages such as English,

Malayalam, and Tamil. This dataset served as the
foundation for the shared task called HopeEDI, de-
signed to promote research and exploration in the
field of detecting hopeful and encouraging content
within social media. HopeEDI aimed to encourage
advancements in understanding and leveraging the
power of hope speech in online environments by
providing a platform for studying and analyzing
such content.

(Dave et al., 2021) directed their attention to-
wards harnessing classic machine learning classi-
fiers, specifically logistic regression (LR) and sup-
port vector machine (SVM), for the purpose of
categorizing text into hope speech and non-hope
speech categories. They utilized TF-IDF and char-
acter n-gram techniques for feature extraction to
achieve this. By leveraging these advanced classi-
fiers and feature extraction methods, their approach
demonstrated promising results in accurately iden-
tifying and distinguishing between hope speech
and non-hope speech texts. This study exemplifies
the effectiveness of employing machine learning
techniques for the task of hope speech detection. A
novel method that employed an ensemble approach
for the classification of hope and non-hope speech
was introduced by (Kumar et al., 2022). Their ap-
proach involved utilizing both character-level and
word-level TF-IDF embedding techniques to ex-
tract meaningful features from the text data. By
combining these two levels of embeddings in an
ensemble model, the authors demonstrated an effec-
tive approach for accurately categorizing text into
hope and non-hope speech categories. This method-
ology showcased the potential of leveraging mul-
tiple embedding techniques in tandem to improve
classification performance in the context of hope
speech detection. (Balouchzahi et al., 2021) intro-
duced a strategy that involved extracting features
from the given dataset using TF-IDF and syntactic
n-grams. They further trained a neural network
model and a voting classifier using LR, eXtreme
Gradient Boosting (XGB), and MLP algorithms.
Additionally, in the context of the HopeEDI shared
task, a BERT model was trained specifically to
identify hope speech in English. This BERT model
showcased remarkable performance, achieving an
average F1 score of 0.92. This approach highlights
the effectiveness of utilizing advanced language
models for hope speech detection, yielding impres-
sive accuracy and classification performance re-
sults.
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In some of the studies, researchers have utilized
transformer models for the identification of the
hope speech. The embeddings for the text data
were extracted using the BERT (Bidirectional En-
coder Representations from Transformers) model,
as introduced by (Dowlagar and Mamidi, 2021).
The BERT model was utilized with an embedding
length of 768, and a sub-word level tokenizer was
employed to tokenize each sentence. Specifically,
the bert-base-multilingual-cased model was chosen
for this method. A Convolutional Neural Network
(CNN) was developed to classify the sentences into
their respective categories. The rectified linear unit
(ReLU) activation function was used in the CNN
design, which is a popular choice for nonlinear
transformations. Using BERT embeddings and the
CNN architecture, this method is intended to effec-
tively identify texts as hopeful or non-hopeful. In
the domain of hope speech detection, this combina-
tion of BERT embeddings with CNN architecture
shows the possibility for accurate classification re-
sults.

(Gowda et al., 2022) proposed an innovative
method for effectively categorising minority groups
by combining resampling approaches with 1D-
Convolutional Neural Networks (CNN) combined
with Long Short-term Memory (LSTM). This
model seeks to solve the widespread issue of im-
balanced datasets, in which minority groups are
frequently underrepresented. To address this is-
sue, the researchers used resampling techniques to
improve minority class representation in the train-
ing data, resulting in a more balanced distribution.
The model design includes a 1D-CNN with LSTM
layers, which allows the network to detect local
and temporal relationships in the input data. This
combination enables the model to learn patterns
and features from resampled minority class data
successfully.

2.1 Task and dataset description

The dataset used in this study was obtained from
the shared task ’Hope Speech Detection for Equal-
ity, Diversity, and Inclusion - LT-EDI-RANLP
2023’(Chakravarthi, 2020). The organizers of the
task shared a dataset compiled from YouTube com-
ments. The objective of the task was to classify the
provided YouTube comments into two categories:
’Hope Speech’ and ’Non-Hope Speech.’ The task
encompassed four different languages: Bulgarian,
English, Hindi, and Spanish. However, our pro-

Label Training
set

Validation
set

Hope speech 1562 400
Non hope speech 16630 4148
Total 18192 4548

Table 1: Distribution of data

Figure 1: Proposed model

posed model focuses exclusively on the English
language.

The English dataset, outlined in Table 1, com-
prises two primary columns: ’Text’ and ’La-
bels.’ The ’Text’ column contains comments
scraped from YouTube, while the ’Labels’ col-
umn consists of two labels: ’Hope Speech’ and
’Non Hope Speech.’ The dataset provided by
the organizers exhibits an imbalance towards the
’Non Hope Speech’ class.

3 Methodology

This section presents a comprehensive description
of the proposed model, which is outlined in two
subsections: Data Preprocessing and Model De-
scription.

3.1 Data pre-treatment
The data provided by the organizers of the task is
obtained from YouTube comments. In order to im-
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Hyperparameters Values
Batch size 64
Dropoutvrate 0.3

Learning rate
Best LR is selected by applying grid search between
start LR=slice(10e-7, 10e-5) end LR=slice(0.1, 10)

No of epochs 2 for first two layers, 3 for last layer

Table 2: Hyper-parameter tuning

prove the accuracy of the classification, it is crucial
to remove the noise present in the data. YouTube
comments often contain numerical data, punctua-
tion, emoticons, hyperlinks, and URLs, which are
not necessary for classification. Therefore, these
elements are removed from the text. Stop words,
which do not contribute significantly to the clas-
sification, are also eliminated. The entire text is
converted to lowercase to avoid redundancy and
ensure consistency. Word lemmatization is done to
convert all forms of the word into their root word.

3.2 Model description

This section describes the model and training strat-
egy submitted for the shared task ”Hope Speech
Detection for Equality, Diversity, and Inclusion- LT-
EDI-RANLP 2023.” Our proposed model utilizes
the pre-trained language model ULMFiT from the
fast.ai 1 library for classifying hope speech and non-
hope speech. ULMFiT is a Long Short-Term Mem-
ory (LSTM) based model consisting of multiple lay-
ers of Average Weight Dropped (AWD) LSTM (Av-
erage Stochastic Gradient Descent weight dropped
LSTM) stacked on top of each other. This model
has shown promising results in various natural lan-
guage processing tasks (Howard and Ruder, 2018;
Azhan and Ahmad, 2021).

A layered differential training approach was
employed to adapt the ULMFiT model for hope
speech identification. This approach, which has
been successful in computer vision problems, is
applied to solve the hope speech problem. In lay-
ered differential training, the last three layers of
the ULMFiT model are sequentially freezed and
unfreezed. This process allows us to fine-tune the
model’s weights specifically for hope speech data.
The last layer is trained slightly longer compared
to the previous layers to prevent overfitting and re-
tain valuable information. Finally, the features ex-
tracted from the ULMFiT model are passed through
a sigmoid layer for classification. Table 2 provides

1https://www.fast.ai/

the hyperparameters used in model training. These
hyperparameters have been selected based on exten-
sive experimentation and trial runs to optimize the
model’s performance. The proposed model demon-
strates promising capabilities in identifying hope
speech by leveraging the ULMFiT language model
and employing layered differential training. The
architecture of the proposed model is illustrated in
Fig 1.

4 Result and Discussion

The organizers of the shared task ”Hope Speech
Detection for Equality, Diversity, and Inclusion-
LT-EDI-RANLP 2023” evaluated the performance
of the models using the macro-F1 score. Our team
submitted a single run with the ULMFit model.
Table 3 presents the top-performing models along
with their macro-F1 scores. Notably, our proposed
model achieved a macro-F1 score of 0.48, which is
highlighted in bold in the table. This result show-
cases the effectiveness and competitiveness of our
approach in accurately identifying hope speech in
the English language.

Team Name MF1 Rank
Tercet English 0.50 1
ML AI IIITRanchi 0.50 1
Ranganayaki 0.49 2
VTUBGM 0.48 3
IIC Team 0.47 4
MUCS run2 0.44 5

Table 3: Top performing models

5 Conclusion and future enhancements

In the shared task ”Hope Speech Detection for
Equality, Diversity, and Inclusion” at LT-EDI-
RANLP 2023, our team, VTUBGM, proposed a
model built upon the ULMFit framework. We em-
ployed a layered differential approach to fine-tune
the model specifically for classifying Hope and
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Non Hope speech. The proposed model achieved
a macro-F1 score of 0.48 on the dataset provided
by the organizers. As a result, our team secured
3rd rank in the competition. In this work the lan-
guage considered is English, further, the proposed
approach can be used to identify hope speech in
other low-resource and code-mixed texts.
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Abstract
Hope speech analysis refers to the examination
and evaluation of speeches or messages that
aim to instill hope, inspire optimism, and mo-
tivate individuals or communities. It involves
analyzing the content, language, rhetorical de-
vices, and delivery techniques used in a speech
to understand how it conveys hope and its po-
tential impact on the audience. The objective of
this study is to classify the given text comments
as Hope Speech or Not Hope Speech. The pro-
vided dataset consists of YouTube comments in
four languages: English, Hindi, Spanish, Bul-
garian; with pre-defined classifications. Our
approach involved pre-processing the dataset
and using TF-IDF (Term Frequency-Inverse
Document Frequency) as well as BOW(Bag
Of Words) feature vectors on various machine
learning algorithms. Our approach also in-
volved fine-tuning of DistilROBERTa, a pre-
trained model by hugging face.

1 Introduction

In a world full with problems, uncertainties, and
moments of despair, the power of hope becomes
an urgent appeal for resilience and transformation.
Hope speeches, a distinct mode of communication,
have evolved as a powerful tool for instilling op-
timism, inspiring action, and fostering a renewed
feeling of possibilities in individuals and commu-
nities. These speeches capture the spirit of opti-
mism by combining words, emotions, and ideas of
a brighter future.

Hope talks overcome linguistic boundaries,
reaching audiences of all cultures and languages.
They have an extraordinary power to touch hearts,
ignite emotions, and motivate people for positive
change. This study work tries to uncover the uni-
versal characteristics that underlying these mes-
sages through the analysis of hope speeches in four
different languages; English, Hindi, Spanish, and
Bulgarian.

This study examines the tremendous impact of
hope speeches on individuals and societies, draw-
ing on studies undertaken by several research in-
stitutes. The Institute of Hope Studies at the Uni-
versity of Oklahoma has conducted research that
demonstrates the transforming power of hope in
improving mental well-being, increasing resilience,
and improving outcomes in a variety of circum-
stances. Furthermore, the University of Okla-
homa’s Centre for Hope Studies provides unique
insights into the psychological and social implica-
tions of hope speeches in various cultural contexts.

We faced some difficulties while analysing hope
speech text snippets. The subjective nature of hope
was one such obstacle. The distinctive emotional
and psychological responses of individuals within a
certain cultural and linguistic framework has to be
considered when determining the effectiveness of
a hope speech. Another difficulty was translating
and interpreting hope speeches across languages, as
variations, cultural allusions, and rhetorical strate-
gies may differ, potentially changing the impact on
varied audiences.

In this study we have attempted to provide a
greater knowledge of hope speech analysis by look-
ing into these difficulties. We aimed to develop a
viable system that could detect and categorise hope
speech in this language by leveraging several ma-
chine learning and deep learning approaches. Our
experiments involved training and fine-tuning mod-
els applying cutting-edge methodologies. By fine-
tuning DistilRoBERTa, a language model trained
on numerous languages, we hoped to improve the
accuracy and effectiveness of our categorization
system.

Our experiment produced encouraging results,
with a Precision-Score of 0.66. This performance
displayed the effectiveness of our strategy as well
as the efforts put in in tackling the obstacles unique
to the English language. We improved our system’s
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capabilities and got commendable results in detect-
ing and categorising hope speech by leveraging the
power of transfer learning and combining it with
domain-specific fine-tuning.

In conclusion, hope speech analysis, particularly
text analysis, provides vital insights regarding their
universal significance. We can learn how these
speeches inspire optimism and resonate with varied
audiences by evaluating linguistic and rhetorical
aspects such as metaphors, imagery, and narrative
frameworks. Text analysis allows us to delve into
the complexities of language, revealing the tactics
used by speakers to provoke emotions and trans-
mit positive messages. However, difficulties arise
in the subjective interpretation and translation of
hope speeches, highlighting the importance of tak-
ing cultural settings and language variations into
account. By negotiating these intricacies, we gain
a better grasp of hope speech analysis, allowing us
to use words to inspire good change in individuals
and communities alike.

Our Work has been organized in a step–by–step
to represent our work in a much efficient way. Sec-
tion 2 describes work done in the related field, Sec-
tion 3 & 4 identifies the outlines of the task and
dataset description, Section 5 mentions the various
methodologies adapted and their results on valida-
tion dataset. Lastly, we have discussed the result
and concluded in Section 6 and 7 respectively.

2 Related Works

For the purpose of fostering hope and uplifting in-
dividuals, researchers and organizations involved
in hope speech analysis have recognized the impor-
tance of exploring and developing effective method-
ologies and models. In order to inspire and em-
power individuals, studies have been conducted to
examine various approaches to hope speech anal-
ysis across different fields. Just as social media
companies have been obligated to support senti-
ment analysis research for the protection of users
from cyberbullying, researchers in hope speech
analysis strive to enhance their understanding of
the key components that instill hope and promote
optimism. Through the examination of different
methodologies and models, researchers of (Ku-
maresan et al., 2023) seek to uncover the most
impactful elements that contribute to the effective-
ness of hope speeches. By investing in hope speech
analysis research, scholars and organizations aim to
unlock the potential for positive change, resilience,

and motivation in individuals and communities.

The authors of (Kumar et al., 2022) used
YouTube comments to do opinion mining and trend
analysis. The researchers examined attitudes to
determine trends, seasonality, and projections; user
sentiments were discovered to be highly associated
with the impact of real-world events. The research
(Severyn et al., 2014) conducted a thorough study
of opinion mining using YouTube comments. The
authors created a comment corpus with 35K hand
labelled data in order to predict the opinion polarity
of the comments using tree kernel models.

The works (Chakravarthi, 2022; Chakravarthi
et al., 2022; Chakravarthi, 2020) used a social net-
work analysis and mining approach to find hope
speech in YouTube comments. Their study empha-
sises the role of hope within online networks and
its potential impact on human well-being. They cre-
ate a framework specifically designed to identify
instances of hope speech using sentiment analysis
and natural language processing techniques. They
successfully extract relevant patterns and features
for accurate detection by employing data mining
techniques and taking into account linguistic, vi-
sual, and social elements. Their study contributes
to a better understanding of the role of hope in dig-
ital communities by providing significant insights
into the detection of hope speech in online plat-
forms. The researchers of (Palakodety et al., 2019)
investigate the application of computational ap-
proaches to analyse peace discourse in the context
of Kashmir in their research. Through computer
analysis, their research provides unique insights
into the dynamics of peace-related communication.
They use powerful computational approaches to
shed light on the voices advocating for peace in the
region.

The work (Maas et al., 2011) explored using
deep learning, specifically Convolutional Neural
Networks (CNNs), for sentiment analysis. They
investigate various word vector representations’
effectiveness and advances understanding of us-
ing neural networks for discerning sentiment in
text data. The works (Aurpa et al., 2022; Lucky
et al., 2021) employed deep neural network mod-
els based on transformers to detect offensive re-
marks in Bangla social media. BERT (Bidirectional
Encoder Representations from Transformers) and
ELECTRA (Efficiency Learning an Encoder that
Classifies Token Replacements Accurately) pre-
training language architectures are used in tandem.
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The authors constructed a one-of-a-kind dataset
that includes 44,001 comments from a wide range
of Bangla-language Facebook postings.

Hence, the existing literature on hope speech
analysis includes a diverse set of ideas and method-
ologies. The evaluated works in this subject
stress the importance of experimenting with various
data mining techniques, using benchmark datasets,
leveraging deep learning models, and conducting
comparative studies. These findings highlight the
necessity of building thorough frameworks, using
credible datasets, and using lessons from prior re-
search in order to progress the area of hope speech
analysis. The proposed approaches, benchmark
datasets, and findings from these studies are useful
tools for scholars and practitioners interested in
developing successful computational strategies for
instilling hope and optimism. Building on these
references, our work in hope speech analysis in-
tends to be inspired by proven methodology and to
perform a comparative research of our dataset in
order to uncover and develop effective ways. We in-
tend to contribute to the development of strong ap-
proaches in hope speech analysis that can empower
individuals and communities, create resilience, and
inspire positive change by incorporating insights
from prior studies and utilising our own compara-
tive analysis.

3 Task Description

The primary objective of this task is to perform
Hope Speech analysis on YouTube comments in
four different languages, which are English, Hindi,
Spanish and Bulgarian. Health professionals be-
lieve that hope is important for human well-being,
healing, and repair. Hope speech represents the
notion that one may uncover and get motivated to
employ pathways to one’s desired goals. Our ap-
proach strives to shift popular thinking away from
preoccupations with prejudice, loneliness, or the
negative aspects of life and towards fostering confi-
dence, support, and positive traits based on individ-
ual comments.

Hope speech analysis refers to the examination
and evaluation of speeches or messages that aim to
instill hope, inspire optimism, and motivate individ-
uals or communities.It entails analysing a speech’s
content, language, rhetorical devices, and delivery
tactics to determine how it transmits hope and its
potential impact on the listener.

Participants are presented with training, devel-

opment, and test datasets in four languages (Hindi,
English, Spanish, Bulgarian), some of them being
code-mixed. The datasets are annotated at the com-
ment/post level. A comment or post may contain
more than one sentence, although the corpus’s aver-
age sentence length is one. Participants can opt to
classify one or more code-mixed languages. Each
language’s leaderboard results were released.

We address this problem using a variety of
machine learning approaches and methodologies.
These include typical machine learning algorithms,
deep learning models, or a combination of the two.
By training and fine-tuning such models on the
available information, we hope to develop a robust
classifier capable of accurately predicting the level
of depression displayed in unseen social media
posts.

4 Dataset Description

The dataset utilized for the Hope Speech Analysis
task in multiple languages comprises a diverse col-
lection of YouTube comments. It is segmented into
three distinct subsets: a training dataset, a develop-
ment dataset, and a test dataset. The dataset con-
sists of 2 labels, which differ for the languages. For
English, ”Hope speech” is used for Hope Speech
and ”Non hope speech” for Not Hope Speech. For
Hindi, ”Hope” is used for Hope Speech and ”Not-
Hope” for Not Hope Speech. For Spanish, ”HS”
is used for Hope Speech and ”NHS” for Not Hope
Speech. For Bulgarian, ”TRUE” is used for Hope
Speech and ”FALSE” for Not Hope Speech.

Table 1 shows samples of text excerpts together
with their corresponding labels to help the reader
understand the dataset. These examples from the
dataset demonstrate the wide range of postings to
which each label can be applied.

The dataset was separated into three parts for the
competition: the training set, the development set,
and the test set. The labels for the test set were
hidden by the competition’s administrators because
this section was exclusively utilised to evaluate the
competitors’ solutions.

The training dataset provided to us contains a
large number of YouTube comments composed
in many languages and code-mixed format. Each
post in the training dataset is labelled with a la-
bel indicating whether it is a hope or non-hope
comment. These labelled annotations served as
the basis for training classification models, helping
the construction and refining of machine learning
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Table 1: Text Excerpts from Dataset

Text Label Dataset Language
Totally agree! All Lives mat-
ter!

Hope Speech Train English

Uggghhhhh so vile and ego
out of control he

Non Hope Speech Dev English

LGBTQ+ means Lets Get
Biden To Quit plus Kamal..

Non Hope Speech Test English

Syndrome bolte kya Not Hope Train Hindi
Bahut kam nahi hote he
sir.....bas log open ho..

Hope Dev Hindi

Sir I have always watched
your videos and I appre..

Hope Test Hindi

Todas ellas coinciden,
además, en que la p..

HS Train Spanish

¿Quien me puede explicar que
tiene que..

NHS Dev Spanish

Si no apoyas el avance de ley
trans, eres transfobicx y punto

NHS Test Spanish

Velik si.. s takiva klipove :D TRUE Train Bulgarian
Tova ne sa drekhi za makhane
i slagane..

FALSE Dev Bulgarian

che se pravyat na tezhkari i
biyat vsichki

FALSE Test Bulgarian

Table 2: Dataset Distribution

Language Train Dev Test Total
English 18192 4548 4805 27545
Hindi 2563 320 321 3204
Spanish 1312 300 547 2159
Bulgarian 4671 589 599 5859

or deep learning models. The dev dataset, also
known as the validation dataset, supplements the
labelled data provided. It enabled us to analyse
model performance and fine-tune hyperparameters
during the development period. The labelled in-
formation in the development dataset aids in de-
termining whether the algorithms are accurate in
categorising social media text as original or fake
news.

Table 2 provides an overview of the distribution
in the dataset and lists the number of instances for
each language. The training set has a greater num-
ber of instances than the development set. This
size disparity allows for more effective fine-tuning
of hyperparameters in both machine learning algo-
rithms and deep learning neural networks. A bigger
training set allows for more robust model optimi-

sation, which leads to enhanced performance and
generalisation capabilities.

5 Methodology

In our study, we used a variety of approaches on
the development dataset to determine the most suc-
cessful approach for making predictions on the test
dataset. numerous methodologies were used in the
experiments carried out during the inquiry. These
included data preprocessing, TF-IDF based classi-
fication and bag of words classification.

The raw English social media postings were pro-
cessed through a range of text cleansing processes
during the initial data pre-processing step. To stan-
dardise the textual data, these include the removal
of punctuation, stop words, and special characters,
as well as tokenization and stemming procedures.
This stage of pre-processing ensures that the text is
properly prepared for further analysis.

Following that, TF-IDF-based classification is
implemented. Each document, i.e., YouTube com-
ment, is represented as a numerical feature vector
using the TF-IDF (Term Frequency-Inverse Doc-
ument Frequency) approach. The methodology
involves bag of words classification after TF-IDF-
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based classification. The text data is represented
using a bag of words model, which creates a vocab-
ulary comprised of unique words extracted from
the corpus.

Following this methodology, which includes
data pre-processing, TF-IDF and bag of words clas-
sification, a comprehensive and effective approach
for accurately categorising code-mixed YouTube
comments was developed.

5.1 Data Pre-processing
We began our task preparations by performing data
pre-processing and visualisation. We began by in-
specting the data for any occurrences of null or
missing values. We performed a text statistical
study after establishing the lack of such values.
This entailed assessing the word count, character
count, and word density per phrase.

WordCount(T) = |words(T)|
CharacterCount(T) = |characters(T)|
WordDensity(T) = WordCount(T )

SentenceCount(T )

The initial step entailed removing punctuation
marks, Emojis, and alphanumeric characters to re-
duce noise and assure a better depiction of the tex-
tual information. Following that, we removed stop-
words, which are frequently occurring words that
do not contribute significantly to the overall mean-
ing of the text. Furthermore, we concentrated on
expanding any contracted terms to their full forms,
allowing for a more comprehensive study of the
text.

The next step in the data pre-processing pipeline
was tokenization, which involves breaking down
the text into discrete units such as words or sub-
words. By providing a structured representation of
the text data, this method makes subsequent analy-
sis and modelling activities easier. Furthermore, we
used lemmatization to reduce inflected or variant
words to their base or dictionary form, increasing
consistency and coherence within the dataset.

We obtained a cleaner and more refined version
of the text suitable for additional feature represen-
tation through these systematic and formalised data
pre-processing methods. These activities set the
groundwork for our task’s later stages of feature
extraction, categorization, and analysis.

We hoped to improve the quality and dependabil-
ity of the text data by meticulously implementing
these data pretreatment techniques, preparing it for
subsequent analysis and classification jobs. Follow-
ing the extraction of features step, we performed

the classification job using a variety of machine
learning models and deep learning techniques. The
specific methodologies used are addressed in the
following subsections of this study, emphasising
the complexities and nuances connected with each
methodology.

5.2 Classification using TF-IDF

In this research study, we began experimenting with
the TF-IDF (Term Frequency-Inverse Document
Frequency) technique for machine learning-based
classification problems. The primary goal of our
study was to evaluate the performance of TF-IDF-
based techniques for text classification.

TF-IDF is a popular natural language processing
method that assigns weights to individual terms
based on their frequency of occurrence within a
given text and their rarity over the entire corpus.
TF-IDF identifies discriminative features important
for classification by taking into account the partic-
ular significance inside a document and its wider
distinctiveness across the corpus.

TF-IDF: TF-IDF(t, d,D) = tf(t, d)× idf(t,D)
Max Document Frequency (max df) = 0.9

Min Document Frequency (min df) = 5

where
t is the term (word)
d is the document
D is the entire corpus or collection

To perform the TF-IDF-based classification, we
applied a variety of machine learning methods, in-
cluding the random forest classifier and the gradi-
ent boosting classifier. These algorithms are well-
known for their ability to handle text categorization
jobs. In addition, we investigated other similar al-
gorithms to assess their effectiveness and compare
the findings acquired.

For the TF-IDF method, we used a value of 0.9
for max df, indicating that we ignored terms ap-
pearing in more than 90% of the texts. Further-
more, min df was set to 5, suggesting that terms
appearing in fewer than five documents would be
excluded. This parameter selection attempted to
achieve a balance between capturing rich vocabu-
lary and avoiding computational complexity. We
sought to ensure robust classification performance
while managing the dimensionality of the feature
space by limiting the dictionary to the most com-
mon and informative terms. Tables 4, 6, 8 and 10
summarise the results of utilising several machine
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learning methods on the training and development
datasets.

Table 3: Hyperparameters

Hyperparameters Values
Number of Layers 4
Activation Function(s) ReLU, Swish, Sigmoid
Dropout Rate 0.4
Optimizer Adam
Number of Epochs 13

Table 4: TF-IDF Features based Results on Training
and Validation Datasets for English Language

Classifier Macro
F1

Macro
Pre-
ci-
sion

Macro
Re-
call

Ridge-Classifier 0.427 0.681 0.391
Perceptron-Classifier 0.467 0.533 0.43
SGD-classifier 0.499 0.641 0.449
Passive-Aggressive-Classifier 0.51 0.536 0.489
Decision-Tree-Classifier 0.458 0.457 0.46
Random-Forest-Classifier 0.519 0.548 0.494
AdaBoost-Classifier 0.519 0.548 0.494
Gradient Boosting-Classifier 0.479 0.617 0.432
SVM Classifier 0.521 0.614 0.473

Table 5: BOW Features based Results on Training and
Validation Datasets for English Language

Classifier Macro
F1

Macro
Preci-
sion

Macro
Re-
call

Ridge-Classifier 0.48 0.5 0.463
Perceptron-Classifier 0.398 0.507 0.359
SGD-classifier 0.492 0.507 0.49
Passive-Aggressive-Classifier 0.482 0.46 0.508
Decision-Tree-Classifier 0.471 0.465 0.478
Random-Forest-Classifier 0.425 0.664 0.403
AdaBoost-Classifier 0.51 0.559 0.478
Gradient Boosting-Classifier 0.51 0.559 0.478
SVM Classifier 0.478 0.612 0.434

Table 6: TF-IDF Features based Results on Training
and Validation Datasets for Hindi Language

Classifier Macro
F1

Macro
Preci-
sion

Macro
Re-
call

Ridge-Classifier 0.489 0.699 0.507
Perceptron-Classifier 0.616 0.59 0.654
SGD-classifier 0.585 0.617 0.571
Passive-Aggressive-Classifier 0.557 0.558 0.557
Decision-Tree-Classifier 0.576 0.571 0.583
Random-Forest-Classifier 0.549 0.629 0.541
AdaBoost-Classifier 0.632 0.653 0.617
Gradient Boosting-Classifier 0.565 0.622 0.552
SVM Classifier 0.589 0.655 0.57

5.3 Bag-Of-Words Feature Classification

In the field of natural language processing, Bag-
of-Words (BOW) text classification has developed
as a popular method for representing text docu-
ments as numerical feature vectors. In this research
project, we also used BOW-based text classification
in conjunction with machine learning algorithms
to effectively analyse and classify textual data.

The first step in the BagOfWords-based text clas-
sification method was to create a list or glossary
of unique words or phrases. This vocabulary was
used to lay the groundwork for presenting the doc-
uments. To achieve complete coverage, we devel-
oped a vocabulary of 10,000 terms that included
the most frequent and informative terms from the
training dataset.

After forming the dictionary, each document
was converted into a sparse vector representation.
Using techniques such as term frequency-inverse
document frequency (TF-IDF), this representation
recorded the presence or absence of dictionary
words inside the document, as well as their cor-
responding frequencies or weighted values.

We used a variety of machine learning algo-
rithms to help with the training and classification
of the BOW representations, including well-known
models like logistic regression, support vector ma-
chines, random forests, and decision trees. These
algorithms were trained using a labelled dataset of
documents and their associated class labels.

The machine learning algorithms discovered the
underlying patterns and correlations between the
BOW characteristics and their related classes dur-
ing the training phase. Following that, we assessed
the trained models’ effectiveness and generaliza-
tion capabilities using performance metrics includ-
ing Macro Precision, Macro Recall, and Macro
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F1-score on a separate development dataset.

6 Results

Table 7: BOW Features based Results on Training and
Validation Datasets for Hindi Language

Classifier Macro
F1

Macro
Preci-
sion

Macro
Re-
call

Ridge-Classifier 0.606 0.695 0.581
Perceptron-Classifier 0.634 0.587 0.721
SGD-classifier 0.624 0.634 0.617
Passive-Aggressive-Classifier 0.611 0.647 0.591
Decision-Tree-Classifier 0.608 0.615 0.601
Random-Forest-Classifier 0.547 0.762 0.54
AdaBoost-Classifier 0.636 0.663 0.619
Gradient Boosting-Classifier 0.619 0.718 0.591
SVM Classifier 0.598 0.623 0.585

Table 8: TF-IDF Features based Results on Training
and Validation Datasets for Spanish Language

Classifier Macro
F1

Macro
Preci-
sion

Macro
Re-
call

Ridge-Classifier 0.794 0.797 0.794
Perceptron-Classifier 0.696 0.762 0.644
SGD-classifier 0.761 0.761 0.761
Passive-AggressiveClassifier 0.737 0.74 0.733
Decision-Tree-Classifier 0.67 0.672 0.671
Random-Forest-Classifier 0.787 0.789 0.773
AdaBoost-Classifier 0.705 0.705 0.705
Gradient Boosting-Classifier 0.749 0.754 0.748
SVM Classifier 0.789 0.789 0.789

Table 9: BOW Features based Results on Training and
Validation Datasets for Spanish Language

Classifier Macro
F1

Macro
Preci-
sion

Macro
Re-
call

Ridge-Classifier 0.782 0.784 0.782
Perceptron-Classifier 0.601 0.842 0.472
SGD-classifier 0.776 0.758 0.795
Passive-AggressiveClassifier 0.804 0.8 0.807
Decision-Tree-Classifier 0.686 0.687 0.686
Random-Forest-Classifier 0.775 0.787 0.769
AdaBoost-Classifier 0.761 0.762 0.761
Gradient Boosting-Classifier 0.780 0.787 0.779
SVM Classifier 0.801 0.803 0.801

Table 10: TF-IDF Features based Results on Training
and Validation Datasets for Bulgarian Language

Classifier Macro
F1

Macro
Preci-
sion

Macro
Re-
call

Ridge-Classifier 0.523 0.967 0.521
Perceptron-Classifier 0.663 0.638 0.629
SGD-classifier 0.575 0.656 0.555
Passive-AggressiveClassifier 0.609 0.63 0.61
Decision-Tree-Classifier 0.576 0.586 0.568
Random-Forest-Classifier 0.519 0.634 0.518
AdaBoost-Classifier 0.627 0.706 0.596
Gradient Boosting-Classifier 0.564 0.642 0.547
SVM Classifier 0.587 0.674 0.556

Table 11: BOW Features based Results on Training and
Validation Datasets for Bulgarian Language

Classifier Macro
F1

Macro
Preci-
sion

Macro
Re-
call

Ridge-Classifier 0.597 0.699 0.57
Perceptron-Classifier 0.584 0.671 0.56
SGD-classifier 0.642 0.654 0.633
Passive-Aggressive-Classifier 0.639 0.69 0.61
Decision-Tree-Classifier 0.619 0.646 0.603
Random-Forest-Classifier 0.546 0.78 0.533
AdaBoost-Classifier 0.649 0.7 0.622
Gradient Boosting-Classifier 0.607 0.71 0.578
SVM Classifier 0.65 0.676 0.632

In this section, we show the results of the task we
submitted. We used the TF-IDF model setup for
prediction since it generated a considerably better
overall result. The F1-Score, precision, and recall
macros were used to evaluate us. The confusion
matrices are displayed below, and they display the
classification of classes as well as classes that were
mistakenly classified. It is a critical instrument
for evaluating the efficacy and performance of our
model. The Table 12 displays our positions in each
subtask. The rankings were not obtained for the
Spanish language.

Table 12: DistilROBERTa results on the test dataset

Task Macro F1-Score Rank
English 0.50 1
Hindi 0.52 4
Bulgarian 0.50 4

7 Conclusion

To summarise, this study looked into a variety of
text classification techniques, including Bag-of-

220



Figure 1: Confusion Matrix of English Predictions

Figure 2: Confusion Matrix of Hindi Predictions

Figure 3: Confusion Matrix of Spanish Predictions

Words (BOW) features based classification, TF-
IDF features based classification, and fine-tuning
of the pre-trained DistilRoBERTa model. Each
method has various advantages and shown its abil-
ity to effectively categorise textual data. Our model
and experiments completed the task successfully.
We can improve performance by fine-tuning the
pre-trained model for additional similar data and
through data augmentation.

Figure 4: Confusion Matrix of Bulgarian Predictions
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Dı́az. 2022. Overview of the shared task on hope
speech detection for equality, diversity, and inclu-
sion. In Proceedings of the Second Workshop on
Language Technology for Equality, Diversity and In-
clusion, pages 378–388, Dublin, Ireland. Association
for Computational Linguistics.

Abhinav Kumar, Sunil Saumya, and Pradeep Roy. 2022.
Soa nlp@ lt-edi-acl2022: an ensemble model for
hope speech detection from youtube comments. In
Proceedings of the second workshop on language
technology for equality, diversity and inclusion,
pages 223–228.

221



Prasanna Kumar Kumaresan, Bharathi Raja
Chakravarthi, Subalalitha Chinnaudayar Nava-
neethakrishnan, Miguel Ángel Garcı́a-Cumbreras,
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Abstract

DepSign–LT–EDI@RANLP–2023 is a dedi-
cated task that addresses the crucial issue of
identifying indications of depression in individ-
uals through their social media posts, which
serve as a platform for expressing their emo-
tions and sentiments. The primary objective re-
volves around accurately classifying the signs
of depression into three distinct categories:
”not depressed”, ”moderately depressed”, and
”severely depressed”. Our study entailed the
utilization of machine learning algorithms, cou-
pled with features such as sentence embeddings
and feature representations like TF-IDF, and
Bag-of-Words. Remarkably, the adoption of hy-
brid models yielded promising outcomes, cul-
minating in a 10th rank achievement out of 31
participants, supported by a macro F1-Score
of 0.408. This research underscores the effec-
tiveness and potential of employing advanced
text classification methodologies to discern and
identify signs of depression within social me-
dia data. The findings hold implications for
the development of mental health monitoring
systems and support mechanisms, contributing
to the well-being of individuals in need.

1 Introduction

Depression is a widespread mental health condi-
tion that affects a significant number of individuals
worldwide. The identification of depression symp-
toms in individuals is a crucial step in providing
timely support and intervention. Given the growing
use of social media platforms as channels for emo-
tional expression and experience sharing, there is
an increasing interest in leveraging these platforms
to detect indications of mental health issues, in-
cluding depression. Accordingly, the DepSign-LT-
EDI@RANLP-2023 task focuses on the detection
of depression signs in individuals based on their
social media posts.

Past works in this field offer valuable insights

into the importance of monitoring mental health
and the challenges associated with identifying and
addressing mental health problems. The Global
Health Data Exchange (GHDx) by the Institute
of Health Metrics and Evaluation (Glo) serves as
a valuable resource for accessing global health
data and understanding the prevalence of mental
health disorders. Additionally, the study conducted
by (Evans-Lacko et al., 2018) highlights socio-
economic disparities in the treatment gap for in-
dividuals with anxiety, mood, and substance use
disorders, underscoring the need for targeted in-
terventions and support. The eRISK 2017 study
(Losada et al., 2017) carried out further empha-
sizes the importance of early risk prediction and
underscores the experimental foundations in the
field.

This research aims to employ machine learn-
ing algorithms and text classification techniques to
identify signs of depression in social media posts.
By leveraging features such as sentence embed-
dings and utilizing feature representations like the
TF-IDF, and Bag-oF-Words, we aim to develop an
effective classification model capable of categoriz-
ing signs of depression into three distinct labels:
“not depressed”, “moderately depressed”, and
“severely depressed”. The hybrid models utilized
in our study incorporate a combination of these
features, enabling enhanced classification perfor-
mance.

The ultimate objective of this research is to con-
tribute to the field of mental health monitoring and
support systems by providing a reliable and ef-
ficient method for detecting signs of depression
through social media analysis. By harnessing the
abundant data available on social media platforms,
we aim to facilitate timely intervention and support
for individuals experiencing depressive symptoms.

Through the DepSign-LT-EDI@RANLP-2023
task, we aim to address the urgent need for inno-
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vative approaches to mental health detection and
intervention. By utilizing advanced machine learn-
ing algorithms and integrating diverse features, our
goal is to offer an easy to use but effective solution
for identifying signs of depression in social media
data. Although BERTs and other Large Language
Models (LLMs) are available for the classification
task a major drawback that holds them back is their
massive size and training time. Not every indi-
vidual or organization possesses the capability to
leverage the LLM power and supremacy for text
classification. Also, there is not much data present
to perform the fine-tuning task and get great results.
To overcome this and still utilize the abilities of
the LLM, we were motivated to get a way around
by making use of sentence embeddings that are
generated from the LLM but are of smaller size
and can be computed in a limited amount of time.
The results obtained from our study, as evidenced
by our 10th rank and an F1 score of 0.408, demon-
strate the potential and promise of our proposed
approach.

This paper presents the related work Section 2,
dataset description Section 3, task description Sec-
tion 4, methodology and validation results Section
5, result Section 6, and conclusions Section 7 of
our research, shedding light on the effectiveness of
text classification techniques in detecting signs of
depression. Furthermore, the findings contribute
to the broader field of mental health research and
pave the way for the development of scalable and
efficient solutions for mental health monitoring and
support systems.

2 Related Work

In the past many efforts have been made in the field
of depression identification from social media texts.
The authors of (De Choudhury et al., 2013) were
among the pioneers in researching the detection
of depression through social media posts. Their
study focused on Twitter users who had been di-
agnosed with depression, and they collected one
year’s worth of posts from this group. Using this
dataset, they developed a statistical classifier that
aimed to estimate the risk of depression. The clas-
sifier utilized various linguistic and behavioral fea-
tures extracted from the users’ posts to predict the
likelihood of depression. This research marked
an important milestone in the field, providing in-
sights into the potential of social media data for
identifying mental health conditions. By employ-

ing a rigorous statistical approach, it also laid the
groundwork for subsequent studies on detecting
depression through social media, contributing to
the advancement of research in this domain.

The authors of (William and Suhartono, 2021)
conducted a study that explores the use of machine
learning techniques to detect depression from so-
cial media posts. By employing linguistic features
and classifiers, the authors achieve promising re-
sults, demonstrating the potential of utilizing so-
cial media data for identifying signs of depression.
They compare various machine learning algorithms
and feature selection methods to determine the
most effective combination. The study highlights
the importance of pre-processing techniques and
feature engineering in improving classification per-
formance. The findings contribute to the develop-
ment of reliable and efficient methods for detecting
signs of depression through social media analysis,
supporting timely intervention and support for in-
dividuals experiencing depressive symptoms. The
authors of (Dessai and Usgaonkar, 2022) carried
research that focuses on the scientific aspect of
detecting depression from social media data us-
ing machine learning techniques and text mining.
The authors propose a novel approach that com-
bines text and image information for improved de-
pression detection accuracy. They extract textual
features from posts and visual features from associ-
ated images, and then employ a multi-modal fusion
model to integrate these features. The study evalu-
ates the proposed approach on a large-scale dataset
and compares it with existing methods, demonstrat-
ing its superior performance. The findings high-
light the importance of considering both textual
and visual cues for accurate depression detection,
offering valuable insights for developing effective
mental health monitoring systems. Observing the
multi modality of the task, advancements have been
made to make the text based identification more
robust. Work presented by The authors of (Wolo-
han et al., 2018) have led emphasis on detecting
the linguistic features from the text corpora gener-
ated from Reddit, so as to classify them into the
categories of depression based on lexical and pre-
dictive analysis. The introduction of deep learn-
ing architectures like transformer models have also
significantly improvised the results (Devlin et al.,
2018) presents work that leverages the power of
transfer learning to classify text into depression.

The authors of (Salas-Zárate et al., 2022) pre-
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sented a thorough search of the literature, the au-
thors found 34 primary papers that satisfied their
inclusion requirements. The studies employed sev-
eral techniques, such as language feature extraction,
machine learning, and statistical analysis, to find
symptoms of depression on social media. The re-
search findings were conflicting, but taken together,
they imply that social media can be used to identify
depression symptoms with some degree of accu-
racy.
Our work has been inspired by past related works
and motivated us to develop a simple system to
test and identify depression. Past methods have
inculcated various experimentation’s like statisti-
cal analysis, pre-trained model-based research, and
employing classical machine learning algorithms
on various features; considering them, we have
devised a solution that involves sentence embed-
dings as features and further classified them using
multiple machine learning classifiers.

3 Dataset

The English-language postings in the dataset for the
competition were taken from the Reddit platform.
”Not depression”, ”moderate”, or ”severe” are the
three labels that have been manually added to each
post in the dataset (Kayalvizhi et al., 2022; Sam-
path and Durairaj, 2022; S et al., 2022; Sampath
et al., 2023). When there were no signs of depres-
sion found in the post, the label ”not depression” is
used to denote those cases. Alternatively, the terms
”moderate” and ”severe” denote increasing degrees
of depression symptoms in the text.

Table 1 displays examples of text excerpts to-
gether with their matching labels to help the reader
comprehend the dataset. These illustrations from
the dataset highlight the variety of postings that
each label can be applied to.

The training set, the development set, and the test
set were the three separate parts of the dataset that
were divided up for the competition. It is important
to note that the labels for the test set were withheld
by the competition’s administrators because this
section was only used to assess the competitors’
solutions. Table 2 provides an overview of the label
distribution in the dataset and lists the number of
instances for each label category.

Notably, the training set contains a larger num-
ber of instances compared to the development set.
This discrepancy in size enables more effective fine-
tuning of hyperparameters for both machine learn-

ing algorithms and deep learning neural networks.
The availability of a larger training set facilitates
more robust model optimization, ultimately lead-
ing to improved performance and generalization
capabilities.

4 Task Description

The objective of this task is to develop a system
that can effectively classify signs of depression
within social media postings written in English.
The system should be able to categorize these signs
into one of three distinct labels: ”not depressed”,
”moderately depressed”, and ”severely depressed”.
By automating this classification process, the sys-
tem can provide valuable insights into individuals’
mental well-being and potentially facilitate timely
intervention and support.

The dataset provided for this task consists of a
collection of social media posts expressed in the
English language. Each post has been carefully
annotated with one of the three aforementioned
labels, indicating the level of depression detected
within the content. This labeling scheme enables
the development of a comprehensive classification
system that can effectively gauge the severity of
depression symptoms expressed in social media
postings.

The authors of (Lin et al., 2020), have shown de-
pression identification with the use of deep visual-
textual multimodal learning approach which em-
barks a great development in this field and simul-
taneously introduces the domain where machine
learning approaches can be applied where the fea-
tures can be multimodal, meaning it can be in
the form of text, video or both. The authors of
(Poświata and Perełkiewicz, 2022; AlSagri and
Ykhlef, 2020) have performed on a similar task
where they have used large pre-trained models to
make accurate predictions. They finally used the
features and greatly performed using an average
ensemble approach. The text cited acted as our
motivation for this task, and we leveraged various
machine-learning techniques and methodologies.
These include traditional machine learning algo-
rithms, deep learning models, or a combination of
both. By training and fine-tuning such models on
the provided dataset, we aim to create a robust clas-
sifier capable of accurately predicting the level of
depression exhibited in unseen social media posts.
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Table 1: Text Excerpt From Dataset
S.No. Text Label Dataset
train pid 7197 arent tired ive de-

pressed month lost
trust peo...

severe Train

dev pid 1 im scared lie every
day say ill make think
mig...

moderate Dev

test id 3 But here I am, 24
years old man and do-
ing exac...

moderate Test

Table 2: Dataset Distribution
Class Training Development Test Total
moderate 3678 2169 275 6122
severe 768 228 89 1085
Not depression 2755 848 135 3738
Total 7201 3245 499 10945

5 Methodology and Validation Results

The methodology employed in the classification
task comprises several sequential steps: data pre-
processing, TF-IDF features based classification,
bag of words features based classification, and the
utilization of sentence embeddings for classifica-
tion.

In the initial data pre-processing step, the raw
English social media postings underwent a series
of text cleansing procedures. These include the
removal of punctuation, stop words, and special
characters, as well as tokenization and stemming
operations to standardize the textual data. This pre-
processing stage ensures the text is appropriately
formatted for subsequent analysis.

Subsequently, TF-IDF based classification is im-
plemented. The TF-IDF (Term Frequency-Inverse
Document Frequency) technique is employed to
represent each document, i.e., social media post,
as a numerical feature vector. Following TF-IDF
based classification, the methodology incorporates
bag of words classification. In this approach, the
text data is represented using a bag of words model,
which establishes a vocabulary consisting of unique
words derived from the corpus. Finally, sentence
embeddings are leveraged for classification. Sen-
tence embeddings aim to capture the semantic
meaning of a sentence through a compact vector
representation.

By adhering to this methodology, which encom-

passes data pre-processing, TF-IDF and bag of
words classification, and the utilization of sentence
embeddings, a classical and effective approach was
formulated for accurately categorizing signs of de-
pression within English social media postings.

5.1 Data Pre Processing

To commence our preparations for the task,
we initiated the process by conducting data
pre-processing and visualization. Initially, we
conducted an inspection of the data to identify
any instances of null or missing values. Upon
confirming the absence of such values, we
proceeded to perform an analysis of the text
statistics. This involved examining the word count,
character count, and word density per sentence.
The statistical insights derived from this analysis
proved instrumental in the subsequent generation
of sentence embeddings.

WordCount(T) = |words(T)|
CharacterCount(T) = |characters(T)|
WordDensity(T) = WordCount(T )

SentenceCount(T )

Given the nature of the data sourced from social
media platforms, we made the assumption that cer-
tain text elements required cleaning. Consequently,
we focused on the removal of character encodings
deemed improper, contractions, and special charac-
ters. Furthermore, we undertook the task of elim-
inating hyperlinks and social media hashtags, as
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well as alphanumeric characters. In order to en-
hance the cleanliness and quality of the text, we
also implemented the removal of stop words. Addi-
tionally, we performed tokenization to segment the
text into individual units and applied lemmatization
to obtain a refined version of the text suitable for
subsequent feature representation.

Through these systematic and formalized data
pre-processing steps, we obtained a cleaner and
more refined version of the text suitable for further
feature representation. These operations laid the
foundation for subsequent stages of feature extrac-
tion, classification, and analysis in our task.

5.2 Classification using TF-IDF Features

In this research study, we started experimenta-
tion with the application of the TF-IDF (Term
Frequency-Inverse Document Frequency) tech-
nique for machine learning-based classification
tasks. The primary aim of our investigation was to
assess the efficacy of TF-IDF-based approaches for
text classification.

TF-IDF is a widely employed method in the
field of natural language processing, which assigns
weights to individual terms based on their occur-
rence frequency within a specific document and
their rarity across the entire corpus. By consider-
ing both the local significance within a document
and the global distinctiveness across the corpus,
TF-IDF enables the identification of discriminative
features crucial for classification purposes.

TF-IDF: TF-IDF(t, d) = TF(t, d)× IDF(t)
Max Document Frequency (max df) = 0.9

Min Document Frequency (min df) = 5

To implement the TF-IDF-based classification, we
utilized a range of machine learning algorithms,
such as the random forest classifier and logistic
regression wrapped in OneVsRest Classifier to per-
form the task. These algorithms are renowned for
their effectiveness in handling text classification
tasks. Additionally, we explored other similar algo-
rithms to evaluate their performance and compare
the obtained results.

For the configuration of the TF-IDF approach,
we selected a value of 0.9 for max df, indicating
that we disregarded terms appearing in more than
90% of the documents. Furthermore, min df was
set to 5, implying the exclusion of words appear-
ing in fewer than five documents. This param-
eter selection aimed to strike a balance between
capturing diverse vocabulary while avoiding com-

putational complexity. By limiting the dictionary
to the most prevalent and informative terms, we
sought to ensure robust classification performance
while managing the dimensionality of the feature
space. Table 3 provides a summary of the outcomes
obtained from employing various machine learn-
ing algorithms using the training and development
datasets.

5.3 Bag-Of-Words Features based
Classification

In the domain of natural language processing, Bag-
of-Words (BoW) features based text classification
has emerged as a prevalent methodology for repre-
senting text documents as numerical feature vec-
tors. Within the context of this research study, we
also employed BoW-based text classification in
conjunction with machine learning algorithms to
effectively analyze and classify textual data.

The initial step in the BoW-based text classifica-
tion process involved constructing a dictionary or
vocabulary comprising unique words or terms. This
dictionary served as the foundation for representing
the documents. To ensure comprehensive coverage,
we curated a dictionary consisting of 10,000 terms,
encompassing the most frequent and informative
terms derived from the training dataset.

Once the dictionary was established, each docu-
ment was transformed into a sparse vector represen-
tation. This representation captured the presence
or absence of terms from the dictionary within the
document, along with their respective frequencies
or weighted values, using techniques such as term
frequency-inverse document frequency (TF-IDF).

To facilitate the training and classification of
the BoW representations, we employed a diverse
range of machine learning algorithms, including
established models such as logistic regression, sup-
port vector machines, random forests, and decision
trees, among others. These algorithms underwent
training using a labeled dataset comprising docu-
ments and their respective class labels.

During the training phase, the machine learn-
ing algorithms learned the underlying patterns and
relationships between the BoW features and their
associated classes. Subsequently, we evaluated the
trained models on a separate development dataset,
employing performance metrics such as macro pre-
cision, macro recall, and macro F1-score, to assess
their effectiveness and generalization capabilities.

In selecting the size of the dictionary, we consci-
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Figure 1: Overview of Proposed System

Table 3: TF-IDF features based Classification Results Summary on Training and Validation Datasets
Classifier Macro Precision Macro Recall Macro F1
Ridge-Classifier 0.653 0.465 0.488
Perceptron-Classifier 0.482 0.471 0.474
SGD-classifier 0.583 0.487 0.511
Passive-AggressiveClassifier 0.498 0.465 0.477
Decision-Tree-Classifier 0.417 0.455 0.393
Random-Forest-Classifier 0.625 0.430 0.432
AdaBoost-Classifier 0.536 0.496 0.511
Gradient Boosting -Classifier 0.601 0.477 0.499
SVM Classifier 0.560 0.489 0.510

entiously considered the trade-off between captur-
ing an adequate diversity of vocabulary and man-
aging computational complexity. By opting for a
dictionary size of 10,000, we aimed to strike an op-
timal balance between these considerations. Table
4 provides a summary of the experimental results
obtained from training and evaluating the models
using the training and validation datasets. Notably,
it was observed that the Bag-of-Words features ex-
hibited enhanced efficacy in classifying the text
data.

5.4 Embeddings based Classification
In our research experiment, we employed clas-
sical Deep Learning algorithms, specifically the

Multilayer Perceptron (MLP), to classify the sen-
tence embeddings generated. To generate these
embeddings, we utilized the widely used SBERT
all-distilroberta-v1 model (Reimers and Gurevych,
2019). For this a pre-trained model distilroberta-
base was used and then it has been trained on an
extensive dataset consisting of 1 billion training
pairs. It maps input sentences to a 768-dimensional
vector space, enabling a comprehensive repre-
sentation of the semantic information.To create
embeddings(x,y) (Reimers and Gurevych, 2020)
with a high level of semantic similarity, the all-
distilroberta-v1 model uses a contrastive learning
strategy. It measures language similarity using the
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Table 4: BOW features based Classification Summary on Training and Validation Datasets
Classifier Macro Precision Macro Recall Macro F1
Ridge-Classifier 0.505 0.473 0.484
Perceptron-Classifier 0.429 0.422 0.425
SGD-classifier 0.493 0.478 0.482
Passive-AggressiveClassifier 0.445 0.459 0.450
Decision-Tree-Classifier 0.401 0.447 0.384
Random-Forest-Classifier 0.609 0.426 0.430
AdaBoost-Classifier 0.53 0.48 0.50
Gradient Boosting -Classifier 0.593 0.472 0.493
SVM Classifier 0.476 0.476 0.475

Table 5: Embedding Based Classification Summary on Training and Validation Datasets
Classifier Macro Precision Macro Recall Macro F1
SBERT + Decision Tree Classifier 0.449 0.452 0.450
SBERT + Random Forest Classifier 0.717 0.376 0.428
SBERT + DNN 0.635 0.511 0.540
SBERT+DNN+Random Forest 0.626 0.510 0.552
SBERT+DNN+AdaBoost 0.578 0.547 0.560
SBERT+DNN+Gaussian NB 0.498 0.598 0.505
SBERT+DNN+Decision Tree Classifier 0.506 0.515 0.510
SBERT+DNN+Ensemble 0.601 0.558 0.573

cosine similarity, dot product, and Euclidean dis-
tance. The model is appropriate for our classifica-
tion assignment because it was created primarily
as a sentence and brief paragraph encoder.

To generate the sentence embedding we set the
maximum sequence length of the embedding model
as 512. Following the generation of the sentence
embeddings using SBERT all-distilroberta-v1, we
proceeded to deploy various machine learning clas-
sifiers to make predictions based on these embed-
dings. Additionally, we constructed a Deep Neural
Network (DNN) tailored for the classification of
these embeddings. For training and evaluation pur-
poses, we utilized the complete set of training and
development embeddings, with a validation split of
0.1 to ensure reliable performance assessment.

To enhance the classification performance fur-
ther, we extracted the last layer features of the
DNN, which served as input for the machine learn-
ing classifiers. These last layer features encapsu-
lated the learned representation of the embeddings
and captured their discriminative properties. To
exploit the complementary strengths of classical
machine learning algorithms, we constructed a cus-
tom ensemble model that employed these extracted
features for classification. This ensemble model

combined the predictions from multiple classifiers,
aiming to leverage their collective intelligence and
improve overall classification performance.

The incorporation of the DNN in our method-
ology played a crucial role in learning the gen-
eralized distribution of the data. By employing
deep neural networks, we enabled the model to
capture complex patterns and relationships within
the embeddings, enhancing its ability to general-
ize to unseen instances. The DNN’s architecture,
consisting of multiple layers with interconnected
nodes, facilitated the extraction of hierarchical rep-
resentations, enabling the model to uncover intri-
cate features and capture underlying dependencies.
To complement the textual description (Reimers
and Gurevych, 2019), we have included Figure 1
showcasing the architecture of the proposed model.
This visual representation provides a comprehen-
sive overview of the connections and flow of in-
formation within the current model, enhancing the
clarity and understanding of the methodology em-
ployed.
To provide comprehensive insights about this exper-
imentation, we have documented all the obtained
results in Table 5. This table presents a detailed
overview of the performance achieved by the dif-
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ferent classification models utilized in our study.
Furthermore, we have submitted the architecture
of the DNN in Table 6, illustrating the configu-
ration and arrangement of the model’s layers and
nodes. This architectural representation facilitates
a clear understanding of the underlying structure
and organization of the DNN. The comprehensive
results and model details provided offer valuable
insights into the effectiveness and performance of
our approach.

Table 6: Deep Neural Network Architecture and Hyper-
parameters

Hyperparameters Values
Number of Layers 4
Activation Function(s) Tanh and ReLU
Dropout Rate 0.2
Optimizer Adam
Number of Epochs 2

6 Results

Table 7: Final Model results on the test dataset
Method Macro F1-Score
SBERT+DNN+Ensemble 0.408

We demonstrate the outcomes of the task we sub-
mitted in this part. We utilised the configuration
SBERT+DNN+Ensemble Model for prediction be-
cause we could see that it produced a significantly
superior overall result. We were assessed using
the Macro F1-Score, Macro Precision, and Macro
Recall. On the test dataset shown in Table 7, we
received an macro F1-Score of 0.408. The con-
fusion matrix, which details the classification of
numerous classes as well as classes that were incor-
rectly classified, is shown below as Figure 2. It is
an essential tool for assessing the effectiveness and
performance of our model. From the confusion ma-
trix it is made clear that the classifier is more biased
towards the label Not depression; as for the training
data, it was more in number as compared to other
labels, which are less in number Table 2. The Fig-
ure 3 shows that the classifier is biased and has not
very well adapted towards the minority class. The
problem can be overcome in future if the minority
class is assigned a class weight and utilization of
data augmentation methods for addressing class
balance issues.

Figure 2: Confusion Matrix of Test Predictions

Figure 3: Comparison Results on Different Depression
Classes

7 Conclusion

The successful completion of this task holds great
potential for various applications and benefits.
By accurately classifying the signs of depression
within social media postings, the developed sys-
tem can aid in the identification of individuals who
may be at risk or in need of mental health support.
This classification system could be integrated into
social media platforms or utilized as a standalone
tool to provide real-time insights into users’ mental
well-being. Early identification and intervention
can play a crucial role in promoting mental health
and well-being, and the system developed through
this task has the potential to contribute significantly
in this regard.

8 Future Work

The study can be further expanded for the re-
lated domains. One can empower one’s studies
with newer techniques like active learning. Semi-
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supervised learning can also propose some findings
as we might be able to generate synthetic data that
act as an element for our training process.
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Abstract

Our research aims to address the task of de-
tecting homophobia and transphobia in social
media code-mixed comments written in Span-
ish. Code-mixed text in social media often
violates strict grammar rules and incorporates
non-native scripts, posing challenges for iden-
tification. To tackle this problem, we perform
pre-processing by removing unnecessary con-
tent and establishing a baseline for detecting
homophobia and transphobia. Furthermore,
we explore the effectiveness of various tradi-
tional machine-learning models with feature
extraction and pre-trained transformer model
techniques. Our best configurations achieve
weighted F1 scores of 0.86 on the test set
and 0.86 on the development set for Spanish,
demonstrating promising results in detecting
instances of homophobia and transphobia in
code-mixed comments.

1 Introduction

Hate speech is speech that is directly or indirectly
against a person or group and contains animosity
because of something inherent to that person or
group (Schmidt and Wiegand, 2017; Chetty and
Alathur, 2018; Fortuna and Nunes, 2018). Locat-
ing hate speech on the Internet is a difficult task
that even the most advanced models struggle to
complete (Govers et al., 2023; Chakravarthi et al.,
2023a). As a result of the rapid development in
user-generated online content, which has not only
resulted in a vast increase in the accessibility of in-
formation but has also delivered a vast increase in

the accessibility of information (Subramanian et al.,
2022a), individuals have been provided with a sim-
ple platform on which to express their opinions and
communicate with others in a public forum (Jahan
and Oussalah, 2023; Chakravarthi, 2022a). This
has resulted in some undesirable uses of online
spaces, such as the dissemination of hate speech,
which is regrettable. The use of abusive language
frequently accompanies the dissemination of hate
speech in everyday life, especially on social me-
dia (Chakravarthi et al., 2023c; Subramanian et al.,
2022b; Chakravarthi, 2022b).

In studies conducted under the headings of hate
speech, offensive language, and aggressive lan-
guage, the examination of homophobic language is
typically grouped with analyses of other forms of
hostility (Waseem and Hovy, 2016; Espinosa Anke
et al., 2019; Priyadharshini et al., 2022). ”Emo-
tional disgust towards individuals who do not con-
form to society’s gender expectations” is one defi-
nition of transphobia (Nagoshi et al., 2008). Homo-
phobia is the unreasonable fear, loathing, and in-
tolerance of homosexual men and women in close
proximity (Chakravarthi, 2023). Typically, hate
speech detection models are evaluated by measur-
ing how well they perform on data set aside for
testing. Most of the evaluation, accuracy, and F1
score are used as metrics (Chakravarthi et al., 2021;
Santhiya et al., 2022; Priyadharshini et al., 2022).
The overview paper (Chakravarthi et al., 2023b),
described the overall descriptions of the partici-
pants participated and the dataset of the shared task
on Homophobia and Transphobia Detection in so-
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cial media comments.
We participated in Task A for Spanish, which

focused on the detection of Homophobia and Trans-
phobia in social media comments. The task was
organized by LT-EDI@RANLP-2023. With the
provided dataset, we developed machine learning
models using feature extraction as baselines, as
well as the MuRIL transformer model. Among
our models, the MuRIL model yielded the best re-
sults, achieving a weighted F1 score of 0.86. These
scores indicate the effectiveness of our approach
in accurately identifying instances of Homopho-
bia and Transphobia in Spanish social media com-
ments. Our participation in this shared task has
provided valuable insights into the detection and
understanding of discriminatory behavior in online
platforms.

2 Related Work

Researchers examined the linguistic behaviors of
homosexual individuals in China by compiling a
corpus of their texts (Espinosa Anke et al., 2019).
(Chakravarthi et al., 2022a) created fine-grained
taxonomy for homophobia and transphobia for En-
glish and Tamil languages. (Chakravarthi et al.,
2022b) conducted a shared task to the identifica-
tion of homophobia, transphobia, and non-anti-
LGBT+ content from the given corpus. This task
was centered on three subtasks for the Tamil, En-
glish, and Tamil-English (code-mixed) languages.
It received 10 Tamil systems, 13 English systems,
and 11 Tamil-English systems. The average macro
F1-score for the top systems for Tamil, English,
and Tamil-English was 0.570, 0.877, and 0.610,
respectively.

(Chinnaudayar Navaneethakrishnan et al., 2022)
conducted sentiment analysis and homophobia de-
tection shared task in code-mixed Dravidian lan-
guage YouTube comments for Tamil, Malayalam
and English. At FIRE 2022 the DravidianCodeMix
organized task A for detecting sentiment analysis
and task B for detecting homophobia. 95 indi-
viduals signed up for the shared task, 13 teams
submitted their results for task-A a, and 10 teams
submitted their results for task B. Traditional ma-
chine learning and deep learning models were used
to investigate tasks A and B.

Transphobic and homophobic insults directed at
LGBTQI+ persons for the shared task have been
identified using transformer-based model method-
ologies such as BERT and XLMROBERTa models

by (Manikandan et al., 2022). BERT offers 91%,
while XLM-RoBERTa offers 93%. The content
was predicted using the IndicBERT and LaBSE
machine learning models. The following were the
results: IndicBERT was utilized to train Tamil,
Malayalam, and Tamil-English, whereas LaBSE
was utilized to predict the English content. The
weighted average F1 scores for English, Malay-
alam, Tamil-English, and Tamil were 0.46, 0.54,
0.39, and 0.28, respectively by (Pranith et al., 2022).
(Varsha et al., 2022) participated in both sentiment
analysis and homophobia detection tasks. Under
the feature extraction techniques of Count Vector-
izer and TF-IDF, pre-trained models such as BERT,
XLM, and MPNet were used alongside classifiers
such as SVM, MLP, and Random Forest. The rank-
ings for sentiment analysis assignment are rank 1 in
the Tamil dataset, rank 6 in the Malayalam dataset,
and rank 7 in the Kannada dataset. The sentiment
analysis task in the Malayalam dataset yielded the
highest F1 score of 0.63, while the homophobia de-
tection task yielded 0.95. Various machine learning
algorithms are contrasted with the proposed sys-
tem’s performance (Shanmugavadivel et al., 2022;
Kumaresan et al., 2022).

We discuss the existing research in the field of
text classification, particularly focusing on the spe-
cific context of Indian languages. We implemented
the MuRIL (Multilingual Representations for In-
dian Languages)(Khanuja et al., 2021) pre-trained
transformer model, which we utilize in our study.
MuRIL, available through the Hugging Face model
repository, is specifically designed to handle the
linguistic complexities and nuances of Indian lan-
guages, enabling effective text classification tasks.
While previous works have explored various ap-
proaches for text classification in Indian languages,
our paper distinguishes itself by leveraging the
MuRIL model and fine-tuning it on a diverse range
of downstream tasks. By highlighting the advan-
tages of MuRIL and showcasing the results of our
fine-tuning experiments, we contribute to the grow-
ing body of research focused on enhancing the per-
formance of text classification in Indian languages.

3 Task and Dataset Description

This research paper discusses our participation in
the shared task Homophobia/Transphobia Detec-
tion in social media comments1, which was or-

1https://codalab.lisn.upsaclay.fr/
competitions/11077
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Figure 1: Examples comments from the datasets in Spanish

ganized by LT-EDI@RANLP-2023. The objec-
tive of this task was to identify instances of ho-
mophobia and transphobia in social media com-
ments across multiple languages, including English,
Hindi, Tamil, Spanish, and Malayalam. Our focus
was specifically on Task A, which involved de-
tecting these forms of discrimination in Spanish
comments using a 3-class classification approach.
The dataset provided for this task consisted of 1586
social media comments, each annotated as Homo-
phobic, Transphobic, or None. We divided this
dataset into a training set of 850 comments, a de-
velopment set of 236 comments, and a test set of
500 comments. The class distribution for each set
is presented in Table 1. Further details about the
dataset can be found in the study by (Chakravarthi
et al., 2022a). The shared task consisted of three
phases: in the first phase, a training and develop-
ment set was provided to train our model; in the
second phase, only the test set comments were re-
leased, and we were required to make predictions
using the model trained in the first phase; finally,
in the last phase, the test set with labels was re-
leased to assess the performance of our model. We
will submit our predictions based on the test set
comments to the organizers for evaluation.

Table 1: Data statistics for Spanish in Task A

Category Train Test Dev
None 450 300 150
Homophobic 200 100 43
Transphobic 200 100 43

Total 850 500 236

4 Methodology

The methodology section outlines the step-by-step
process we employed to identify instances of homo-
phobia and transphobia in code-mixed text in the
Spanish language. This involved utilizing feature

extraction with machine learning and transformer-
based approaches for text classification.

4.1 Machine learning

In this task, we employed traditional machine learn-
ing models as our baseline, along with CountVec-
torizer2 feature extraction. Before proceeding with
the models, we executed essential preprocessing
steps, which involved removing tags, punctuation,
URLs, and other unwanted elements. Addition-
ally, we converted the labels into numerical val-
ues using a LabelEncoder3. To facilitate effective
machine learning, we utilized the CountVectorizer
technique to transform the text data into vector-
ized representations, which would be conducive
to the performance of our models. Consequently,
we implemented several popular algorithms includ-
ing Naive Bayes (NB), Support Vector Machines
(SVM), Logistic Regression (LR), Decision Trees
(DT), and Random Forests (RF), by leveraging the
sci-kit-learn library4. By combining these steps,
we were able to establish a strong foundation for
our machine-learning approach using traditional
models and CountVectorizer extraction.

4.2 Transformers

We utilized the MuRIL (Multilingual Represen-
tations for Indian Languages) pre-trained trans-
former model5, trained on BERT Large (24L) with
17 Indian languages. Categorical labels were en-
coded using LabelEncoder from sci-kit-learn. The
Hugging Face library trained a transformer model,

2https://scikit-learn.org/stable/
modules/generated/sklearn.feature_
extraction.text.CountVectorizer.html

3https://scikit-learn.org/stable/
modules/generated/sklearn.preprocessing.
LabelEncoder.html

4https://scikit-learn.org/stable/index.
html

5https://huggingface.co/google/
muril-large-cased
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”google/muril-large-cased”6. Tokenizer encoded
train and test texts into tensors. A TensorDataset
organized encoded data, and a data loader batched
the data. The model was trained on a preferred de-
vice, optimized using AdamW, and adjusted learn-
ing rate with a scheduler. After training, the model
was evaluated in the test mode. Predictions were
generated using test data, and the highest probabil-
ity class was chosen. Classification report printed
with precision, recall, F1-score, and support. Con-
fusion matrix computed using sci-kit-learn’s confu-
sion matrix function. Visualization was created
using Matplotlib and seaborn, representing cor-
rectly and incorrectly classified samples. This ap-
proach provided insights into the performance of
the MuRIL transformer model for the task.

5 Results and Discussion

In this section, we evaluated the results of various
models used to detect homophobia and transphobia
in the Spanish language. The performance of these
models was assessed using metrics such as Accu-
racy (ACC), Macro Precision (MP), Macro Recall
(MR), Macro F1 (MF1), Weighted Precision (WP),
Weighted Recall (WR), and Weighted F1 (WF1)
scores. We experimented with five machine learn-
ing models, including NB, SVM, LR, DT, and RF
utilizing CountVectorizer feature extraction. The
weighted F1 scores obtained for these models were
0.60, 0.78, 0.82, 0.79, and 0.77, respectively.

Next, we explored the performance of a large lan-
guage model, specifically the MuRIL large cased
model, which was originally pre-trained on Indian
languages. However, we adapted it for detecting
homophobia and transphobia in the Spanish lan-
guage. Comparing the results in Table 3, it was
evident that the pre-trained transformer model out-
performed the other models, achieving a weighted
F1 score of 0.84 on the test set and 0.82 on the
development set shown int he Table 2. This higher
score indicates its superior performance in classify-
ing instances of homophobia and transphobia. To
gain further insights, we visualized the model’s pre-
dictions using a confusion matrix, which is shown
in Figure 2. This visualization provides a clear rep-
resentation of how well the best model performed
for each class, demonstrating its ability to correctly
identify instances of homophobia and transphobia.
Overall, based on the evaluation metrics and the

6https://huggingface.co/google/
muril-large-cased

Figure 2: Confusion matrix for MuRIL transformer
model

clear performance superiority of the pre-trained
transformer model, we selected it as the best model
for detecting homophobia and transphobia in the
Spanish language.

6 Conclusion

In this study, we examined the detection of ho-
mophobia and transphobia in the Spanish lan-
guage using machine learning models and a pre-
trained transformer model. Among the traditional
models with CountVectorizer feature extraction,
the MuRIL pre-trained transformer model outper-
formed them with a weighted F1 score of 0.84 on
the test set. The transformer model’s superior per-
formance demonstrates its effectiveness in classify-
ing instances of homophobia and transphobia. The
confusion matrix visualization further supported
the model’s ability to correctly identify such in-
stances. Consequently, we conclude that the pre-
trained transformer model is a suitable choice for
this task, offering the potential for addressing social
issues and promoting inclusivity in online spaces.
Future research can explore fine-tuning techniques
and larger datasets to enhance the model’s perfor-
mance.
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Abstract

As world population increases, more people
are living to the age when depression or Major
Depressive Disorder (MDD) commonly occurs.
Consequently, the number of those who suffer
from such disorders is rising. There is a press-
ing need for faster and reliable diagnosis meth-
ods. This paper proposes a method to analyse
text input from social media posts of subjects
to determine the severity class of depression.
We have used the DistilBERT transformer to
process these texts and classify the posts across
three severity labels - ’not depression’, ’moder-
ate’ and ’severe’. The results showed the macro
F1-score of 0.437 when the model was trained
for 5 epochs with a comparative performance
across the labels.The team acquired 6th rank
while the top team scored macro F1-score as
0.470. We hope that this system will support
further research into the early identification of
depression in individuals to promote effective
medical research and related treatments.

1 Introduction

The role of deep learning (DL) is growing in impor-
tance when it comes to automating the diagnosis
and treatment of diseases, particularly in the field
of mental health. Mental health disorders are a ma-
jor cause of disability globally, as reported by the
World Health Organization (WHO).

Depression, or Major Depressive Disorder
(MDD), is denoted by symptoms such as low mood,
loss of interest in activities, and negative effects
on thoughts, behavior, motivation, and emotions,
which can even lead to suicide. The causes of de-
pression can be attributed to various factors, includ-
ing biological, social, and psychological influences.
According to WHO’s 2022 report (Freeman, 2022),
approximately 970 million people worldwide are
living with mental disorders, of which 28.9% are
depressive disorders.

While there are different treatment options avail-
able including psychological therapies like behav-

ioral activation and problem-solving therapy, self-
care plays a significant role in addressing depres-
sion. Accurate identification of mental health con-
ditions is vital for effective care, especially consid-
ering the shortage of psychiatrists in many areas.
Depression, as a prevalent mental health disorder,
requires early identification and a comprehensive
approach combining various treatment options to
tackle its significant impact on individuals and so-
ciety.

The following paper proposes a method to anal-
yse text input from social media posts of subjects
to determine the severity class of depression. Our
work covers the research question of how the ap-
plication of a developed typology for social me-
dia texts, which aims to detect depression severity,
contribute to effectively identifying subtle signs of
depressive disorders in tweets. We have used the
DistilBERT transformer to process these texts and
classify the posts across three severity labels - ’not
depression’, ’moderate’ and ’severe’.

2 Related Work

Studies have been carried out to detect the pres-
ence or absence of depression in individuals by
analysing any one or a combination of text, audio
and video inputs.

Islam et al. (2018) present their efforts to analyze
depression based on Facebook data obtained from
an online public source utilizing machine learn-
ing (ML) techniques. Their findings resulted in a
substantially enhanced accuracy and reduced clas-
sification error rates, demonstrating that Decision
Tree (DT) models outperform other simpler ML
methods.

(Sadeque et al., 2018) attempt to overcome the
shortcomings in accurately assessing model latency
during depression detection. They have identified
concerns regarding the widely used ERDE metric
and put forth an alternative measure called latency-
weighted F1, which effectively addresses these is-
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sues. Subsequently, this evaluation approach is
used to assess multiple models as part of the eRisk
2017 shared task on depression detection. Their
results showed more effective distinctions captured
between systems by using this metric.

Another study merges posts of users from two
platforms, Twitter and Facebook, in order to detect
the level of depression (Asad et al., 2019). This
research employs ML techniques to classify data
using Support Vector Machine (SVM) and Naïve
Bayes algorithms and potentially identify depres-
sion.

A survey-based study carried out by Zafar and
Chitnis (2020) indicated the increasing interest in
data-mining and analysis of information from so-
cial networking sites for recognizing depression
in users. Yasaswini et al. (2021) use tweets from
Twitter to examine users’ expressions and gain in-
sights into their emotional states. Their use of the
DistilBERT model for a binary classification of de-
pressed or non-depressed subjects resulted in an
enhanced accuracy.

With respect to DL models, a comparison study
was carried out by Senn et al. (2022). They con-
sidered three variants of BERT and four ensemble
models of these variants in classifying depression
using transcripts of responses to 12 clinical inter-
view questions. Their findings reveal that the uti-
lization of ensembles leads to improved mean F1
scores.

As part of DepSign-LT-EDI@ACL-2022, Janat-
doust et al. (2022) present a predictive ensem-
ble model that leverages the fine-tuned contextual-
ized word embeddings from DistilBERT, BERT,
RoBERTa and ALBERT base models. Their
findings demonstrated a performance surpassing
the baseline models across all evaluated metrics,
achieving an impressive 61% accuracy and F1
score of 54%.

A predictive model from text has also been devel-
oped using Long-Short Term Memory (LSTM) and
Recurrent Neural Network (RNN) models (Amanat
et al., 2022). The RNN is trained on text-based
data to recognize depression using semantics and
written content. With a 99.0% accuracy rate, this
framework performed better than frequency-based
DL models for textual detection, and has a lower
false positive rate.

Zavorina and Makarov (2021) use a transformer
encoder model for their research on voice-base de-
pression detection. In order to address the limited

size of the available dataset, the researchers ex-
tracted low-level features from audio recordings
and applied augmentation techniques. By lever-
aging these approaches, their network achieved a
recognition accuracy of 73.51% on the E-DAIC
database. Anantharaman et al. (2022) uses BERT
model for detecting depression from text while
Esackimuthu et al. (2022) uses AlBERT model
for depression detection.

3 Proposed System

Our depression detection system involves data pre-
processing, encoding, model building and predict-
ing the unseen test samples. Various experiments
were conducted and it was concluded that the Distil-
BERT model outperformed other models in terms
of accuracy, leading to its selection for text pro-
cessing. The model is implemented using Python’s
torch library based on the transformer architecture.
It takes the encoded input text and utilizes a pre-
trained "distilbert-base-uncased" model to generate
contextualized embeddings for each token. In order
to mitigate the risk of overfitting, a dropout layer
is included, employing a dropout rate of 0.1. Addi-
tionally, a linear classification layer is employed to
map the hidden state size of the DistilBERT model
to the desired number of output classes. As a result,
logits are obtained, representing raw scores that
indicate the likelihood of the input belonging to
each output class.

Our system comprises of the DistilBERT model
trained using the train and dev sets provided, over
5 epochs. The trained model was subsequently
evaluated on the test dataset, yielding an accuracy
of 47.9%.

4 Dataset and Methodologies Used

4.1 Dataset Used
The dataset used is provided as part of the
DepSign-LT-EDI@RANLP-2023 challenge (Kay-
alvizhi et al., 2022; Evans-Lacko et al., 2017;
Losada et al., 2017). It comprises labelled train-
ing and development sets of 7201 and 3245 texts
respectively. Testing is carried out over a set of
499 social media posts. The distribution of training
and development set data across the three severity
labels is seen in Table 1.

Dataset balancing has not been carried out as can
be seen in Table 1 where the number of samples
for the Severe class is much lesser than those for
the Not Depression and Moderate classes. Since
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Classes Train Dev Test

Not Depression 2755 848 135

Moderate 3678 2169 275

Severe 768 228 89

Total samples 7201 3245 499

Table 1: Class distribution over train, dev and test sets

the dataset focuses on social media texts, this may
limit its generalizability to other forms of commu-
nication or contexts. It also may not capture the
impact of external factors, such as cultural differ-
ences, language variations, or contextual elements,
which can influence the interpretation of social me-
dia texts and the detection of depression.

4.2 DistilBERT

DistilBERT is a transformer-based text model used
in tasks involving Natural Language Processing
(NLP) like translation and text classification (Sanh
et al., 2019). Although based on the BERT network,
it relies on the idea of knowledge distillation during
the pre-training phase itself to reduce the size of the
model and make it faster. The DistilBERT architec-
ture comprises several transformer layers that are
each fed a sequence of contextualized embeddings
generated by encoding the input text. The trans-
former layers learn to grasp connections among the
tokens within the sequence, resulting in the produc-
tion of more significant representations of the input
text.

4.3 Implementation Modules

The system comprises of two modules correspond-
ing to the stages of training and testing. The train-
ing module is where the DistilBERT model is de-
fined. The model takes the train and development
set as input and performs training for 5 epochs.
On completion of training, the model is evaluated
with the development dataset and the parameters
are tweaked. The final model is saved for later use.

The testing module loads the previously trained
model and then feeds the test set as input to it. The
model is used to classify the test inputs as one of
the three depression severity classes.

The results of testing are evaluated against the
expected outcomes in terms of accuracy for the
whole set and class-wise. The confusion matrix

is also plotted in order to better analyse the per-
formance of the model for individual classes and
check for scope of improvements.

5 Results and Discussion

The performance of DistilBert model trained on de-
pression dataset is evaluated on test dataset to pre-
dict the output depression class labels. The overall
performance of the system was determined across
several metrics including accuracy and weighted
and macro averaged values of precision, recall and
F1-Score and is tabulated in Table 2. The system
achieved the macro F1 score of 0.437 and secured
6th rank while the first rank team achieved 0.470
macro F1 score.

Metric Value

Accuracy 0.479

Macro Precision 0.501

Macro Recall 0.436

Macro F1-Score 0.437

Weighted Precision 0.509

Weighted Recall 0.479

Weighted F1-Score 0.475

Table 2: Performance metrics for test dataset

Accuracy measures the effectiveness of classifi-
cation models by determining the proportion of ac-
curate predictions out of the total predictions made,
represented as a percentage while F1 score gives
the blend of precision and recall. The class-wise
accuracy and F1-scores of the model are depicted
in Table 3. We can infer that the classes ‘not de-
pression’ and ‘moderate’ have a better accuracy
compared to the ‘severe’ class. Similarly, these
classes have a higher F1-score as well, compared
to the ‘severe’ class label.

Classes Accuracy F1-Score

Not Depression 54.81 0.54

Moderate 52.36 0.44

Severe 23.59 0.34

Table 3: Individual class accuracy for test data
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The confusion matrix was also visualized over
the results for a better class-wise comparison as
seen in Table 4. This matrix also presents the scope
of improvement of model performance for individ-
ual classes.

Labels N
ot

D
ep

re
ss

io
n

M
od

er
at

e

Se
ve

re

Not Depression 74 59 2

Moderate 118 144 13

Severe 12 56 21

Table 4: Confusion matrix for test dataset

It is noticed from Table 3 that the accuracy for se-
vere class is half of the other classes. It is inferred
that the reason for this low score is because the
total number of samples in severe class is very less
for learning when compared to the moderate and
non depression classes. Also from the confusion
matrix in Table 4, the severe cases are classified
as moderate, since most of the severe class sen-
tences more or less give the meaning of moderate
depression class. There is a thin line dividing the
moderate and severe class.

It is also noticed that 59 non-depression cases
are considered as moderate and 2 as severe, which
leads to a major problem. These non-depression
classes need to be given more importance as we
are mainly concentrating on the depression classes
alone. We have to investigate more on the meth-
ods to differentiate these classes in a fine-grained
manner in future.

6 Conclusion and Future Work

Our DistilBERT model was trained by combining
both the train and dev sets of data, but other ap-
proaches could consider these separately and im-
prove the model through a validation phase post
training. Another technique that can improve train-
ing is running the model for a larger number of
epochs, allowing for more iterations and poten-
tially better learning. Prior to training and testing,
it is also crucial to ensure the cleanliness of the text
data, as incorrect encoding and decoding can lead
to the loss of important information.

While this study focuses on detecting depression

through social media postings it can be extended
for analysis of longer texts that could also be speech
transcripts. However, analyzing longer sequences
of text poses a challenge as prevalent models in
NLP typically have limited input lengths.

While mental health awareness has increased,
there is still a stigma associated with depression.
The implications for society with the availability
of a rapid and reliable depression detection system
are immense. Early identification of such condi-
tions can result in enhanced treatment results and a
higher standard of living for individuals impacted
by them.
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Abstract

Social media platforms have revolutionized the
landscape of communication, providing indi-
viduals with an outlet to express their thoughts,
emotions, and experiences openly. This paper
focuses on the development of a model to de-
termine whether individuals exhibit signs of
depression based on their social media texts.
With the aim of optimizing performance and
accuracy, a Naive Bayes approach was chosen
for the detection task.The Naive Bayes algo-
rithm, a probabilistic classifier, was applied
to extract features and classify the texts. The
model leveraged linguistic patterns, sentiment
analysis, and other relevant features to capture
indicators of depression within the texts. Pre-
processing techniques, including tokenization,
stemming, and stop-word removal, were em-
ployed to enhance the quality of the input data.
The performance of the Naive Bayes model was
evaluated using standard metrics such as accu-
racy, precision, recall, and F1-score.it acheived
a macro- avergaed F1 score of 0.263.

1 Introduction

Depression, Brown and Harris [1989] a widespread
and serious medical illness, poses a significant bur-
den on individuals globally. The timely detection
of depression signs plays a crucial role in providing
appropriate interventions and improving treatment
outcomes. Social media platforms have emerged
as a valuable resource for identifying mental health
issues, including depression. By analyzing social
media text, researchers can gain valuable insights
into an individual’s emotional state and detect po-
tential signs of depression.

This paper presents our solution for the Shared
Task on Detecting Signs of Depression from Social
Media Text. Our main objective is to classify the
level of depression in English social media posts,
categorizing them as ’not depressed,’ ’moderately
depressed,’ or ’severely depressed.’ We aim to

contribute to the improvement of individuals’ lives
by effectively detecting and addressing depression
through the analysis of social media text.

For this task, we utilize a carefully cu-
rated dataset specifically designed for the LT-
EDI@RANLP Shared Task. This dataset is com-
posed of social media posts in English, annotated
with the corresponding depression levels. We de-
scribe the dataset in detail, including its composi-
tion, annotation process, and any necessary modifi-
cations made for the task. Additionally, we discuss
the preprocessing steps employed to ensure the
quality and suitability of the data for training our
depression detection model.

In conclusion, our solution for the LT-
EDI@RANLP Shared Task on Detecting Signs of
Depression from Social Media Text demonstrates
the potential of utilizing social media platforms to
detect and address depression. By leveraging social
media text, we aim to facilitate the timely identifica-
tion of depression and contribute to improved inter-
vention and treatment outcomes. In our study, we
employed five distinct models - K-Nearest Neigh-
bors (KNN), Naive Bayes, Random Forest, Deci-
sion Tree, and Support Vector Machine (SVM).
The evaluation process encompassed various met-
rics, including accuracy, macro-averaged preci-
sion, macro-averaged recall, and macro-averaged
F1-score across all classes. Notably, the macro-
averaged F1-score emerged as the primary measure
for assessing solutions. Among these models, our
solution harnessed Naive Bayes, as it yielded a
commendable F1-score, solidifying its effective-
ness in addressing the problem at hand.

2 Related Works

The study by Reece and Danforth [2017] demon-
strated the effectiveness of ML algorithms in an-
alyzing Twitter data for depression detection. By
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incorporating lexical, syntactic, and social network
features, the model achieved promising results, re-
vealing strong correlations between linguistic pat-
terns and depression.

Tsugawa et al. [2015]conducted a comprehen-
sive study using ML techniques to detect depressive
symptoms from social media data. Their classifica-
tion model integrated linguistic,Varsini et al. [2022]
sentiment, and behavioral features, showcasing the
potential of ML in accurately identifying individu-
als with depression.

MacAvaney et al. [2018] focused on detecting
depression and PTSD(Post-traumatic stress disor-
der) from Reddit posts using an ML approach.
Their model incorporated linguistic, psycholinguis-
tic, and social contextual features, achieving high
accuracy in identifying individuals with depression.

Kim et al. [2020] developed a deep learning-
based approach for depression detection from so-
cial media text. Their hierarchical attention net-
work effectively captured textual information and
demonstrated the power of deep learning in accu-
rately detecting depression symptoms.

Coppersmith et al. [2018] conducted a large-
scale study involving various social media plat-
forms for depression detection. Their ML algo-
rithms analyzed linguistic, sentiment, and contex-
tual features, showcasing the scalability of depres-
sion detection from social media data.

Research was conducted by a large-scale study
utilizing the BERT model on multiple social me-
dia platforms to detect depression. The machine
learning algorithms analyzed linguistic, sentiment,
and contextual features, demonstrating the BERT
model’s effectiveness and scalability in identifying
depression from social media data Anantharaman
et al. [2022].similary another variant of BERT AL-
BERT model was used for detecting the signs of
depression Esackimuthu et al. [2022].
A chat bot was created using the Bayesian mod-
eling and it was used to detect single emotion
only.Employing multiple kernels may be used to
predict several labels with higher performance An-
gel Deborah et al. [2021].

These notable works collectively emphasize the
potential of ML models in detecting signs of de-
pression from social media text. By incorporating
diverse features and utilizing advanced techniques
such as deep learning, researchers have achieved
significant advancements in accurately identifying
individuals with depression. These studies con-

tribute to the growing understanding of the role of
social media analysis in mental health monitoring
and highlight the importance of continued research
in this critical field.

3 Data Set

The dataset used in the competition for detecting
signs of depression from social media text com-
prises English posts. Each post was annotated with
one of three labels: ”not depression,” ”moderate,”
or ”severe” . The ”not depression” label indicates
posts without any signs of depression, while the
other labels indicate varying levels of depression
severity.

The dataset was divided into train, dev, and test
sets. The test set, used for evaluating solutions, had
undisclosed labels. The datset had a large number
of duplicate records this was the reason for the
lower efficiency.The data was biased containing a
large number of moderately depressed samples.

It is worth noting that the dataset is unbalanced,
with the ”severe” class being underrepresented.

we used a similar dataset as a reference that was
created by Kayalvizhi, S and Thenmozhi, D Sam-
path et al..

In summary, the dataset used for detecting signs
of depression from social media text exhibited class
imbalance .The sample data is shown in Table 1

4 Experimental Results using various
models

The data was examined on multiple models after
the preparation processes, and the results are re-
ported below.

4.1 Experimental Setup

1. Tokenization: The text data is split into individ-
ual words or tokens.
2. Vocabulary Building: A vocabulary is created
by collecting all unique words from the corpus.
3. Counting: Each document is represented as
a vector, where each element represents the fre-
quency of a word from the vocabulary within that
dataset.

4.2 Navie Bayes Algorithm

For training a model for detecting signs of depres-
sion using the Naive Bayes algorithm Peng et al.
[2019].we Extracted numerical features using tech-
niques like Bag-of-Words or count vectorization.
we Split the dataset into training and testing sets
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Table 1: Samples from the dataset
PID Text Label

train pid 1550 New year :
New year
and it feels
like I am
already
behind. Is
this ever
going to
end?

Not Depressed

train pid 5 Sat in the
dark and
cried my-
self going
into the
new year.
Great start
to 2020 :

Moderate

train pid 617 Feeling
numb. :
Okay this
is my first
post, apolo-
gies if it’s
long or
anything.
I’m just
venting
about stuff
so if it’s
boring or
anything
you don’t
have to
read it,
that’s fine.

Severe

Table 2: Dataset Description
Dataset Information

Labels ”not depression”,
”moderate”, ”severe”

Train set size 7201
Dev set size 3245
Test set size 499

and train the Naive Bayes model by estimating
probability distributions. we then Evaluated the
model’s performance using metrics like accuracy,
precision, recall, F1 score. we Used the trained
model to make predictions on test text samples,
setting a classification threshold.The accuracy was
about 59.62

4.3 KNN
The k-Nearest Neighbors (kNN) algorithm is a non-
parametric and instance-based learning method
used for classification and regression tasks.It classi-
fies data points based on the majority class among
their k nearest neighbors in the feature space.We
tried using the k-Nearest Neighbors (kNN) algo-
rithm,Islam et al. [2018] we Determined the value
of k, the number of neighbors to consider.we then
trained the kNN model by storing feature vectors
and labels.we then Evaluated the model using met-
rics like accuracy and F1 score.The accuracy was
about 43.74.

4.4 Random Forest
we used random forest to train our model because
of its use in robustness and to handle high dimen-
sional data.Narayanrao and Kumari [2020] The
Random Forest model is an ensemble learning
method that combines multiple decision trees to
make predictions.Random Forest introduces ran-
domization by considering only a subset of features
at each split and training each tree on a random sub-
set of the training data. The predictions of individ-
ual trees are combined through voting or averaging
to obtain the final prediction. Random Forest is
advantageous in terms of robustness, avoidance
of overfitting, and providing feature importance
measures. It is trained using labeled data, eval-
uated using appropriate metrics,and the accuracy
obtained was

4.5 Decision Tree
Decision Trees are supervised machine learning al-
gorithms that construct tree-like structures to make
predictions based on feature values. They consist of
decision nodes that split the data based on feature
conditions and leaf nodes that provide final predic-
tions. Decision Trees are interpretable, as the tree
structure can be easily visualized and understood.
They handle missing values and are susceptible to
overfitting, we then Evaluated the model using met-
rics like accuracy and F1 score.The accuracy was
about
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4.6 support vector machine
Support Vector Machines (SVM)is a supervised
machine learning algorithm that aims to find an
optimal hyperplane to separate classes by maximiz-
ing the margin between them.Tadesse et al. [2019]
It can handle linearly separable data and nonlin-
early separable data using the kernel trick. SVM
focuses on support vectors, which are crucial data
points near the decision boundary. It introduces
a regularization parameter to balance the margin
size and misclassifications. SVM can be used for
multi-class classification and regression tasks. It
is evaluated using metrics like accuracy and mean
squared error and the accuracy obtained is

4.7 Metrics
The metrics used during the experiments are accu-
racy, macro-averaged precision, macro-averaged
recall and macro-averaged F1-score across all the
classes. The macro-averaged F1-score was the
main measure when evaluating solutions.

Figure 1: Navie Bayse

4.8 Model Evaluation
The results obtained different models are shown in
the Table 3.

5 Our Solution

When comparing the results of several machine
learning algorithms like random forest, support vec-
tor machine (SVM), k-nearest neighbors (KNN),
decision tree, and naive Bayes algorithms, each
has its strengths and weaknesses that make them
suitable for different scenarios. Random forest is

Figure 2: KNN

Figure 3: Random Forest

Figure 4: Decission Tree
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Figure 5: Support Vector Machine

Table 3: Comparison of Metrics

Model Precision Recall F1 Score Accuracy
Naive
Bayes

0.66 0.47 0.47 65.82

KNN 0.68 0.36 0.26 43.73
Random
Forest

0.60 0.49 0.48 63.28

Decision
Tree

0.51 0.49 0.50 59.76

SVM 0.48 0.47 0.45 64.27

an ensemble method that effectively handles non-
linearity and noisy data, making it useful for large
datasets. However, it is less interpretable due to its
ensemble nature.
SVM is a powerful algorithm that can handle non-
linearity through kernel functions. However, it can
be sensitive to noisy data and might not scale well
with larger datasets.
KNN is an instance-based algorithm that is rel-
atively interpretable but can struggle with high-
dimensional data. It is also sensitive to noisy data
and can be influenced by outliers.
Naive Bayes is a probabilistic algorithm that as-
sumes feature independence, making it efficient
and scalable for large datasets. It provides inter-
pretable results but may not capture complex non-
linear relationships well.
In the context of text processing, naive Bayes is
often favored due to its computational efficiency,
handling of high-dimensional data, interpretability,
and ability to work with limited training data.
However, the choice of algorithm ultimately de-
pends on the specific problem, dataset character-
istics, and desired performance metrics. So we

implemented all the above mentioned algorithms
and we found that naı̈ve bayes is good for this prob-
lem. The implementation results are given below

6 Future Work

As a future work, the efficiency of the model can
be further enhanced by addressing two key aspects:
removing duplicates from the given dataset and
fine-tuning the model to achieve a balanced repre-
sentation of the data. Currently, the dataset exhibits
an underrepresented distribution, which can im-
pact the model’s performance. By implementing
duplicate removal techniques and leveraging the
robustness of models like RoBERTa, it is possible
to optimize the model’s efficiency and enhance its
overall performance.

7 Conclusion

In conclusion, the application of the naive Bayes al-
gorithm in detecting signs of depression from social
media text LT-EDI@RANLPhas shown promising
results. Naive Bayes offers several advantages in
this context, making it a suitable choice for such
tasks. The computational efficiency of naive Bayes
enables the processing of large volumes of social
media text data efficiently. Its ability to handle high-
dimensional feature spaces, often encountered in
text data, is advantageous when dealing with the
diverse and extensive vocabulary found in social
media posts.
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Abstract
Social media platforms have become integral
to our daily lives, facilitating instant sharing of
thoughts and ideas. While these platforms often
host inspiring, motivational, and positive con-
tent, the research community has recognized
the significance of such messages by labeling
them as “hope speech”. In light of this, we
delve into the detection of hope speech on so-
cial media platforms. Specifically, we explore
various transformer-based model setups for the
LT-EDI shared task at RANLP 2023. We ob-
serve that the performance of the models varies
across languages. Overall, the finetuned m-
BERT model showcases the best performance
among all the models across languages. Our
models secured the first position in Bulgarian
and Hindi languages and achieved the third po-
sition for the Spanish language in the respective
task.

1 Introduction

Social media enables people to instantly share their
thoughts and connect with billions of other users.
However, it has been observed that malicious users
sometimes exploit social media to spread harmful
speech. Consequently, significant efforts have been
made to detect and mitigate hate speech. Never-
theless, social media is not solely characterized by
hateful messages (Das et al., 2020). People also
express their feelings and the mental stress they ex-
perience in their lives, which may arise from online
harassment or workplace discrimination. Analyz-
ing people’s posting patterns can provide insights
into their mental health (Tortoreto et al., 2019;
Chakravarthi, 2022).

In contrast, social media posts can also be in-
spiring, motivational, or offer positive suggestions.
For instance, individuals may share stories about
overcoming life’s stresses, furnishing hope and en-
couragement to others facing similar challenges.
Such posts can particularly benefit individuals feel-
ing down or experiencing mental stress. Recog-

nizing the significance of these positive messages,
researchers have started investigating this field, la-
beling such posts as “hope speech” (Chakravarthi,
2020).

Hope is commonly associated with offering
promises, support, reassurance, suggestions, or
inspiration to individuals during periods of illness,
stress, loneliness, and depression (Chakravarthi,
2020). Psychologists, sociologists, and social work-
ers affiliated with the Association of Hope have
concluded that hope can serve as a valuable tool
in preventing suicide or self-harm (Herrestad and
Biong, 2010).

By studying the dynamics of hope speech on
social media, researchers aim to understand better
its impact and potential in promoting well-being
and mental health. This research has the potential
to contribute to the development of strategies and
interventions that utilize hope speech to support
individuals in difficult times, ultimately fostering a
more positive and supportive social media environ-
ment Chakravarthi (2020, 2022).

Although English is the most commonly used
language on social media platforms, people from
various linguistic backgrounds participate and
share their thoughts in local languages or dialects.
As a result, there is a need for a comprehensive un-
derstanding across multiple languages. To promote
research on hope speech detection, the organizers
of the Hope Speech Detection for Equality, Diver-
sity, and Inclusion (LT-EDI - RANLP 2023) (Ku-
maresan et al., 2023)1 shared task has introduced
the task of detecting hope speech in four languages:
Bulgarian, English, Hindi, and Spanish. Since our
team, hate-alert, is particularly interested in low-
resource languages, we participated in the Bulgar-
ian, Hindi, and Spanish languages.

This paper presents the methodologies we em-
ployed to identify hope speech detection, which led

1https://sites.google.com/view/
lt-edi-2023/
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to our team achieving first place for the Bulgarian
and Hindi languages and third place for the Span-
ish language in the overall leaderboard standings
of the shared tasks.

2 Related Work

This section explores some of the related topics
around hope speech detection.

2.1 Sentiment Analysis

The task of sentiment analysis is a well-studied
topic in the research community (Medhat et al.,
2014). Its primary objective is to identify the senti-
ment or opinion expressed in the text. Sentiments
are categorized into positive, negative, or neutral
based on the emotions conveyed in a post. Early
approaches to sentiment analysis relied on lexicon-
based methods (Taboada et al., 2011), where sen-
timent polarity was assigned to words using pre-
defined sentiment lexicons or dictionaries. With
the advancement of deep learning techniques, mod-
els like recurrent neural networks (RNNs) (Bak-
tha and Tripathy, 2017), convolutional neural net-
works (CNNs) (Ouyang et al., 2015), and Long
Short-Term Memory (LSTM) (Miedema and Bhu-
lai, 2018) networks are also being utilized for sen-
timent analysis. These models have shown promis-
ing results in capturing sentiment patterns within
text. Furthermore, Transformer-based language
models such as BERT are gaining popularity in
various tasks, including sentiment analysis, due to
their effectiveness and performance (Pipalia et al.,
2020). Sentiment analysis has also expanded to in-
corporate other modalities, such as images, audio,
and video (Soleymani et al., 2017). This extension
has given rise to multimodal sentiment analysis,
which combines information from multiple modal-
ities to gain a deeper understanding of sentiment
expressed in various media formats. By leverag-
ing multiple modalities, more comprehensive senti-
ment analysis can be achieved.

2.2 Harmful Speech Detection

Harmful language detection, plays a crucial role in
natural language processing (NLP) and computa-
tional linguistics. Numerous studies have examined
the dissemination of hateful content on social me-
dia platforms (Das et al., 2021b, 2022c). A signifi-
cant line of research focuses on detecting harmful
speech by developing datasets and machine learn-
ing models similar to sentiment analysis (Praman-

ick et al., 2021; Chandra et al., 2021; Das et al.,
2022b, 2023; Das and Mukherjee, 2023). David-
son et al. (2017) conducted a notable study where
they publicly released a Twitter dataset containing
thousands of labeled tweets categorized as offen-
sive, hate speech, or neither. Earlier attempts to
build classifiers for harmful speech detection uti-
lized simple methods such as linguistic features,
word n-grams, bag-of-words, and so on. Das et al.
(2022a) contributed to the field by developing mod-
els specifically designed to detect abusive speech
in Indic languages, showcasing the effectiveness of
Transformer-based models (Vaswani et al., 2017).
The utilization of Transformer-based models has
proven to be highly effective in detecting harmful
speech(Das et al., 2021a; Banerjee et al., 2021),.
Inspired by the exceptional performance of these
Transformer-based models, we also employ such
models, namely mBERT (Devlin et al., 2019) and
XLMR (Conneau et al., 2019), for our research.

2.3 Research on Hope Speech

Only a limited amount of work has been conducted
so far on hope speech detection. Chakravarthi
(2020, 2022) significantly contributed by creat-
ing the HopeEDI dataset, which consists of user-
generated comments from the social media plat-
form YouTube. The dataset comprises 28,451 com-
ments in English, 20,198 comments in Tamil, and
10,705 comments in Malayalam. The authors also
implemented several baseline approaches by uti-
lizing the developed datasets and exploring vari-
ous traditional machine-learning models. In addi-
tion, several shared tasks (Chakravarthi et al., 2021,
2022) have been organized using these datasets to
encourage and facilitate research on hope speech
detection within the research community.

3 Dataset Description

The Language Technology for Equality, Diver-
sity, and Inclusion (LT-EDI-2023) shared task at
RANLP 2023 focuses on the detection of hope
speech in social media through a classification prob-
lem. The main objective of this shared task is to
develop methodologies for detecting hope speech
in multiple languages. Table 2 presents the class
distribution of the dataset, showcasing the propor-
tions of different categories. Although our team did
not participate in the English language category, we
provide the dataset distribution for all languages
for the sake of completeness. For the Bulgarian
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Text Label Lang
Is topic pe aap bimar lagte hai, it’s natural mr.khan ,Soch badlo HS HI

NHS HI
HS BG

Estoy de acuerdo. 4 tipos de humores distintos, viva la diversidad #lgtb HS ES

Table 1: Example of Hope Speech. HS: Hope Speech, NHS: Not Hope Speech. Lang: Langauges

Bulgarian English Hindi Spanish
HS NHS HS NHS HS NHS HS NHS

Train 223 4,448 1,562 16,630 343 2,219 691 621
Val 75 514 400 4,148 45 275 100 200
Test 150 449 21 4,784 53 268 300 247

Total 448 5,411 1,983 25,562 441 2,762 1,091 1,068
5,859 27,545 3,203 2,159

Table 2: Dataset statistics. HS: Hope Speech, NHS: Not Hope Speech

language, the dataset consists of a total of 5,859
data points, with 448 labeled as ‘hope speech’ and
the remaining 5,411 as ‘non-hope speech’. In the
case of English, a total of 27,545 data points were
shared, with 1,983 falling under the ‘hope speech’
category. There are 3,203 instances for Hindi, out
of which 441 are labeled as ‘hope speech’. Lastly,
the Spanish language dataset includes 2,159 in-
stances, with 1,091 instances categorized as ‘hope
speech’. One notable observation is that, except
for Spanish, the other languages exhibit a signifi-
cantly lower proportion of hope speech compared
to non-hope speech, indicating a high-class imbal-
ance within the datasets. We show some examples
of data points in Table 1.

4 Methodology

This section discusses the preprocessing steps and
various models that we implement for the detection
of hope speech.

4.1 Problem formulation

We formulate the hope speech detection task in this
paper as follows. Given a dataset D consisting of
pairs (X, Y), where X = {w1, w2, ..., wm}, repre-
sents a text sample, consisting of a sequence of
words and Y represents its corresponding label, the
goal is to learn a classifier F : F (X) → Y, that can
accurately predict the presence or absence of hope
speech in unseen text samples, where Y ∈ {0, 1}
is the ground-truth label.

4.2 Preprocessing
Before applying the models, we perform several
preprocessing steps to prepare the data for hope
speech detection. We utilize a combination of cus-
tom functions and helpful libraries such as “emoji”
and “nltk” for baseline preprocessing tasks. The
following pre-processing steps are performed –

• Replacing Tagged User Names: We replace
all tagged user names with the “@user” token
to remove personal identifiers from the text.

• Removing Non-Alphanumeric Characters:
Non-alphanumeric characters, except for full
stops and punctuation marks like “|” and “,”,
are removed. This step ensures that the ma-
chine can identify the sequence of characters
accurately.

• Removing Emojis, Flags, and Emotions: We
also remove emojis, flags, and emotional sym-
bols from the text as they do not contribute to
the semantic content of hope speech.

• Removing URLs: All URLs are eliminated
from the text to exclude any web links that
may not be relevant to hope speech detection.

• Keeping Hashtags: We retain hashtags in the
text as they often contain contextual informa-
tion that can be valuable for identifying hope
speech.

By performing these preprocessing steps, we
ensure that the text data is clean and optimized for
the classification task.
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Bulgarian Hindi Spanish
Model Acc MF1 F1(H) Acc MF1 F1(H) Acc MF1 F1(H)
mBERT FT. 0.836 0.743 0.588 0.791 0.678 0.488 0.610 0.586 0.486
mBERT+ANN 0.799 0.747 0.631 0.785 0.629 0.389 0.515 0.458 0.281
XLMR+ANN 0.756 0.661 0.482 0.735 0.561 0.285 0.537 0.485 0.321

Table 3: Performance Comparisons of Each Model. FT.: fine-tuned, H: hope speech. MF1: Macro F1 Score. The
best performance in each column is marked in bold and the second best is underlined
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Figure 1: Confusion-matrix for all the models across languages

4.3 Models

mBERT (Devlin et al., 2019) (Multilingual BERT)
represents a widely-used multilingual language
model developed by Google. It utilizes the BERT
(Bidirectional Encoder Representations from Trans-
formers) architecture and has been trained on a vast
corpus of text encompassing multiple languages.
With its ability to comprehend texts in various lan-
guages. In our work, we employ two different
approaches with the mBERT model: 1) finetuning
and 2) pre-trained embedding + ANN.
For the finetuning process, we augment the mBERT
model by adding an additional classification head
and then finetune the model for the classification
task. This allows us to adapt the mBERT model to
capture the nuances of hope speech better. We use
the bert-base-multilingual-uncased
model2 for our experiment.
In the case of pre-trained embedding + ANN set-
ting, we pass the texts through the pre-trained
mBERT model and obtain 768-dimensional fea-
ture vectors. These vectors serve as representations

2https://huggingface.co/
bert-base-multilingual-uncased

of the texts’ semantic properties. Finally, we feed
these feature vectors into an Artificial Neural Net-
work (ANN) model to perform the classification
task. This combination of pre-trained embeddings
from mBERT and an ANN classifier enables us
to leverage both the contextual information from
mBERT and the discriminative power of the ANN
for hope speech detection.

XLMR (Conneau et al., 2020) (Cross-lingual Lan-
guage Model Representation) is a state-of-the-art
multilingual language model developed by Face-
book AI. It is built upon the Transformer archi-
tecture and trained on a vast amount of multi-
lingual data from different languages. For the
case of XLMR, we only explore the pre-trained
embedding + ANN setting. Here again, we ex-
tract the 768-dimensional feature vectors from
the xlm-roberta-base model3 and feed these
feature vectors into an Artificial Neural Network
(ANN) model to perform the classification task.

3https://huggingface.co/
xlm-roberta-base
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4.4 Experimenal Setup
We finetune the mBERT model using a maximum
token length of 128 and a batch size of 16. The
model is trained for five epochs without utilizing
early stopping. The ANN model consists of two
hidden layers with 256 and 128 nodes respectively,
which are then connected to an output layer with
two nodes. As in this scenario, we are using pre-
trained embedding, we used the maximum token
length of 512 to extract features. The ANN mod-
els are trained with a batch size of 32. We run
the ANN-based models for 20 epochs. For all the
models, we employ the Adam optimizer with bi-
nary cross-entropy with an initial learning rate of
2e-5 and epsilon set to 1e-8. We train the models
for each language separately and saved the model
checkpoint for the best validation performance in
terms of macro-F1 score.

5 Results

Table 3 presents the performance of each model. In
the case of the Bulgarian language, we observe that
although the fine-tuned mBERT model achieves the
highest accuracy (0.836), the mBERT+ANN set-
ting outperforms other models in terms of macro F1
score, achieving the highest score (0.747). For the
Hindi language, mBERT demonstrates the best per-
formance across all metrics, while mBERT+ANN
achieves the second-best performance. Regarding
the Spanish language, fine-tuned mBERT again at-
tains the highest score, whereas the XLMR+ANN
model becomes the second-highest scorer. Over-
all, we observe that fine-tuning the mBERT model
end-to-end yields better scores compared to using
extracted pre-trained embeddings and passing them
through an ANN model. We further show the con-
fusion matrix of each model for all the languages
in Figure 1.

6 Conclusion

In this shared task, we deal with a novel chal-
lenge of detecting hope speech across multiple lan-
guages. To evaluate the performance, we employed
transformer-based models such as m-BERT and
XLMR. Our observations revealed that for the Bul-
garian language, the mBERT+ANN model config-
uration achieved the best results. Conversely, for
Hindi and Spanish, fine-tuned mBERT models
exhibited superior performance. In the future, we
plan to explore additional transformer-based mod-
els, as well as the recent LLM (Large Language

Model) models, to enhance our approach in this
domain further.
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Abstract

Hope is a cheerful and optimistic state of mind
which has its basis in the expectation of posi-
tive outcomes. Hope speech reflects the same
as they are positive words that can motivate
and encourage a person to do better. Non-hope
speech reflects the exact opposite. They are
meant to ridicule or put down someone and
affect the person negatively. The shared Task
on Hope Speech Detection for Equality, Diver-
sity, and Inclusion at LT-EDI - RANLP 2023
was created with data sets in English, Span-
ish, Bulgarian and Hindi. The purpose of this
task is to classify human-generated comments
on the platform, YouTube, as Hope speech or
non-Hope speech. We employed multiple tradi-
tional models such as SVM (support vector ma-
chine), Random Forest classifier, Naı̈ve Bayes
and Logistic Regression. Support Vector Ma-
chine gave the highest macro average F1 score
of 0.49 for the training data set and a macro av-
erage F1 score of 0.50 for the test data set. We
ranked 1st for this task in the English language.

1 Introduction

With the world around us developing at an incom-
prehensible speed and the advent of the ‘Digital
Age,’ the way we communicate has fundamentally
evolved. Technology has become a pivotal role in
ensuring connectivity among humans in the form
of calls, messages and most importantly, social me-
dia. Social media is a platform for people to create,
share and collaborate their ideas, information and
opinions with each other virtually. The number
of users only keeps increasing and these platforms
show no signs of slowing down. (Drus and Khalid,
2019) Social media is a platform of the masses, for
the masses.

While social media is a great tool to enable, en-
tertain and equip people, it has its own drawbacks.
Not every user has positive intentions while us-
ing popular platforms like Facebook and Twitter.
This may lead to presence of unwanted content and
comments that can range from discouragement to
targeted hate speech. Detrimental speech on such
platforms have an extended psychological impact
on the victim of such comments (Gongane et al.,
2022). To ensure the cleanliness and positive en-
vironment of such platforms, it is quintessential to
identify such texts and moderate them.

Applying sentiment analysis using data from so-
cial media platforms is a great tool to analyse and
understand the feelings of the general population
(Chauhan et al., 2021). Sentiment analysis is a
process where multiple people’s opinions, views,
feelings and emotions are analysed based on differ-
ent projects, topics and general discourse. It is also
known as opinion mining (Wankhade et al., 2022).
Sentiment analysis is an incredibly useful tool to
automate the detection of negative comments on
social media by analysing the sentiments from the
user-generated text. Both supervised and unsuper-
vised learning can be applied to perform sentiment
analysis. The only drawback of performing super-
vised learning is that high-quality training data with
proper labels are required for the model to predict
accurately. Due to the non-requirement of a la-
belled training data, unsupervised learning is more
robust and can be used more widely to perform
sentiment analysis (Neri et al., 2012).

The given task is related to detecting Hope
speech and non-Hope speech from user-generated
text on the popular video-sharing platform,
YouTube. Hope being a positive sentiment, caters
to increasing the general positivity of the social me-
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dia platform and thus improving the mood of users
alike.(Chakravarthi, 2020) Hope speech therefore
contributes the same and helps motivate, encourage
and inspire individuals on the platform. Non-hope
speech being a negative sentiment has an adverse
impact on the social media environment by propa-
gating negative feelings through the users. Detect-
ing and moderating these comments is imperative
to create an inclusive and safe space for millions of
users to share a part of themselves.(Chakravarthi
et al., 2022)

The text in the given text is in the form of code-
mixed data. Usually, on social media, most data is
not grammatical in nature and has some words and
phrases from the native language but in non-native
scripts. (Chakravarthi et al., 2020) In our data set,
the text is code-mixed in English-Tamil. This can
be attributed to the ease of typing in the Roman
script on social media while conveying the same
intended sentiment. (Patra et al., 2018)Being able
to write code-mixed text on social media provides
users with a wider choice to express themselves
freely and more accurately.

The paper is organized as follows: section 2 per-
tains to related works as per the literature survey;
section 3 is related to the task and data descrip-
tion; section 4 pertains to the methodology used
to perform this task; section 5 shows the results
and analysis of the results and section 6 entails the
conclusion.

2 Related Works

Opinion mining or sentiment analysis is a growing
field with increasing applications on social media
and e-commerce platforms. To cater to the same,
extensive research is going on in this field to build
the most efficient and robust models which range
from Multi-Layer Models (MLMs) to Natural Lan-
guage Processing(NLP) models. Research con-
ducted by (Vijayakumar et al., 2022) used the trans-
former model, ALBERT for doing hope speech
detection in the English, Tamil, Malayalam and
Kannada language.

A new Convolutional Neural Network(CNN)
based model was proposed by (Chakravarthi, 2022)
that outperformed other traditional models for de-
tecting hope-speech. Both binary hope speech clas-
sification as well as multi-class hope speech clas-
sification was performed by (Balouchzahi et al.,
2022). The binary task involved only two labels
whereas the multi-class task involved three labels.

Multiple traditional, transformer and deep learning
models were applied on the dataset.

A logistic regression classifier was applied by
(Palakodety et al., 2019) with a L2 regularization
whose results indicated that a hope-speech clas-
sifier with good precision and recall can be con-
structed.

Models based on Long Short Term Memory
(LSTM) network, deep learning and hybrid learn-
ing on the Tamil and Malayalam language dataset
were used by (Saumya and Mishra, 2021). The
best performing model on the English dataset
was the 2-parallel CNN-LSTM that used GloVe
and Word2Vec embeddings. The best performing
model on the Malayalam dataset was the 3-parallel
Bi-LSTM.

Multiple transformer models for hope speech
detection in the English, Tamil and Malayalam lan-
guages were applied by (Ghanghor et al., 2021) .
The models applied were the multilingual m-BERT-
cased, XLM-Roberta(XLMR), and IndicBERT.
Among these models, the m-BERT-cased model
gave the best F1-score.

Hope detection was done by (Chinnappa, 2021)
for three language data sets in Tamil, English and
Malayalam. They applied language models that
include Compact Language Detector 2, Compact
Language Detector 3, langid, textblob language
detector, and langdetect. The experimental results
from the same showed that detecting hope detection
from text is a difficult task especially with code-
mixed data.

These papers exhibit the versatility of the models
that can be applied to perform sentiment analysis
on comments from social media. Based on litera-
ture survey, we decided to apply traditional models
with the application of a simple transformer model
for a more accurate classification of text.

3 Task and Data Description

The shared Task on Hope Speech Detection for
Equality, Diversity, and Inclusion at LT-EDI -
RANLP 2023(Kumaresan et al., 2023) is intended
to determine whether the text was Hope speech
or non-Hope speech. The data set was available
for four languages, English, Hindi, Bulgarian and
Spanish, but we submitted the English data set
only. The data set consisted of two fields: Text and
Labels which were gathered from YouTube com-
ments. The training data set consisted of around
18191 texts out of which 16630 were labelled as
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non-Hope speech and 1561 were labelled as Hope
speech. The development data set for English con-
sisted of 4547 comments out of which 4148 were
labelled as non-Hope speech and 399 were labelled
as Hope speech. The test data had 4805 texts out
of which 4783 were classified as non-Hope speech
and 22 were classified as Hope speech.

Figure 1: Distribution of data

Figure 2: Description of Data

4 Methodology

Multiple traditional models were employed to
identify which texts were hope speech from the
YouTube comments given in the data set.

4.1 Data Preprocessing and Cleaning

To convert the raw data into readable data for the
model, we performed various data cleaning pro-
cesses.

1)Firstly, all punctuation and emoticons were re-
moved from the text. All the text data was then con-
verted to lower case to create uniformity in the data
set. It is important to remove signs and emoticons
as the model solely focuses on the words them-
selves and has no requirement for punctuation and
emoticons.

2)It is important to remove stop words as they
are redundant words that do not have any signifi-
cant contributions to the sentiments of the analysed
texts. Using the nltk library, we removed the En-
glish stop words as well as extended the list to
include stop words in Tamil. This was done as the

text consisted of words in Tamil(code-mixed) in
addition to English.

3)Machine learning models generally take math-
ematical inputs in the form of numbers or 2D-
arrays. Considering that the existing data is in
the form of raw text, it is necessary to transform
them into a vector. The vectorizer we employed
is the Term frequency-inverse document frequency
(TF-IDF) vectorizer to transform the given texts
into its vector form. Here, term frequency refers
to how important a specific term is in a document
whereas inverse document frequency refers to the
weight of the term. The weight is reduced if the
term is scattered all over the document.

4.2 Feature Extraction
The Language Agnostic BERT Sentence Embed-
ding model(Feng et al., 2022) is a model released
by Google which is based on the BERT model.
It focuses on Bi-text mining and sentence embed-
ding tasks. The tokenization algorithm that is used
by LaBSE is WordPiece which was developed by
Google to pretrain the BERT model. LaBSE’s ar-
chitecture is a dual-encoder model with two en-
coders that encode source and target sentences in-
dependently. The encodings are then passed to a
scoring function where it is ranked based on sim-
ilarity. (Miłkowski et al., 2022) used LaBSE to
aid in classification of sentiment polarization. It
was proved that language-agnostic representations
are quite efficient. The best results were obtained
for the LaBSE embeddings and the same was im-
plemented in their online service. We applied the
LaBSE model for embedding the preprocessed text.
These embeddings were fed to the classifier model
for classifying the text based on the labels of emo-
tions associated with them.

4.3 Classification model
To classify the text data, we experimented with
multiple traditional models that include SVM, Ran-
dom Forest, Naı̈ve Bayes and Logistic regression
as well as the simple transformer model, LaBSE.
After evaluating the metrics of multiple models, we
focused on combining the LaBSE feature extrac-
tion model along with the SVM classifier. Support
Vector Machine is a popular supervised learning
algorithm used mainly in classification problems.
It operates by creating a decision boundary that
separates n-dimensional spaces into classes so that
a new data point can be assigned to its relevant
category.
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5 Results and Analysis

5.1 Performance Metrics:

The sklearn metrics library provides the classifica-
tion report for evaluation of the performance of the
model. It consists of the following metrics:

1) Precision: Precision is defined as the ratio of
true positives to sum of true and false positives.

2) Recall: Recall is defined as the ratio of true
positives to sum of true positives and false nega-
tives.

3) F1-Score: The F1 is the weighted harmonic
mean of precision and recall. The closer the value
of F1 is to 1, better is the performance of the model.

4) Support: Support is the number of actual oc-
currences of the class in the data set.

5.2 Results

The classification report was applied on the de-
velopment data after training the model using the
training data.

It is observed that the overall accuracy on the
development data is 0.90 which is higher compared
to the 0.68 accuracy of the Naı̈ve Bayes model and
0.68 accuracy of the Logistic Regression model.

Upon testing the accuracy of the data on the
unlabelled test data against the labelled test data
(released after evaluation), the accuracy score was
found to be 0.99105. The rank list released by
the organizers of the task ranked our model at 1st
position with a macro F1 score of 0.50.

Figure 3: Classification Report for SVM on Dev Data

Figure 4: Classification Report for SVM on Test Data

6 Conclusion

Through the scope of this paper, we have explored
and presented a traditional model coupled with a
simple sentence transformer model (LaBSE) to per-
form classification of Hope-speech and non-Hope
speech on the given data by DravidianLangTech in
the English language. It was noted that SVM gave
the best performance metrics against other tradi-
tional models with a macro F1 score of 0.50. It is
our belief that the classification can be improved
by applying deep learning models on the given data
set to obtain a higher accuracy.
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neethakrishnan, Miguel Ángel Garcı́a-Cumbreras,
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Abstract
In this paper we show our approach to solve the
Shared Task on Detecting Signs of Depression
from Social Media Text at LT-EDI@RANLP
2023. The given task is to classify the Reddit
posts present in the dataset provided, into 3 lev-
els of depression: ‘not depression’, ‘moderate’
and ‘severe’. We have attempted classifying
the posts using two models. We have explored
multiple models for this task. Three of which
will be included in this paper. The first model
uses sentiment labels automatically extracted
using TextBlob with TF-IDF for feature ex-
traction and support vector machines (SVMs)
for classification. For the second model, we
leverage a convolutional neural network archi-
tecture for feature extraction and classification.
Lastly, the third model incorporates a Bi-LSTM
architecture with GloVe embeddings for fea-
ture extraction and classification. All the above
models also used SMOTE for oversampling the
dataset. Through our experimentation, we aim
to evaluate the effectiveness of these models
in accurately identifying signs of depression in
social media text.

1 Introduction

Depression is one of the most severe mental-health
diseases right now and it is important to detect the
signs early on and take actions to stop troubled
individuals from taking their own life and provide
them with the help they need. Most methods we
rely on today are medical procedures in clinics
or actual human interaction which is highly inef-
fective leading to the high rates of suicide and a
significant percentage of individuals affected by
depression. According to the World Health Orga-
nization(WHO) almost 280 million people in the
world suffer from depression and on an average
about 703,000 people take their lives around the
world as on 2022. However with the huge online
presence in various social media platforms and in-
dividuals giving daily updates through social me-
dia posts it would make detecting depression very

easy if we had a model that uses the social me-
dia texts and classifies it into multiple levels of
depression. By using natural language processing,
machine learning, and data mining techniques, re-
searchers have made significant strides in automat-
ing the detection of depression in social media data.
These include traditional machine learning algo-
rithms like SVMs, Random Forest or Naive Bayes
algorithms in the past and advanced Deep Learn-
ing algorithms in the recent times like Recurrent
Neural Networks(RNN), Convolutional Neural Net-
works(CNN), Long Short-Term Memory (LSTM)
and Generative Adversarial Networks (GAN) to
name a few (William and Suhartono, 2021). In this
paper we present our model for detecting depres-
sion for the competition Shared Task on Detecting
Signs of Depression from Social Media Text at
LT-EDI@RANLP 2023. This paper has 6 sec-
tions. Section 2 contains a short summary of the
related works on depression detection using social
media text referred to by the authors. Section 3
contains the details of the datasets used and any
pre-processing done on them. Section 4 is on the
methodology of our model. Section 5 shows the
experiments done and the results obtained. Section
6 gives the conclusion of the paper and future work.

2 Related Works

Most of the work right now is focused on detect-
ing depression from social media texts. One of
the very first papers on depression detection in
social media texts was written by De Choudhury
et al.(2013), where the authors used a statistical
classifier to estimate the level of depression. Chat-
terjee et al.(2019) used Long Short-Term Mem-
ory (LSTM) and Convolutional Neural Networks
(CNN). Kim et al.(2020) used Convolutional Neu-
ral Networks (CNN) and XGBoost in their model
of text classifier in an attempt to use ensemble learn-
ing. Amanat et al.(2022) created a hybrid model
using Long Short-Term Memory (LSTM) and Re-
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PID Text data Label
train_pid1 My life gets worse every year : That’s what it feels like anyway.... moderate
train_pid2 Words can’t describe how bad I feel right now : I just want to fall

asleep forever.
severe

train_pid3 Is anybody else hoping the Coronavirus shuts everybody down? not depression

Table 1: The data files are in Comma Separated Values (csv) format with three columns namely PID, Text data and
Label. The above table shows a sample for each of the labels.

current Neural Networks (RNN). (Poświata and
Perełkiewicz, 2022) presented the winning solution
for Shared Task on Detecting Signs of Depression
from Social Media Text at LT-EDI@ACL 2022. In
their paper they have prepared a new pre-trained
language model, DepRoBERTa. They have pre-
sented three models for the competition: RoBERTa-
large, DepRoBERTa and ensemble model. They
achieved a macro-averaged F1-score of 0.583. For
feature extraction many works have made use of
the Linguistic Inquiry and Word Count (LIWC)
and models based on contextual word embeddings
(Tadesse et al., 2019). In recent times more em-
phasis has been on deep learning and large pre-
trained transformer-based language models. Deep
learning techniques, such as convolutional neural
networks (CNNs) and recurrent neural networks
(RNNs), have shown more promise in detecting
depression from social media text (Aswathy et al.,
2019). These techniques are able to learn complex
patterns in language, which can help them to distin-
guish between genuine expressions of depression
and other types of emotional expression. However
it is important to note that this depends on the qual-
ity and the quantity of the data we have with us.
The quality of datasets impact the accuracy of the
models a lot which makes the balancing of datasets
crucial. Chawla et al.(2002) introduces SMOTE, a
method for oversampling the minority class in im-
balanced datasets. The paper evaluated SMOTE on
a variety of imbalanced datasets and found that it
was able to improve the performance of classifiers
on these datasets.

3 Dataset

The datasets provided for the competition includes
Train data, Development data and Test data (Sam-
path et al.). Train data and Development data con-
tain reddit posts in English language and each post
is annotated with one of the labels: ‘not depres-
sion’, ‘moderate’ and ‘severe’. The first label in-
dicates absence of any sign of depression in the

post. The second label indicates the presence of
some signs of depression and the third one indi-
cates severe depression. The distribution indicates
an imbalance among the classes, with the ’mod-
erate’ label being the most prevalent, followed by
’not depression’, and ’severe’ being the least rep-
resented category. Class imbalance can pose chal-
lenges during model training, as the minority class
(in this case, ’severe’) may have fewer samples to
learn from, potentially resulting in biased predic-
tions. To address this class imbalance we used
SMOTE oversampling for Training dataset on the
class ’severe’. SMOTE works by creating synthetic
minority class examples that are located between
existing minority class examples. This is done by
randomly selecting a minority class example and
then selecting one of its k nearest neighbors. A
new synthetic example is then created at a point
along the line connecting the two selected exam-
ples. To understand the datasets better and prepare
the data for analysis, several preprocessing steps
were undertaken. Firstly, duplicates were removed
from both the Training and Development datasets
to ensure the uniqueness of the samples. Addition-
ally, the word ’[removed]’ was eliminated from
the datasets as it indicated that certain posts were
removed by Reddit moderators for various reasons,
such as containing inappropriate or banned content.
We will be using the Development dataset as Test
dataset for the sake of the paper to compare the
models on the basis of F1-score which won’t be
possible for test data as the posts are not labelled.

Table 2: Label Distribution in the Dataset

Labels Number Percentage
Not Depression 2755 38
Moderate 3678 51
Severe 768 11
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4 Methodology

For depression detection from text a few steps are
involved. This includes data preprocessing which
involves cleaning and preprocessing the collected
data, feature extraction which involves identifying
the most informative features that are likely to be
associated with depression and model development
which involves choosing an appropriate algorithm
to develop a predictive model. For data preprocess-
ing we are cleaning the data and using SMOTE to
balance the dataset.

4.1 SVM model with TextBlob(TF-IDF)

In this model we are using a LinearSVM model
for classification, TextBlob for sentiment analy-
sis and TfidfVectorizer is used to convert the pre-
processed text data into a numerical representation
using TF-IDF (Term Frequency-Inverse Document
Frequency). The sentiment scores are calculated
using the polarity and subjectivity scores of the text.
The sentiment scores and the TF-IDF representa-
tions are combined by concatenating them together
to form a single feature vector for each text data
point. This combined feature vector is then used
as input to the model. All the models were down-
loaded from the Python Package Index. The results
of the model will be discussed in section 5.

4.2 CNN model with TextBlob(TF-IDF)

In this model, we will utilize a convolutional neural
network (CNN) for classification. TextBlob will
be used for sentiment analysis, and TF-IDF (Term
Frequency-Inverse Document Frequency) will be
employed to convert the pre-processed text data
into a numerical representation. The sentiment
scores are calculated using the polarity and subjec-
tivity scores of the text. The sentiment scores and
the TF-IDF representations are combined by con-
catenating them together to form a single feature
vector for each text data point. This combined fea-
ture vector is then used as input to the model. The
Python Package Index will be used to download
the necessary models. The results of this model
will be discussed in section 5.

4.3 Bi-LSTM model with TextBlob and GloVe
embeddings

In this model, we utilize a bidirectional long short-
term memory (Bi-LSTM) model for classification,
TextBlob for sentiment analysis, and GloVe embed-
dings for word representation. The input text data is

tokenized using TextBlob, and GloVe embeddings
are employed to convert the tokens into numerical
representations. This model uses two input layers:
an embedding layer uses the pre-trained GloVe em-
beddings as initial weights and a Bi-LSTM layer.
The Bi-LSTM architecture is capable of capturing
contextual information from the text data by pro-
cessing it in both forward and backward directions.
The results of this model will also be discussed in
section 5.

4.4 Experimentation

In addition to the models mentioned above, we con-
ducted further experimentation to explore different
approaches and techniques for detecting signs of
depression from social media text. We recognized
the importance of considering alternative methods
and evaluating their performance to find out the
best model for the given dataset.

During our experimentation, we explored the
utilization of Word2Vec embeddings in combi-
nation with other machine learning algorithms.
We observed that the SVM model with TextBlob
(TF-IDF) outperformed the other variations. This
finding indicates that the combination of SVM,
TextBlob sentiment analysis, and TF-IDF repre-
sentation effectively captures the necessary infor-
mation from social media text to detect signs of
depression.

5 Results and Dicussion

Table-3 shows the results of the three models. The
SVM model with TextBlob (TF-IDF) was the best
in terms of accuracy (0.603) and F1-score (0.479).
Following that was the CNN model with TextBlob
(TF-IDF) with an accuracy of 0.584 and F1-score of
0.442. Finally the model based on Bi-LSTM model
with TextBlob and GloVe embeddings had an ac-
curacy of 0.47 and F1-score of 0.34. The macro
F1-score for each of them were 0.48, 0.44 and
0.34 respectively. The main challenge faced in this
shared task was the imbalanced dataset. The rea-
son for the better performance of the SVM model
could be because of the simplicity of the problem.
To compare the models the metrics used during
the experiments are accuracy, precision, recall and
macro F1-score and weighted F1-score for all the
classes. The macro F1-score is the main metric to
evaluate the models.
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Figure 1: Confusion matrices for the the three models

Model Accuracy F1 score
SVM model with
TextBlob(TF-IDF)

0.603 0.479

CNN model with
TextBlob(TF-IDF)

0.584 0.442

Bi-LSTM model with
TextBlob and GloVe
embeddings

0.47 0.34

Table 3: Results of each model on the development set.

6 Conclusion and Future Works

In this paper, we presented three solutions to the
Shared Task on Detecting Signs of Depression from
Social Media Text at LT-EDI@RANLP 2023. The
SVM model with TextBlob for feature extraction
proved to be the best one among the three and
the CNN model with a close second. For future
works we plan to implement models better suited
for both feature extraction and classification and
use a better split training data and testing data. Also
the accuracy could be improved by balancing the
dataset better by using other methods.
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Abstract
The advent of social media platforms has revo-
lutionized the way we interact, share, learn, ex-
press, and build our views and ideas. One major
challenge of social media is hate speech. Ho-
mophobia and transphobia encompass a range
of negative attitudes and feelings towards peo-
ple based on their sexual orientation or gender
identity. Homophobia refers to the fear, hatred,
or prejudice against homosexuality, while trans-
phobia involves discrimination against trans-
gender individuals. Natural Language Process-
ing can be used to identify homophobic and
transphobic texts and help make social media
a safer place. In this paper, we explore the use
of Support Vector Machine, Random Forest
Classifier, and Bert Model for homophobia and
transphobia detection. The best model was a
combination of LaBSE and SVM, achieving a
weighted F1 score of 0.95.

1 Introduction

The advent of social media platforms has revolu-
tionized the way we interact, share, learn, express,
and build our views and ideas. As these platforms
have made communication with a large audience in-
credibly easy and available to everyone, free speech
has become a governing concept of the virtual so-
cial realm. However, this newfound freedom has
also posed its own threats. One major challenge
of social media is hate speech. Hateful comments
directed at minorities and vulnerable groups pose a
significant threat because they can perpetuate exist-
ing prejudices and stereotypes, normalize or incite
discrimination, and alienate these groups.

Homophobia and transphobia encompass a range
of negative attitudes and feelings towards people
based on their sexual orientation or gender identity.
Homophobia refers to the fear, hatred, or prejudice
against homosexuality, while transphobia involves
discrimination against transgender individuals.

Research (Huebner et al., 2021) shows that sus-
tained exposure to homophobic attitudes and behav-

iors can increase a person’s stress levels. Studies
(Wang et al., 2018) have demonstrated that adoles-
cent victims of cyberbullying are more likely to
experience depression and anxiety than adolescent
non-victims. Disparities in mental health among
LGBTQ youths persist into adulthood and ad-
versely affect their development in social relation-
ships, academic achievements, and self-concepts.

Sexual minorities also often make greater use of
the internet as a result of seeking specific social-
ization environments in which they can meet other
people with the same sexual orientation or avoid
face-to-face social rejection and homophobic bully-
ing (Gamez et al., 2021). This makes it even more
necessary to address the problem of anti-LGBT
hate speech.

The task given to us is detection of homopho-
bia and transphobia in social media comments
(Chakravarthi et al., 2023). In this paper, we
have used the Language-Agnostic Sentence Em-
bedder (LaBSE), along with Support Vector Ma-
chine (SVM). LaBSE encodes sentences in a way
that captures their semantic meanings across multi-
ple languages, enabling it to capture nuances and
context more accurately than models that do not
consider cross-lingual semantics. Along with this,
SVM is used, known for its ability to handle high-
dimensional data and effectively separate different
classes. The combination of LaBSE and SVM con-
stitutes an ensemble approach, where the strengths
of both components are leveraged. Ensemble meth-
ods often result in better performance than individ-
ual models.

The paper is organized as follows: In Section
2, related works identified through a literature sur-
vey are presented. Section 3 offers an overview
of the dataset, while Section 4 elaborates on the
methodology employed for the task. The results
are discussed in Section 5, and finally, Section 6
presents the concluding remarks.
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2 Related Work

Debora Nozza (Nozza et al., 2022) proposed a so-
lution for homophobia and transphobia detection
based on data augmentation and ensemble mod-
eling for high class imbalance dataset This task
used large language models (BERT, RoBERTa, and
HateBERT) and used the weighted majority vote
on their prediction. This obtained 0.48 and 0.94 for
macro and weighted F1-score, respectively.

Sushil Ugursandi and Anand Kumar M (Ugur-
sandi and Anand Kumar, 2022) analyzed social
media texts such as comments from YouTube to
detect homophobic sentiments using deep learn-
ing or machine learning models. In this work, a
6-layer classification model was used and and an
F1-Score of 0.5 on multi-class classification and
0.97 on homophobic/transphobic classification was
achieved.

Konstantinos Perifanos and Dionysis Goutsos
(Perifanos and Goutsos, 2021) employed transfer
learning and fine-tuning of Bidirectional Encoder
Representations from Transformers (BERT) and
Residual Neural Networks (Resnet) for hate speech
classification. They produced a high accuracy score
of 0.970 and f1-score of 0.947 in racist and xeno-
phobic speech detection.

Sunil Saumya and Ankit Kumar Mishra (Saumya
and Mishra, 2021) analyzed social media texts, in-
cluding comments from YouTube, to detect homo-
phobic sentiments using deep learning and machine
learning models. They employed a 6-layer classi-
fication model, achieving an F1-score of 0.5 for
multi-class classification and 0.97 for homopho-
bic/transphobic classification.

Shanita Biere (Biere et al., 2018) used a Convo-
lutional Neural Network classifier to assign tweets
to the categories : hate, offensive language, and
neither. The model gave an accuracy of 0.91, pre-
cision of 0.91, recall of 0.90 and a F-measure of
0.90.

In another paper,(Lu et al., 2023) J. Lu and H.
Lin utilized Dual Contrastive Learning to address
the challenges posed by complex semantic informa-
tion in hate speech and the imbalanced distribution
between hate speech and non-hate speech data. The
experimental results outperformed state-of-the-art
models.

Orestes Appel (Appel et al., 2016) conducted
sentiment analysis using a sentiment lexicon en-
hanced with the assistance of SentiWordNet, and
fuzzy sets to estimate the semantic orientation po-

larity and its intensity for sentences. The results
of the hybrid method was compared with Naı̈ve
Bayes and Maximum Entropy techniques. The hy-
brid method emerged to be the better performer. In
addition, it is shown that when applied to datasets
containing snippets, this method performs similarly
to state of the art techniques.

Bharathi Raja Chakravarthi (Chakravarthi et al.,
2022) addresses the challenge of limited resources
for studying homophobia and transphobia detec-
tion. They propose a solution involving data aug-
mentation through Pseudolabeling. This approach
involves transliterating code-mixed text into the
parent language, enhancing model performance on
a newly generated dataset.

3 Dataset

The datasets provided were to us in Task A of Ho-
mophobia/Transphobia Detection in social media
comments:-LT-EDI-2023 1. It consisted of social
media comments in English where each comment
had a label corresponding to it. The labels given
were ‘Non-anti LGBT+ content’, ‘Homophobia’
and ‘Transphobia’. The data was divided into three
parts: training, development and testing, consisting
of the columns ‘text’ and ‘category’. The testing
dataset was not provided with labels. The task
was to predict the labels on our own. The training
dataset consisted of 3164 entries with 2978 for Non-
anti-LGBT+ content, 179 for Homophobia and 7
for Transphobia. The development dataset con-
sisted of 792 entries with 748 for Non-anti-LGBT+
content, 42 for Homophobia and 2 for Transphobia.
The train and dev datasets were used to train the
model which was then tested on the test dataset.
The test dataset had 991 entries. The development
and training datasets given were severely imbal-
anced.

Figure 1: Train Dataset

1https://codalab.lisn.upsaclay.fr/
competitions/11077
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Label Example Instances in Train Instances in Development
Non anti-LGBT+ content Archana Shree what 2978 748

Homophobia Shoot him all Dust bin 179 42
Transphobia Hey seriously I thought

She was a Transgender
7 2

Table 1: Dataset Description

Figure 2: Dev Dataset

4 Methodology

The method used in this task is processing data,
extracting its features and applying it to classifier
models.

4.1 Data preprocessing

Data preprocessing is the first step that must be
performed on raw data to prepare it for analysis
and modeling. The raw data must be processed to
improve its quality and reliability and make it suit-
able for our machine learning model. First the data
must be cleansed. Data cleaning is the process of
fixing or removing incorrect, corrupted, incorrectly
formatted, duplicate, or incomplete data within a
dataset. These errors are called as noise and can
diminish the performance of our machine learning
models. Any data must be cleansed before we be-
gin our work with it. The models used in this task
are based on finding common words that occur in
the texts corresponding to each label. So the next
step is manipulating the data to be suitable for the
models. The following procedure was adopted in
the task:

1) Checking for null values: First the data is
checked for missing values. Most machine or deep
learning models require you to clean up the data of
null values before it is used. If missing values are
present, they are dropped.

2) Removing punctuation and special charac-
ters: Since the models used focus on finding com-

mon words, punctuations and special characters
are meaningless and are considered as noise in the
data. A list of punctuations from the string library
are used to remove the punctuations and special
characters from the text.

3) Converting to lowercase: The text is converted
to lowercase to standardize the text data so that dif-
ferent forms of the same words are considered the
same( For example, “Eating”, “EATING”, “eating ).
By converting to lowercase, the analysis becomes
case sensitive and enables an accurate frequency
counts of words.

4)Removing stop words: Stop words are filler
words that are insignificant and do not carry any
meaning in the context of the task (for example:
the, a, are, in). Stop words occur so frequently that
they can skew the result of the models. A list of
predefined stop words is used to remove the stop
words from the text.

4.2 Embeddings and Feature Extraction

Word embeddings are representations of words as
vectors in vector space such that words with similar
meanings are closer together. These embeddings
can be used for a wide range of NLP tasks, such as
text classification, semantic similarity, clustering,
and information retrieval.

Features are the individual measurable proper-
ties of the data that are used as input variables for
a model. Features provide information or attributes
that help the model understand and make predic-
tions or classifications based on the patterns and
relationships present in the data. The selection and
quality of features play a crucial role in the per-
formance and accuracy of the machine learning
model.

Language-Agnostic BERT Sentence Embedding
(LaBSE) is a multilingual language model devel-
oped by Google. It is built upon the BERT model
and utilizes the Wordpiece tokenization algorithm
for tokenizing text.

LaBSE follows a dual encoder architecture,
meaning it has two separate encoders. These en-
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Figure 3: Methodology

coders independently process source and target sen-
tences. The encoded representations of the sen-
tences are then passed through a scoring function
that ranks them based on their similarity. This tech-
nique enables LaBSE to store similar sentences
close to each other in a shared embedding space.

LaBSE learns to capture universal semantic pat-
terns across different languages. This enables the
model to generate meaningful sentence embed-
dings for sentences in multiple languages, even
for languages that were not included in the training
data.

In our project, we used LaBSE to generate
high-quality embeddings of the preprocessed data,
which are used as features for our classifier model.
The classifier model classifies the given text into
its corresponding labels.

4.3 Models Used

To classify the text data, we experimented with
multiple traditional models that include Random
Forest, SVM ,as well as the simple transformer
model , that is LaBSE. After evaluating the metrics
of multiple models, we focused on combining the
LaBSE feature extraction model along with the
SVM classifier.

4.3.1 Random Forest
Random forest is a supervised machine learning
algorithm used for classification that is based on
the concept of ensemble learning. Ensemble learn-
ing is the process of combining multiple classifiers
to solve a complex problem and improve the per-
formance of the model. RF contains a number of
decision trees on various subsets of the dataset. In-
stead of relying on one decision tree, the random
forest takes the prediction from each tree. based
on the majority votes of predictions, it predicts the
final output.

4.3.2 Support Vector Machine
Support vector machine or SVM is a supervised
machine learning model that is popularly used for
classification. SVM algorithm finds an optimal
hyperplane in an N-dimensional space that can sep-
arate the data points in different classes in the fea-
ture space, such that the margin between points
of different classes is maximized. The accuracy
of an SVM classifier model can be increased by
increasing the number of dimensions.

5 Result and Analysis

After evaluating the metrics of multiple models, we
focused on combining the LaBSE feature extrac-
tion model along with the SVM classifier as this
gave us the best results.

5.1 Performance Metrics

Three performance metrics were used for evaluat-
ing the task, namely Recall, Precision and F1 score.
The macro average and the weighted average of
these metrics were also calculated.

Precision: It is the ratio of correctly classified
data points to the total number of data points that
have been predicted to be of that class. High pre-
cision indicates that the model makes fewer false
positive predictions.

Precision =
TP

TP + FP
(1)

Recall: It is the ratio of correctly predicted pos-
itive instances out of all actual positive instances.
High recall indicates that the model successfully
identifies a larger portion of the actual positive in-
stances.

Recall =
TP

TP + FN
(2)
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F1 Score: The F1 score is the harmonic mean of
precision and recall. It provides a balanced evalu-
ation of the model by considering both precision
and recall. It balances precision and recall, making
it useful when both measures are important, such
as in imbalanced datasets, or when avoiding false
positives and false negatives is crucial.

F1− score =
2 · precision · recall
precision+ recall

(3)

The models were evaluated on development
dataset. Random Forest yielded a weighted F1
score of 0.92. Support Vector Machine yielded a
weighted F1 score of 0.93. However, the best re-
sults were shown when LaBSE feature extraction
was combined with SVM Classifier, yielding an
F1 score of 0.95. This could be attributed to the
advantage of using ensemble techniques.

Precision Recall F1-Score Support
0 0.95 1.00 0.97 748
1 0.67 0.05 0.09 42
2 0.00 0.00 0.00 2

Accuracy 0.95 792
Macro Avg 0.54 0.35 0.35 792

Weighted Avg 0.93 0.95 0.92 792

Table 2: RF Classification Report

Precision Recall F1-Score Support
0 0.95 0.99 0.97 748
1 0.44 0.10 0.16 42
2 0.00 0.00 0.00 2

Accuracy 0.94 792
Macro Avg 0.46 0.36 0.38 792

Weighted Avg 0.92 0.94 0.93 792

Table 3: SVM Classification Report

Precision Recall F1-Score Support
0 0.96 0.98 0.97 748
1 0.70 0.45 0.55 42
2 0.00 0.00 0.00 2

Accuracy 0.96 792
Macro Avg 0.55 0.48 0.51 792

Weighted Avg 0.94 0.96 0.95 792

Table 4: SVM with LaBSE Classification Report

In the classified test data submitted for Task A of
Homophobia/Transphobia Detection in social me-
dia comments:-LT-EDI@RANLP-2023 on English
Dataset, SVM with LaBSE yielded an F1 score of
0.95.

Our submission was ranked the 5th place in Task
A of Homophobia/Transphobia Detection in social
media comments:-LT-EDI@RANLP-2023 on En-
glish Dataset.

6 Conclusion

In this paper, we have presented traditional classifi-
cation models coupled with LaBSE, a pre-trained
language agnostic BERT model, for the classifica-
tion of Non-Anti LGBT, Homophobia and Trans-
phobia comments on the data given by Dravidian-
LangTech in the English language. The traditional
models explored were Random Forest and Sup-
port Vector Machine and it was found that SVM
yields a higher F1 score of 0.95. We believe that
we can improve the accuracy of our results using
more sophisticated models such as deep learning
architectures (e.g., convolutional neural networks,
recurrent neural networks, transformers) and com-
bining predictions from multiple models or model
variations through techniques like ensemble learn-
ing.
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Abstract

In this paper, we delineate the strategy em-
ployed by our team, DeepLearningBrasil,
which secured us the first place in the shared
task DepSign-LT-EDI@RANLP-2023, achiev-
ing a 47.0% Macro F1-Score and a notable
2.4% advantage. The task was to classify so-
cial media texts into three distinct levels of
depression - ”not depressed,” ”moderately de-
pressed,” and ”severely depressed.” Leveraging
the power of the RoBERTa and DeBERTa mod-
els, we further pre-trained them on a collected
Reddit dataset, specifically curated from men-
tal health-related Reddit’s communities (Sub-
reddits), leading to an enhanced understanding
of nuanced mental health discourse. To ad-
dress lengthy textual data, we used truncation
techniques that retained the essence of the con-
tent by focusing on its beginnings and endings.
Our model was robust against unbalanced data
by incorporating sample weights into the loss.
Cross-validation and ensemble techniques were
then employed to combine our k-fold trained
models, delivering an optimal solution. The
accompanying code is made available for trans-
parency and further development.

1 Introduction

Depression, a prevalent mental disorder, pro-
foundly affects individuals’ mood and emotions,
impacting approximately 300 million people world-
wide, representing 4.4% of the global population
(Organization et al., 2017). Early detection of de-
pression plays a vital role in preventing serious
consequences and providing timely support. With
the rise of social media platforms, people often ex-
press their thoughts and experiences, making these
platforms potential sources for detecting mental
health issues.

In light of this, the DepSign-LT-EDI@RANLP-
2023 shared task (Sampath et al., 2023) was orga-
nized to identify signs of depression by analyzing

social media posts. Building on the success of
the previous task in 2022 (S et al., 2022), where
Transformer-based models were used to detect dif-
ferent levels of depression, this paper presents
the winning approach developed by DeepLearn-
ingBrasil for the DepSign-LT-EDI@RANLP-2023
shared task.

Our solution combines state-of-the-art trans-
former models, namely RoBERTa and DeBERTa
v3 (Liu et al., 2019; He et al., 2023), trained on a
comprehensive Reddit dataset collected from men-
tal health-related Subreddits. To address the chal-
lenge of lengthy texts, we employed truncation
techniques that capture the essential information by
focusing on the beginnings and endings of the posts.
Additionally, we address the issue of imbalanced
data distribution by incorporating sample weights
into the loss function. Through cross-validation
and ensemble techniques, we combined multiple
models trained on different folds, resulting in an
optimized solution. For transparency and further
development, the code for our solution is available
on our GitHub repository 1.

The remaining sections of this paper are orga-
nized as follows: Section 2 provides an overview of
previous research on detecting depression through
social media analysis and on employed techniques;
Section 3 details the task, including its dataset
composition and distribution among the different
classes; Section 4 explains the methodology and
techniques employed in our approach; Section 5
presents the results of our experiments; Section
6 shows the results of our final submission, com-
paring between different approaches. In Section
7, we discuss the results obtained from compar-
ing RoBERTa and DeBERTa models, as well as
the effectiveness of ensemble methods and ordinal
classification losses.

1https://github.com/eduagarcia/
depsign-2023-ranlp
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2 Related Work

Zhang et al., 2022 conducted reviews on mental
illness detection, they concluded that depression is
the topic most researched between 2012 and 2020.
According to the study, Twitter and Reddit have
been increasingly used as a data source, comprising
up to 55% of the distribution.

DepSign-LT-EDI@RANLP-2023 shared task,
and the previous edition followed this trend, whose
aim is to detect different levels of depression using
Reddit posts (S et al., 2022). The DepSign com-
petitions were created based on the eRisk - early
detection of depression tasks hosted in 2017 and
2018 (Sampath and Durairaj, 2022). Given de-
pressed and non-depressed users, the dataset was
composed of a collection of posts for each user
(in chronological order); the objective was to de-
tect risk signals as soon as possible (Parapar et al.,
2022).

In text classification benchmarks, Transformer
models are the current state-of-art, such as BERT,
RoBERTa, and DeBERTa v3 (Devlin et al., 2018;
Liu et al., 2019; He et al., 2023). Transformer mod-
els leverage contextual linguistic knowledge from
massive corpora training in a masked-language task.
This initial step called pre-training. Then, the pre-
trained architecture can be finetuned for a specific
task, transferring the initial knowledge acquired in
the pre-training step.

The winner’s of DepSign-LT-EDI@ACL-2022
shared task employed various classification tech-
niques, mostly around Language Models with
the Transformer architecture. Poświata and
Perełkiewicz, 2022 achieved first place by using
techniques such as further pretraining a RoBERTa
model on depression corpora and used ensemble
techniques by taking the average of the probabili-
ties outputs of multiple models. Wang et al., 2022
achieved second place by employing a weighted en-
semble of gradient boosting model, LightGBM and
XGBoost, and fine-tuned RoBERTa, ELECTRA,
and DeBERTa v3 models. Singh and Motlicek,
2022 employed voting ensembles from XLNET,
BERT, and RoBERTa.

Another strategy used to deal with unbalanced
data used by Haque et al., 2021, which aims to
detect child depression from the cross-sectional
survey, was to use sample class weight on the clas-
sification loss.

For dealing with long texts, previous work by
Sun et al., 2019 explored truncation methods on

BERT models for classifying long articles from
IMDb and Chinese Sogou News datasets. They
hypothesized that the key information in an article
is typically found at the beginning and end. We
explore this technique as explained in 5.3.

3 Task

DepSign-LT-EDI@RANLP-2023 shared task was
organized to identify signs of depression by ana-
lyzing posts on social networks. Task follows the
previous edition (DepSign-LT-EDI@ACL-2022).
Given a posting in English on social media, the
task is to detect the signs of depression in that
posting, classifying it into three levels of depres-
sion: ’Not Depressed’, ’Moderately Depressed’,
and ’Severely Depressed’. The main evaluation
metric is macro-F1 (S et al., 2022).

Data was gathered from Reddit post archives
from Subreddits where the people discuss mental
health, such as r/Mental Health and r/depression.
After the post collection, the data was cleaned,
removing non-ASCII characters and emoticons
and annotated from two domain experts following
guidelines (Sampath and Durairaj, 2022; S et al.,
2022).

Annotators were oriented to label “Not de-
pressed”, examples that reflect momentary feel-
ings, ask for medications or ask for help for other
people’s conditions. Secondly, examples labelled
as “Moderate” reflect change in feelings or shows
hope for life or do not indicate the feeling com-
pletely immersed in any situations. Thirdly, ex-
amples considered as “Severe depression” were
the ones containing more than one disorder condi-
tions or explained about history of suicide attempts
(Sampath and Durairaj, 2022).

From the annotation guidelines and the training
data examples, they notice that simply expressing
as sad does not indicate depression. Therefore,
the task domain is challenging, since depression
is a clinical condition that is not as easy to detect
as negative feelings such as sadness, which could
easily contribute to false positive examples. The
task data also contains internet slang, whereas tra-
ditional models are not trained on these terms. We
pretrain the models as mentioned in Section 5.2 in
other to leverage these domain problems.

The task data are composed of all the examples
from 2022 tasks plus newly annotated samples,
summing up to 10,446 examples in training and de-
velopment sets. Following the 2022 task, the label

273



distribution is unbalanced, the most representative
class being ’moderate’, followed by ’not depres-
sion’ and the least representative, severe. The im-
balance is similar in the training and development
splits, as shown in Table 1. To treat data unbalance,
as detailed in Section 5.1, we apply loss sample
weights.

Label Train Dev

Not depression 2755 (38.3%) 848 (26.1%)
Moderately 3678 (51.1%) 2169 (66.8%)
Severe 768 (10.7%) 228 (7.03%)

Table 1: Number of examples and percentages per la-
bel in training and development splits in DepSign-LT-
EDI@RANLP-2023.

The task data also contains 210 duplicated exam-
ples, representing 2.0% of the training and devel-
opment sets. Initial deduplications of the examples
from the training set were used, but the results
deteriorated, as in Section 5.1, similar to undersam-
pling. We suggest in future work to explore further
the usage of data augmentation methods.

When tokenizing with RoBERTa large, 798 ex-
amples (7.6%) from the training and development
data splits contained over the maximum sequence
length supported by the Transformer model, which
is 512 tokens. In these long sequence examples,
truncation methods are applied and further investi-
gated in Section 5.3.

4 Methodology

During the development of our solution, we employ
various techniques to address different challenges
associated with the task, including unbalanced data,
domain-specific characteristics, and lengthy sen-
tences in the datasets. Due to time constraints dur-
ing the competition, we approach each aspect se-
quentially and evaluate the performance of different
techniques using our evaluation methodology. We
adopt an iterative process, where techniques that
demonstrated superior performance were retained
and carried forward to subsequent experiments.

For our solution, we adopt the fine-tuning ap-
proach proposed by Devlin et al., 2018 to train a
bidirectional transformer model for text classifica-
tion. In line with this approach, we pass the final
features of the [CLS] token through a pooling layer,
and subsequently through a classifier output layer,
the default loss function used in our implementa-
tion is Cross Entropy.

We opt for a two-step validation methodology.
First, to fine-tune our models’ hyperparameters, we
perform a grid search operation by training on the
training set and evaluating with the Macro-F1 met-
ric on the development set of the task data. The
hyperparameters we tuned included the learning
rate, the dropout rate of the task layer, the num-
ber of warm-up steps, and weight decay. Table 2
presents the grid of hyperparameters that were ex-
plored during the grid search process, along with
the constants we maintained.

Hyperparameter Tested Values

Learning Rate {2e-6, 4e-6, 6e-6, 8e-6}
Dropout of task layer {0, 0.2, 0.4}
Warmup steps {200, 500}
Weight Decay {0, 0.01}
Batch Size 8
Maximun Training Epochs 100
Learning Rate Scheduler Constant
Optimizer Adam
Adam ϵ 1e-8
Adam β1 0.9
Adam β2 0.999
Early Stopping Patience 2 (Epochs)
Early Stopping Threshold 0.0025 (Macro F1-score)

Table 2: Grid search space for the hyperparameter tun-
ing process.

After identifying the best performing hyperpa-
rameters, we conduct a final evaluation using the
k-fold cross-validation technique. This involved di-
viding the combined training and development sets
into four different folds, training and evaluating the
model on each fold. This process was repeated four
times, each time one fold was used for validation.
The performance of our models was then assessed
based on the mean Macro-F1 score across all folds.

The selection of the grid search and k-fold cross-
validation methodologies ensured that our models
were robust and not overly biased towards the train-
ing set, and hence are expected to perform well on
unseen data. The results reported in the follows
this methodology.

5 Experiments

The experiments were performed on a machine us-
ing 2 Nvidia Tesla V100 GPUs. We experiment
different strategies on Transformers in sequentially
in order to save time. The base model for our ex-
periments is the RoBERTa Large (Liu et al., 2019),
unless cited otherwise.
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5.1 Dealing with unbalanced data
Addressing the challenge of unbalanced data is cru-
cial in classification tasks, and we explored some
techniques to mitigate the impact of imbalanced
class distributions. One common approach is under-
sampling, which involves randomly selecting a sub-
set of samples from the majority class to match the
number of samples in the minority class. Although
this technique helps balance the class distribution,
it may result in the loss of valuable information. In
contrast, oversampling involves replicating or gen-
erating synthetic samples from the minority class
to equalize the representation of the class, thereby
mitigating the class imbalance issue.

In addition to sampling techniques, we employed
loss sample weights to assign higher weights to the
loss computed for samples belonging to minority
classes. This approach allows the model to pri-
oritize the correct classification of minority class
samples during training, improving their represen-
tation in the learned model.

To evaluate the effectiveness of these techniques,
we conducted experiments and compared their per-
formance on the test set. The results are presented
in Table 3. Using sample weights was the best
resulting technique in this experiment, undersam-
pling models did not converge well due to the re-
sulted low quantity of data.

Unbalanced Technique Metric

Do-Nothing 0.608
Undersampling –
Oversampling 0.610
Loss Sample Weights 0.613

Table 3: Experiment 1 - Performance comparison of
techniques for dealing with unbalanced data, with Sam-
ple Weights outperforming sampling data techniques.
Undersampling models did not converge well due to the
resulted low quantity of data. The Metric represents the
mean Macro F1-Score on the cross-validation data.

5.2 Domain adaptation
Domain adaptation is a technique used to optimize
pre-trained Transformer models for specific do-
mains of data. In this study, we explore the effec-
tiveness of domain adaptation through further pre-
training on a domain-specific corpus of unlabeled
data. This approach enhances the models’ ability to
learn domain-related words and relations, thereby
improving their performance in mental-health re-

lated tasks. Successful implementations of domain
adaptation using this technique have been reported
by Poświata and Perełkiewicz, 2022, who achieved
first place in the 2022 edition of the shared task
by applying further pre-training on Transformer
models.

To perform domain adaptation, we leveraged the
vast collection of user-generated content available
on the Reddit platform. Using the Python Red-
dit API Wrapper (PRAW) library, we collected
pre-training data from a total of 117 subreddits,
including 82 subreddits related to depression and
35 non-depression subreddits. The data collection
process aimed to capture the top n posts from each
subreddit, where n was determined as 2% of the
follower count of the respective subreddit. This
approach ensured a representative sample of posts
from each subreddit, taking into account the size of
their respective communities. The resulting dataset
consisted of approximately 7.3 million comments.
To respect the privacy of Reddit users, all data was
preprocessed to anonymize user information.

For further pre-training, we performed a text
deduplication process on the corpus, resulting in
a balanced dataset of 6.6 million comments. This
dataset comprised 3.4 million comments from men-
tal health-related subreddits and 3.2 million com-
ments from other subreddits. The pre-training data
occupied approximately 1.4 GB of raw text on disk.

For the further pre-training of our models, we
employed two popular architectures: RoBERTa
(Liu et al., 2019), used by the previous winner, and
DeBERTa v3 (He et al., 2023), which has shown
promising results in various benchmarks. Using the
public English checkpoints of each model as the
starting point, we further pre-train the RoBERTa
Large model using Masked Language Modeling
(MLM) on the collected Reddit Mental Health
dataset; similarly, we further pre-trained the De-
BERTa v3 Large model using Replaced Token De-
tection (RTD) on the same dataset.

Table 4 provides a comparison of different pre-
trained models and their performance after domain
adaptation. The results demonstrate that further
pre-training on the Reddit mental health dataset
resulted in performance improvements for both
RoBERTa and DeBERTa v3 models. However, the
RoBERTa models consistently outperformed the
DeBERTa v3 models in this task, as indicated by
higher Macro F1-Scores. We label the new model
”MentalBERTa” and we will use it as a base model
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Model Futher Pre-train Dataset Pre-Training Task Metric

RoBERTa Large (Liu et al., 2019) - - 0.613
RoBERTa Large Reddit Mental Health MLM 0.616
DeBERTa V3 Large (He et al., 2023) - - 0.605
DeBERTa V3 Large Reddit Mental Health RTD 0.607

Table 4: Experiment 2 - Comparison of different pre-trained models used and domain adaptations results. There
was a gain in performance by realizing a further pre-training on domain data, but overall the DeBERTa models did
not perform well in comparison with the RoBERTa models in this task. The Metric represents the mean Macro
F1-Score on the cross-validation data.

in our next experiments.

5.3 Truncation methods

In the DepSign-LT-EDI@RANLP-2023 competi-
tion, approximately 7.6% of the training and devel-
opment data splits exceeded 512 tokens when tok-
enized with the RoBERTa vocabulary. To address
this limitation imposed by the maximum sequence
length of the RoBERTa model, we experimented
with different truncation methods.

Sun et al., 2019 tested three truncation meth-
ods: head-only, which retains the first 512 tokens;
tail-only, which keeps the last 512 tokens; and
head+tail, which selects the first 128 (25%) to-
kens and the last 384 (75%) tokens. Their ex-
periments revealed that the head+tail truncation
method yielded the best results.

In our study, we evaluated additional truncation
regimens, including:

1. 100% head (head-only): keep the first 512
tokens;

2. 75% head + 25% tail: select the first 128
tokens and the last 384 tokens;

3. 50% head + 50% tail: select the first 256
tokens and the last 256 tokens;

4. 25% head + 75% tail: select the first 384
tokens and the last 128 tokens;

5. 100% tail (tail-only): keep the last 512 to-
kens.

Table 5 presents the results of our experiments
using different truncation methods. Our findings
indicate that the 50% head + 50% tail regimen
achieved the best performance, closely followed by
the 25% head + 75% tail regimen, which aligns
with the findings of Sun et al., 2019. These results
suggest that the optimal truncation distribution may
depend on the characteristics of the dataset.

Truncation method Metric

100% head 0.616
75% head + 25% tail 0.613
50% head + 50% tail 0.618
25% head + 75% tail 0.617
100% tail 0.606

Table 5: Experiment 3 - Results of different truncation
methods. 50% head + 50% tail achieves the bests re-
sults. The Metric represents the mean Macro F1-Score
on the cross-validation data.

5.4 Ensemble Techniques

Ensembling is a powerful technique that combines
multiple models to achieve improved prediction
performance compared to individual models. In
the 2022 edition of the shared task, each of the
top three winners applied a different ensemble
technique: the 1st place winner (Poświata and
Perełkiewicz, 2022) used the mean of the raw out-
put vectors (Logits Mean), the 2nd place winner
(Wang et al., 2022) used a weighted sum of the
probabilities (Weighted Softmax Mean), and the
3rd place winner (Singh and Motlicek, 2022) em-
ployed a majority voting system (Voting).

In our internal tests on the development set, we
experimented with various ensemble techniques.
Interestingly, the best results came from treating
the task as a regression problem. We assigned val-
ues from 0 to 2 for each label of the shared task and
took the mean of the models’ predictions, then the
result is rounded to the nearest valid integer for the
final classification (referred to as Regression Mean).
However, these results were inconsistent when eval-
uated on the cross-validation data, with the perfor-
mance of the Voting or Softmax Mean systems
sometimes outperform the Regression Mean.

For the final submission, we decided to use the
Regression Mean and Voting ensembles. How-
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ever, upon evaluating the test data after the compe-
tition ended, we found that a Softmax Mean ensem-
ble would have significantly improved the results,
while Voting and Regression degraded the results
in relation to the predictions of a single model. Ta-
ble 6 presents the results of the test set for different
ensemble techniques using the cross-validation re-
sults of our best model.

Model Macro F1 (Test set)

Single Model (best fold) 0.4683

Ensemble method Macro F1 (Test set)

Logits Mean 0.4878
Softmax Mean 0.4915
Voting 0.4635
Regression Mean 0.4678

Table 6: Results of different ensemble methods using
the outputs of each fold of our Best Model on the Test
Set. The model was trained using the cross-validation
dataset, comprising 4 folds.

6 Final submission and Results

Our best performing model, MentalBERTa, trained
with Loss Sample Weights and 50% head + 50%
tail truncation, achieved a Macro F1 score of 0.618
on the cross-validation data. The models resulting
from the experiments were also included in the
final submission ensemble. We selected the top 9
models and used each model’s 4 folds to compose
part of the final ensemble submissions.

Our three final submissions were:

1. KFoldMean9Mode: A hierarchical ensemble
approach involving Regression Mean on each
k-fold (4), followed by a Voting ensemble of
the 9 models.

2. BestModel4Mean: The Regression Mean en-
semble of the best model.

3. All36Mode: A simple Voting ensemble of all
36 outputs (9 models x 4 folds).

The best results were obtained from the Best-
Model4Mean submission, with a score of 0.470.
This secured us the 1st place in the DepSign-LT-
EDI@RANLP2023 shared task. It is worth noting
that ensembling more than 4 models resulted in a
degradation of the final score.

7 Conclusion

In this paper, we have described our approach
and techniques that led our team, DeepLearning-
Brasil, to secure the 1st place in the DepSign-LT-
EDI@RANLP2023 shared task. Our objective was
to classify social media texts into three levels of
depression. Leveraging the power of RoBERTa
and DeBERTa models, we pre-trained them on a
curated Reddit dataset from mental health-related
communities. To address the challenge of lengthy
texts, we employed truncation methods that fo-
cused on the beginnings and endings of the content.
In dealing with unbalanced data, we used tech-
niques such as undersampling, oversampling, loss
of sample weights, and data augmentation to miti-
gate the impact of imbalanced class distributions.

Ensemble techniques were employed to combine
the strengths of multiple models. Our experiments
showed that the choice of ensemble method var-
ied depending on the fold and dataset character-
istics. Overall, our winning approach highlights
the importance of effective pre-training, addressing
unbalanced data, domain adaptation, and strategic
ensemble techniques. We will make available pre-
training data 2 and our MentalBERTa model 3.
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Abstract

Hope exerts a substantial influence on human
cognition and behavior, yet hope related con-
tent remains under explored in the realm of
social media data analysis. Investigating this
content unveils valuable insights into users’
emotions, aspirations, and anticipations, of-
fering researchers and analysts a richer com-
prehension of hope’s impact on digital-era in-
dividuals’ well-being, choices, and actions.
Further, this area is rarely explored even for
high-resource languages. To address the iden-
tification of hope text in social media plat-
forms, this paper describes the models sub-
mitted by the team MUCS to “Hope Speech
Detection for Equality, Diversity, and Inclu-
sion (LT-EDI)” shared task organized at Re-
cent Advances in Natural Language Processing
(RANLP) - 2023. This shared task aims to clas-
sify a comment/post in English and code-mixed
texts in three languages (Bulgarian, Spanish,
and Hindi) into one of the two predefined cate-
gories: “Hope” or “Non Hope”. Two models: i)
Hope BERT - Linear Support Vector Classifier
(LinearSVC) model trained by concatenating
Bidirectional Encoder Representations from
Transformers (BERT) embeddings and Term
Frequency-Inverse Document Frequency (TF-
IDF) of character n-grams with word boundary
(char wb) for English and ii) Hope mBERT
- LinearSVC model trained by concatenating
Multilingual BERT (mBERT) embeddings and
TF-IDF of char wb for Bulgarian, Spanish, and
Hindi code-mixed texts, are proposed for the
shared task to classify the given text into Hope
or Non-Hope categories. The proposed models
obtained 1st, 1st, 2nd, and 5th ranks by exhibit-
ing macro F1 scores of 0.61, 0.75, 0.67, and
0.44 for Spanish, Bulgarian, Hindi, and English
texts respectively.

1 Introduction

Social media has a profound impact on society, pro-
viding a platform for individuals to express their

opinions and communicate with others effectively
at a much faster rate. It also enables access to di-
verse opinions, facilitates connection with different
individuals, promotes art and culture, and provides
a platform for marginalized voices. Social media
platforms are also being used effectively to spread
awareness and support various causes, for instance:
inequality, human rights violations, discrimination,
health and wellness, environmental concerns, etc.
(Chakravarthi and Muralidaran, 2021; Balouchzahi
et al., 2021b). While constructive criticism have
fostered healthy discussions, the misuse of freedom
of speech on social media has become a prevalent
issue (Hegde et al., 2021b). Trolling and online
bullying have become unfortunate consequences of
this freedom, causing significant harm to individ-
uals’ mental well-being. Numerous studies have
consistently highlighted the detrimental effects of
heavy social media usage, including increased risk
of depression, anxiety, loneliness, self-harm, and
even suicidal thoughts (Hegde et al., 2022c). Ef-
forts can be made to reduce these negative thoughts
by promoting more positive and supportive hope
content on social media. Hence, analyzing hope
content/speech in social media is considered as an
essential determinant for the well-being of users
which can also motivate users in a positive way
and provide valuable insights into the trajectory of
goal-directed behaviors, persistence in the face of
misfortunes, and adjusting to positive or negative
changes in life (Balouchzahi et al., 2023; Ghanghor
et al., 2021).

Hope speech detection refers to the analysis of
social media content for the detection of inspira-
tional text/posts with positive vibes. However, hope
speech detection has rarely been experimented even
for high-resource languages (Chakravarthi et al.,
2022). Social media text is often code-mixed and
the analysis of code-mixed texts in low-resource
languages has been the focus of several studies
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Table 1: Sample comments from Hope Speech detection dataset along with the English translation

and workshops (Fake News Detection (Hegde and
Shashirekha, 2021), Sentiment Analysis (Hegde
et al., 2022a), Word Level Language Identifica-
tion (Balouchzahi et al., 2022a), Machine Transla-
tion (Hegde et al., 2022b; Hegde and Lakshmaiah,
2022), Threatening Language Detection (Hegde
and Shashirekha, 2022) and Offensive Language
Identification (Hegde et al., 2021a)). Processing
code-mixed texts is challenging due to mixing lan-
guages within the same utterance or text. These
challenges include tokenization, language identi-
fication, linguistic variation, and unavailability of
pretrained models trained to represent code-mixed
text. To address these challenges, “Hope Speech
Detection for Equality, Diversity, and Inclusion”
shared task1 at RANLP 20232 aims to classify com-
ment/post in English and code-mixed texts in Span-
ish, Bulgarian, and Hindi, into one of the two pre-
defined categories, namely: “Hope” or “Non hope”.
The sample comments/posts from the shared task
dataset along with their English translations are
shown in Table 1.

In this paper, we team MUCS, describe the
two binary classification models: Hope BERT and
Hope mBERT, submitted to “Hope Speech Detec-
tion for Equality, Diversity, and Inclusion” shared
task (Kumaresan et al., 2023). While Hope BERT
uses a combination of TF-IDF of char wb and
BERT embeddings extracted from BERTbase mod-
els, to train LinearSVC for hope speech detection
in English, Hope mBERT makes use of Multilin-
gual BERT (mBERT) embeddings combined with

1https://codalab.lisn.upsaclay.fr/competitions/11076
2http://ranlp.org/ranlp2023/

TF-IDF of char wb to train LinearSVC for hope
speech detection in Bulgarian, Spanish, and Hindi
code-mixed texts. The code to reproduce the pro-
posed models is available in github3.

The rest of paper is organized as follows: while
Section 2 describes the recent literature on code-
mixed text processing and hope speech detection,
Section 3 focuses on the description of the pro-
posed models submitted to the shared task followed
by the experiments and results in Section 4. Con-
clusion and future works are included in Section 5.

2 Related Work

Hope is a positive state of mind that is based on
an expectation of confident outcomes with respect
to an occurrence of any event in one’s life. Re-
searchers have explored many algorithms to detect
the hope speech in text and few of the relevant
works are described below:
Balouchzahi et al. (2021a) describes the models to
detect hope speech in English, Tamil-English and
Malayalam-English code-mixed texts. The authors
proposed three distinct models: i) CoHope-ML -
ensemble of Machine Learning (ML) classifiers
(eXtreme Gradient Boosting (XGB), and Logis-
tic Regression (LR), and MultiLayer Perceptron
(MLP)) with hard voting, ii) CoHope-NN - based
on keras Neural Network (NN) and iii) CoHope-
TL - Bidirectional Long Short Term Memory (BiL-
STM) with 1 Dimensional Convolutional Neural
Network (1DCNN) trained with BERT embeddings.
Both, CoHope-ML and CoHope-NN models are

3https://github.com/hegdekasha/Hope speech

280



trained with character n-grams in the range (3, 6)
and syntactic n-grams in the range (2, 3). CoHope-
ML model outperformed the other models and ob-
tained weighted F1 scores of 0.85, 0.92, and 0.59
for Malayalam-English, English and Tamil-English
texts respectively. Balouchzahi et al. (2023) cre-
ated a dataset to identify hope content in code-
mixed Spanish-English tweets and implemented
several baselines based on ML, Deep Learning
(DL), and Transfer Learning (TL) approaches to
benchmark their dataset. Their work consists of
two subtasks: subtask 1 - a binary classification
and subtask 2 - a multiclass classification. TF-IDF
of word uni-grams are used to train ML models
(Support Vector Machine (SVM), Decision Tree
(DT), Random Forest (RF), LR, XGB, MLP, Cate-
gorical Boosting (CB)), Global Vectors for Word
Representation (GloVe) and fastText embeddings
are used to train the DL models (Long Short Term
Memory (LSTM), Bidirectional LSTM, and Con-
volutional Neural Network (CNN)) and TL based
models are trained using BERT, Robustly Opti-
mized BERT Approach (RoBERTA), mBERT, and
MLNet features. Among all the learning models,
LR and CB classifiers outperformed the other mod-
els obtaining macro F1 scores of 0.80 and 0.79
for binary and 0.64 and 0.54 for multiclass clas-
sifications respectively. The learning models sub-
mitted by Gowda et al. (2022) aims to classify the
given comments in English into ’Hope’ or ’Not-
Hope’ using 1DCNN with LSTM model trained
with keras embeddings features. Using Synthetic
Minority Oversampling Technique (SMOTE) to
handle data imbalance in the dataset, they obtained
macro F1 score of 0.55 and weighted F1 score of
0.860. Balouchzahi et al. (2022b) presents the en-
semble model (two DT classifiers and one Random
Forest (RF) classifier) with soft voting to select the
best word and character n-grams to train keras NN
for hope speech detection. Their models obtained
weighted F1 scores of 0.870 and 0.790 for En-
glish and Spanish texts respectively. Vijayakumar
et al. (2022) presented fine-tuning of A Lite BERT
(ALBERT) - a transformer-based model to detect
hope speech in code-mixed Dravidian languages
(Malayalam and Kannada) and English. During
fine-tuning ALBERT model, they used Adam opti-
mizer and obtained weighted average F1 scores
of 0.880, 0.740, and 0.750 for English, Malay-
alam, and Kannada languages respectively. Hande
et al. (2021) created the hope speech dataset with

6,176 user-generated comments in code-mixed
Kannada language scraped from YouTube and
manually annotated them as ’Hope’ or ’Not-hope’
to detect hope speech. They benchmarked their
dataset with ML (LR, k-Nearest Neighbors (k-
NN), DT, RF, and Naive Bayes), DL (LSTM,
BiLSTM, and CNN), and TL (BERT, mBERT,
RoBERTa, RoBERTa-mBERT, Cross Lingual Lan-
guage Model RoBERTa, and Dual-Channel BERT
(DC-BERT4HOPE)) based approaches. Among
all the models, RF and DC-BERT4HOPE with
RoBERTa-mBERT models outperformed other
models with weighted F1 scores of 0.706 and 0.752
respectively.

From the above literature, it is clear that hope
speech detection task is not even explored for high-
resource languages. It also indicates that there is
enough space for developing models and tools for
detecting hope speech content in code-mixed low-
resource languages.

3 Methodology

The framework of the proposed methodology visu-
alized in Figure 1 includes the following steps:

Figure 1: The framework of the proposed methodology
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Configuration Values
WordPiece Vocab size (BERT) 30,522

WordPiece Vocab size (mBERT) 1,19,547
attention heads 12

layers 6
dimension 768
max length 100

Table 2: Configurations and their values used in BERT
and mBERT models

3.1 Preprocessing
Preprocessing steps involve converting emojis to
their corresponding text, eliminating punctuation,
digits, and unwanted characters (such as !()-[];:’”
¡¿./?$=%+@* ’, etc.) and lowercasing the text. Fur-
ther, Bulgarian, Hindi, and Spanish stopwords list
available at github4 and English stopwords avail-
able at Natural Language Tool Kit5 are used as
references to remove stopwords. These steps help
to reduce the irrelevant textual content and improve
the performance of the learning models.

3.2 Feature Extraction
Feature extraction is a crucial step which helps
to extract features in the given data and the dis-
tinguishing features helps to improve the per-
formance of the learning models (Hegde et al.,
2022d). A fusion of TF-IDF of char wb, and
BERT/mBERT embeddings (BERT embeddings
for English text and mBERT embeddings for Span-
ish, Bulgarian, and Hindi texts) are used as features
to train Hope BERT/Hope mBERT models in the
proposed approach.

• TF-IDF of char wb - character sequences
of length 1 to 3 are extracted using char wb6

n-grams and represented as TF-IDF vectors.

• BERT and mBERT embeddings - are pre-
trained models trained on huge unlabeled
text data for word representations. BERT
is trained on Toronto Book Corpus and
Wikipedia and exclusively used for tasks in-
volving English texts, whereas mBERT is
trained on wikipedia data and blogs that be-
long to more than 104 languages and exclu-
sively used for tasks that includes multiple
languages. These pretrained models provide

4https://github.com/stopwords-iso/
5https://pythonspot.com/nltk-stop-words/
6https://scikit-learn.org/stable/modules/generated/

sklearn.feature extraction.text.TfidfVectorizer.html

Hyperparameters Values
penalty l2

C 1.0
class weight balanced

max iter max iter
random state 100

loss squared hinge

Table 3: Hyperparameters and their values used in Lin-
earSVC model

Language Train set Development set
Hope Not-Hope Hope Not-Hope

Bulgarian 223 4,448 75 514
English 1,562 16,630 400 4,148
Hindi 343 2,219 45 275

Spanish 691 621 100 200

Table 4: Statistics of the Train and Development sets

tokenizers and for each token/word they pro-
vide embeddings which encode the semantic
information.

3.3 Model Description
Language Model (LM) analyzes large collections
of text data to gain insights into the relationships
between words and generate accurate predictions
based on the context of the input text. Inspired by
the LM, the framework described by Balouchzahi
et al. (2021a) is adopted for the proposed models.

3.3.1 Hope BERT
This model makes use of pretrained BertTokenizer7

and TFBertModel8 modules for tokenization and
loading the BERT LM respectively for English text.
BertTokenizer is a pretrained tokenizer trained on a
large amount of English text. It tokenizes the words
based on WordPiece9 tokenizer. Further, ‘TFBert-
Model‘ is a class in the huggingface transformers
library that loads the pretrained BERT LM for En-
glish text. This LM can predict the next word in
a sentence by considering both the left and right
context of the input text. The steps involved in
designing Hope BERT model are described below:

• Tokenization - BertTokenizer is loaded and
fine-tuned on the English text provided by the
shared task organizers

• Creating features - a pre-trained BERT LM
is loaded with a WordPiece vocabulary of

7https://huggingface.co/docs/transformers/
main classes/tokenizer

8https://huggingface.co/docs/transformers/model doc/bert
9https://huggingface.co/learn/nlp/course/chapter6/6?fw=pt
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Language Development set Test set
With

imbalanced
data

With
balanced

data

With
imbalanced

data

With
balanced

data
Hope mBERT

Spanish 0.76 0.79 0.6 0.61
Bulgarian 0.80 0.81 0.73 0.75

Hindi 0.70 0.73 0.65 0.67
Hope BERT

English 0.65 0.67 0.42 0.44

Table 5: Results of the proposed models

Figure 2: Comparison of macro F1 scores of the participating teams in the shared task

size 30,522 and fine-tuned on the English
dataset provided by the organizers, allowing
the model to generate feature vectors. These
vectors are then used to train the LinearSVC
model

The configuration and their values used in con-
structing Hope BERT model are shown in Table 2.

3.3.2 Hope mBERT
Hope mBERT model utilizes pretrained multi-
lingual BertTokenizer (mBERT tokenizer) and
multilingual TFBertModel10 (mBERT LM) mod-
ules to load the pretrained multilingual tokenizer
and mBERT LM respectively for the multilingual
texts. The steps, configurations and the corre-
sponding values to build Hope mBERT model are
the same as used in constructing the Hope BERT
model. The resulting multilingual word em-
beddings contains WordPiece vocabulary of size

10https://huggingface.co/bert-base-multilingual-cased

1,19,547. Hope mBERT LM is fine-tuned on Span-
ish/ Bulgarian/ Hindi languages, to build the mod-
els for the respective languages. This fine-tuning
enables the model to create feature vectors, which
are subsequently employed to train the LinearSVC
models.

3.3.3 Classifier Construction

LinearSVC is a supervised ML algorithm typically
used for classification tasks. It works by mapping
data points to a high-dimensional space and then
finding the optimal hyperplane that divides the data
into consequent classes (Fung and Mangasarian,
2001). This algorithm aims to maximize the mar-
gin between the classes, allowing for better general-
ization of unseen data. Hyperparameters and their
values used to train LinearSVC model are shown in
Table 3. The hyperparameters which are not men-
tioned in Table 3 are used with their default values.
As the dataset provided by the organizers is imbal-
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Table 6: Sample misclassified comments along with the probable reasons

anced, class weight =’balanced’ hyperparameter
is used during training the LinearSVC to handle
the data imbalance. This hyperparameter value
automatically adjusts class weights based on their
frequencies, resolving the data imbalance issue to
some extent without manual intervention.

4 Experiments and Results

Statistics of the datasets provided by the or-
ganizers of the shared task is shown in Ta-
ble 4 (Chakravarthi, 2020). Hope BERT and
Hope mBERT models are evaluated using the Test
sets and the predictions are submitted to the orga-
nizers for evaluation in terms of macro F1 score.
The performance of the proposed models are shown
in Table 5. Hope BERT model exhibited a macro
F1 score of 0.44 securing 5th rank in the shared
task for English text and Hope mBERT models
exhibited macro F1 scores of 0.61, 0.75, and 0.67
securing 1st, 1st, and 2nd ranks for Spanish, Bul-
garian, and Hindi code-mixed texts respectively.
The low macro F1 score for English may be due to
severe class imbalance in the English train set. Few
misclassified comments along with the actual and
predicted labels (obtained from Hope BERT and
Hope mBERT models evaluating on the English
and Hindi Test sets respectively), and the probable
reasons for misclassification are shown in Table 6.
From Table 6, it is clear that, removing stopwords
and incorrect annotations have shown the impact

in deciding the polarity of the comments. Figure 2
gives the comparison of macro F1 scores of all the
participating teams for the shared task.

5 Conclusion

In this paper, we team MUCS, presented the de-
scription of the proposed models for the “Hope
Speech Detection for Equality, Diversity, and
Inclusion-LT-EDI” shared task at RANLP-2023.
The proposed models: Hope BERT - trained with
a combination of TF-IDF of char wb and BERT
embeddings for English texts exhibited a macro F1
score of 0.44 securing 5th rank and Hope mBERT
trained with a combination of TF-IDF of char wb
and mBERT embeddings for code-mixed Spanish,
Bulgarian, and Hindi texts, exhibited macro F1
scores of 0.61, 0.75, and 0.67 securing 1st, 1st, and
2nd ranks for Spanish, Bulgarian, and Hindi re-
spectively. Suitable features that could efficiently
capture the contextual information from the code-
mixed text will be explored further.
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Abstract

Homophobic/Transphobic (H/T) content in-
cludes hate speech, discrimination text, and
abusive comments against Lesbian, Gay, Bisex-
ual, Transgender, and Queer (LGBTQ) individ-
uals. With the increase in user generated text
in social media, there has been an increase in
H/T content also. Further, most of the text data
on social media is code-mixed and this poses
challenges for efficient analysis and detection
of H/T content on social media. The complex
nature of code-mixed text necessitates the de-
velopment of advanced tools and techniques
to effectively tackle this issue on social me-
dia platforms. Hence, in this paper, we - team
MUCS, describe the transformer based models
submitted to ”Homophobia/Transphobia Detec-
tion in social media comments” shared task in
Language Technology for Equality, Diversity
and Inclusion (LT-EDI) at Recent Advances in
Natural Language Processing (RANLP)-2023.
The proposed methodology makes use of over-
sampling technique to handle data imbalance
in the given Train set and this oversampled data
is used to fine-tune the Transfer Learning (TL)
based Multilingual Bidirectional Encoder Rep-
resentations from Transformers (mBERT) mod-
els. These models obtained weighted F1 scores
of 0.91, 0.91, 0.95, 0.94, and 0.81 securing 11th,
5th, 3rd, 3rd, and 7th ranks for English, Tamil,
Malayalam, Spanish, and Hindi languages re-
spectively in Task A and weighted F1 scores
of 0.14, 0.82, and 0.85 securing 8th, 2nd, and
2nd ranks for English, Tamil, and Malayalam
languages respectively in Task B.

1 Introduction

Social media platforms provide a means for users
to express their views, ideas, reviews, comments,
opinions, and emotions, freely and instantaneously
without any barriers of the language and content.
This has given raise to the creation and sharing
of useful content as well as unhealthy posts, such

as offensive, abusive, and hatred content, target-
ing a person, a group, or a community (Hegde
et al., 2021; Balouchzahi et al., 2021b). H/T con-
tent is one such content that expresses the hatred-
ness towards LGBTQ community on their sexual
orientation or gender identity (Chakravarthi et al.,
2021). LGBTQ individuals face various forms of
textual violence and discrimination such as, hate
speech, cyberbullying, exculsion and isolation, on-
line shaming, and misgendering in online environ-
ment or on social media platforms. They also be-
come targets of threats and abuse, leading to sig-
nificant mental health issues (Hegde et al., 2022b).
Hence, identifying and removing H/T content on
social media platforms is a crucial aspect in order
to promote equality, diversity, and inclusion in the
society. By implementing these measures, it is pos-
sible to create a safer online environment for the
LGBTQ community and support their well-being
and mental health (Mandl et al., 2020).

Identifying H/T content in social media text
poses challenges due to the complex nature of
code-mixed text prevalent on these platforms
(Chakravarthi, 2023; Hegde and Shashirekha,
2022). Social media text often includes the mix-
ing of local or regional languages such as Hindi,
Malayalam, Tamil, etc., with English, at sub-word,
word and sentence level leading to code-mixed
content. (Jose et al., 2020; Hegde et al., 2022a;
Balouchzahi et al., 2022). This code-mixing makes
the identification and analysis of H/T content more
difficult, as traditional language processing mod-
els may fail to accurately interpret and classify
such mixed-language texts. To effectively address
this challenge, Natural Language Processing (NLP)
techniques need to be explored for code-mixed text,
taking into consideration the linguistic nuances and
variations in different languages. By developing ro-
bust algorithms and models to handle code-mixed
H/T text, it is possible to identify and combat H/T
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Table 1: Sample text and their English Translations for Task A

content in a better way ensuring a safer and more
inclusive online environment for all users.

To address the challenges of H/T content
identification in social media text, in this paper,
we - team MUCS, describe the models submitted
to ”Homophobia/Transphobia Detection in Social
media Comments” shared task1 at RANLP-20232.
The shared task consists of two subtasks: i) Task
A - a comment-level polarity classification task
to identify H/T content in English, Tamil, Hindi,
Malayalam, and Spanish languages, with 3 labels
(Non-anti-LGBT+, Homophobia, and Transpho-
bia) and ii) Task B - to identify H/T content in
English, Tamil, and Malayalam texts, with 7
labels (None-of-the-above, Hope-speech, Counter-
speech, Homophobic-derogation, Homophobic-
Threatening, Transphobic-derogation, and
Transphobic-derogation) (Chakravarthi et al.,
2023). Sample comments from the datasets
provided by the organizers of the shared task for
Task A and Task B are shown in Table 1 and
Table 2 respectively. As there are more than two
classes in the dataset, the shared task is modeled
as a multi-class text classification problem. The
proposed methodology includes oversampling the
Training set as the given data is imbalanced and
fine-tuning the BERT models for both Task A and
Task B.

The rest of the paper is structured as follows:
Section 2 contains related works and Section 3
explains the methodology. Section 4 describes the
experiments and results and the paper concludes in

1https://codalab.lisn.upsaclay.fr/competitions/11077/
2http://ranlp.org/ranlp2023/

Section 5 with future work.

2 Related work

Several researchers have explored H/T content de-
tection, offensive language identification and hate
speech and offensive content detection in various
languages and few of the relevant ones are de-
scribed below:
Hegde and Shashirekha (2022) describe the learn-
ing models to perform Sentiment Analysis (SA)
and H/T content detection in code-mixed Dravid-
ian languages as Task A (Malayalam and Kannada)
and Task B (Tamil and romanized Tamil (Tamil-
English)) respectively. Using conventional prepro-
cessing of converting emojis to text and removal
of digits and stopwords, these models make use of
Dynamic Meta Embedding (DME) to train Long
Short Term Memory (LSTM) model for SA and
H/T content identification in code-mixed Dravid-
ian languages. These models obtained macro F1
scores of 0.61 and 0.44 for Malayalam and Kan-
nada languages respectively in Task A and 0.58 and
0.74 for Tamil and Tamil-English texts respectively
in Task B. Singh and Motlicek (2022) presented
TL approach for fine-tuning Cross Lingual Lan-
guage Models Robustly Optimized BERT (XLM
ROBERTA) model in Zero-Shot learning frame-
work for the detection of H/T contents in English
and Tamil-English and obtained macro F1 scores of
0.89 and 0.85 for English and Tamil-English texts
respectively.

Ashraf et al. (2022) proposed the Machine
Learning (ML) models (Support Vector Machines
(SVM), Random Forest (RF), Passive Aggressive
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Table 2: Sample texts and their English Translations for Task B

Figure 1: The framework of the proposed model

Classifier (PA), Gaussian Naive Bayes (GNB),
Multi-Layer Perceptron (MLP)) to detect H/T con-
tent in three languages (English, Tamil and Tamil-
English) trained with Term Frequency-Inverse
Document Frequency (TF-IDF) of word bigrams.
Among these models, SVM outperformed all other
classifiers with weighted F1 scores of 0.91, 0.92,
0.88 for English, Tamil and Tamil-English lan-
guages respectively.

Two distinct models: COOLI-Ensemble - a Vot-
ing Classifier with three estimators (Multi Layer
Perceptron (MLP), eXtreme Gradient Boosting

(XGB) and Logistic Regression (LR)) and COOLI-
Keras - a Keras dense neural network architecture
model, described by Balouchzahi et al. (2021a)
aims to classify code-mixed texts in Kannada-
English, Malayalam-English, and Tamil-English
language pairs into six predefined categories and
Malayalam-English language pair into five cate-
gories for identifying offensive content. Char-
acter and word sequences extracted are vector-
ized using CountVectorizer3 and the relevant fea-

3https://scikit-learn.org/stable/modules/generated/
sklearn.feature extraction.text.CountVectorizer.html
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Train set Development set

Language
Non-anti-

LGBT+content
Homophobia Transphobia

Non-anti-
LGBT+content

Homophobia Transphobia

English 2,978 179 7 748 42 2
Tamil 2,064 453 145 507 118 41
Hindi 2,423 45 92 305 2 13

Malayalam 2,468 476 170 937 197 79
Spanish 450 200 200 150 43 43

Table 3: : Classwise distribution of labels in the dataset for Task A

tures are selected using feature selection algorithms
(Chi-Square test, Mutual Information (MI), and
F test). COOLI-Ensemble model performed bet-
ter and obtained weighted F1 scores of 0.97, 0.75,
and 0.69 for Malayalam-English, Tamil-English
and Kannada-English language pairs respectively.
Balouchzahi and Shashirekha (2020) proposed
three distinct models: ensemble of ML classifiers
(Random Forest Classifier, LR, and Support Vec-
tor Classifier (SVC)) with hard voting, TL classi-
fier using Universal Language Model Fine-tuning
(ULMFiT) model, and ML-TL - an ensemble of
ML and TL models with hard voting, to detect hate
speech and offensive content in English, German
and Hindi languages. Among all the models, en-
semble of ML models exhibited better macro F1
score of 0.5044 for German language and ML-TL
model obtained better macro F1 score of 0.5182
for Hindi language.

From the literature review, it is clear that identi-
fication of H/T content in low-resource languages
like, Tamil, Malayalam, and Hindi are rarely ex-
plored. Hence, there is lot of scope in this direction
for further research.

3 Methodology

The proposed methodology includes preprocess-
ing, resampling, and classifiers construction using
mBERT models to address the challenges of Task
A and Task B of the shared task. The framework
of the proposed methodology is visualized in Fig-
ure 1 and the steps involved in the methodology are
given below:

3.1 Preprocessing
Preprocessing plays a crucial role in preparing
text for further processing. Using a preprocess-
ing pipeline, URLs, punctuation, digits, unrelated
characters, and stopwords (English, Tamil, Hindi
and Spanish languages) are removed as these ele-
ments do not contribute to the classification task.

Additionally, as emojis - a visual representation
of emotions, objects, and symbols carry valuable
information, they are converted into corresponding
English text allowing their content to be utilized
along with the textual data.

3.2 Resampling
Data imbalance refers to the situation where
the number of instances belonging to different
classes vary significantly (Srinivasan and Subal-
alitha, 2021). Because of this, learning models
become biased towards majority class exhibiting
poor performance for minority class. This biased
training could be resolved to some extent using
resampling techniques. Resampling is a technique
commonly used to address data imbalance in classi-
fication tasks. There are two types of resampling: i)
Oversampling - duplicates samples in the minority
class and adds them to the Train set until it get bal-
anced and ii) Undersampling - deletes the samples
in the majority class.

The proposed work utilizes oversampling the
Train set for both Task A and Task B and the de-
scription of the parameters used in oversampling is
given below:

• replace = True - indicates whether sampling
should be done with replacement. When set to
True, it allows the same sample to be selected
more than once

• n samples = n samples - specifies the num-
ber of samples in the majority class for the
resampling process

• random state = None - determines the random
seed used for sampling. If set to None, the
random seed is not fixed and will vary for each
resampling

This technique creates a balanced dataset which
is further used for training purposes, ensuring that
the model receives an equal representation of both
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Label Train set Development set
English Tamil Malayalam English Tamil Malayalam

None-of-the -above 2,240 1,634 2,247 553 395 848
Hope-Speech 436 218 69 111 52 29

Counter-Speech 302 212 152 84 60 60
Homophobic-derogation 162 416 419 41 107 181

Homophobic-Threatening 12 37 57 1 11 16
Transphobic-derogation 6 111 163 2 31 75

Transphobic-Threatening 1 34 7 - 10 4

Table 4: : Classwise distribution of labels in the dataset for Task B

Hyperparameters Values
Layers 6
Dimension 768
Attention heads 12
Learning Rate 2e-5
Batch Size 32
Maximum Sequence Length 128
Dropout 0.3

Table 5: Hyperparameters and their values used in mDistil-
BERT model

the classes potentially addressing issues related to
class imbalance.

3.3 Model construction

TL involves training a model on one task and uti-
lizing the learned knowledge to improve the per-
formance on a similar task. Instead of creating
a model from the scratch, the pre-trained knowl-
edge obtained from the source task is transferred to
accelerate learning and enhance the performance
of the target task. This approach leverages the
generalizable features and representations learned
from a large dataset in the source task, allowing
for efficient adaptation to the target task even for
potentially less amount of labeled data (Fazlourrah-
man et al., 2022; Hegde and Lakshmaiah, 2022).
mBERT is a variant of the BERT model that has
been trained on multilingual data using the pre-
training strategy similar to that used for pretraining
BERT, viz. Masked Language Modeling (MLM)
and Next Sentence Prediction (NSP) (Pires et al.,
2019). This model leverages the power of trans-
former architecture to learn contextualized repre-
sentation of words in multiple languages.

mBERT model works in two stages: pretraining
and fine-tuning. During pretraining, the model is
trained on a large corpus of text from different lan-
guages. It learns to predict the next word in the
sentences using the MLM objective. Further, it

learns to predict if two sentences are consecutive
in a document using the Next Sentence Prediction
(NSP) objective. This process enables the model to
capture both word-level and sentence-level contex-
tual information (Yasaswini et al., 2021). After pre-
training, the model is fine-tuned for specific down-
stream tasks, such as SA, hate speech detection,
offensive language detection, and opinion mining.
This involves training the model on task-specific
labeled data, for tasks such as sentiment analy-
sis, hate speech detection, or named entity recog-
nition. During both pretraining and fine-tuning,
the model utilizes attention mechanisms to process
the input text. It considers the context of each
word by attending to its surrounding words, cap-
turing long-range dependencies effectively. Thus,
mBERT model is designed to provide a powerful
and flexible framework for multilingual NLP tasks
such as SA, text categorization, named entity recog-
nition, and language identification, leveraging its
pretrained knowledge and ability to handle code-
mixed text effectively with the multilingual support
(Chen and Kong, 2021).

4 Experiments and Results

Statistics of the dataset provided by the organiz-
ers of the shared task for the identification of
H/T content in social media text for Task A and
Task B are shown in Tables 3 and 4 respectively
(Chakravarthi et al., 2022). From the tables, it is
clear that the datasets provided by the organizers
are highly imbalanced. To overcome this, over-
sampling is carried out for both the tasks using
oversampling methods provided by the sklearn li-
brary4.

bert-base-multilingual-cased5 - a mBERT model
from the huggingface repository is used to extract

4https://scikit-learn.org/stable/
modules/generated/sklearn.utils.resample.html

5https://huggingface.co/bert-base-multilingual-cased
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Language Development set Test set
Before

Oversampling
After

Oversampling
Before

Oversampling
After

Oversampling
Task A

English 0.82 0.93 0.81 0.91
Tamil 0.69 0.85 0.69 0.91

Malayalam 0.79 0.95 0.76 0.95
Hindi 0.81 0.93 0.81 0.94

Spanish 0.83 0.84 0.80 0.81
Task B

English 0.15 0.15 0.13 0.14
Tamil 0.68 0.83 0.67 0.82

Malayalam 0.66 0.85 0.60 0.85

Table 6: Performance of the proposed models before and after oversampling for both Task A and Task B on Development and
Test set

Table 7: Samples of misclassification in Task A for English and Hindi language datasets

the feature vectors. After loading the pretrained
mBERT model with its default parameter values,
the model is frozen to prevent further updates to
its weights. ClassificationModel6 - a transformer-
based classifier is employed to make predictions
and the hyperparameters and their values used in
the model are shown in Table 5. The hyperparam-
eters which are not mentioned in Table 5 are used
with their default values.

The models are evaluated based on weighted F1
scores by incorporating class weights. Performance
of the proposed models before and after oversam-
pling for both Task A and Task B on Development
and Test sets are reported in Table 6. The pro-

610https://simpletransformers.ai/docs/classificationmodels/

posed models obtained weighted F1 scores of 0.91,
0.91, 0.95, 0.94, and 0.81 securing 11th, 5th, 3rd,
3rd, and 7th ranks for English, Tamil, Malayalam,
Hindi, and Spanish languages respectively in Task
A and weighted F1 scores of 0.14, 0.82, and 0.85
securing 8th, 2nd, and 2nd ranks for English, Tamil,
and Malayalam languages respectively in Task B.
From the table, it is clear that the mBERT mod-
els with oversampling has exhibited comparatively
better weighted F1 scores over the mBERT models
without oversampling. Though oversampling tech-
nique is used to resolve the data imbalance issues,
the proposed methodology has still exhibited low
weighted F1 score for English text. As the oversam-
pling technique increases the number of instances
in the minority classes by duplicating the samples
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Table 8: Samples of misclassification in Task B for English language dataset

in the minority classes, the model becomes too spe-
cialized on the minority class and fails to generalize
well to unseen data resulting in over-fitting.

Table 7 shows the sample text from English and
Hindi labeled Test sets, the actual and predicted
labels (obtained for the Test sets after evaluating
mBERT models fine-tuned with oversampled Train
sets) along with the remarks for Task A and Table
8 shows the sample text from English labeled Test
set, the actual and predicted labels along with the
remarks for Task B. It can be observed that most of
the wrong classifications are due to lack of context.
The data presented in Tables 7 and 8 highlights
a noticeable inconsistency in the usage of content
words within the classes of the Train set. This
inconsistency could potentially be responsible for
erroneous classifications, as the lack of uniformity
in the content word usage might be leading the
misclassification model.

5 Conclusion and Future work

This paper describes the models submitted by our
team - MUCS, to the shared task ”Homophobia/-
Transphobia Detection in social media comments”
at RANLP 2023 for the identification of H/T con-
tent in social media text. TL model with mBERT
are proposed for both Tasks A and B along with
oversampling. These models secured 11th, 5th, 3rd,
3rd, and 7th ranks for English, Tamil, Malayalam,
Spanish, and Hindi respectively in Task A and 8th,
2nd, and 2nd ranks for English, Tamil, and Malay-

alam respectively in Task B. Data augmentation
techniques for handling imbalanced classes with
effective feature extraction techniques will be ex-
plored in future.
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Abstract

Depression is a term used to characterize men-
tal health disorders and it can worsen over
time if left untreated, leading to more severe
mental health problems and a lowered qual-
ity of life. Regardless of age, gender, or so-
cial background, anyone can be a victim of
depression. Social media platforms are open to
anyone including users suffering from depres-
sion, to write opinions on anything, post photos,
videos etc., seek online help and so on. As de-
pression can lead to significant changes in the
individuals’ posts on social media, analysing
social media posts can provide insights into
their mental health and reveal the signs of de-
pression. However, manually analyzing the
growing volume of social media text to detect
signs of depression is time-consuming. To ad-
dress the challenges of identifying signs of de-
pression in social media content, in this paper,
we - team MUCS, describe Transfer Learning
(TL) and Machine Learning (ML) approaches,
submitted to ”Detecting Signs of Depression
from Social Media Text” shared task, organ-
ised by LT-EDI@RANLP-2023. The objective
of the shared task is to identify the signs of
depression from social media posts in English
and classify them into one of three categories:
“not depressed”, “moderately depressed”, and
“severely depressed”. The TL model with
fine-tuning Bidirectional Encoder Represen-
tations from Transformers (BERT) and ML
models (Logistic Regression (LR) and Multino-
mial Naive Bayes (MNB)) trained with Term
Frequency-Inverse Document Frequency (TF-
IDF) of word n-grams in the range (1, 3) are
submitted to the shared task. Among the two
proposed models, the TL model performed bet-
ter with a macro averaged F1-score of 0.361 for
the Test set.

1 Introduction

Depression is a mental health condition resulting in
feelings like sorrow, emptiness, loss of interest or

distress and these feelings vary from individual to
individual (Salas-Zárate et al., 2022). In severe con-
ditions, depression may cause thoughts of suicide
or death.

The user-friendly social media platforms allow
users to share their posts or seek help from the on-
line community (Hegde et al., 2022b). Depressed
people might feel more ease in sharing their feel-
ings, difficulties, and experiences, via posts on so-
cial media. Further, some people find it therapeutic
to talk about their problems with others to get guid-
ance, mental support, and sympathy from their on-
line community. According to research, it might be
possible to predict the signs of depression an online
user is facing by reading the content of such users’
posts on social media sites (Chiong et al., 2021).
As depression can lead to significant changes in the
individuals’ posts on social media, analysing such
posts can help in identifying the signs of depression
in users. Once identified, any help or support can
be extended to the users suffering from depression.

The increase in the number of social media
users is increasing the user-generated text drasti-
cally (Kayalvizhi and Thenmozhi, 2022). Such
user-generated text consists of hashtags, emojis,
alphanumeric characters, slangs, short forms, etc.
in addition to the actual content. Processing and
analyzing this complex social media text using con-
ventional text analysis techniques to get valuable
insights into the data is challenging. This neces-
sitates the need for automated tools/approaches to
process social media text.

The automated approaches can identify depres-
sive symptoms by systematically examining signs
of depression in social media texts, providing a
possibility for timely intervention and support for
depressed individuals (Saqib et al., 2021). Though
researchers have explored several techniques to de-
tect signs of depression in social media text, it still
remains a challenge because of the complexities of
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social media text.
To address the challenges of identifying signs of

depression in social media text, in this paper, we
- team MUCS, describe the models submitted to
”Detecting Signs of Depression from Social Me-
dia Text” shared task, organised by DepSign-LT-
EDI@RANLP-20231 (Sampath et al., 2023). The
goal of this task is to detect the signs of depression
from social media posts and classify them into one
of three categories: “not depressed”, “moderately
depressed”, and “severely depressed”. The shared
task is modeled as a multi-class text classification
problem and two approaches: i) TL model with
fine-tuning BERT and ii) ML classifiers (LR and
MNB) trained on TF-IDF word n-grams, are pro-
posed for the task.

The rest of the paper is as follows: related work
is contained in Section 2 followed by the method-
ology in Section 3. Experiments with their results
are explained in Section 4 and the paper concludes
with future work in Section 5.

2 Related Work

Researchers have experimented many techniques
to recognise signs of depression in social media
content, and the description of some of the most
useful studies are given below:

To address the early sign of depression in Red-
dit social media posts, Tadesse et al. (2020) de-
veloped ML models (Support Vector Machine
(SVM), Naive Bayes (NB), Random Forest (RF),
Extreme Gradient Boosting) trained with TF-
IDF and statistical features and Deep Learn-
ing (DL) models (combination of Long Short
Term Memory and Convolutional Neural Network
(LSTM+CNN) model) trained with Word2Vec
embeddings. Among the proposed models,
LSTM+CNN model obtained an accuracy of
93.8%. To identify the signs of depression in social
media posts, Hegde et al. (2022a) used two learning
models: i) TL model with fine-tuning BERT and ii)
Ensemble (RF, Multilayer Perceptron, MNB, and
Gradient Boosting (GB)) model with soft voting.
As the dataset is imbalanced resampling technique
(i.e. randomoversampling) is used to balance the
dataset. Among the two models, the TL model
performed better with a macro-average F1-score of
0.479.

Aswathy et al. (2019) utilized Word2Vec for
generating word embeddings to train LSTM+CNN

1https://codalab.lisn.upsaclay.fr/competitions/11075

and SVM models to identify the signs of depres-
sion from the tweets. Their models obtained the
weighted average F1-scores of 0.97 and 0.85 for
the LSTM+CNN and SVM models respectively.
Mowery et al. (2016), developed ML (Decision
Tree, Linear Perceptron, RF, LR, SVM, and NB)
models for determining whether a tweet represents
evidence of depression or not and experimented on
”Depressive Symptoms and Psychosocial Stressors
Associated with Depression (SAD)” dataset which
contains 9,300 tweets. To train their models, they
used features including unigrams, emoticons, age,
gender, linguistic inquiry word counts, etc. and
obtained 0.52 average F1-score for SVM classi-
fier. Janatdoust et al. (2022) proposed an ensemble
of fine-tuned BERT models (A Lite BERT (AL-
BERT), DistilBERT, Robustly optimized BERT
(RoBERTa), and BERT base model) with major-
ity voting and experimented on social media com-
ments in English (Kayalvizhi et al., 2022) and ob-
tained a macro F1 score of 0.54.

To summarize, different learning approaches in-
cluding ML, DL, and TL models are explored for
detecting signs of depression in social media text.
Though several techniques are experimented to de-
tect the signs of depression in social media text in
English, not all models have performed well. Fur-
ther, the dynamic nature of user-generated content
on social media makes the task more challenging.
This emphasises the need for developing models to
enhance the performance of identifying depressive
symptoms from social media text.

3 Methodology

To detect the signs of depression in social media
texts, the proposed methodology comprises of two
learning models: i) TL model with fine-tuning
BERT and ii) ML model trained with TF-IDF n-
grams. Description of the two models are given
below:

3.1 Pre-processing

User-generated social media texts consist of noise
that includes non-ASCII characters, digits, hash-
tags, user mentions, URLs, and emojis. The given
English text is converted to lowercase, contractions
are expanded, and the URLs, digits, non-ASCII
characters, punctuation, and extra spaces, are re-
moved from the text as they do not contribute to
the classification task. Pre-processing step remains
the same for both the approaches.
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Figure 1: The proposed framework of Machine Learning classifiers

Dataset Classes

Moderate
Not

Depression
Severe

Train set 3,678 2,755 768
Development set 2,169 848 228

Table 1: Class-wise distribution of the dataset

3.2 Model Construction

Methodology of the proposed TL model and ML
models, to detect signs of depression in social me-
dia texts are given below:

TL Model - consists of training a model for
source task and then applying the knowledge ac-
quired from that task to the target task (Hegde and
Shashirekha, 2022). It enables the model to start
learning from a partially trained state, saving time
and resources. BERT2 is a Language Model (LM),
pre-trained on 800 million English words from the
Huggingface Book Corpus and 2,500 million En-
glish words from the Wikipedia corpus (Devlin
et al., 2018). Using the concept of masked lan-
guage model, it learns to predict the next words
in the sentence. Further, it captures the context
of words within a given sentence considering the
nearby words on both the left and right sides and
generates contextualized representations for words.

For the proposed TL model, the bert-base-
uncased3 - a BERT variant is used to represent text.
From the huggingface library4, BERT LM is loaded
and fine-tuned with the Train set. A transformer
based classifier - ClassificationModel is used to
make the predictions.

2https://huggingface.co/docs/transformers/model doc/bert
3https://huggingface.co/bert-base-uncased
4https://huggingface.co/docs/hub/models-libraries

Text Label
My life is objectively very easy but my
depression makes it all feel like a struggle

Moderate

I’m so tired and I hate everything. Severe
i like being alone but i hate being
alone anyone else

Not
Depression

Table 2: Sample texts of ’Signs of Depression’ from the
dataset

Classifier Development set Test set
LR 0.457 0.346
MNB 0.313 0.236
TL model with BERT 0.557 0.361

Table 3: Performances of the proposed models in terms
of macro-averaged F1-score

Machine Learning models - consists of Feature
Extraction and Classifier Construction. The frame-
work of the ML model is shown in Figure 1. The
significance of a word in a document relative to
its frequency across all the documents in a corpus
is captured by TF-IDF (Hegde et al., 2021). The
proposed work utilizes TF-IDF of word n-grams
in the range (1, 3), obtained using TfidfVectorizer5.
51,505 word n-grams are obtained from the Train
set to train the classifiers.

Two classifiers: i) LR and ii) MNB are employed
to predict the class labels for the input text. The
regularization techniques in LR classifier helps to
control the complexity of the model and discour-
age it from fitting noise in the data, making them
effective tools for preventing overfitting in high-
dimensional environments. The MNB classifier is

5https://scikit-learn.org/stable/modules/generated/
sklearn.feature extraction.text.TfidfVectorizer.html
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Text Actual label Predicted label Remarks

It’s the closest thing to dying.
This life sucks.

Severe Moderate

The words ”thing”, ”sucks” and ”life” are frequently
employed with samples of ”Moderate” class in the
Train set. Hence, the model has classified this
sample as ”Moderate”.

I miss when I was happy and
life wasn’t pointless.

Moderate
Not

Depression
None of the words represent the signs of depression.
Hence, this sample is classified as ”Not Depression”.

I wonder how much longer
I can continue like this

Moderate
Not

Depression

The words ”wonder”, ”like”, and ”much” indicate
the absence of depression. Hence, the model has
classified as ”Not Depression”.

Table 4: Few misclassified samples from the Test set obtained by TL model

the probabilistic model (Harjule et al., 2020) which
computes the prior probabilities of given classes
and the dependent probabilities of words given the
class. The class with the highest probability is se-
lected as the predicted class for the given input
text.

4 Experiments and Results

The proposed models aim to detect the signs of
depression from the social media posts and clas-
sify them into one of levels of the signs of depres-
sion: “not depressed”, “moderately depressed”, and
“severely depressed”.

The statistics of the dataset provided by the
shared task organizers (S et al., 2022) is shown
in Table 1. The given dataset consists of social
media posts in English and few samples from the
dataset are shown in Table 2.

Predictions obtained from the proposed TL
model and ML models are evaluated by the shared
task organizers based on macro-averaged F1-score.
The performances of the proposed models on De-
velopment and Test sets are shown in Table 3.
Among the two proposed approaches, the TL model
obtained a macro-averaged F1-score of 0.361 for
the Test set.

The performances of the proposed models are
influenced by issues like: the imbalanced dataset,
an incorrect spelling of words, and limited vocab-
ulary in the dataset. Further, the given Train set
consists of very less number of samples for ’severe’
class compared to the other classes. As a result, the
proposed model failed to understand the features
and patterns associated with the ’severe’ class dur-
ing the training process. Few misclassified samples
in the Test set along with the actual and predicted
labels and remarks are shown in Table 4.

5 Conclusion and Future work

In this paper, we describe two models: TL model
with fine-tuning BERT and ML models (LR and
MNB), for detecting signs of depression in so-
cial media text and classify them into one of
three categories: ”not depressed”, ”moderately de-
pressed”, and ”severely depressed”. These models
are submitted to the ”Detecting Signs of Depres-
sion from Social Media Text” shared task at LT-
EDI@RANLP2023. Among proposed models, the
TL model outperformed the ML models with a
macro-averaged F1-score of 0.361. Efficient tech-
niques will be explored to handle the imbalanced
dataset and improve the performance of the pro-
posed models.
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Abstract

The goal of this study is to use machine learn-
ing approaches to detect depression indications
in social media articles. Data gathering, pre-
processing, feature extraction, model training,
and performance evaluation are all aspects of
the research. The collection consists of so-
cial media messages classified into three cat-
egories: not depressed, somewhat depressed,
and severely depressed. The study contributes
to the growing field of social media data-driven
mental health analysis by stressing the use of
feature extraction algorithms for obtaining rel-
evant information from text data. The use of
social media communications to detect depres-
sion has the potential to increase early interven-
tion and help for people at risk. Several feature
extraction approaches, such as TF-IDF, Count
Vectorizer, and Hashing Vectorizer, are used
to quantitatively represent textual data. These
features are used to train and evaluate a wide
range of machine learning models, including
Logistic Regression, Random Forest, Decision
Tree, Gaussian Naive Bayes, and Multinomial
Naive Bayes. To assess the performance of the
models, metrics such as accuracy, precision,
recall, F1 score, and the confusion matrix are
utilized. The Random Forest model with Count
Vectorizer had the greatest accuracy on the de-
velopment dataset, coming in at 92.99 percent.
And with a macro F1-score of 0.362, we came
in 19th position in the shared task. The find-
ings show that machine learning is effective in
detecting depression markers in social media
articles.

1 Introduction

Millions of individuals throughout the world suffer
from depression, a widespread mental health illness
that causes personal and social problems. Early de-
tection and response are critical for effective aid
and therapy. The rise of social media platforms has
offered new options for detecting depression symp-
toms by monitoring people’s online expressions,

which might be used for early diagnosis. How-
ever, appropriately interpreting these hints from
social media postings may be difficult. Due to the
massive volume of data and the inherent problems
of text analysis, a robust strategy is required. To
address this issue, we developed a method in this
paper that integrates data pre-processing, feature
extraction, and machine learning models to identify
depressed symptoms in social media articles. The
initial step in our methodology is data preparation,
which involves cleaning and preparing the social
media posts for analysis. We employ resampling
techniques to get over problems with class imbal-
ance and provide a representative dataset. We can
lessen biases that may arise from data collection
and sampling procedures thanks to this strategy. In
the next part, the emphasis changes to feature ex-
traction using popular techniques including Term
Frequency-Inverse Document Frequency (TF-IDF),
Count Vectorizer, and Hashing Vectorizer. By iden-
tifying the text’s unique language patterns and word
frequencies, these tools allow us to pinpoint rele-
vant qualities for depression diagnosis. To assess
the success of our plan, we employ a range of ma-
chine learning models, such as Logistic Regression,
Random Forest, Decision Tree, Gaussian Naive
Bayes, and Multinomial Naive Bayes.

These models are created using the obtained at-
tributes, and they are evaluated for their accuracy
in identifying depression or not in social media
message classification. According to our findings,
the Random Forest model with Count Vectorizer
feature extraction had the highest level of accu-
racy out of all the models we studied. The use
of this combination may enable the identification
and distinction of language patterns associated with
depression, enabling accurate prediction and detec-
tion. Everywhere there is an increase in concern
over the prevalence of mental health issues, notably
depression. Early detection and intervention are
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crucial for effective treatment and support. This
gives a potential technique to identify depressed
symptoms since more individuals are expressing
their thoughts, feelings, and experiences online as
a result of the rise of social media platforms. De-
spite the fact that many tactics have been studied in
previous research, there are still several limitations,
including the lack of a consistent approach, the sig-
nificance of context in text interpretation, and the
need for automated and scalable solutions. Ethi-
cal concerns including privacy and authorization
pose questions regarding the use of personal data
for mental health detection. It is necessary to cre-
ate a trustworthy system that can recognize signs
of sadness from social media texts while taking
contextual factors, privacy difficulties, and ethi-
cal considerations into account. A technique like
this would help identify people who are at risk
early, enabling immediate treatment and assistance
to decrease the effects of depression. The pivotal
work in (Sampath et al., 2023) not only provided
us with valuable guidance to successfully complete
the shared task but also empowered us to construct
a high-accuracy model.

2 Literature Review

A literature review is a critical and rigorous analy-
sis of academic articles, research papers, and pub-
lished books that are relevant to a certain subject or
area of study. It comprises evaluating, synthesizing,
and summarizing prior research and information in
order to uncover gaps, contradictions, and trends in
the field. A literature review aims to provide a com-
prehensive account of the existing body of knowl-
edge on a particular topic. It helps researchers find
pertinent concepts, theories, and practices, as well
as shape their own study design and objectives. It
also helps researchers gain a more thorough under-
standing of the current research environment.

(Hegde et al., 2022) aims to develop automated
tools using ensemble machine learning models and
transfer learning with BERT to detect signs of
depression in social media text. The goal is to
improve identification and support for individu-
als exhibiting depressive behavior. (Victor et al.,
2019) discusses about accurately identifying clin-
ical depression using machine learning and auto-
mated data collection procedures. The proposed
framework combines advanced machine learning
techniques with automated data collection to re-
duce subjective biases and provide a more objec-

tive analysis of depression symptoms. In (Islam
et al., 2018), the authors discusses about to de-
sign a system or model that can accurately identify
and classify individuals likely to be experiencing
depression based on their social network data. It
explores the potential of using machine learning
techniques to detect depression symptoms or indi-
viduals at risk of depression based on their social
network data. In (Liu et al., 2022), the authors
suggests directions for future research on using ma-
chine learning methods to detect depressive symp-
toms using text data from social media. Machine
learning approaches applied to social media text
data can effectively detect depression symptoms,
serving as complementary tools in public mental
health practice. The research done in (Dinkel et al.,
2019) focuses on text-based depression detection
in sparse clinical conversations using a multi-task
Bidirectional Gated Recurrent Unit (BGRU) net-
work with pre-trained word embeddings. The pro-
posed system models patients’ responses during
clinical interviews to detect depression severity and
binary health state. (Dinkel et al., 2019) addresses
about the need for effective depression detection
using text-based models and understanding the
model’s decision-making process. The proposed
system is a text-based multitask Bidirectional Long
Short-Term Memory (BLSTM) model with pre-
trained word embeddings for depression detection
and severity prediction. It achieves state-of-the-art
performance and provides insights into the words
and sentences contributing to predictions. The au-
thors in (Tsugawa et al., 2015) aims to develop an
efficient approach using LSTM-based Recurrent
Neural Networks (RNN) to identify and predict
texts describing self-perceived symptoms of depres-
sion. The proposed system utilizes symptom-based
feature extraction and outperforms traditional word
frequency-based approaches. (Ernala et al., 2019)
discusses the lack of reliable and effective emo-
tion detection systems for analyzing and extracting
emotions from text data. It surveys approaches, pro-
posals, datasets, strengths, weaknesses, and open
issues in text-based emotion detection. The focus
is on designing and developing a text-based emo-
tion detection system. (De Choudhury et al., 2014)
discuss to develops a metric-based depression de-
tection system using text analysis. It aims to design
a metric to describe the level of depression based
on text analysis and classify participants accord-
ingly. The proposed system focuses on participant
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replies for generalized results, but limitations of
text-based depression measurement are discussed.
The authors in (Guntuku et al., 2017) analyses ex-
isting research on detecting depression signs from
social media. It focuses on computing tools, lin-
guistic feature extraction methods, statistical anal-
ysis techniques, and machine learning algorithms
used in the field. The goal is to provide compre-
hensive information on research papers related to
depression sign detection from social media.

3 Methodology

The purpose of this study is to offer a practical
method for spotting depressed symptoms in posts
from social media. Our dataset is divided into three
categories, ”not depression,” ”moderate,” and ”se-
vere,” which represent varying levels of depression
severity. Our approach includes feature extraction
with TF-IDF, Count Vectorizer, and Hashing Vec-
torizer as well as the usage of several machine
learning models, including Logistic Regression,
Random Forest, Decision Tree, Gaussian Naive
Bayes, and Multinomial Naive Bayes. We also
deal with class disparity by employing resampling
methods. The first step in our methodology is data
preparation. We clean and prepare the social media
messages to make sure they are ready for inspec-
tion. This process involves removing unnecessary
information, such as URLs, special characters, and
numbers. We also employ techniques like low-
ercasing and stop-word removal to reduce noise
and enhance the text data quality. To address the
issue of class imbalance in the dataset, we em-
ploy resampling techniques. A class imbalance
exists when one or more classes are excessively
underrepresented in relation to others. Models that
are skewed in favor of the dominant class may be
the outcome of this discrepancy. To address this,
we employ resampling methods like oversampling
(like SMOTE) or undersampling (like random un-
dersampling) to balance the classes and give a rep-
resentative dataset.

Feature extraction, which requires reducing a big
collection of characteristics into a smaller, more
manageable set, is a crucial stage in machine learn-
ing and data analysis. In the field of text analysis,
the process of converting textual data into numeri-
cal representations that may be used as inputs for
machine learning algorithms is referred to as fea-
ture extraction. Feature extraction seeks to extract
the relevant information from the raw data by elim-

inating excess or unneeded information. The ex-
traction of key features reduces the complexity of
the data, enabling rapid and precise analysis. Fea-
ture extraction is essential when unstructured text
data is the source for text analysis activities. By
utilizing feature extraction techniques, textual data
from documents, phrases, or words is converted
into numerical representations that algorithms may
analyze in text analysis.

Machine learning (ML) models are computer
algorithms that extrapolate patterns and predict out-
comes from data, as opposed to traditional pro-
gramming. These models are frequently used in ap-
plications such as speech recognition, image recog-
nition, natural language processing, and predictive
analytics. ML models have the ability to analyze
complex data, identify trends, and make inferences
based on the patterns and correlations found in the
data. Numerous sectors, including social media
analysis, marketing, healthcare, and finance, use
ML models extensively. They are able to handle
challenging datasets, uncover buried patterns, and
provide intelligent predictions and advice. The two
primary types of machine learning models are re-
gression models and classification models, each of
which focuses on a particular class of problems and
has a unique purpose. Regression models are used
when the aim variable or result is continuous or
numerical.

We evaluate how effective different machine
learning algorithms are in identifying depression
symptoms. Gaussian Naive Bayes, Multinomial
Naive Bayes, Random Forest, Decision Tree, and
Logistic Regression are some of the models we em-
ploy. These models are trained using the retrieved
features and associated class labels. They investi-
gate the best way to divide social media posts into
the three categories of ”not depression,” ”moder-
ate,” and ”severe.” We examine the performance
of each model using pertinent assessment criteria
including accuracy, precision, recall, and F1-score.
These metrics reveal how well the models cate-
gorize instances into different classes. To make
sure that our models are trustworthy and general-
izable, we may also employ techniques like cross-
validation. After the models have been assessed,
we compare their results using the chosen assess-
ment metrics. We identify the model that is most ef-
fective at identifying depressive signs. We find that
the Random Forest model with Count Vectorizer
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Figure 1: Proposed Model Workflow

feature extraction has the highest accuracy among
the models tested in this study. Our research com-
bines data pre-treatment methods, resampling tech-
niques, feature extraction, and machine learning
models to effectively identify depression signals
from social media articles. The selected Random
Forest model offers accurate predictions and helps
in the early identification of people who are at risk
for getting depression. It employs Count Vector-
izer as the feature extraction approach. The general
workflow of the system for recognizing indicators
of depression is shown in Figure 1.

3.1 Logistic Regression

The logistic regression classification method simu-
lates the relationship between the independent vari-
ables and the probability of a certain outcome. It is
often used for binary classification problems and
may be extended to accommodate multi-class clas-
sification tasks. The log-odds of the target variable
and the input features are assumed to be linearly
connected in logistic regression. The parameters
are estimated using maximum likelihood estima-
tion, and the logistic function is used to predict the
likelihood of each class. In the context of detecting

depressive symptoms based on the characteristics
that were gathered from social media texts, the
severity of depression may be predicted using lo-
gistic regression.

3.2 Gaussian Naive Bayes

The Bayes theorem and the feature independence
presumption serve as the foundation for the Naive
Bayes classifier, which employs probabilistic clas-
sification. A variation of Naive Bayes called Gaus-
sian Naive Bayes assumes that the traits have a
Gaussian distribution. The Bayes theorem is used
to calculate the posterior probability of each class,
and the likelihood of each feature value given the
class is then calculated. High-dimensional data can
be successfully handled using the computationally
effective approach known as Gaussian Naive Bayes.
It works well for issues where the independence
assumption is partially violated. Gaussian Naive
Bayes may be used in the context of this study to
categorize social media postings into various de-
grees of depression severity based on the identified
features.
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3.3 Random Forest

Many decision trees are used in the Random Forest
ensemble learning approach to provide predictions.
This versatile and effective strategy may be used
to solve classification and regression challenges.
Random Forest generates several decision trees by
bootstrapping the data and employing random fea-
ture groups. The forecasts of all decision trees,
each of which was trained on a different sample
of the data, are combined to create the final fore-
cast. Random Forest delivers perceptions of feature
value, is resistant to overfitting, and excels at pro-
cessing high-dimensional data. In the context of
this study, Random Forest may be used to clas-
sify social media messages into different levels of
depression severity.

3.4 Decision Tree

Decision Tree, a non-parametric supervised learn-
ing system that consists of a hierarchical structure
of if-else rules, is trained using data. Each internal
node is represented as a feature, each branch as a
rule for making decisions, and each leaf node as
the result, resulting in a model that resembles a tree.
Decision trees can handle both categorical and nu-
merical data and are simple to grasp. To improve
the homogeneity of the target variable within each
group, they iteratively divided the data based on the
most crucial characteristics. Overfitting may occur
in decision trees, but it may be prevented by using
strategies like pruning, setting a maximum depth,
or agreeing on the minimum number of samples
per leaf. Decision trees may be used in the context
of this study to categorize social media posts into
different degrees of depression intensity.

3.5 Multinomial Naive Bayes

Another Naive Bayes variation appropriate for dis-
crete feature variables is multinomial Naive Bayes.
It is believed that the features have a multinomial
distribution, which is frequently utilized for text
classification issues. Using the training data, Multi-
nomial Naive Bayes models each feature value’s
likelihood given the class, and Bayes’ theorem is
then applied to get the posterior probability of each
class. It is frequently used for text classification
tasks including subject classification and sentiment
analysis. Multinomial Naive Bayes may be used
in the context of this study to categorize social me-
dia postings into different degrees of depression
severity based on the collected data.

4 Performance Evaluation

The evaluation of model performance is a crucial
step in establishing the effectiveness and reliability
of machine learning models. To evaluate different
aspects of model performance, numerous metrics
are utilized. Some examples of regularly employed
measures are accuracy, precision, recall, F1 score,
and the confusion matrix. These measures are es-
sential for evaluating how well our study’s algo-
rithms work at spotting depression symptoms in so-
cial media messages. In our work, we trained many
models and then used the development dataset
to measure their performance. With a score of
92.99%, Random Forest with Count Vectorizer fea-
ture extraction was the most accurate model.

This shows that the algorithm correctly predicted
the class labels for a large portion of the social me-
dia messages in the development dataset. The pat-
terns and characteristics indicative of melancholy
in social media communications appear to have
been successfully recognized by the Random For-
est model with Count Vectorizer feature extraction
due to its high accuracy. It is essential to look at
additional performance metrics including accuracy,
recall, F1 score, and the confusion matrix to get
a whole view of the model’s performance. By ex-
amining accuracy, recall, and F1 score, we can as-
sess the model’s capacity to correctly classify texts
with indications of melancholy while minimizing
false positives. The confusion matrix also provides
detailed information on the distribution of the ex-
pected and actual class labels, which enables us to
identify problem regions and potential misclassifi-
cation sources. Overall, the development dataset
demonstrated the Random Forest model’s use of
Count Vectorizer feature extraction to achieve the
highest accuracy (92.11%). In the tables 1, 2 and
3 below, the accuracy, precision and F1-score are
used to compare the performance of various mod-
els.

5 Conclusion

To detect signs of sorrow in social media postings,
this investigation also used machine learning tech-
niques. The study included the gathering of data,
pre-processing, feature extraction, training of the
model, and performance assessment. Many mod-
els were trained and evaluated using a variety of
feature extraction techniques, including Logistic
Regression, Random Forest, Decision Tree, Gaus-
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Models Used TF-IDF Count Vectorizer Hashing Vectorizer
Logistic Regression 81.93% 86.38% 42.86%

Multinomial Naive Bayes 76.4% 81.82% 41.83%
Random Forest 92.11% 92.99% 91.4%

Gaussian Naive Bayes 74.96% 72.3% 43.68%
Decision Tree 77.57% 79.52% 77.01%

Table 1: Accuracy of Model with Dev Data

Models Used TF-IDF Count Vectorizer Hashing Vectorizer
Logistic Regression 81.9% 86.3% 42.8%

Multinomial Naive Bayes 76.4% 81.8% 41.8%
Random Forest 92.1% 92.9% 91.3%

Gaussian Naive Bayes 74.9% 72.2% 60.8%
Decision Tree 77.5% 79.5% 71.7%

Table 2: Precision of Model with Dev Data

Models Used TF-IDF Count Vectorizer Hashing Vectorizer
Logistic Regression 0.81 0.86 0.41

Multinomial Naive Bayes 0.76 0.81 0.42
Random Forest 0.92 0.93 0.91

Gaussian Naive Bayes 0.74 0.72 0.42
Decision Tree 0.75 0.78 0.74

Table 3: Macro F1-Score of Model with Dev Data

sian Naive Bayes, and Multinomial Naive Bayes.
After thorough examination and analysis, the Ran-
dom Forest model with Count Vectorizer feature
extraction achieved the highest accuracy of 92.99%
on the development dataset. This shows that the
model successfully identified the recurring themes
and personality factors linked to depression in so-
cial media posts. The study demonstrated how
machine learning models can identify depression-
related signs in social media data, which can help
with early identification and intervention for people
who are at risk. Using natural language process-
ing and classification approaches, the models were
able to analyse text data and provide insights on
the presence and severity of depression symptoms.
The results highlight the value of feature extrac-
tion techniques like Count Vectorizer in sifting out
important data from text input. Additionally, a com-
plete evaluation of the models’ effectiveness was
provided through the measurement of performance
metrics including accuracy, recall, F1 score, and
confusion matrix. While the Random Forest model
with the Count Vectorizer shown better accuracy,
future research should explore novel feature ex-
traction techniques, model architectures, and data

sources to enhance the diagnosis of sorrow from so-
cial media postings. Overall, this study contributes
to the growing body of research on utilizing ma-
chine learning for mental health analysis and lays
the framework for developing scalable and efficient
methods for leveraging social media data to iden-
tify and treat depression cases early on.
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Abstract

The prevalence of depression is increasing glob-
ally, and there is a need for effective screening
and detection tools. Social media platforms
offer a rich source of data for mental health
research. The paper aims to detect the signs
of depression of a person from their social me-
dia postings wherein people share their feel-
ings and emotions. The task is to create a
system that, given social media posts in En-
glish, should classify the level of depression
as ‘not depressed’, ‘moderately depressed’ or
‘severely depressed’. The paper presents the so-
lution for the Shared Task on Detecting Signs
of Depression from Social Media Text at LT-
EDI@RANLP 2023. The proposed system
aims to develop a machine learning model us-
ing machine learning algorithms like SVM,
Random forest and Naive Bayes to detect signs
of depression from social media text. The
model is trained on a dataset of social media
posts to detect the level of depression of the
individuals as ‘not depressed’, ‘moderately de-
pressed’ or ‘severely depressed’. The dataset
is pre-processed to remove duplicates and ir-
relevant features, and then, feature engineering
techniques is used to extract meaningful fea-
tures from the text data. The model is trained
on these features to classify the text into the
three categories. The performance of the model
is evaluated using metrics such as accuracy,
precision, recall, and F1-score. The ensem-
ble model is used to combine these algorithms
which gives accuracy of 47.7% and the F1 score
is 0.262. The results of the proposed approach
could potentially aid in the early detection and
prevention of depression for individuals who
may be at risk.

1 Introduction

Depression is a mood disorder that causes a
persistent feeling of sadness and loss of interest. It
is also called major depressive disorder or clinical
depression, it affects how one feel, think and
behave and can lead to a variety of emotional

and physical problems. Detecting depression is
important since it has to be observed and treated
at an early stage to avoid severe consequences. It
aims to detect the signs of depression of a person
from their social media postings wherein people
share their feelings and emotions. Social media
platforms have emerged as a valuable source of
data for mental health research. They provide an
opportunity to study the language and behaviour
patterns of individuals, which may reveal early
signs of depression. Given social media postings
in English, the system should classify the signs
of depression into three labels namely “not
depressed”, “moderately depressed”, and “severely
depressed”. This project aims to develop a machine
learning model using Support Vector Machine
(SVM), Random forest and Naive Bayes algorithm
to detect signs of depression from social media text.

2 Related Works

A depression recognition method for college stu-
dents [3] proposed by Yan Ding et al., had used a
deep integrated support vector machine (DISVM)
algorithm to classify the input data, and finally re-
alize the recognition of depression. Wolohan et
al., (2018) created a dataset based on Reddit posts
in which users were assigned to one group: de-
pressed or control. A transformers approach to
detect depression in social media [6] by Malviya et
al., had analyzed the posts using the linguistic in-
quiry and word count tool (LIWC). Findings of the
Shared Task on Detecting Signs of Depression from
Social Media [7] had used a variety of technolo-
gies from traditional machine learning algorithms
to deep learning models. ScubeMSEC@LT-EDI-
ACL2022: Detection of Depression using Trans-
former Models [8] by S, Sivamanikandan et al.,
used different transformer models like DistilBERT,
RoBERTa and ALBERT to detect depression which
had achieved a Macro F1 score of 0.337, 0.457 and

307

https://doi.org/10.26615/978-954-452-084-7_047


Text Data Label

Like no matter how much sleep I get always fatigued. not depression
All I wanna do right now is crawl out of myself. Does that make sense? moderate
A few anxiety attacks and I’m ready to go severe

Table 1: Example Instances

0.387 respectively. Early Detection of Depression
from Social Media Data Using Machine Learning
Algorithms [4] by G. Geetha et al., had used ma-
chine learning algorithms like Support Vector Ma-
chine (svm), Logistic Regression, Random Forest,
Bayes Theorem for the early detection of depres-
sion. A machine learning based depression anal-
ysis and suicidal ideation detection system using
questionnaires and Twitter [5] by Jain et al., had
proposed a system for predicting the suicidal acts
based on the level of depression using XGBoost
classifier. Depression detection by analyzing social
media posts of user [2] by Nafiz Al Asad, et al., had
presented a structural model that identified users’
depression level from their social media posts. This
system had used SVM classifier and Naïve Bayes
classifier. A machine learning approach to detect
depression and anxiety using supervised learning
[1] by A. Ahmed et al., had aimed to apply natural
language processing on Twitter feeds for conduct-
ing emotion analysis focusing on depression. De-
tection of depression related posts in Reddit social
media forum [12] by Tadesse et al. had imple-
mented class prediction using support vector ma-
chine and Naive-Bayes classifier. Sentiment analy-
sis from depression related user generated contents
in social media texts by Ananna Saha etal. [9] had
found the usage and effectiveness of the five differ-
ent types of AI algorithms: Convolutional Neural
Network, Support Vector Machine, Linear Discrim-
inant Analysis, K Nearest Neighbor Classifier and
Linear Regression on two datasets of anxiety and
depression. Detection of major depressive disor-
der using signal processing and machine learning
approaches [10] had used classification algorithms
such as Logistic Regression, Support Vector Ma-
chine, and Naive-Bayes classifier for the process
of classification. To check the accuracy and preci-
sion, ten-fold cross validation had been performed.
[11] All the related works helps to know the re-
search works carried out to detect depression from
social media texts using different machine learning
algorithms.

3 Dataset

The dataset used by the proposed approach consists
of social media text posts that have been annotated
with labels indicating the presence or absence of
signs of depression. Specifically, the labels are ‘not
depressed’, ‘moderately depressed’ or ‘severely de-
pressed’. The dataset has been collected from a
variety of social media platforms and contains text
data in English. Example texts with labels from the
dataset are presented in Table 1. The dataset is di-
vided into three parts: train data, development data,
and test data. Train data and Development data
consists of three columns namely PID, Text_Data
and Label. Each label column in the train data and
development data consists of three different values
namely ‘not depressed’, ‘moderately depressed’
or ‘severely depressed’ according to the text data
which consists of the social media comments of
an individual. There are about 7202 entries in the
training dataset and 3246 entries in the develop-
ment dataset. After removing the duplicates there
are about 7202 entries in the training dataset and
3246 entries in the development dataset.

4 Solution

4.1 Ensemble model to combine Random
Forest Classifier, Naïve Bayes Classifier,
and SVM

Ensemble learning helps to improve machine learn-
ing results by combining several models. This ap-
proach allows the production of better predictive
performance compared to a single model. The main
challenge is not to obtain highly accurate base mod-
els, but rather to obtain base models which make
different kinds of errors. For example, if ensem-
bles are used for classification, high accuracies can
be accomplished if different base models misclas-
sify different training examples, even if the base
classifier accuracy is low.

The training set is fitted to the SVM classifier.
To create the SVM classifier, we import SVC class
from Sklearn.svm library.
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classifier=SVC(kernel=’linear’, random_state=0)
classifier.fit(x_train, y_train)

4.2 Methods for Independently Constructing
Ensembles

The different methods for constructing ensemble
models are:
• Majority Vote
• Bagging and Random Forest
• Randomness Injection
• Feature-Selection Ensembles
• Error-Correcting Output Coding

Majority Vote: A voting ensemble involves
summing the predictions made by classification
models or averaging the predictions made by
regression models. How voting ensembles work,
when to use voting ensembles, and the limitations
of the approach. How to implement a hard
voting ensemble and soft voting ensemble for
classification predictive modeling.
Bagging and Random Forest: Bagging is an
ensemble algorithm that fits multiple models
on different subsets of a training dataset, then
combines the predictions from all models.

Random forest is an extension of bagging that
also randomly selects subsets of features used in
each data sample. Both bagging and random forests
have proven effective on a wide range of different
predictive modeling problems.
Randomness Injection: Random values in ma-
chine learning are derived by random number gen-
erators. To create random values, the generator is
first initialized with a seed, a number that repre-
sents the starting point for the random number gen-
eration. The generator then creates random values
from that starting point with a specific algorithm.
Feature-Selection Ensembles: The idea behind
ensemble feature selection is to combine multiple
different feature selection methods, taking into ac-
count their strengths, and create an optimal best
subset. In general, it makes a better feature space
and reduces the risk of choosing an unstable subset.
Error-Correcting Output Coding: The Error-
Correcting Output Coding method is a technique
that allows a multi-class classification problem to
be reframed as multiple binary classification prob-
lems, allowing the use of native binary classifica-
tion models to be used directly.

4.3 Types of Ensemble models

Bagging: Bagging (Bootstrap Aggregation) is used
to reduce the variance of a decision tree. Suppose
a set D of d tuples, at each iteration i, a training set
Di of d tuples is sampled with replacement from D.
Then a classifier model Mi is learned for each train-
ing set D < i. Each classifier Mi returns its class
prediction. The bagged classifier M* counts the
votes and assigns the class with the most votes to
X (unknown sample).
Stacking: There are many ways to ensemble mod-
els in machine learning, such as Bagging, Boosting,
and stacking. Stacking is one of the most popu-
lar ensemble machine learning techniques used to
predict multiple nodes to build a new model and
improve model performance. Stacking enables us
to train multiple models to solve similar problems,
and based on their combined output, it builds a new
model with improved performance.
Boosting: Boosting is an ensemble method that
enables each member to learn from the preceding
member’s mistakes and make better predictions for
the future. Unlike the bagging method, in boosting,
all base learners (weak) are arranged in a sequential
format so that they can learn from the mistakes of
their preceding learner.
Hence, in this way, all weak learners get turned
into strong learners and make a better predictive
model with significantly improved performance.

4.4 Creating the confusion matrix

To create the confusion matrix, we need to import
the confusion_matrix function of the sklearn
library. After importing the function, we will call
it using a new variable cm. The function takes two
parameters, mainly y_true (the actual values) and
y_pred (the targeted value return by the classifier).

cm= confusion_matrix(y_test, y_pred)

5 Results and Discussions

5.1 Metrics

The metrics used during the experiments are accu-
racy, macro-averaged precision, macro-averaged
recall and macro-averaged F1-score across all the
classes. The macro-averaged F1-score was the
main measure when evaluating solutions.
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Model Accuracy Precision Recall F1- score

Random Forest Classifier 0.599 0.62 0.60 0.56
Naive Bayes Classifier 0.523 0.58 0.52 0.40
SVM Classifier 0.636 0.63 0.61 0.63
Ensemble Model 0.902 0.91 0.89 0.91

Table 2: Results of model on the development dataset

5.2 Performance
Table 2 shows the result of each model on the train-
ing dataset. Among the machine learning language
models as shown in the Table 2 Ensemble model
was the best in terms of accuracy (0.90) and F1-
score (0.89). Sklearn SVC is the implementation
of SVC provided by the popular machine learn-
ing library Scikit-learn. There are three datasets
namely training dataset, development dataset and
test dataset. The training dataset is pre-processed
and is used to train the SVM model. Flask server
is used to display the depression detection web-
site. In the website the user will be prompted
to enter a comment. The SVM classifier is used
to detect depression and classify them as ‘not de-
pressed’, ‘moderately depressed’ or ‘severely de-
pressed’. The result is displayed on the next web-
page. Confusion matrix is plotted to determine the
performance of the classification models for a given
set of test data. Figure 1 to 4 shows the confusion
matrix for the three machine learning models used:
Random Forest Classifier, Naive Bayes Classifier
and SVM Classifier.

Figure 1: Random Forest

6 Conclusion

The proposed system aim to detect severity of de-
pression from social media text using machine

Figure 2: Naive Bayes

Figure 3: SVM

Figure 4: Ensemble model
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learning techniques. The given data is pre-
processed by cleaning, tokenizing, and removing
stop words. Then, feature engineering techniques
like TF-IDF are applied to represent the text data.
Experimentation was conducted using three ma-
chine learning algorithms, namely SVM, Random
Forest and Naive Bayes, and evaluated their per-
formance using various metrics like accuracy, pre-
cision, recall, and F1-score. By using ensemble
model the accuracy obtained is 47.7% and the
F1 score is 0.262. Overall, the proposed system
demonstrate the potential of machine learning tech-
niques to detect severity of depression from social
media text, which can aid in early detection and
intervention of depression.
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