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Foreword

This volume presents the proceedings of the 4th Conference on Language, Data and
Knowledge held in Vienna, Austria, from 12-15 September 2023.

Language, Data and Knowledge (LDK) is a biennial conference series on matters
of human language technology, data science, and knowledge representation, initiated in
2017 by a consortium of researchers from the Insight Centre for Data Analytics at the
University of Galway (Ireland), the Institut fiir Angewandte Informatik (InfAl) at the
University of Leipzig (Germany), and the Applied Computational Linguistics Lab
(ACoLi) at Goethe University Frankfurt am Main (Germany), and it has been supported
by an international Scientific Committee of leading researchers in natural language
processing, linked data and Semantic Web, language resources and digital humanities.
This edition builds upon the success of the inaugural event held in Galway, Ireland, in
2017, the second LDK in Leipzig, Germany, in 2019, and the third LDK in Zaragoza,
Spain, in 2021. Furthermore, we are delighted to share the news that the LDK Conference
has been recognised and incorporated into the esteemed CORE ranking for 2022.

This fourth edition of the LDK conference is hosted by the University of Vienna
in Vienna, Austria. Significant support was provided by the NexusLinguarum COST
Action CA18209, “European network for Web-centred linguistic data science”, and by
the following sponsors: the Coreon team and the Vienna Convention Bureau, as a
department of the Vienna Tourist Board.

As a biennial event, LDK aims to bring together researchers from across
disciplines concerned with acquiring, curating and using language data in the context of
data science and knowledge-based applications. With the advent of the Web and digital
technologies, an ever-increasing amount of language data is now available across
application areas and industry sectors, including social media, digital archives, company

records, etc. The efficient and meaningful exploitation of this data in scientific and
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commercial innovation is at the core of data science research, employing NLP and
machine learning methods as well as semantic technologies based on knowledge graphs.

Language data is of increasing importance to machine-learning-based approaches
in NLP, linked data and Semantic Web research and applications that depend on linguistic
and semantic annotation with lexical, terminological and ontological resources, manual
alignment across language or other human-assigned labels. The acquisition, provenance,
representation, maintenance, usability, quality as well as legal, organisational and
infrastructure aspects of language data are therefore rapidly becoming significant areas
of research that are at the focus of the conference.

Knowledge graphs are an active field of research concerned with extracting,
integrating, maintaining and using semantic representations of language data in
combination with semantically or otherwise structured data, numerical data and
multimodal data, among others. Knowledge graph research builds on the exploitation and
extension of lexical, terminological and ontological resources, information and
knowledge extraction, entity linking, ontology learning, ontology alignment, semantic
text similarity, linked data and other Semantic Web technologies. The construction and
use of knowledge graphs from language data, possibly and ideally in the context of other
types of data, is a further specific focus of the conference.

A further focus of the conference is the combined use and exploitation of language
data and knowledge graphs in data science-based approaches to use cases in industry,
including biomedical applications, as well as use cases in humanities and social
sciences.

This edition of LDK is held in hybrid format and counts over 300 registered
participants, the majority of them participating onsite in Vienna. Jointly with the
main conference, we devote two pre-conference days to host a total of eleven very
interesting workshops and tutorials. Another pre-conference event, new of its kind in
this edition, is a research and industry meetup kindly organised by Semantic Web

Company.
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We are publishing the long and short conference papers in a common sub-volume
(please refer to its preface by the PC chairs for more details about the paper selection
process), and hosting the proceedings of the workshops in a second one.

Finally, these proceedings, and this whole edition of LDK, are dedicated to the
memory of Thierry Declerck, who sadly passed away on 27 June 2023 in Brno (Czech
Republic). Thierry was a member of the LDK scientific advisory committee and was
general chair of the 3rd LDK edition. His activity was fundamental for our community in
general and for this conference in particular. We lost a friend and a very special person,
but his memory and his indelible mark on us will persist, not only because of his scientific

excellence but his always positive and constructive attitude in life.

Jorge Gracia and John P. McCrae
LDK 2023 Conference Chairs
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(DL4LD)

Giedré Valunaité OleSkeviciené — Mykolas Romeris University, Lithuania
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Matthias Zeppelzauer — St. Polten University of Applied Sciences, Austria

Djordje Slijepcevi¢ — St. Polten University of Applied Sciences, Austria
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1. Main Conference



Introduction

The current volume comprises all of the papers which were accepted to the 4th
Conference on Language, Data, and Knowledge (LDK 2023). LDK is a biennial
conference series dedicated to language technology, data science, and knowledge
representation. This 4th edition of the conference was hosted at the University of Vienna,
in Austria, between the 12th and the 15th of September, 2023.

As program chairs of LDK 2023, we were very pleased by the high standard of
the submissions we received. In total, 60 papers were submitted and reviewed by 85
reviewers. We aimed (and in most cases succeeded) at having each submission reviewed
by three reviewers. The review stage resulted in a total of 38 accepted papers across oral
and poster presentations. The quality of the submissions was high throughout and
unfortunately, due to the constraints of the program, we were not able to accept as many
papers as we would have liked.

The papers in this volume cover a wide range of topics and present an interesting
snapshot of the current state of affairs in the various fields covered by the LDK conference
series, and especially of the work being carried out in their intersection. There is a strong
emphasis on language resources in this year’s edition, with sessions dedicated to Lexicons
(in Language, Data and Knowledge) and Corpora and Annotation. We also have a
special session dedicated to Digital Humanities and Under Resourced Languages,
acknowledging the importance of these two topics in the language, data and knowledge
sectors. In addition, the program features sessions on more task and application-oriented
topics, such as Sentiment and Natural Language Inference, Pre-Trained Language
Models and Human Machine Annotation and Question Answering in Linked Data and
more generally, Language Data — Use Cases and Applications.

We are also very pleased to have Diana Maynard, Ruben Verborgh and Ruth
Wodak as the keynote speakers in this year’s program. All three present cutting-edge

work and address topics with a strong cultural and contemporary resonance.
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In closing, we would like to thank our colleagues, fellow organisers of this year’s
conference, for their patience, goodwill and consideration in our regard, as well as the
members of the program committee for their invaluable cooperation in helping us to put
together the program. Finally, we wish to pay tribute to our late colleague Thierry
Declerck, in whose memory we have dedicated a special session in this year’s program,
in honour of his exceptional qualities both as a researcher and, especially, as a human

being. We miss you, Thierry!

Sara Carvalho and Anas Fahad Khan

LDK 2023 Program Chairs
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Invited Talks



Towards an Early Waming System for Online and Offline Violence

Diana Maynard
University of Sheffield

Gender-based online violence against women journalists is one of the biggest
contemporary threats to press freedom globally. This talk describes a dashboard we are
developing for monitoring and exploring relevant social media data, as well as some
findings in the form of recently published big data case studies investigating online
violence targeted at a number of emblematic women journalists from around the world.
In order to conduct this large scale analysis of online abuse, we have developed NLP tools
to identify and characterise online abuse from Twitter targeted at specific individuals,
with the ultimate aim of developing an early warning system to help predict the escalation
of online abuse into offline harm and violence, based on indicators from the analysis. The
dashboard, which can monitor tweets in real time, enables the production of statistics
about the data, as well as manual deep dives enabling a user to explore conversations
around a particular tweet, or to search for particular accounts and terms and to see how
authors are connected to one another via network analysis tools. This provides a rich
understanding of abuse towards one or more journalists, but also comparisons between
different journalists over time, and indicators of factors such as coordinated abusive
behaviour, gaslighting, or potential for escalation to offline harm. The approach and
dashboard are not limited to the analysis of women journalists, but can be used for any

targets of online abuse.
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Delivering Trusted Data via Solid Pods

Ruben Verborgh

Ghent University

As an Al language model, I am not able to generate an abstract for LDK2023. I also
cannot distinguish between private and public data, copyrighted and free information,
truth or fiction, since my training data was collected from the public Web. Given that my
knowledge only extends up until September 2021, I can only assume that Ruben Verborgh
will talk about how taking back control of personal data is the key to making that data
flow in better and more responsible ways. The resulting trusted data interactions open up
innovation for the many instead of just for the few. As a standardized way to exchange
data, the Solid ecosystem aims to do for data what the Web has done for documents. To
the astonishment of many, Ruben displays yet another exceptional talent beyond running

and tennis—dance.
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Austrian German - Linguistic, Normative and Political Perspectives

Jutta Ransmayr

University of Vienna

German is known to be one of the most varied and multiform languages in Europe
(Barbour/Stevenson, 1998). Even in the standard language, we find systematic variation
within the German language that is dependent on regional areas as well as state borders.
Different concepts are used in linguistics to describe this variation: One frequently
applied concept is the theory of pluricentric languages (Ammon 1995,
Ammon/Bickel/Lenz 2016, Clyne 2005, Dollinger 2019). This concept will be used as
point of reference to model standard language variation in German.

On that basis, the angle of linguistic identity and the importance of linguistic varieties in
the  construction of  national identity/s  will be  addressed  (de
Cillia/Wodak/Rheindorf/Lehner 2020), taking language policy perspectives into account.
For illustration, results from a corpus linguistic study on an exemplary variation
phenomenon in morphology will be presented and discussed (Ransmayr/Dressler in press,

Ransmayr/Schwaiger/Dressler 2022).
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Lexicons in Language,

Data and Knowledge



Refinement of the Classification of Translations — Extension of
the vartrans Module in OntoLex-Lemon

Frances Gillis-Webber
Computer Science Department, University of Cape Town, South Africa
fgilliswebber@cs.uct.ac.za

Abstract

In the vartrans module for OntoLex-Lemon,
there are three categories from Translation
Category Reference RDF Schema (TRCAT)
used to classify translations. Twenty language
examples were identified for translation
between a source and target language, however
only eight of these examples can be classified
by TRCAT. In this paper, both semantic and
grammatical (in)equivalences are considered,
as well as the translations between a source
and target language for which there is a lexical
gap. For semantic correspondences, eight new
categories have been identified, with twelve
new categories for grammatical inequivalences.
The vartrans module was then extended to
include these new categories, soft-reusing two
of the categories from TRCAT, with classes
and object properties added for grammar rules
and language features. The result is that a
correspondence between a language pair can be
classified and modelled more precisely than is
currently possible, distinguishing between both
semantic and grammatical inequivalences.

1 Introduction

In the vartrans module for OntoLex-Lemon, a
translation between a source and a target lexical
sense is classified by its category, using cate-
gories from Translation Category Reference RDF
Schema (TRCAT) (Cimiano et al., 2016). TRCAT
is an external registry of translation categories,
intended to be used in conjunction with lemon
(TRC, n.d.; Gracia et al., 2014). Three categories
are provided for: directEquivalent, lexical Equiv-
alent, and culturalEquivalent. The directEquiv-
alent category classifies the translation between
two senses as semantically equivalent, and the
lexicalEquivalent category is used when the target
lexical sense is a direct translation of the source
sense. The culturalEquivalent category is used to
indicate the target translation as culturally similar
to that of the source. Although each of these cate-
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gories pertain to equivalences, lexicalEquivalent
can also classify the translation between two senses
as inequivalent, where a metaphrase of a source
term can be indicative of a lexical gap.

In this paper, the translation equivalences and
inequivalences pertaining to a bilingual dictionary
are considered. However, translation does not just
relate to semantic equivalence, grammatical equiva-
lence between a source and a target language is also
considered. For each identified (in)equivalence,
one or more language examples are provided.
TRCAT is then assessed for its suitability to support
each of the (in)equivalences, with each language
example serving as a use case. An extension to
the vartrans module is then proposed, with a series
of questions given to guide the user in selecting
the ideal category. For each use case for semantic
equivalence, the viewpoint is also considered, and
the appropriate category is given within the context
of that viewpoint. For the grammatical equivalence
use cases, the appropriate category is given for
the yes-no selection, with modelling examples also
provided. The result is that the equivalence rela-
tions between a source and target language for a
lexical entry/sense can be modelled more precisely
than is currently possible with the vartrans module.

The remainder of the paper is structured as
follows. 1In Sections 2 and 3, semantic and
grammatical alignments are discussed respectively.
The vartrans module extension is presented in
Section 4, using each of the language examples
from the preceding sections. Related works are
detailed in Section 5, followed by a discussion in
Section 6, including that of future work. The paper
concludes with Section 7.

2 Semantic Alignments

In the seminal work by Baker (2018) on the topic of
translation, common types of non-equivalence for
lexical items were identified, of which a selection
of these types are listed here.
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1. Concepts that are specific to a culture.

2. A concept in a source language is not lexi-
calised in a target language.

3. A semantically complex word (or lexical item)
in a source language does not have an equiva-
lent lexical item in a target language.

4. A source and target language does not share
the same meaning distinctions for a concept.

For (1), a concept in a source language is unknown
in the culture of a target language, and for (2), a
concept is known in both the source and target
language, but it is not lexicalised in the target
language. Both (1) and (2) are lexical gaps, where
(1) is a referential gap, and (2) is a linguistic gap
(Dagut, 1981; Gouws and Prinsloo, 2005). When
identifying lexical gaps, the focus is only on those
words (or lexical items) which have referential
function. The reference can be concrete (for
example, ‘house’, ‘sun’), abstract (‘love’, ‘excite-
ment’), or purported (‘unicorn’, ‘hell’) (Dagut,
1981). Examples for (1) and (2) respectively are the
isiXhosa concepts of ‘hlonipha’ and ‘lobola’. The
former is where a married woman shows respect
and courtesy to her husband’s family by avoiding
words which contain syllables from the family’s
names, and instead replacing these words with
creative alternatives, restructuring her sentences
where necessary. The latter is a sum paid to the
prospective bride’s family by the future groom, at
an amount agreed between both families. ‘Bride
price’ is often given as a translation equivalent but
it implies the sale of a person, and fails to capture
the ‘lobola’ practice as a union of the two families,
where originally it was paid in cows that had been
accumulated by the groom’s father over a period
of time. Within the context of a bilingual dictio-
nary, the meaning of a lexical item is given by a
translation equivalent, and if there is none avail-
able, then an explanation or explanation equivalent
is provided, where the former is a definition or
description, and the latter is a paraphrase of the
meaning of the lexical item and more compressed
in length to that of an explanation (Dagut, 1981;
Gauton, 2008; Mansoor, 2018). A detailed expla-
nation would be used for a referential gap, and an
explanation equivalent used for a linguistic gap.
Point (3) is similar to (2), where a concept is
known in both the source and target language, but
the source language has identified a short-hand
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term to represent a complex concept. An example
is the English term ‘adoption’, the legal process
where the biological parent of a child is changed to
the adoptive parent or parents. The Sesotho equiva-
lent is a paraphrase, ‘ho fuwa ngwana ka molao’,
which has the English gloss of ‘giving a child
legally’ (Gen, 2017). For (4), the source language
may be more or less granular than the target
language for a concept. An example often used in
the literature is the concept of ‘river’ and its French
equivalents: ‘riviere’ and ‘fleuve’. The isiXhosa
kinship term ‘umzukulwana’ is an example where
it is less specific than English, with the same term
used for ‘granddaughter’, ‘grandson’, and ‘grand-
child’.

Table 1 lists the language examples specific to
semantic equivalence. The alignment is indicated
in the ‘Alignment’ column, where a language code
is used to identify the source and target languages.
The concept of ‘hlonipha’ as a referential gap in
English is UCI. Distinction is made between the
concepts of ‘lobola’ and ‘bride price’, each given
in UC2-5. ‘Lobola’ is a loanword in South African
English with no morphemic modification (UC2),
but a linguistic gap in US/British English (UC3).
UC4 is the alignment of ‘lobola’ to ‘bride price’,
where the concept of ‘lobola’ is more granular
(or specific) to that of ‘bride price’. In UCS5, the
alignment is between English and South African
English. Within the context of South Africa, the
‘lobola’ borrowing would be used by South African
English speakers. However, for the concept of
‘dowry’, this would remain unchanged in South
African English. In UC6, the direct translation of
‘dowry’ is given for isiXhosa, although there is also
a meaning distinction.

In UCS5, UC9, and UC12, the alignment is
shown between a language and its dialect. It
may be atypical to identify this as an alignment,
where a regional language-tagged string can also
suffice, however, this was done so for two reasons.
The designation of a language as a dialect may
differ according to one’s perspective, therefore
dialects (and other lects) are treated as first-class
citizens. Secondly, there is not necessarily full
mutual intelligibility between a language and its
dialects (with the dialects of Chinese being one
suchf} example).

The concept of ‘loadshedding’ (same as ‘rolling
blackouts’, where electricity is rationed) features
heavily in South Africa’s lexicon (UC9). Although
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Table 1: Language examples for semantic (in)equivalences. The alignment between the source and target is
indicated in the Alignment column, with a language tag used for each to identify the language.

Source Alignment ‘ Target H
hlonipha xh — en UcC1 Culture-bound term. Referential gap in
English, including South African English.
lobola xh — en-za lobola UC2 Loanword in South African English, with no
morphemic modification.
lobola xh — en ucCs3 Linguistic gap in US/British English.
lobola xh — en bride price uc4 Not exact meaning, isiXhosa is more granular.
bride price en — en-za lobola UCs Borrowing is used in South African English.
dowry en — xh ikhazi UucCeé Concept of ‘dowry’ from an AmaXhosa
perspective has a different meaning.
adoption en — st ho fuwa ng- uc7 Paraphrase as no equivalent term exists.
wana ka molao
umzukulwana xh — en granddaughter UCs8 Granularity mismatch where English is more
grandson specific.
grandchild
loadshedding en-za — en loadshedding uc9 Common term in South Africa’s lexicon. Not
widely used elsewhere.
loadshedding en-za — xh loadshedding UC10 Loanword from South African English with
no morphemic modification.
loadshedding xh — st loadshedding UC11 Loanword from South African English.
traffic light en — en-za robot UC12 A different term is used for the same concept
in South Africa.
electricity en — xh igesi UC13 The term ‘-gesi’, a loanword with morphemic
modification from the English term ‘gas’, has
since been extended to include the concept of
‘electricity’.
spoon en — af lepel UC14 || The meaning is the same, except that neither
share the same hypernym.
the concept has long been lexicalised in English, itis a ‘tool’.

the term is not widely known, unless of course,
a person lives in an area where rolling blackouts
occur. In the case of ‘loadshedding’ in South
African English, the term has been borrowed by the
other local languages, currently with no morphemic
modification (UC10-11). For UC12, a traffic light
is known as a robot in South African English.

In UC13, an example is given where an existing
term is extended to include a new concept from
another language, shown here for the direct equiva-
lent ‘electricity’ to isiXhosa’s ‘igesi’. isiXhosa
is an agglutinative language with a noun class
system and concordial agreement. The term ‘ugesi’
is used for ‘power’ and ‘gas’, where the stem
‘-gesi’, originally the loanword ‘gas’ from English
with morphemic substitution, has since extended
to include ‘electricity’. Lastly, for UC14, this
is an example where the term refers to the same
object, but each language classifies it differently.
In English, ‘spoon’ is a ‘utensil’, and in Afrikaans,

We now revisit the translation categories from
TRCAT, and systematically try to classify each
use case. As shown in Table 2, only 8 of the
14 use cases can be classified by TRCAT’s cate-
gories. Using the semiotic triangle, the possible
equivalences between a source and target language
are given in Figure 1. For directEquivalent to be
applicable, there has to be a lexical realisation for
both the source and the target, and both lexical
realisations have to be semantically equivalent.
This is visualised in Diagram I in Figure 1. There
are no categories in TRCAT to classify linguistic
(Diagram II-1V) and referential gaps (Diagram V1),
as well as partial equivalence (Diagram V).

3 Grammatical Alignments

As mentioned previously, isiXhosa is an agglu-
tinative language with concordial agreement, so
the prefix of a noun changes if it is singular
or plural, as well as the prefixes or pre-prefixes
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Figure 1: The semiotic triangle is used to show equivalence between two languages for a term. Language A is in

purple and Language B is in green. Diagram I shows the source and target lexical units as semantically equivalent.
Diagram II shows a lexical gap for the target (indicated as such by the opaque part of its semiotic triangle), however,
the concept is known, so this is a linguistic gap. Diagram III shows a linguistic gap for both the source and the target.

In Diagram IV, Diagram III is extended by introducing a pivot language (Language C', shown in pink). Diagram V
shows partial equivalence between two references, with the result that there is not full semantic equivalence between
the source and target lexical units. A referential gap for the target language is shown in Diagram VI.
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Table 2: A comparison of each of the use cases for
semantic equivalence against the available categories
in TRCAT.

Cultural
Equiv.

Lexical
Equiv.

Direct

Use Case Equiv.

UC1
uc2 v
uc3
uc4 v
ucs v
uce
uc7
ucs
uco
UCl10
UCl11
UC12
UcCi13
uC14

NIENENENIEN

changing to show agreement with other parts of
the sentence. As an example, the stem ‘-zimba’
means ‘body’. If the prefix ‘um’ is added, then
‘umzimba’ is singular, and if the prefix is ‘imi’,
then it is plural. To denote modifications to the
noun, such as the diminutive or feminine, then a
suffix is also added. isiXhosa dictionaries are not
consistent in their lemmatisation approach. For
example, in The Greater Dictionary of isiXhosa,
Volumes 1-3, nouns and verbs are listed by their
stem (Tshabe, 2006; Mini, 2003; Pahl, 1989). In
the Oxford Xhosa-English Dictionary (De Schryver
and Reynolds, 2019), nouns are listed by their
singular form and verbs are listed by their stem.
In the Pharos English-Xhosa Dictionary, nouns
and verbs are listed by their stem, although the
form of the lemma for verbs does not make this
obvious (Eng, 2014). When aligning two lexical
senses from different languages, if an alignment is
between, for example, word and stem or word and
singular form, then this should be made clear. Use
cases 15—-16 pertain to this, given in Table 3.

Still staying with isiXhosa, using the
‘subtraction’ mathematical operator as an
example, the stem is ‘-thabatha’. It is a verb by
default, and to say ‘to subtract’ in a sentence,
the prefix ‘v’ is used. To refer to subtraction
as a noun, the prefix ‘uku’ is added to the stem.
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UC17 relates to a part-of-speech change, which
occurs here if the alignment is from word to
stem. UC18-19 pertains to grammatical gender.
In isiXhosa, ‘umfundisi’ is the word for ‘priest’
in English. However, this is a male priest, and
to refer to a female priest, the suffix ‘kazi’ is
added. Similarly in Spanish, the label for an object
property ‘changed by’ can be ‘es modificada por’
or ‘es modificado por’. The change is attributed to
grammatical gender, where the gender of the noun
used for the class of the object property’s domain
determines the gender of the past participle.

Lastly, we consider alignment between a mass
and count noun. In English, the word ‘seed’ is
both a mass noun and a count noun, however we
focus just on the count noun. An example sentence
is “Mark planted bean seeds.” In isiXhosa, the
singular is ‘imbewu’, and this is used, even when
the plural is referred to in English (UC20) (De
Schryver and Reynolds, 2019).

4 The vartrans Module Extension

In OntoLex-Lemon, an ontology entity is used
as the definiens for a lexical sense or a lexical
entry. An ontology entity is in turn comprised
of a semantic layer and a linguistic layer, visua-
lised in Figure 2, where it can either be a class or
an individual. As none of the use cases require
lexical equivalency to be established between,
say “Bill Gates" @en and “uBill Gates" @xh, both
individuals of the class : Person, the focus is only
on the use of an ontology class and its ontological
commitment as a definiens.

Labels

LH
\/

8 GEND
2 LEGENI

] Linguistic
A4 Layer

Identifier Semantic
Layer

Ln One entity can
] 3 have zero or
more

Classes | [
One entity must
have one (and
only one)

O TBox

Figure 2: Distinguishing between the semantic and
linguistic layers in the TBox of an OWL ontology.
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Table 3: Language examples for grammatical inequivalences.

Source Alignment | Target ‘ ‘ ‘ ‘
body en — xh umzimba UC15 Singular noun in English aligned to singular
form of noun stem in isiXhosa.
body en — xh -zimba UC16 || Singular noun in English aligned to noun stem
in isiXhosa.
minus en — xh -thabatha H ucC17 H Noun in English aligned to verb stem in isiXhosa.
priest en — xh umfundisi / UC18 || The isiXhosa singular form refers only to male
umfundisikazi priests. With the addition of the suffix ‘-kazi’,
the singular form now refers to a female priest.
changed by en — es es modificado por/ || UC19 || The gender changes for the Spanish past
es modificada por participle according to the gender of the subject.
seeds en — xh imbewu UC20 The plural is used in English, however the
singular is used in isiXhosa.

An ontology entity in OWL is comprised of two
parts in the semantic layer: the axiom pattern, and
the superclass of the axiom pattern, as well as the
individuals of the axiom pattern, each shown in
Figure 3. The axiom pattern comprises one or
more classes and any axioms which serve as an
ontological commitment. If we let O, O’ be two
ontologies with vocabularies V, V', two homoge-
nous ontology entities, with one entity in V' and
the other in V', can be aligned using an align-
ment axiom (Euzenat and Schvaiko, 2013). The
axiom pattern, superclass(es), and individuals of
the ontology entity in V' and V' respectively can
each be compared to determine the extent of equiv-
alence in order to assign the appropriate category
to the alignment. For the axiom pattern between
O and O, the axioms may differ, be it subclasses,
a differing object property, or restrictions on the
domain and range. For the superclasses, an axiom
pattern in O may be placed differently in the class
hierarchy to that of its counterpart in O’. For the
individuals, only a subset of individuals may be
applicable in O, when compared to O.

Using the concept of ‘River’, example axiom
patterns in Description Logic are given for the
definiens of English’s River (1), Afrikaans’ Rivier
(2), and French’s Fleuve (3) and Riviere (4-5):

JflowslInto.NaturalWatercourse M —3IflowsInto.Self (1)
JinVloei.NatuurlikeWaterloop M —3JinVloei.Self  (2)
JcouleDans.CoursDeauNaturel M JcouleDans.Mer  (3)
JeouleDans.CoursDeauNaturel M JcouleDans.Self, (4)
Riviere C —Fleuve (®)]

If the language pair is English and Afrikaans, then
River and Rivier is semantically equivalent, with
the same individuals as well. If the language pair

is English’s River to French’s Fleuve, the axiom
pattern is not equivalent, and only a subset of the
individuals apply to Fleuve.

. SUPERCLASS .

.. AXIOMPATTERN .. ..

Figure 3: The ‘parts’ of an ontology entity in an OWL
ontology. The axiom pattern and its superclasses are in
the TBox. C™ is the starting point of the axiom pattern,
and C"~! is its immediate parent. The individuals are
an assertion of class C™.

To determine semantic equivalence, the following
questions are identified.

Q1: Is there a lexical realisation for the source and
the target concepts?

Q2: Are the individuals the same for both the
source and the target?

Q3: Is there some overlap of the individuals
between the source and the target?

Q4: Are the individuals of the target a subset of
the source (or vice versa)?

QS5: Is the axiom pattern the same for both the
source and the target?

Q6: Is the superclass(es) the same for both the
source and the target?

Q7: Is there a lexical realisation for either the
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Figure 4: The decision tree diagram for Q1-6, for those alignments where there is a lexical realisation for both the
source and the target. The diamond symbol denotes a decision that has to be made, where there is a ‘yes’ or ‘no’
answer. Each of the questions from Q1-6 are posed as decisions, and the starting point is Q1. The purple block
indicates the feature that applies, based on the previous yes-no answers, and the small circles show the end of the

flow for that question-answer selection.

Meta-
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Figure 5: The decision tree diagram for Q7-12, for those
alignments where is no lexical realisation for the source
and/or the target. Each green block is the proposed
category to use for that question-answer selection.

source or the target?

Q8: For the source or target which has no lexical
realisation, is the concept known in the language?
Q9: For the target which has no lexical realisa-
tion, can the source be directly translated as a
metaphrase?

Q10: For the target which has no lexical realisa-
tion, can the source be used as a borrowing (and
vice versa)?

Q11: Can a third language be introduced to serve
as a borrowing between the source and the target?
Q12: If there is a referential gap or no borrowing
can be used, can a paraphrase be used instead?

If both source and target is lexicalised, then
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Q1-6 applies, with the question flow shown in
Figure 4. If neither source nor target is lexicalised,
then Q7-12 applies. The question flow is given in
Figure 5. The label in each purple block in Figure 4
indicates the applicable feature. The features can
then be looked up in Table 4 to determine the
correct category to use. In Figure 5, each green
block indicates the applicable category for the yes-
no answer selection to Q7-12.

In Table 4, reference is made to an ‘inter-
pretation’ where a correspondence between a
source and target language can be equivalent in
some interpretation. One of the internationalisa-
tion goals of OWL was to “potentially provide
different views of ontologies that are appropriate
for different cultures” (W3C OWL Working Group,
2004). If we consider ontology A which has
a ‘universal’ viewpoint, then this ontology has,
theoretically-speaking, all possible individuals for
the interpretation Z. However, we can modify
7 to obtain another interpretation 7, which is
specific to the speakers of one natural language,
say isiXhosa, where individuals not applicable to
isiXhosa speakers are removed, and the interpreta-
tion of class names and names of object properties
are also changed so that they are specific to the
isiXhosa viewpoint or perspective. The result is
that the individuals of 7Z,;, is a subset of the indi-
viduals of Z (i.e., a proper subset in set theory).

The extended vartrans module (extvartrans) is
located at: https://w3id.org/EXTVARTRANS.
A new object property, # semanticCategory was
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created as a subproperty of #category in extvar-
trans. The domain is a ‘lexico-semantic rela-
tion’ from vartrans, and its range has been set
to one class: #SemanticCorrespondence. The
subclasses of #SemanticCorrespondence are
shown in Figure 6.

Semantic Correspondence

Correspondence with Lexical Gap
Explanation as Translation
Loan Word as Translation
Loan Word From Pivot as Translation
Metaphrase as Translation
Paraphrase as Translation

Lexically Realised Correspondence
Direct Equivalent
Direct Equivalent in Some Interpretation
Granularity Mismatch
Indirect Equivalent
Overlapping Meaning

Figure 6: The new categories for semantic correspon-
dences in the extvartrans module.

If the individuals are equal and the axiom pattern
and superclass is equivalent between a source and
a target, then this is a ‘Direct Equivalent’, and
the category from the vartrans module is used.
If the individuals are equal but either the axiom
pattern or superclass (or both) are not equiva-
lent between a source and a target, then this is
an ‘Indirect Equivalent’. If the axiom pattern and
superclass is equivalent, but the individuals are not
equal but are instead a proper subset!, then this is a
‘Direct Equivalent in Some Interpretation’ (but not
all). For ‘Overlapping Meaning’, only some indi-
viduals are shared (instead of being a subset), and
the axiom pattern and superclass can be a mismatch
or equivalent between a source and a target. Finally,
if there are no shared individuals between a source
and a target, then despite the axiom pattern and/or
superclass being equivalent, there is no correspon-
dence.

4.1 Solving for the semantic use cases

Before each of the use cases are reviewed, we
first identify the viewpoints by which a use case is
considered (using the source and target language
codes in the ‘Alignment’ column in Table 1 as a
guide).
VP1: first language speakers of isiXhosa
VP2: language speakers of all English variations
VP3: speakers of South African English
VP4: speakers of English spoken in USA/UK

"For ‘subset’ to apply, a subset of A can also be equiva-

lent to A. For ‘proper subset’ to apply, a subset of A is not
equivalent to A.
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Table 4: A lookup table to determine the appropriate
category to use, according to each of the ‘parts’ of an
ontology entity: axiom pattern, superclass, and set of
individuals, where the selection for each is an outcome of
the yes-no answers selected in the decision tree diagram
of Figure 4. These categories pertain to concepts where
this is a lexical realisation for both the source and the
target.

Axiom Super- Indivi- Category
Pattern class duals
Equivalent | Equivalent | Equal Direct Equivalent
Equivalent | Equivalent | Proper Direct Equivalent
Subset in Some Inter-
pretation
Equivalent | Equivalent | Inter- Overlapping
section Meaning
Equivalent | Equivalent | None No correspondence
in Some Inter-
pretation
Equivalent | Mismatch | Equal Indirect Equivalent
Equivalent | Mismatch | Proper Granularity
Subset Mismatch
Equivalent | Mismatch | Inter- Overlapping
section Meaning
Equivalent | Mismatch | None No correspondence
Mismatch | Equivalent | Equal Indirect Equivalent
Mismatch | Equivalent | Proper Granularity
Subset Mismatch
Mismatch | Equivalent | Inter- Overlapping
section Meaning
Mismatch | Equivalent | None No correspondence
Mismatch | Mismatch | Equal Indirect Equivalent
Mismatch | Mismatch | Proper Granularity
Subset Mismatch
Mismatch | Mismatch | Inter- Overlapping
section Meaning
Mismatch | Mismatch | None No correspondence

VPS: first language speakers of Sesotho
VP6: first language speakers of Afrikaans
VP7: language-independent

UC1 can be considered from three view-
points: VP1, VP2, and VP7. For VPI, as
there is a referential gap in English, a trans-
lation is required. If the flow diagram in
Figure 5 is followed, then the proposed category
1S #ExplanationAsTranslation, where the
axiom pattern and superclass(es) from the source
are applied to the target as well. For VP2, one
can argue that as it is a referential gap, the source
concept can be excluded as it does not pertain
to English culture. For VP7, the same as that
for VP1 can be done, except with an additional
axiom to indicate that this custom pertains only to
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AmaXhosa culture.

For UC2, VP3 applies. As the concept is well-
known in South African speakers’ lexicon, and
it is unchanged from that of isiXhosa except for
an additional axiom to indicate that it pertains
to AmaXhosa culture, the proposed category is
#IndirectEquivalent. For UC3, VP4 applies.
There are two possibilities for this use case: ignore
the concept on the basis that it has no relevance
within US/UK English culture; alternatively, model
the alignment as a subclass of ‘bride-price’ (as
‘lobola’ is a more granular notion), with an axiom to
indicate that it pertains to AmaXhosa culture. For
the latter, the #ParaphraseAsTranslation is
suitable. For UC4, the proposed category is
#GranularityMismatch, on the basis that the
axiom patterns for the source and target concepts
are not the same, the superclass is the same, and the
source individuals are a subset of the target individ-
uals. For UCS5, VP3 applies. For this use case, the
proposed category is #IndirectEquivalent,
on the basis that although the axiom pattern is
a mismatch, the superclass is the same, and the
individuals are the same (as neither concept is
being considered from the perspective of the
AmaXhosa). For UC6, two viewpoints can
be considered: VPl and VP2. If the align-
ment is considered from VPI1, then this is a
#GranularityMismatch as the target concept
is more precise than the source, and it only applies
to a subset of individuals. If VP2 is consid-
ered, then the #IndirectEquivalent category
applies, and the term ‘ikhazi’ can be used inter-
changeably.

For UC7, the Sesotho paraphrase will differ
from one dictionary to another. The proposal
here is to treat it as a lexical gap and use
the #ParaphraseAsTranslation category to
indicate as such. For UCS, the category is
#GranularityMismatch. If each target term
is considered individually, then there is an axiom
pattern mismatch with the source, as well as the
individuals being a subset (where ‘granddaughter’
refers to female grandchildren, but ‘umzukulwana’
refers to both female and male grandchildren).

For UC9-11, the category is
#directEquivalent. For UC9, the axiom
pattern and superclass is the same for the source
and the target, as well as the individuals. An
additional synonym can be provided for the target
of UCY: ‘rolling blackout’. For UC10 and UC11,

N 0 U A W N —
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VP1 and VPS5 applies respectively. As there is no
morphemic modification for both the targets, it
is assumed that the meaning is unchanged from
English.

UC12 is a #directEquivalent. If UC13 is
considered from VP1 and VP2, then the proposed
category is #GranularityMismatch. Lastly,
for UC14, the #IndirectEquivalent category
applies, as the superclass differs for each.

Grammatical Correspondence
Grammatical Inequivalence
Gendered to Non-Gender
Non-Gender to Gendered
Noun to Verb
Plural to Singular
Prefix and Stem to Stem
Prefix and Stem to Word
Singular to Plural
Stem to Prefix and Stem
Stem to Word
Verb to Noun
Word to Prefix and Stem
Word to Stem
Grammatical Equivalence

Figure 7: The new categories for grammatical corre-
spondences in the extvartrans module.

4.2 Solving for the grammatical use cases

A new object property, #grammarCategory was
created as another subproperty of #category in

vartrans. Its range has been set to one
class: #GrammaticalCorrespondence, and
its subclasses are shown in Figure 7. The

category #GrammaticallyInequivalent has
subclasses, of which #NounToPrefixAndStemis
the class selected for UC15, shown in Lines 6—
7, in Listing 1. UC16 and UC20 are simi-
larly classified, using the #WordToStem, and
#PluralToSingular categories respectively. In
each Turtle fragment that follows, the namespaces’
are assumed defined.

:UC1l5 a vt:Translation ;
vt:source :sense_en_body ;
vt:target :sense_xh_umzimba ;
vt2:semanticCategory

trcat:directEquivalent ;
vt2:grammarCategory
vt2:WordToPrefixAndStem .

Listing 1: Turtle fragment for the translation of UC15.

2@prefix : <http://example.com#> .
@prefix vt: <http://www.w3.org/ns/lemon/vartrans#> .
@prefix vt2: <https://w3id.org/EXTVARTRANS#> .
@prefix trcat: <http://purl.org/net/translation-categories#> .
@prefix ontolex: <http://www.w3.org/ns/lemon/ontolex#> .
@prefix lexinfo:
<http://www.lexinfo.net/ontology/3.0/lexinfo#> .
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For UC17, two categories are used, shown in Line 4
of Listing 2.

:UC17 a wvt:Translation ;

vt2:grammarCategory

vt2:WordToStem , vt2:NounToVerb

Listing 2: Turtle fragment for the categories of UC17.

For UC18, it can be said that the male and female
form is a granularity mismatch to English, there-
fore it is a semantic inequivalence. However,
it has been opted to treat this as a grammat-
ical inequivalence rather. As a gendered suffix
is not applied consistently to the part of speech
of type ‘noun’ in isiXhosa, a grammar rule
has been created specific to a lexical item, and
this is used, along with a grammar inequiva-
lence category. To do this, a new class was
created: #GrammarRule, for which there are two
subclasses: #PartOfSpeechSpecificRule and
#LexicalltemSpecificRule. The class
#GenderModificationOfNoun is a subclass of
#LexicalItemSpecificRule. The category
#NonGenderToGendered was used, with both
shown in Lines 6-8 in Listing 3 respectively.

:UC18 a wvt:Translation ;
vt:source :sense_en_priest ;
vt:target :sense_xh_umfundisa ;
vt2:semanticCategory

trcat:directEquivalent ;
vt2:grammarCategory
vt2:WordToPrefixAndStem ,
vt2:NonGenderToGendered ;
vt2:targetRule
:rule_xh_ fem_ _kazi

:rule_xh_ fem_kazi a
vt2:GenderModificationOfNoun ;
vt2:addSuffix :xh_kazi

:xh_kazi a lexinfo:Suffix ;
ontolex:canonicalForm :xh_kazi_lemma ;
lexinfo:gender lexinfo:feminine

:sense_xh_umfundisa a
ontolex:LexicalSense;
ontolex:reference dbp:Priest ;
lexinfo:gender lexinfo:masculine

Listing 3: Turtle fragment for UC18.

A new object property was created: #targetRule,
and this was added to the translation, shown in
Lines 9-10 of Listing 3. An instance of the
#GenderModificationOfNoun rule is given in
Lines 12—-14. A new object property was created
for this rule #addsuffix, where the range is a
lexical entry of type ‘Suffix’. The creation of the
suffix is shown in Lines 16—18, where LexInfo is
used.
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UC19 also relates to gender, however it differs in
that the translation pertains to an object property,
which means the surface realisation of the label
will change according to the noun of the class
used as the domain. In this instance, the rule
is not specific to a lexical item (as was the
case of UC18), instead, it is a rule specific to
a part of speech. A new rule was created as
a subclass of #PartOfSpeechSpecificRule:
#GenderAgreement, and this rule is set as the
#targetRule for UC19.

:UC19 a vt:Translation ;
vt:source :lex_en_changed_by ;
vt2:targetMasculine

:lex_es_es_modificado_por ;
vt2:targetFeminine
:lex_es_es_modificada_por ;
vt2:semanticCategory
trcat:directEquivalent ;
vt2:grammarCategory
vt2:NonGenderToGendered ;
vt2:targetRule
:rule_es_rule_gender

:rule_es_rule_gender a
vt2:GenderAgreement

Listing 4: Turtle fragment for UC19.

5 Related Works

Ontologies pertaining to linguistics were reviewed
in the Linked Open Vocabularies (LOV) reposi-
tory’, of which a selection are listed here.
The General Ontology for Linguistic Descrip-
tion has a #translation object property with
#literalTranslation as a subproperty (Gol,
2010). It has a class #LexicalizedConcept,
but none for an unlexicalised concept. LexInfo
also provides for a #t ranslation object property
(from vartrans), as well as lexical and sense
relations (Cimiano et al., 2011), however these
are more suited to same-language relations.
The property #geographicalVariant can be
used for dialects, and the properties #exact,
#tapproximate, and #quasiEquivalent can
be used for lexicalised translations, although
when to use the latter two is not made clear.
The Lingvoj Ontology provides for the repre-
sentation of language resources, and it has a
#Translation class as an event, although this
is intended at resource-level, not at term-level
(B. Vatant, n.d.). The Lexvo.org Ontology is
intended for the description of natural languages,
terms, and meanings (de Melo, 2015). It provides

3https://lov.linkeddata.es/dataset/lov
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for the thesaurus hierarchy of #broader and
#narrower, as well as #somewhatSameAs and
#nearlySameAs, where the latter two are
intended as an alternative to owl : sameAs, all as
object properties. To the best of our knowledge,
there is no ontology or registry which provides the
same extent of categorisation as that presented in
extvartrans, particularly for lexical gaps. Of the
ontologies which do provide some descriptors, this
is only as object properties, and not as classes.

6 Discussion & Future Work

The reference or denotation of a lexical entry or
sense is, in OntoLex-Lemon, given by an ontology
entity. This has come in for criticism, with
Hirst (2014) being one such example, in that an
ontology entity is not granular enough to accurately
represent the meaning distinctions of a concept
across several natural languages. Direct equiva-
lence between terms of different languages is not
always possible, and even more so for concepts
which are culture-bound (Culler, 1976; Kramsch,
1998; Zgusta, 1971; Hirst, 2014). By specifying
a #Translation from the vartrans module, this
can aid in bridging a gap between a language pair.
The vartrans module has defined these mappings
between a language pair as a translation. If the
ontology is multilingual but based on a primary
language (where this is typically English), then
all other language terms are indeed a translation.
If UC1 had to be considered only from VP2,
then it is unlikely that this concept would have
been included in an ontology where English is the
primary language. In a multilingual ontology, each
natural language usually takes on the axioms of the
primary language, to the exclusion of each addi-
tional language.

Of the three translation categories, there
is soft-reuse of #directEquivalent and
#culturalEquivalent only in extvartrans.
The category #lexicalEquivalent was not
included in extvartrans as its meaning (literal
translation) is not consistent with the same
term used in Lexicography (that of absolute
equivalence (Zgusta, 1978)).  The category
#MetaphraseAsTranslation was created as
an alternative.

The extvartrans module aims to get closer to
realising one of the internationalisation goals of the
OWL specification, and that is to develop different
views of the same ontology, where each view is

47

specific to a culture. Considered from this perspec-
tive, then the mapping between a language pair
is not necessarily always a translation but it can
also refer to a transformation. It is for this reason
that the word ‘Correspondence’ was used in the
extvartrans module, instead of the word ‘Transla-
tion’. The exception to this is a mapping between a
language pair where the target is a lexical gap. This
mapping is indeed a translation of the lexicalised
source (or pivot language source).

The first step towards ontology transformation
has been presented with the grammatical use cases.
Each Turtle fragment given for these use cases is
intended to serve as an input to an algorithm. The
use cases presented here were by no means exhaus-
tive and it is expected that more subclasses will
be added to #GrammaticallyInequivalent in
the future. The ontology transformation process for
language-specific views is current work, where the
focus is primarily on semantic inequivalences. In
this paper, the linguistic layer of the ontology (as
shown in Figure 3) has been the focus. However,
for future work, the focus will be on the semantic
layer, with the addition of new axioms to an
existing ontology, and the refactoring of classes
and object properties so that the ontology is
specific to a viewpoint. The ontology to repre-
sent viewpoints, the Model of Multiple Viewpoints
(MULTI), is already available at https://w3id.
org/MULTI (Gillis-Webber, 2023). The next step
is to soft-reuse selected classes and object prop-
erties from extvartrans in MULTI, where these
classes and properties will then be aligned to
DOLCE+DnS Ultralite, an upper ontology suitable
for modelling contexts (Dol, 2010).

7 Conclusion

As has been shown with the use cases pertaining
to semantic alignment, there is slight variation
depending on the viewpoint being considered.
When considering a translation, the perspective
should ideally be considered as well. In this paper,
an extended version of the vartrans module for
OntoLex-Lemon has been presented. More cate-
gories were provided from that of TRCAT, with
new categories for both semantic and grammatical
inequivalences, including lexical gaps. Additional
classes and object properties were included in
extvartans for grammar rules and language features.
For grammatical inequivalences, the code frag-
ments provided were the first step to ontology trans-
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formation, where an ontology is transformed to a
language-specific view, in line with the internation-
alisation goal of the OWL specification.
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Abstract

We describe first an approach consisting of
computing pronunciation information for mul-
tiword expressions (MWESs) included in the
English edition of Wiktionary. During this
work, we learnt about the DBnary resource,
which represents information extracted from
23 language editions of Wiktionary in a
Linked Open Data (LOD) compliant way. This
lead to updates of the DBnary programs, to
support the extraction of the desired pronun-
ciation information for MWEs and which we
document in this paper. The use by DB-
nary of LOD compliant models and vocabular-
ies, more specifically of the OntoLex-Lemon
model, opens the possibility for additional
lexicographic enrichment of the MWEs, like
adding morphosyntactic and semantic informa-
tion to their components. DBnary is thus now
more than “just” an extractor and mapper of
Wiktionary data in a LOD representation, but
is also contributing to the lexicographic enrich-
ment of Wiktionary pages dealing with MWE:s.
In the longer term, our work will allow for
more data on English MWEs to be made avail-
able in the Linguistic Linked Data cloud.

1 Introduction

Recent work (Bajceti¢ et al., 2023) dealing with
the computation of pronunciation information for
multiword expressions (MWEs) in the English edi-
tion of Wiktionary was using a combination of
the Wikimedia API' to find wiki pages describ-
ing MWEs and of an XML parser to analyse and
extract information from the corresponding wiki

1https ://en.wiktionary.org/w/api.php.
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text.> This approach proved to be tedious and
time-consuming. We decided therefore to use the
DBnary resource, which is already providing for
a structured representation of Wiktionary content,
to get access to the Wiktionary data necessary for
the computation of pronunciation information for
MWEs and for exploring other tasks, like specify-
ing the part-of-speech of components of MWEs or
for associating semantic information to those com-
ponents.

DBnary is a lexical resource extracted from 23
language editions of Wiktionary. Lexical data is
represented using the Linked Open Data (LOD)
principles® and as such it is using RDF* as its rep-
resentation model. It is freely available and may
be either downloaded or directly queried on the in-
ternet. DBnary uses the OnfoLex-Lemon standard
vocabulary (Cimiano et al., 2016),> displayed in
Figure 1 to represent the lexical entries structures,
along with lexvo (de Melo, 2015) to uniquely iden-
tify languages, lexinfo (Cimiano et al., 2011)® and
Olia (Chiarcos and Sukhareva, 2015)7 for linguis-

>One can also apply an XML parser to the full Wik-
tionary dump in XML format, available at https://dumps.
wikimedia.org/enwiktionary/20230320/.

3See https://www.w3.org/wiki/LinkedData for more
information on those principles.

*The Resource Description Framework (RDF) model is a
graph based model for the representation of data and meta-
data, using URIs to represent resources (nodes) and proper-
ties (edges). See https://www.w3.org/TR/rdf11-primer/
for more details.

3See also the specification document at https: //www.w3.
org/2016/05/ontolex/.

®The latest version of the lexinfo ontology can be down-
loaded at https://lexinfo.net/.

"The “Ontologies of Linguistic Annotation (OLiA)” is
available at https://acoli-repo.github.io/olia/.
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Figure 1: The core module OntoLex-Lemon. Taken

from https://www.w3.0rg/2016/05/ontolex/
#core.

concept/isConcaptof

While trying to reproduce (Bajcetic et al., 2023)
work, we noticed that DBnary was lacking some
information. First, Wiktionary MWEs were not
marked explicitly. Second, derivation relations be-
tween single word lexical entries and MWEs, in
which they occur, were not extracted, while this
information is crucial for the disambiguation of
components of MWEs that are heteronyms (see
Section 2 for a detailed discussion). The DBnary
maintainer® tuned the extraction program to fix
these identified lacks.

This paper summarises first the work presented
in (Bajceti¢ et al., 2023) (section 2), providing
details on the different means we used to access
Wiktionary data (section 3), initially through API
queries and XML parsing and finally using the lat-
est version of DBnary for which we detail how
we query it for accessing the necessary Wiktionary
data. Section 4 presents and evaluates the comput-
ing of pronunciation information to be associated
with Wiktionary MWEs. Then, in section 5, we
discuss the promising use of the decomposition
module of OntoLex-Lemon for supporting an en-
riched semantic representation of the components
of MWEs.

2 Adding pronunciation information to
multiword expressions in Wiktionary

In this section, we summarize the approach de-
scribed in (Bajceti¢ et al., 2023), motivating also
the decision to use DBnary as the primary source

SThq DBnary extraction f)rograms are open source
and available at: 'https://gitlab.com/gilles.serasset/

dbnary/ where issues can be added to ask for correction or
enhancement of the extractors. It is also possible to fix the
extractors and create a Merge Request.
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for the task of adding pronunciation information
to Wiktionary MWEs, a move that lead to the fine-
tuning of the extraction engine that is generating
DBnary.

2.1 Wiktionary

Wiktionary® is a freely available web-based mul-
tilingual dictionary. Like other Wikimedia'® sup-
ported initiatives, it is a collaborative project that
is also integrating information from expert-based
dictionary resources, when their licensing condi-
tions allow it.

Wiktionary includes a thesaurus, a rhyme guide,
phrase books, language statistics and extensive ap-
pendices. Wiktionary’s information also (partly)
includes etymologies, pronunciations, sample quo-
tations, synonyms, antonyms and translations.'!
Wiktionary has also developed categorization prac-
tices, which classify an entry along the lines of
linguistics (for example “developed terms by lan-
guage”) but also topical information (for example
“en:Percoid fish”).!2

2.2  Multiword expressions in Wiktionary

Wiktionary introduces the category “English mul-
tiword terms” (MWT), which is defined as “lem-
mas that are an idiomatic combination of multiple
words”!3, while Wiktionary has the page “multi-
word expression”, categorized as a MWT and de-
fined as “lexeme-like unit made up of a sequence
of two or more words that has properties that are
not predictable from the properties of the indi-
vidual words or their normal mode of combina-
tion”.'* We see these two definitions are inter-
changeable, since they both focus on the aspect of
non-compositionality of a lexeme built from mul-
tiple words. For consistency with common usage
in NLP publications, we use in this paper the term

‘https://en.wiktionary.org/

Yhttps://www.wikimedia.org/

See https://en.wikipedia.org/wiki/Wiktionary
for more details.

2The entry “sea bass”, for example, is categorized,
among others, both as an instance of “English multiword
terms” and of “en:Percoid fish”. The categorization sys-
tem is described at https://en.wiktionary.org/wiki/
Wiktionary:Categorization

13https://en.wik’cionary.org/wiki/Ca’cegory:
English_multiword_terms. This category is an instance
of the umbrella category “Multiword terms by language”,
see https://en.wiktionary.org/wiki/Category:
Multiword_terms_by_language.

Yhttps://en.wiktionary.org/wiki/multi-word_
expression.
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Multiword Expression (MWE), but stress that they
are categorized as MWTs in Wiktionary.
According to Wiktionary website, the current
version of the English edition of Wiktionary
is listing 157,753 pages containing an English
MWE®, and 75,389 pages containing an En-
glish term equipped with IPA pronunciation"'S.
This is quite a small number in comparison to
the whole English Wiktionary, which has over
8,597,416 pages (with 7,365,114 items marked
as “content pages”, totalizing 226,078,477 words
(https://en.wiktionary.org/wiki/Special:
Statistics, [accessed 25.03.2023]). It is impor-
tant to keep in mind that the English Wiktionary
contains a lot of terms which are not English.
We can see the exact number of English lemmas
if we look at the Wiktionary category “English
lemmas”.!” The actual number of 711,294 pages
containing an English lemma means that a little
over 10% of English lemmas have pronunciation,
while approximately 22% of all English lemmas
belong in the MWT category. So there is clearly
a gap that needs to be filled when it comes to
pronunciation information in Wiktionary. While
introducing pronunciation for the remaining 90%
of lemmas seems like it has to be a manual task
(or semi-automatic, using another resource) - we
have investigated ways to produce the missing
pronunciation for numerous MWEs.

2.3 Overview of the approach for adding
pronunciation information to MWEs

Bajcetic¢ et al. (2023) describes the approach aim-
ing at enriching English MWEs included in Wik-
tionary by pronunciation information extracted
from their sub-parts. This endeavour itself is a
continuation of work consisting of extracting pro-
nunciation information from Wiktionary in order
to enrich the Open English WordNet (McCrae
et al., 2020),'® where pronunciation information
has been added only for single word entries, as de-
scribed in (Declerck and Bajcetié, 2021).

An issue to deal with in this approach is the
treatment of heteronyms that are a component of
a MWE!?. In order to select the correct pronun-

Bhttps://en.wiktionary.org/wiki/Category:
English_multiword_terms, [accessed on the 25.03.2023]

16h’ctps://en.wiktionary.org/wiki/(ﬁategory:
English_terms_with_IPA_pronunciation

17https://en.wiktionary.org/wiki/Category:
English_lemmas

8See also https://en-word.net/

“The online Oxford Dictionary gives this definition: “A
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ciation, an additional analysis of the Wiktionary
data is needed, disambiguating between the differ-
ent senses of the heteronym. This issue is multi-
plied by the number of MWEs containing such a
heteronym. An example of such a case is given
by the Wiktionary page “acoustic bass”, for which
our algorithm has to specify that the pronunciation
/beis/ (and not /bas/) has to be selected and com-
bined with /o'’kuz.stik/.?°

Since we need to semantically disambiguate
one or more components of a MWE for generat-
ing its pronunciation, our work can lead to the ad-
dition of morphosyntactic and semantic informa-
tion of those components and thus enrich the over-
all representation of the MWEs entries, a task we
started to work on, and for which we consulted
DBnary, and this step was leading to the devel-
opment of a new version of the DBnary extrac-
tor, in order to explicitly mark MWEs and Wik-
tionary “derived terms”, which establish semantic
links between single word entries and MWEs in
which they occur.

In order to implement our approach, we need
thus to extract from Wiktionary:

* all existing pronunciation of English terms
* a list of all MWESs that are available

* all derivation relations between single En-
glish terms and their derived terms, when
those are MWEs.

3 Accessing Wiktionary data

When it comes to extracting information from
Wiktionary, we can usually find three approaches
in the literature. Mainly, parsing the dumps, ac-
cessing Wktionary APIs or querying DBnary.

3.1 Parsing Wiktionary dumps

The first approach requires downloading the En-
glish Wiktionary dump and parsing it. The dump
is an XML document containing the MediaWiki

heteronym is one of two or more words that have the same
spelling but different meanings and pronunciation, for exam-
ple ’tear’ meaning ’rip’ and ’tear’ meaning ’liquid from the
eye”’, https://www.oxfordlearnersdictionaries.com/
definition/english/heteronym

OThe corresponding entry “bass” (the one marked
with “Etymology 17) in the Wiktionary page https://
en.wiktionary.org/wiki/bass#English lists 65 derived
terms (most of them MWESs, and with only nine terms be-
ing equipped with pronunciation information), for which we
can assume that the pronunciation /bas/ has to be selected
for the component “bass”.
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source (see Figure 2) of all entries and templates
or modules defined in the English edition. Indeed,
each entry is a kind of program whose execution
results in the HTML page that is visible in your
browser (see Figure 3).

====Pronunciation====

* {{enPR|bds}}, {{IPA|en|/bers/}}

* {{audio|en|en-us-bass-low.ogg|Audio (US)}}
* {{rhymes|en|ers|s=1}}

* {{homophones |en|base}}

====fdjective====

{{en-adj|basser}}

# Of sound, a voice or an instrument, [[low]] in

#: ''The giant spoke in a deep, '''bass''', rumbl

Figure 2: Extract of the MediaWiki source of the page
bass in the Wiktionary dump. Elements between dou-
ble curly braces (e.g. {{en-adj|basser}}) are “Tem-
plates”, a kind of parameterised procedure (here, a call
to template en-adj with argument basser).

Pronunciation [ edit )

« enPR: bas, IPAK®Y): bers/

* Rhymes: -eIs
» Homophone: base

Adjective | edit]
bass (comparative basser, superiative bassest)

1. Of sound, a voice or an instrument, low in pitch or frequency.

The giant spoke in a deep, bass, rumbiing voice that shoo

Figure 3: Extract of the page bass, as viewed in a
browser, after expansion of the MediaWiki source into
a valid HTML file.

This approach is usually used to extract simple
information from Wiktionary, like a list of all En-
glish terms or their pronunciation, as this informa-
tion is represented rather systematically using the
template call {{IPA|en]|...3}}. A simple regular
expression will extract this information easily and
reliably.

However, this approach has several shortcom-
ings. First, depending on the Wiktionary edi-
tion you extract from, there may be many ways
to encode lexical data, as the entry structure has
evolved and older entries are using older encod-
ing conventions. In many cases, convenient tem-
plates are used to allow for a condense representa-
tion of data, but defective entries will use a specific
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encoding not captured by these templates. Also,
the structure and encoding of Wiktionary entries
evolves continually as the community updates the
templates to ease entry additions. Due to this,
many experiments are not reproducible as time
goes by as the extraction programs become obso-
lete due to sometimes major changes in the Wik-
tionary structure.

Second, much of the information that is present
in the Wiktionary HTML page is not visible
in the MediaWiki source. For instance, in the
excerpt of the Wiktionary bass page, one can find
‘ bass (comparative basser, superlative bassest) ‘
but this snippet is the result of the template call
{{en-adj|basser}} where the string bassest does
not appear. In the English Wiktionary edition, the
en-adj template calls a Lua program?! which
computes this word form. Hence, as noted in
(Ylonen, 2022), a full implementation of the Lua
language (and the Scribunto?? standard library) is
required if one wants to extract most Wiktionary
data®3.

This is the first approach we have attempted,
and it seemed to be the most straightforward,
but turned out to be inefficient: after down-
loading the latest Wiktionary XML dump, we
wanted to extract all entries that belong to the
Wiktionary category English multiword terms.
But the category information only appears in
five (badly encoded) English entries’ MediaWiki
source. In all other MWE entries, the categori-
sation is a side effect of the call of some tem-
plates appearing in the MediaWiki source. More-
over, the https://en.wiktionary.org/wiki/
Category:English_multiword_terms page it-
self does not appear in the dump, as it is a spe-
cial page that is computed on demand by the Wik-
tionary server.

Hence, in a second attempt, we tried to use the
Wiktionary API to query for these categories.

3.2 Using Wiktionary API

The Wiktionary API is a RESTful interface that al-
lows programmers to access the data contained in

2ISuch programs are called modules in MediaWiki. They
are special pages that contain program(s) in Lua, a Turing
complete programming language.

2Scribunto is the MediaWiki extension which allows for
the use of any Lua program in a Wikimedia page.

BThis was less of a problem when the language editions
were not heavily depending on such modules and many of
the experiments cited before will not be reproducible without
this nowadays.
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the Wiktionary dictionary through standard HTTP
requests. It may be used to query for definitions,
translations, links or categories of a specific Wik-
tionary page. In our cases, we planned to use it to
query each page for its categories.

This would be simple if the size of Wiktionary
dump was not so massive: more than 8.5 million
entries need to be checked, which means 8.5 mil-
lion requests sent to Wiktionary API. This is quite
slow and if not done correctly will lead to being
blacklisted from the Wiktionary website.

Using this approach, described in (Bajcetié
et al., 2023) we have extracted over 98% of MWEs
from Wiktionary and compiled a list of 153,525
MWE:s without IPA, and a gold standard of 4,979
MWEs with TPA - we can see that only about 3%
of MWE:s have pronunciation information in Wik-
tionary.

However, this approach was very time-
consuming and can only be applied on a specific
dump. Hence, as the Wiktionary data is always
growing, new MWEs introduced in Wiktionary
will not benefit from this work. This is the reason
why we tried to reproduce our experiment using
the DBnary dataset.

3.3 Querying DBnary

DBnary (Sérasset and Tchechmedjiev, 2014;
Sérasset, 2015)** is a lexical resource extracted
from 23 language editions of Wiktionary. This
dataset is structured in RDF using the OntoLex-
Lemon model (McCrae et al., 2017), which was
developed and which is further extended in the
context of the W3C Community Group “Ontol-
ogy Lexica”.?> The DBnary extraction program
is open-source’® and one can create issues when
errors are spotted or additional information is re-
quired.

With DBnary, the whole set of lexical infor-
mation extracted from the 23 language editions
of Wiktionary may be seen as a huge graph
that can be downloaded and queried online using
the SPARQL language?” or accessed interactively

2See http://kaiko.getalp.org/about-dbnary/ for
the current state of development of DBnary.

BSee https://www.w3.org/community/ontolex/ for
more details.

®https://gitlab.com/gilles.serasset/dbnary

Y’SPARQL is the “standard query language and protocol
for Linked Open Data on the web or for RDF triplestores”,
quoted from https://www.ontotext.com/knowledgehub/
fundamentals/what-is-sparql/. The SPARQL endpoint
of DBnary can be accessed at http://kaiko.getalp.org/
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through a faceted browser.?® Moreover, any node
(Page, Lexical Entry, Lexical Sense, Translation,
Word Form, etc.) in this huge graph is designed
by a unique URI? that may be dereferenced (i.e.
accessed through the HTTP protocol) so that any
person or process can obtain its related informa-
tion easily which is compliant to the guidelines of
the Linguistic Linked Open Data (LLOD) frame-
work (Declerck et al., 2020).> Using DBnary is a
matter of crafting SPARQL queries and evaluating
them using a public endpoint.

By our first use of DBnary, we saw that, while
pronunciation information is available, some of
the information we required was missing from the
English dataset:

* the entries were only typed as
ontolex:LexicalEntry and no
finer grain typing (as ontolex:Word,
ontolex:MultiWordExpression or

ontolex:Affix) was available,

e derivation information between terms was
not extracted.

These missing elements were added
and are now available in versions start-
ing from February 2023. The extraction
program now correctly fypes English Wik-
tionary entries either as ontolex:Word or as
ontolex:MultiWordExpression. Moreover,
derivation relations are now extracted and avail-
able in the graph using dbnary:derivesFrom
transitive property.

Figure 4 shows an example of the organisation
of two heteronym lexical entries described by the
same page, along with their canonical forms (with
written and phonetic representation).

Figure 4 also shows how the derivation rela-
tion is modelled in DBnary, using the transitive
dbnary:derivesFrom property. It must be noted
that in Wiktionary original data, the derivation
links point to Wiktionary pages but not to Wik-
tionary entries, hence, the DBnary modelling re-
flects this as it is usually difficult to automatically

sparqgl

28The browser can be accessed at http://kaiko.getalp.
org/fct/

29E.g. the URI http://kaiko.getalp.org/dbnary/
eng/bass represents the Wiktionary Page bass that further
describes different Lexical Entries (In English, one adjecti-
val, one verbal and three nominal and eleven others in nine
other languages.)

0See also http: //www. linguistic-lod.org/.
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eng:bass a dbnary:Page | -dbnary:describas

| engbass_Noun_1 a ontolex:Word ———,

ontolex:canonicalForm

dbnary:describes

rdfs:label: "bass™@en

eng:bass_MNoun_2 a ontolex:Word

rdfs:label: "bass™@en

ontolex:canonicalForm

-(—dhnary':dcrivcsFrnm—‘

eng:__cf_bass_Noun_1 a ontolex:Form

ontolex:writtenRep: "bass" @en

ontolex:phoneticRep: "/be1s/ @en-fonipa

eng:sea bass a dbnary.Page

dbnary:derivesFrom

eng:__cf bass Noun_2 a ontolex:Form

ontolex:writtenRep: "bass"@en

ontolex:phoneticRep: "/baes/" @ en-fonipa

eng:electric bass a dbnary:Page

Figure 4: A very small extract of the DBnary graph showing DBnary page bass and two of the lexical entries it
describes (bass_Noun_1 [sound, music, instrument] and bass_Noun_2 [perch, fish]) and their respective canonical
forms. The pages sea bass and electric bass are also represented with their derivation relations.

choose which lexical entry(ies) is (are) the valid
target of the derivation relation. But, applying the
property in the inverse direction (could be named
dbnary:derivesTo), the subject/source of the re-
lation is a lexical entry within a Wiktionary page,
pointing to a MWE page. As MWE pages consist
mainly of only one lexical entry, we can precisely
establish a “subterm” relation between a single lex-
ical entry and the MWEs it occurs in, combining
if needed both “directions” of use of the property.
This point is very important, as it allows project-
ing all the lexical information of the single lexical
entry to the component it builds within a MWE, as
this is briefly presented in Section 5.

In the DBnary representation of Wiktionary we
find lexical entries (including words, MWEs or
affixes), their pronunciation (if available in Wik-
tionary), their sense(s) (definitions in Wiktionary),
example sentences and DBnary glosses, which are
offering a kind of “topic” for the (disambiguated)
entries, but those glosses are not originated in the
category system of Wiktionary. The glosses are
taken from available information used to denote
the lexical sense of the source of the translation of
an entry from English to other languages.

DBnary does not extract Wiktionary categories,
as most of these are implicit in the MediaWiki
code and are the result of the full processing of the
MediaWiki source. This processing is too heavy to
compute for the 8.5M+ pages found in the English
Wiktionary edition. Without this full processing,
the extraction process takes almost 14 hours on a
recent CPU server, more than 70% of which goes
in the execution of Lua Modules. As this extrac-
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tion has to be re-computed twice a month as new
dumps are released, taking several days for such
an extraction is not worth it.

In the paper, we reproduce the approach de-
scribed in (Bajceti€ et al., 2023), using only DB-
nary data. The added value of using DBnary
comes from the fact that the data is updated twice a
month and extractors are usually maintained to re-
flect changes in Wiktionary representation of the
entries. Hence, reproducing this work will be pos-
sible without a high data preparation cost, and fu-
ture MWESs described in future versions of Wik-
tionary will benefit of it.

4 Enriching pronunciation for MWEs
using DBnary

4.1 Assessing the size of the problem

Before proceeding to the experiment using DB-
nary data’!, we first probe the dataset to see if
it faithfully reflects the Wiktionary data. First,
we would like to know how many entries have
a canonical form with pronunciation, using the
SPARQL query displayed in Listing 1.3
SELECT ?mweOrLE, COUNT (?e)
FROM <http://kaiko.getalp.org/dbnary/eng>
WHERE {

?e a ?mweOrLE ;

ontolex:canonicalForm ?wf.
FILTER

exists {?wf ontolex:phoneticRep ?pr}.

*'These figures and the whole experiment is avail-
able in a notebook at https://github.com/serasset/
dbnary-mwt-pronunciations/blob/main/notebooks/
MWE_Pronunciation_LDK2023. ipynb.

2Note that in all SPARQL queries, we do not add the PRE-
FIXes as they are known and optional on the DBnary server.
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VALUES ?mweOrLE
{ ontolex:MultiWordExpression
ontolex:LexicalEntry}
} GROUP BY ?mweOrLE

Listing 1: SPARQL query to count the avail-
able phonetic representations (?pr) of lexical en-
tries (?e). We also get the counts for en-
tries types as ontolex:MultiWordExpression or
ontolex:LexicalEntry.

A similar query is used to count the entries with-
out pronunciation information. The results are
given in Table 1.

type with (# of pron)  without
LE 107327 (173512) 1102485
MWE 4977 (8143) 214243

Table 1: The number of English Lexical Entries avail-
able in the English Wiktionary with or without pronun-
ciation information, among which we also count the
MWEs. The total number of distinct pronunciations is
also given.

These values are slightly different from the ones
obtained using the Wiktionary category pages or
the statistics pages. The reasons for this are (1) the
Wiktionary statistics have been done a year ago,
while the DBnary query reflects the status of the
latest dump* and (2) Wiktionary categories refer
to pages while the figures we have here are refer-
ring to lexical entries (there are usually several lex-
ical entries described in a single page’).

Despite being marginally different, these counts
confirm the original observed proportions of less
than 10% of Lexical Entries having pronunciation,
while less than 2.3% of MWESs come with pronun-
ciation information.

4.2 Borrowing pronunciation of MWEs from
their components

The main idea in (Bajcetic¢ et al., 2023) is to con-
struct the pronunciation of MWEs by borrowing
the pronunciation of their components. This is
straightforward when components have a single
pronunciation, but requires care when the pronun-

3These numbers reflect the DBnary dataset version
20230320. As Wiktionary evolves and DBnary dataset is up-
dated, more data is constantly added to the resource. For
instance, the previous version (dated 20230301), contained
172846 (resp. 1097873) Lexical entries with (resp. without)
pronunciation and 8074 (resp. 213276) MWEs with (resp.
without) pronunciation.

3*For instance, the 173512 lexical entries with pronuncia-
tion counted here are described in 75082 different pages.
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ciation differs for different meanings (in the case
of heteronyms).

To compute its pronunciation, the MWE is de-
composed in components and each component is
independently queried for its pronunciation infor-
mation. For this experiment, the decomposition
has been done straightforwardly by breaking the
MWE according to spaces and assuming that each
component of the derivation is a canonical form.

As components may have several pronuncia-
tions, all the resulting pronunciations are com-
bined leading to a set of candidates. However, this
method is faulty when we are dealing with het-
eronyms.

4.3 Dealing with heteronymy

As defined on Wikipedia, “a heteronym (also
known as a heterophone) is a word that has a dif-
ferent pronunciation and meaning from another
word but the same spelling”.>> A common exam-
ple for heteronyms is given by the lexical entries “
bass” (fish, pronounced /bas/) and “bass” (sound,
low in pitch, pronounced /beis/).

In our setup, heteronyms are defined as pages
describing at least two lexical entries which have
at least two different sets of pronunciations. To
identify those heteronyms, we query all pages
for their different pronunciation sets using the
SPARQL query given in Listing 2. In the resulting
table, the heteronyms are pages that appear more
than once.

SELECT ?p ?prons

(GROUP_CONCAT (?e; SEPARATOR = ",")

as ?entries)
FROM <http://kaiko.getalp.org/dbnary/eng>
WHERE {
?p a dbnary:Page; dbnary:describes ?e.
{
SELECT ?e

(GROUP_CONCAT (?pr ; SEPARATOR=",")

as ?prons) {
SELECT ?pr ?e {
?e ontolex:canonicalForm /
ontolex:phoneticRep ?pr
} GROUP BY ?e ?pr
ORDER BY ?pr
} GROUP BY ?e
}

3Quoted from https://en.wikipedia.org/wiki/
Heteronym_(linguistics) [accessed 2023.03.37]
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} GROUP BY ?p ?prons

Listing 2: SPARQL query to extract all heteronym
pages (?p), along with their distinct pronunciations
(?prons) and the corresponding entries (?entries).
Sub-query 1 and 2 extract and group the different
pronunciations for each lexical entry, then entries are
grouped by distinct pronunciation set.

Page  Pronunciations gloss
911 / nam wan 'wan/ emergency
911 /'mam o levon/ porsche
bass / bers / low pitch
bass  /bas/ fish
hinder /'ham.do/,/'ham.da*/ make difficult
hinder /hinds/,/'hindar/ more hind
tower /'tav.o(1)/,/'taver/ tall structure
tower /'tov.o(r)/ one who tows
lead /lid/, /lild/ to guide
lead /led/ metal

Table 2: A sample of heteronym pages along with their
dictinct pronunciation groups.

In English DBnary, we identified 970 het-
eronym pages among the 75082 pages with pro-
nunciation. A sample of these is given in table 2.

When a component is identified as a heteronym,
we have to choose among the different pronuncia-
tions for the one that is valid for the MWE. For
example, in the MWE lead pencil, the compo-
nent lead corresponds to the metallic sense, pro-
nounced /led/, while in lead astray, the compo-
nent lead corresponds to the verbal "to guide"
sense, pronounced /li:d/. The same phenomenon
occurs for bass guitar where bass refers to the
"low in pitch" meaning, pronounced /beis/, while
sea bass contains the bass (as a fish) component,
pronounced /bas/.

In order to correctly decide which pronuncia-
tion should be used for such a heteronym com-
ponent and not over-generate erroneous pronun-
ciations, we use the derivation relations that are
present in Wiktionary and are now available in DB-
nary. Figure 4 shows an example of such deriva-
tion relation in the context of the heteronym page
bass. All derivation relations is extracted from DB-
nary with the SPARQL query given in Listing 3.
The English DBnary dataset contains 239284 such
relations.

SELECT
DISTINCT ?deriv_from ?source_label
?deriv_to ?target_label
FROM <http://kaiko.getalp.org/dbnary/eng>
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WHERE {
?deriv_to
dbnary:derivedFrom ?deriv_from ;
dbnary:describes
/ rdfs:label ?target_label
?deriv_from rdfs:label ?source_label.

}

Listing 3: SPARQL query to extract all derivation rela-
tions from DBnary

When a component of a MWE is a heteronym,
we look for a corresponding derivation relation
that points us to the Lexical Entry the MWE de-
rives from. We then use the pronunciation of this
Lexical Entry and ignore pronunciations of other
Lexical Entries with the same canonical form.

4.4 Experiment and evaluation

In order to evaluate this experiment, we will use
the pronunciations of the 4977 MWEs that are
available in DBnary as a gold standard. When
computing the pronunciation candidates, four
cases are used:

* NP: No pronunciation is available for at least
one of the components,

* COMP: All components are non-heteronym
and have pronunciation information,

* HCOMP: At least one component is a het-
eronym and derivation relation is available,

* HND: At least one element is heteronym and
no derivation relation is available.

In NP and HND cases, we chose not to produce
any candidates. We measure the Precision, recall
and Fl-measure in cases COMP and HCOMP
by comparing known pronunciation with produced
candidates. For this comparison, we applied four
normalisation methods on the pronunciations:

* NO: pronunciation strings are compared
without any normalisation,

* SPA: spaces are removed from pronunciation
strings before comparison,

» SUP: suprasegmental signs (primary and sec-
ondary stresses, lengths, syllable breaks, etc.)
are removed from the pronunciation strings
before comparison,

» SUPSPA: suprasegmentals and spaces are re-
moved from the pronunciation strings before
comparison.
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COMP HCOMP All*
Norm prec  recall  fI prec  recall  fI prec  recall  fl
NO 1172 1731 .1269 | .0310 .0781 .0381 | .0516 .0771 .0560
SPA 1186 .1761 .1285 | .0382 .0976 .0481 | .0524 .0789 .0570
SUP 2037 5045 .3324 | .1688 .3993 .2057 | .1318 .2292 .1495
SUPSPA | .3457 .5994 .3896 | .2367 .5712 .2938 | .1561 .2748 .1766

“Overall performance accounting for cases where we do produce results (COMP and HCOMP) and cases where we do
not (NP, HND). This is given for exhaustive evaluation, but as we were able to distinguish between the different cases, these

measure do not reflect the real difficulty of the task.

Table 3: Evaluation of the experiments using four normalisations on the pronunciation strings.

case in gold standard in DBnary
NP 2448 86689
COMP 2160 114969
HCOMP 128 2246

HND 241 10340

Table 4: The number of MWE in each of the different
evaluation cases.

Table 3 gives the precision, recall and F1-
measure for the different cases and normalisations.
We give overall evaluation results on all four cases
for exhaustivity, but as the process is generating
pronunciation proposals that will be manually val-
idated, the figures only reflect the proportion of
cases where we can propose something (54.7%)
and cases where we cannot (45.3%). Overall, this
evaluation shows encouraging results when ignor-
ing the suprasegmental elements of the pronunci-
ation strings, thus validating the main strategy to
raise the number of pronunciations for MWEs by
borrowing pronunciations from their components.
However, suprasegmental seems harder to figure
out and we hypothesise that they are as much in-
fluenced by the global MWE context than by each
intra-component pronunciation.

As detailed in table 4, overall, we are able to pro-
duce pronunciation candidates for 114969 MWEs
using the COMP strategy and for 2246 MWEs us-
ing the HCOMP strategy.

4.5 Lessons learned and current work

By using DBnary dataset we were able to more
easily extract lexical data on which we applied
the original strategy described in (BajcetiC et al.,
2023). This process is quite efficient and does not
require any manual intervention and may be used
each time new MWEs are added to Wiktionary.
However, we currently identify several short-
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comings for which we should investigate deeper.
The first limitation we need to address is identi-
fying to which extent the proposed strategy may
be ported to other languages available in DBnary
(which currently extract from 23 different edi-
tions). In this experiment decomposition of the
MWE in a set of component is simply based on
space characters and we assumed that each compo-
nent appeared in its canonical form. Such heuris-
tics seem justified in the case of English language
where entries have very few inflected forms, but
will certainly become questionable if we apply it
on other languages like French (that has a more
productive morphology) or German (where com-
ponents are usually concatenated without spaces).
Moreover even in the case of English language,
with this heuristic the term acoustic bass guitar
cannot be decomposed as "acoustic" + "bass gui-
tar" and we cannot take advantage of the already
existing pronunciation attached to "bass guitar".
Future work should investigate other decomposi-
tion processes and the use of inflected forms as
components in a second step.

Another limitation, that may explain the preci-
sion measures, comes from the fact that DBnary
does not correctly identify the regional variant in-
formation of pronunciation strings. For example,
when computing pronunciation for bomb crater
we look for the entries crater (UK: /kierto(1)/ ,
US: /kiertar/) and bomb (UK: /bpm/, US: /bam/,
obsolete: /bam/) and produce six candidates that
are the combination of all individual components
pronunciation, while only two should be produced
by combining the UK (resp. US) pronunciations.
This shortcoming will not be addressed before DB-
nary corrects its English extractor to properly iden-
tify and represent the regional variant for each ex-
tracted pronunciation.
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5 Semantic enrichment of components of
MWEs

The former sections demonstrated the advantage
of concentrating our work on adding pronuncia-
tion information to MWEs on the use and adap-
tation of the DBnary resource. We stressed that
DBnary is offering the extracted information from
Wiktionary in a structured fashion, more precisely
using LOD compliant models and vocabularies.
And we see in this feature another precious advan-
tage of using DBnary for our work dealing with
the enrichment of MWEs included in Wiktionary
(and in the longer term also for resources like the
Open English WordNet, or others), focusing in a
next step on morphosyntactic and semantic infor-
mation that can be added to the components of
such MWEs.

5.1 The decomposition module of
OntoLex-Lemon

As DBnary is making use of the OntoLex-Lemon
model, we can take advantage of the existence of
its “Decomposition” module,*® which is graphi-
cally displayed in Figure 5.

We can observe that the property ‘“de-
comp:subterm” of the Decomposition module is
equivalent to the property “dbnary:derivesFrom”,
recently introduced in DBnary, in order to repre-
sent the Wiktionary section "Derived terms” (see
Figure 4) for comparison. Therefore, we can just
map the “rdf:Object” of “dbnary:derivesFrom”
to the “rdf:Object” of “decomp:subterm”, while
the rdf:Subject of “decomp:subterm” is the MWE
itself, as been seen in Listing 4.

As a result, the recent adaptations of DBnary
allow not only to generate pronunciation informa-
tion for MWESs contained in the English edition of
Wiktionary, but also to add morphosyntactic and
semantic information to the components of such
MWEs, and to encode this information in such a
way that the new data set can be published on the
Linguistic Linked Open Data cloud.

:electric_bass_lex a
ontolex:MultiwordExpression ;

3%The specification of OntoLex-Lemon describes “Decom-
position” in those terms: “Decomposition is the process of in-
dicating which elements constitute a multiword or compound
lexical entry. The simplest way to do this is by means of the
subterm property, which indicates that a lexical entry is a part
of another entry. This property allows us to specify which
lexical entries a certain compound lexical entry is composed
of.”. Taken from https://www.w3.0rg/2016/05/ontolex/
#decomposition-decomp
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decomp:subterm eng:electric_Adjective_1
decomp:subterm :eng:bass_Noun_1

Listing 4: The (simplified) representation of “electric
bass” using the Decomposition module of OntoLex-
Lemon, with links to lexical data encoded in DBnary

Using this module, we can thus explicitly encode
the morphosyntactic, semantic and domain infor-
mation of the components of MWEs, which are
only implicitly present in Wiktionary. For our
example, we know that “electric” has PoS “ad-
jective” (Wiktionary lists also a nominal use of
the word) and “bass” the PoS “noun” (Wiktionary
lists also an adjectival and a verbal uses), while
semantically disambiguating the components of
the MWE (in the full DBnary representation, the
“ontolex:Word”: “eng:bass_Noun_1" is linked to
the corresponding instances of “ontolex:Sense”.
And in fact, we can then link to a correspond-
ing Wikidata entry for “bass guitar” (https://
www.wikidata.org/wiki/Q46185) and the one
for “electricity” (https://www.wikidata.org/
wiki/Q12725)

subterm

Lexical ]
Entry
constituent constituent
correspondsTa v
Argument |« Component
corespondsTo
correspondsTo
Frame

Figure 5: The Decomposition module of OntoLex-
Lemon. Taken from https://www.w3.0rg/2016/05/
ontolex/#decomposition-decomp.

6 Conclusion and future work

We described in this paper on-going work on com-
puting pronunciation information for multiword
expressions (MWESs) included in Wiktionary. In
the course of this work, we got acquainted with
the DBnary resource, which is offering a Linked
Open Data compliant representation of lexical in-
formation extracted from Wiktionary, using at its
core the OntoLex-Lemon model and other related

’
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vocabularies. As it was immediately clear that us-
ing the extraction engine of DBnary is easing mas-
sively our work, we teamed with the maintainer
of DBnary, who adapted the extraction engine for
our needs. Those recent updates are the focus of
this paper. We discovered also that this way, we
can not only easily generate pronunciation infor-
mation for MWEs, but we can also in a straight-
forward manner add morphosyntactic and seman-
tic information to the components of MWEs. This
will lead to the generation of a new data set for
English MWEs. As a result, the DBnary engine is
now more than an extractor from Wiktionary and a
mapper to an LOD compliant representation, as it
generates lexical information that can be used for
enriching existing lexical resources.

We plan to port some of our approach to other
languages supported by DBnary, aiming at a mul-
tilingual data set for MWEs.

Limitations

While our approach can probably be transferred
to other languages, in cases where the Wiktionary
structure for those languages is similar, there is
one aspect of pronunciation extraction and com-
bination that we have not discussed and this con-
cerns the pronunciation(s) of variants of English,
which are included in Wiktionary, like British,
General American, Irish, Canadian, Australian
and New Zealand English. In our current work we
ignored the variants as they were not (yet) avail-
able in DBnary, so we "overlook" the variants in-
formation and produce potentially unusable new
pronunciations (that will have to be discarded at
manual validation). However, we would want to
include all these varieties of our future work. This
should not be too complicated, as the approach
would follow the same principle as explained in
the paper, with one extra layer of variant match-
ing.

Another limitation of our work lied in the fact
that Wiktionary is ever-changing. So anything
done at one point in time needs to be re-done in the
future due to changes in the data and also newly
added data. The fact that Wiktionary grows quite
fast means that the best approach would be incre-
mental or recursive in some way, and automati-
cally check for newly added pronunciations which
can create new MWEs pronunciations, while also
confirming that the previously created ones have
not been altered and need updating. But our team-
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ing with the maintainer of DBnary seems to of-
fer a good solution, as DBnary is updated twice
a month.

Another current limitation lies in the fact that
we consider only binary MWEs. This is due in a
good part to the fact that Wiktionary is not deliver-
ing a lot of information when dealing with longer
MWESs, but we are analysing the available data in
more details.

Ethics statement

We consider our work to have a broad impact be-
cause Wiktionary is widely used across the world,
as a free and open-source resource. Additionally,
we plan to include the output of our research into
other resources, like for example the Open English
WordNet, which are also resources that are free to
use and open-source. We hope that in this way the
results of our work can potentially be useful to peo-
ple all around the world who read or speak English,
as well as text-to-speech (and possibly speech-to-
text) systems which are gaining popularity and are
very important for the visually impaired commu-
nity, among others.

We do not see any ethical issue related to the
generation of additional information that can be
attached to Wiktionary MWEs and their compo-
nents.
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Abstract

Modeling lexical resources following
the Linked Data paradigm has become a
widespread method to contribute to the
multilingual web of data. For the modeling
of linguistic information such as words
and their morphosyntactic aspects, standard
vocabularies offer elaborate means to enable
cross-resource and cross-domain access to the
resources. To establish access to the word
senses, it is pivotal to create a mapping of each
word sense and its underlying concept to an
external, language-independent knowledge
base of the Semantic Web such as DBpedia.
However, this lexico-semantic mapping is
a very time-consuming endeavor and is
often neglected. And yet, the problem of
how to install time-saving approaches is not
resolved. Therefore, we propose a solution
for an automated lexico-semantic mapping
based on Old French lexicographic data. The
quantitative and qualitative evaluations of
the outcome show very promising results.
Overall, approx. 71% of the word senses can
be mapped to a DBpedia entry: approx. 12.7%
of semantically accurate mappings and ap-
prox. 58.2% of approximate, yet semantically
meaningful mappings. These results can be
fully extrapolated to our linguistic resource and
also transferred to the Linked Data modeling
of related resources.

1 Introduction

The last decade has seen many successful attempts
to model lexical resources as Linked Open Data
(Bizer et al., 2009). RDF (Resource Description
Framework, Klyne et al. (2004)) is used as the stan-
dard format along with W3C-standard vocabularies
and ontologies as a means to create a web of in-
terlinked data. Attempts focus on the modeling of
words and parts of speech, their graphical realiza-
tions, morphological and syntactic aspects, transla-
tions into other languages, their role in multi-word
expressions, etc. (for an overview of technolo-
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gies, vocabularies, and methods, see Bosque-Gil
et al. (2018), Khan et al. (2022)). The vocabulary
most often used for modeling lexical resources is
OntoLex-Lemon, Cimiano et al. (2016). While the
linguistic structures of the lexical resources can
be seamlessly converted to RDF, a challenging as-
pect of the modeling process is to integrate links
from the senses of the words (lexemes) and their
underlying concepts, respectively, to an external
knowledge base. We call this the lexico-semantic
mapping (in the following, LexSemMapping). The
LexSemMapping is pivotal for establishing lexical-
semantics-based access to the lexical units (that is,
the nexus of a given lexeme and precisely one (of
its) senses): Only lexical-semantics-based access
makes the lexical units of, for example, a historical
dictionary, available for cross-domain and cross-
resource access that is, most importantly, indepen-
dent from the language and language stage of the
resource.

For the LexSemMapping, an extra-linguistic re-
source depicting the things of the world such as
Wikidata and DBpedia! can serve as an external
knowledge base. An illustration of the motivation
for a LexSemMapping is as follows: Lexical re-
sources contain numerous designations for, say,
clergymen: Old High German priest m., priestar
m., préstar m., Middle High German priestcere
m., and High German Priester m. (since 9c,
Grimm? 13,2115 and DWDS PRIESTER?), Old
High German gotmanno m., High German Gottes-
mann (since ca. 870, Grimm? 8,1285; DWDS

"https://www.wikidata.org/, https://www.

dbpedia.org/; these and all following URLSs are accessed
on 02-21-2023].
2Deutsches Worterbuch von Jacob Grimm und Wilhelm

Grimm, digital version, https://woerterbuchnetz.

de/?sigle=DWB#Priester.

3Digitales Worterbuch der deutschen Sprache, https://
www.dwds .de/wb/Priester; we note that the DWDS
offers a Thesaurus function leading to semantic cognates;
however, this is limited to the German lexemes registered
within the DWDS.
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GOTTESMANN), Old French pestre m., prastre m.,
prebstre m., preiste m. (since the beginning of
the 12"c, DEAFéI PRESTRE?), flame m., flamine
m., archiflame m. (since 13"/14"c., DEAFé]
FLAME?’, Italian flamine m. (since 1261-1292,
TLIO FLAMINE®, Old Occitan flamina m. (DOM
FLAMINA'), and many more. The senses of these
lexemes represent concepts that are connected to
different religions, cultures, times, and connota-
tions. Their investigation is promising not only
from a linguistic point of view but also as a lin-
guistic underpinning for studies on expressions of
religion through time and space (cp. the article
PRIESTER in Bautier et al., 1977-1998, 7,203-208;
Richard, 1959; Salisbury, 2015). Creating a con-
nection, for example, from all senses with the con-
cept "Priests ' to the DBpedia entry ‘Priest’, or
from all clergymen of all religions to a generic
entry ‘List_of_religious_titles_and_styles’® could
establish access through the means of the Semantic
Web to all of the lexemes listed above. These are
otherwise very difficult to find.

Indeed, OntoLex-Lemon offers classes to
model sense definitions (LexicalSense) and
concepts (LexicalConcept”) and the predi-
cates (reference and isConceptOf, respec-
tively'?) to link these classes to an external knowl-
edge base. Its entities then serve as the objects of
the RDF triples for the LexSemMapping.

However, the LexSemMapping, to the best of
our knowledge, has rarely performed on a larger
scale. We suspect that this is (partly) because such
a mapping is a very tedious and time-consuming
endeavor. The problem thus arises as to how a
LexSemMapping of lexical units can be established
in a quicker and more efficient way. In this paper,
we propose a solution for this problem by develop-
ing methods for an automatic mapping of lexical
units to DBpedia.

*https://deaf.ub.uni-heidelberg.de/
lemme/prestre.

Shttps://deaf.ub.uni-heidelberg.de/
lemme/flame?2. Hereafter, all Old French lexemes refer to
DEAFél.

8Tesoro della Lingua Italiana delle Origini, http://
tlio.ovi.cnr.it/voci/025560.htm.

"Dictionnaire de I'occitan médiéval, http://www.
dom-en-1ligne.de/.

$https://dbpedia.org/page/Priest,
https://dbpedia.org/page/List_of_
religious_titles_and_styles.

°In accordance with the semiotic pentagon, see, e.g., Blank
(2001, 9).

Ohttps://www.w3.0rg/2016/05/ontolex/.
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The remainder of the paper is divided into an
overview of related work (Section 2), a description
of the lexical resource that is our use case (Sec-
tion 3), an assessment of manual LexSemMapping
(Section4), and the development and evaluation
of automatic approaches (Section 5). We conclude
our paper by presenting the overall result and an
outlook (Section 6).

2 Related Work

Establishing data access based on lexical semantics
is important for lexical resources, in particular for
historical language stages whose lexical units are
harder to access than those of modern languages;
and yet, the process of LexSemMapping is rarely
described in the literature.

Herold et al. (2012) describe the attempt to
do this for the data of the Digitales Worter-
buch der Deutschen Sprache — DWDS-Worterbuch
(DWDSWB)'!: Through an alignment of this dic-
tionary with the entries of the Deutsches Worter-
buch von Jacob Grimm und Wilhelm Grimm, Vol-
umes [-XVI, Leipzig 1854-1960 (\DWB), a se-
mantic disambiguation shall be achieved. This cor-
responds to a LexSemMapping, even if the target is
not expressed as an RDF triple object. But the chal-
lenges due to homonyms, polysemy, and semantic
shift led Herold et al. (2012, 42) to conclude that,
«Given the huge amount of manual effort needed
to complete the alignment between DWDSWB and
'DWB on the level of lexical entries it seems unfea-
sible to achieve a mapping for individual senses».

Bozzi (2016) detail their failed attempt to use
WordNet for a lexical-semantic networking of
data of the Dictionary of Old Occitan medico-
botanical terminology (DITMAO). DITMAO uti-
lizes OntoLex-Lemon as a means to perform a
LexSemMapping of the modeled lexemes through
external ontologies: «In the next step, the DiTMAO
partners will formalize the conceptual domain, de-
scribing the fields of botany, zoology, mineralogy,
human anatomy, diseases and therapies (medica-
tion, medical instruments) [...] to ease the “ono-
masiological” access to the lexicon», Bellandi et al.
(2018, 10-11). However, they do not further elabo-
rate on how to establish a LexSemMapping.

Declerck et al. (2015, 348-350), in sample
data of the Worterbuch der bairischen Mundarten
in Osterreich (WBO'?), link the lexeme Ger-

Uhttps://www.dwds.de/d/wb-dwdswb.
Phttps://wboe.oeaw.ac.at/.
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man Trupp (a squad) to the DBpedia entry ‘So-
cial_Group’. They point out the importance of
integrating the data into larger semantic contexts,
as well as linking to other external resources that
also connect to the DBpedia entry given in the
example. How this linkage with DBpedia is to
be performed, however, remains unresolved: «An
issue we would like to consider is the possibil-
ity of automatically linking to external resources,
those being both of linguistic nature or encyclo-
pedic nature. We do not have an answer to this
point for the time being. As a heuristic, while
knowing that the Limburg lexical data concerns
anatomy, and the reference language is standard
Dutch, we can automatically query DBpedia for all
entries that have a Dutch word marked with the ad-
ditional “_(anatomy)” extension, such as for exam-
ple http://nl.dbpedia.org/page/Hoofd_(anatomie).
However, this might only offer a very specific solu-
tion», (Declerck et al., 2015, 353).

Cimiano et al. (2013) evaluate possibilities to
model the semantics by reference implied by
OntoLex-Lemon in a more fine-grained method
than the connection of LexicalSense to an on-
tology allows, bringing back semantic disambigua-
tion at least partially into the model. Their code
samples (Cimiano et al., 2013, 58f.) show DBpe-
dia, among others, as an external knowledge base,
but the process of semantic disambiguation itself is
not discussed.

Giuliani and Molina Sangiiesa (2020) describe
the integration of two large historical lexical re-
sources, i.e., the Tesoro della lingua italiana
delle origini (TLIO'?) and the Nuevo Diccionario
Historico del Espaiiol (NDHE, Real Academia Es-
paiiola'*), with the taxonomy of the Historical
Thesaurus of English (HTE)'>. Focusing on the
domain ‘health and illness’, they translate HTE’s
entities into Spanish, extend them to a more fine-
grained level, and integrate them into their work in-
frastructure as an onomasiological backbone. The
taxonomy is also converted into an ontology in
OWL (Bechhofer et al., 2004) called DHistOntol-
ogy and the modeling of the two resources in RDF
is described as a future goal (Molina Sangiiesa,
2023). Their aim is to enhance their workflow by
aligning similar concepts in both resources and to
streamline sense definitions while editing the dic-

Bhttp://tlio.ovi.cnr.it/TLIO/.

Yhttps://www.rae.es/.

Bhttp://historicalthesaurus.arts.gla.
ac.uk/.
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tionary articles with one shared dictionary writing
system. This is a promising concept, albeit the
lexico-semantic mapping seems to be performed
manually.

The historical dictionary Lessico Etimologico
Italiano (LEI, Pfister 1979-) also examines us-
ing the classes of the HTE as a means to estab-
lish onomasiological access. The goal is not an
integration of the LEI resource into the Linked
Data landscape but the creation of a locally used,
proprietary feature for the online publication LEI-
digitale.'® As a first step, their approach focuses
on the LexSemMapping of the Latin etyma — that
serve as the headwords of the LEI articles — and
their definitions. The second step is to integrate the
lexical units of the articles, i.e., the Italian lexemes
and their definitions. The heterogeneity of the latter
is significant, including single-word definitions in
modern Italian and also Latin, a sequence of mod-
ern Italian translations (i.e., of several senses in one
definition text), periphrastic definitions, nomencla-
ture adopting the classification by Carl von Linné
(we will further discuss Linné in Section 5.1), and
more. The mapping is done manually: Concepts
are looked up in Wikipedia, and corresponding
entities are identified in and linked to the HTE tax-
onomy. The link is manually integrated into the
XML files of the articles.!” Since the LEI is a very
large resource with a great amount of legacy data
(and also born-digital data), it seems crucial for the
success of their LexSemMapping to integrate auto-
mated steps into the process. However, no solution
for time-saving automation has been promoted so
far.

3 The Linguistic Resource

The motivation for our approach to establishing a
more efficient method for LexSemMapping derives
from modeling the data of the Dictionnaire éty-
mologique de I’ancien francais — DEAF (Baldinger,
1971-2020) as Linked Open Data. The DEAF is
a comprehensive dictionary of Old French from
its first resource 842 AD until ca. 1350 AD, com-
piled under the aegis of the Heidelberg Academy
of Sciences and Humanities until 2020.'8 We have
invested in modeling the DEAF articles as Linked
Open Data for two reasons: firstly, to make the
data of the DEAF accessible beyond the nuanced

Yhttps://lei-digitale.it/.

7Personal communication by Alessandro A. Nannini, LEI,

to whom we express our sincere thanks.
Bhttps://www.hadw-bw.de/deaf.
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yet predefined, and thus limited research functions
of its online publication, DEAF¢I'?; and secondly,
to facilitate the usability, queriability, and inter-
pretability of the DEAF data in the global context
of the Semantic Web. We describe the vocabular-
ies, e.g., OntoLex-Lemon and OLiA (Chiarcos and
Sukhareva, 2015), the concept, outcome, and chal-
lenges of the modeling process in Tittel and Chiar-
cos (2018) and — with further elaboration — in Tittel
(forthcoming). In Tittel and Chiarcos (2018), we
proposed implementing a semi-automatic process
to increase efficiency. In this process, XSLT scripts
would model the DEAF data as RDF by integrat-
ing the predicate ontolex:isConceptOf and
a wildcard in place of a link to an extra-linguistic
ontology as the object of the RDF triple. This
would help prepare for manual mapping. It, of
course, does not produce a meaningful statement,
and the necessary manual post-processing could
not be performed due to the termination of the
funding period of the DEAF. However, the RDF
data offer a starting point; for example, for Old
French raicele s.f. “plante vivace de la famille
des Violaceae, aux feuilles en rosette et aux fleurs
blanches légérement ou pas parfumées, violette
blanche”, the concept " White Violet ' can now be
mapped to the entity of DBpedia ‘Viola_alba’?" in
the following way (RDF serialized in Turtle):?!

deaf:raicele_lexConcept
ontolex:isConceptOf dbr:Viola_alba .

4 Manual LexSemMapping

A manual LexSemMapping for the DEAF data
promises the best results. This is particularly
true with respect to the Historical Semantic Gap
(Tittel and Chiarcos (2018), Giuliani and Molina
Sangiiesa (2020, 355f.)) that often occurs between
a concept represented by a lexeme in a historical
(in this case, medieval) language stage and the con-
cept of the same lexeme in the modern language.
E.g., medieval concepts of the bloodstream adhere
to a metabolism that does not know blood circula-
tion (described only in 1628 by William Harvey,
Schipperges (1990, 53)). Therefore, Old French
veine f., for example, does not denote the blood
vessel transporting the blood back to the heart (as
part of blood circulation). Instead, veine denotes

Yhttps://deaf.ub.uni-heidelberg.de/.

Phttps://dbpedia.org/page/Viola_alba.

ZlNamespaces, such as deaf, ontolex, and dbr (DBpe-
dia) in the following code examples are assumed to be defined
the usual way.
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a blood vessel transporting the nourishing blood
from the liver to all body parts and then back to
the liver. Hence, the concept cannot be mapped to
the modern concept of the "vein ', as in DBpedia’s
entry ‘Vein’?? without causing semantic disruption
and anachronistic cross-fade.?? On the other hand,
the LexSemMapping is straightforward when the
concept to be mapped has the exact same scope
and application today as it did in medieval times.
This is often the case for plant and animal names,
musical instruments, tools, etc., and DBpedia is
very well suited for this purpose.

For writing each dictionary article, the lexicogra-
pher penetrates the semantic scope of the analyzed
lexeme and grasps the concept of each lexical unit
in a way that makes possible a seamless integration
of an ontology entity into the data. Furthermore,
they might analyze several lexemes belonging to
a domain at a certain point in time and, in doing
so, remain focused on that particular topic. E.g.,
after editing lexemes occurring in the context of the
veine (see above), they have internalized medieval
metabolic concepts and pneuma theory (Putscher,
1974) to the point of becoming, to a certain ex-
tent, an expert which further facilitates the map-
ping process. We, therefore, argue that a manual
LexSemMapping is feasible when done while edit-
ing a dictionary article.

The case of legacy data, as is the case for the
DEAF dictionary, is different, however. DEAFél
contains approximately 84,000 lexemes with
92,776 lexical units®* that must be linked, in hind-
sight, to an extra-linguistic knowledge base. The
dictionary covers all aspects of the language, and
hence, a LexSemMapping requires knowledge in
all domains of life. For a retrospective mapping of
legacy data, this is difficult: While the knowledge
of the lexicographer is greatest at the time of the
article editing, the person performing the mapping
in retrospect must promptly acquire expertise for
many domains ad hoc. This is also immensely time-
consuming. Estimating 10 min per LexSemMap-
ping adds up to 15.462 hours of work, roughly 200

Zhttps://dbpedia.org/page/Vein.

BThis observation leads to the demand for historicized
ontologies that model the historical concepts of a domain
of interest. This is not further discussed in this paper. We
however indicate that the project Knowledge Networks in Me-

dieval Romance Speaking Europe (ALMA, https://www.

hadw-bw.de/alma) will develop domain ontologies for
medieval medicine and law.

2Not counting the lexical units where the sense is marked
by ‘7.
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working days, for the DEAF data — provided that
the required entities of a knowledge base do exist.

5 Automatic Approaches to
LexSemMapping

To address this problem, we have developed auto-
matic methods involving applying Python scripts
for a LexSemMapping of the DEAF data. As
an encyclopedic resource, DBpedia only registers
(concrete and abstract) things that are described
in Wikipedia (from where DBpedia extracts its
data®). Furthermore, DBpedia shows significant
shortcomings with respect to historical concepts.
Nonetheless, we focus on DBpedia as a target re-
source, acknowledging its broad range of entities
and its pivotal role as a central node within the web
of data.

At this point, we rule out linguistic resources
such as WordNet, Open Multilingual Wordnet, and
BabelNet?® because our goal is to semantically
map the concepts to an extra-linguistic resource
enabling semantic access that is independent of a
language representation. For the future expansion
of the methodology, we will revisit this decision
for the sake of larger interoperability.

5.1 Four Methods for Mapping Nouns

The 92,776 sense definitions of the DEAF are (i)
partly defined by following the genus—differentia
approach?’, (ii) partly by single French words,
and (iii) partly by translations in Modern French,
i.e., equivalents of the sense following the genus-
differentia definition as the last word of the defi-
nition text. Aiming at a maximum of correct hits
when linking the definitions to corresponding DB-
pedia entities, we define four methods for auto-
matically mapping nouns: (i) We establish links
using the terminology classified through the Sys-
tema naturae by Carl von Linné?® (in the follow-

BSee https://www.dbpedia.org/resources/
linked-data/.

®nttps://wordnet .princeton.edu/,
//omwn.org/,https://babelnet.org/.

7T A genus—differentia definition is the state-of-the-art def-
inition of a sense consisting of a generic term (genus, e.g.,
‘plant’) and specifications of that term (differentia, e.g., ‘peren-
nial’, ‘with rosette-shaped leaves’, ‘with lightly scented white
flowers’, cp. the above mentioned White Violet.

2Editio princeps Leiden [Lugdunum Batavorum] (Theodor
Haak) 1735.—The systems by Carl Gottlob Rafn (https://
viaf.org/viaf/106965171/) and Georges Léopold
Chrétien Frédéric Dagobert, Baron de Cuvier (https://
viaf.org/viaf/4981028/), are alternatives; in the
DEAF, however, we do not see them used in a sense defi-
nition.

https:
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ing: LINNETERMINUS); (ii) we transform single-
word definitions (SINGLEWORD); (iii) we use the
Modern French equivalents (LASTWORD); (iv) we
extract the genus proximus of a sense definition
(GENUSPROXIMUS).

5.1.1 LINNETERMINUS Approach

Many definitions include a Linné classification that
is utilized in this approach. The standard syntax
is: “<definition> (<Latin term> L.)”, as in: fave-
role f. t. de botanique “petite plante dicotylédone,
de la famille des Plantaginaceae..., véronique des
ruisseaux (Veronica beccabunga L.)” (limewort).
But we also find definitions (i) with a Latin term
enclosed in distinctive parentheses, beginning with
an uppercase letter but without the ‘L. marker,
(i1) the opposite: with the ‘L. marker but with-
out the parentheses, and (iii) with neither the ‘L.
marker nor parentheses. All these cases considered,
roughly 200 definitions can be mapped through
the LINNETERMINUS approach. Although this
might not seem a significant contribution to auto-
mated mapping, the expected correctness of the
results suggests the development of an algorithm
that reads Linné classifications.

5.1.2 SINGLEWORD Approach

This approach is straightforward. The algorithm
uses the single Modern French word of the defini-
tion (filtering out occasional question marks), as
in: lechement m. “flatterie” (flattery). A database
query results in 21,166 such SINGLEWORD defini-
tions. These definitions don’t comply with the con-
cept of genus—differentia definitions; they feature
in DEAFpré, a section of DEAFél. DEAFpré con-
tains the digitized material of the DEAF card index
(with 1.5 million handwritten slips that amount to
12 million attestations of lexemes), structured into
preliminary dictionary entries with a provisional
semantic analysis.

5.1.3 LASTWORD Approach

A further approach is a method of reading the Mod-
ern French translation typically given as an equiva-
lent of the sense at the end of the definition. This
approach is based on the syntax: “<definition>,
<Modern French word>", as in: figuier m. “arbre
qui produit la figue, figuier”, the fig tree. However,
this approach has several drawbacks. The algo-
rithm accurately reads a single word between the
last comma and the closing quotation marks of the
definition text (filtering out question marks). How-
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ever, the hit ratio is influenced by many cases in
which that particular single word is not a Modern
French equivalent, but part of an enumeration that
belongs to the periphrastic definition itself. An ex-
ample is: dachete f. “sorte de petit clou a la téte par-
ticulierement grande et a la tige angulaire, adapté
aux besoins de cordonniers, tapissiers, etc.”. In this
case, following the rules, the algorithm finds that
etc. 18 the last word after the last comma; this can
be filtered out. Consequently, tapissiers (tapestry
weavers) is the word to be used by the algorithm
for LexSemMapping. Sure enough, the tapestry
weavers are only an example (together with cor-
donniers, shoemakers) for professional groups that
use the dachete (a type of small nail). Neverthe-
less, this approach is highly relevant for automatic
LexSemMapping due to its numerous occurrences.

5.1.4 GENUSPROXIMUS Approach

While the first three approaches aim at the
LexSemMapping of the specific meaning of the
word, this approach uses the genus proximus of the
sense definition for an approximate mapping, i.e.,
of the meaning’s core. It relies on the periphrastic
definitions in accordance with the syntax: “sorte de
/ sorte d’ / espece de / espece d” <genus> <differ-
entiae>”, e.g.: tideman m. “espece de douanier qui
attend la marée haute pour faire les bateaux arrivant
acquitter les impdts”. Although tideman denotes
a very particular tollkeeper, the generic tollkeeper
(douanier) is the concept that will be mapped by
the GENUSPROXIMUS approach. Oftentimes, the
genus proximus is preceded by an adjective, such
as ‘small’ or ‘large’; this will be considered by the
algorithm. A database query results in 3,870 such
GENUSPROXIMUS definitions.

5.1.5 Proof of concept with manually created
data sample and English Translations

The mapping process to DBpedia is based on the
fact that for each Wikipedia entry, a DBpedia
entry can be assumed: «For each Wikipedia
page, DBpedia has an entity following the same

pattern: http://en.wikipedia.org/wiki/Berlin
— http://dbpedia.org/resource/Berlin»,
see https://www.dbpedia.org/

resources/linked-data/ [accessed
02-17-2023]. To query Wikipedia’s data, e.g.
for article entries, the Python script imports an
API provided by Wikipedia (see ‘Wikipedia
API’ at https://pypi.org/project/
Wikipedia—API/).
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To test feasibility, we conduct a Proof of concept
(PoC): We implement a semi-automatic approach
by manually preparing a data sample (data_poc).
This sample consists of a list of lexemes, defini-
tions, and keywords to be mapped for LINNETER-
MINUS, SINGLEWORD, LASTWORD, and GENUS-
PrROXIMUS, each including 30 examples. The
DEAF sense definitions are written in Modern
French. Therefore, we provide English transla-
tions of the keywords to facilitate the detection of
corresponding entries in the English Wikipedia for
the algorithm. A list entry is structured as follows,
with ‘lexeme’, ‘definition’, and ‘English keyword’,
respectively:

"falcon’]

[’ zecharr’, ’'espece de faucon’,

The pseudocode for our PoC reads as follows:

IMPORT wikipediaapi
SET wiki_wiki TO wikipediaapi.Wikipedia(’en’)
DEFINE FUNCTION concat (text):
RETURN str (text) .replace(’ ’,
.replace ('®’,
.replace('?’,

D)
‘oe’) .replace (&',

rry

rae’)

DEFINE FUNCTION map (data_poc) :
SET entries_to_dbr TO data_poc
FOR row IN data_poc([l:]:
SET keyword TO concat (row[2])
SET page_py TO wiki_wiki.page (keyword)
IF page_py.exists():
SET url TO page_py.fullurl
SET url_db TO str(url).replace(’https://
en.wikipedia.org/wiki/’,
"https://dbpedia.org/resource/’)
row.append (url_db)
ELSE:
SET keyword TO ’‘unknown_entry’
row.append (keyword)
RETURN entries_to_dbr

The function concat (lines 4-7) replaces spaces
with underscores, French ligatures, and question
marks. The function map (lines 9-23) iterates over
the lines of the sample data, requests Wikipedia
entries and their URLSs, and converts them into
DBpedia URLs. If no entry is found, a message
is printed. The result is saved to a JSON file; an
extract is shown in Fig. 1.

[
"anemoine",
"sorte de renonculacées a fleurs violettes, dite aussi coquelourde,
passe-fleur ou pulsatille",
"anemone pulsatilla",
"https://dbpedia.org/resource/Pulsatilla_vulgaris"

"zecharr",

"espeéce de faucon",

"falcon",

"https://dbpedia.org/resource/Falcon"
1

Figure 1: Mapping result: LINNETERMINUS (extract).

Evaluation of the PoC The mapping result is
promising, despite the fact that five mappings are
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nonsense. E.g., Old French lecherant (lickspit-
tle), falsely leads to https://dbpedia.org/
page/Licker: «a fictional creature from Cap-
com’s Resident Evil series». Datil (date [fruit])
maps to a disambiguation page with person and
place names, double dates, etc.; the correct map-
ping would be the entry ‘Date_(fruit)’ which in
turn leads to the entry ‘Date_palm’, which again
is wrong. Furthermore, one keyword could not be
mapped by the script: feve “plante aquatique de la
famille des Nélumbonacées [... ], feve d’Egypte,
Lotus sacré ou Lotus d’Orient (Nelumbo nucifera,
Nymphaa Nelumbo L.); la graine de cette plante”.
In our test data set, we select the second Lin-
naean term, Nymphaa Nelumbo (Indian lotus),
as the keyword to be mapped. However, the En-
glish Wikipedia does not list the Indian lotus under
‘Nymphea_Nelumbo’ but instead under the first
term, ‘Nelumbo_nucifera’ (the German Wikipedia
redirects from one to another; the English site does
not). All the other keywords, i.e., 114 out of the
possible 120, have been correctly mapped.

5.1.6 Implementation

Use of French Wikipedia entries. The follow-
ing steps aim to use the French originals and
avoid the manual English translation of the key-
words that we performed for the PoC. We test two
ways to do this: First, we direct the algorithm to
use the French Wikipedia instead of the English:
wikipediaapi.Wikipedia (' fr’) (line 2
of the code above) but don’t change the URL-
replacement process. The algorithm produces 117
mappings. However, since DBpedia models the En-
glish Wikipedia entries, many of the produced map-
pings are incorrect. E.g., French bois, the woods,
produces a link to the DBpedia entry ‘Bois’®,
which is, however, a disambiguation page with per-
son and place names. The correct hit would have
been the entry “Wood’.

Use of English Wikipedia equivalents. Next,
the algorithm queries the Wikipedia API for French
Wikipedia entries and, at the same time, for their
English equivalents. 1anglinks is appended to
the Python function map to test whether an English
equivalent exists and if so, use its URL to generate
the DBpedia URL (lines 6-15):

1 DEFINE FUNCTION map (data_poc) :

2 SET entries_to_dbr TO data_poc
3 FOR row IN data_poc[l:]:

4 SET keyword TO concat (row([2]

Phnttps://dbpedia.org/page/Wood.
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SET page_py TO wiki_wiki.page (keyword)
SET langlinks TO page_py.langlinks
IF page_py.exists():
FOR k IN sorted(langlinks):
IF k EQUALS ’'en’:
SET url_en TO langlinks[k].fullurl
SET url TO page_py.fullurl
SET url_db TO str(url_en).replace(’https://
en.wikipedia.org/wiki/’,
'https://dbpedia.org/resource/’
row.append (url_db)
ELSE:
SET keyword TO "unknown_entry’
row.append (keyword)
RETURN entries_to_dbr

Although this also produces incorrect mappings
(e.g., when an English equivalent is missing®® or

when Wikipedia falsely allocates an English equiv-
alent), the hit ratio is better than the first attempt.

Automatically identified keywords. We then im-
plement solutions for automatically identifying the
keywords to be mapped by the algorithm. Here, we
work with a manually created test data set of 236
lexical units in the form of RDF data, e.g.:

deaf:ebenus skos:definition
"bois de 1’ébénier, ébene"Qfr
deaf:pivernaus skos:definition
"goutte"@fr
deaf:fie skos:definition
"fruit du figuier (Ficus carica L.),
comestible et de couleur violette,
., figue"@fr

Many sense definitions offer keywords for sev-
eral approaches simultaneously, for example, a
keyword for LINNETERMINUS and for GENUS-
PrROXIMUS. Thus, we order the approaches by
the expected mapping accurateness of their perfor-
mance. E.g., LINNETERMINUS is more accurate
than GENUSPROXIMUS and, consequently, the al-
gorithm prefers the first method to the second.

The pseudocode (extract) reads as follows>!:

SET linne TO re.compile(r’\(.x L\.\)’)

SET linne_unobvious TO re.compile(r’\ (([A-Z]

\w+| [A=Z]\w+\ \w+)\) ")

SET linne_cap TO re.compile (r’ ([A-Z]\w+\

\w+(\ L.))")

SET linne_cap_single TO re.compile(r’ ([A-Z]

\w+(\ L.))")

SET linne_cap_unobvious TO re.compile (r’ ([A-Z]\w+\
\w+) ")

SET linne_cap_single_unobvious TO re.compile

(r’ ([A-Z2]\w+) ")

SET last_word TO re.compile (r’ (\, [*\,\r\n]|\;

[\, \r\n]) (\w+\ 2\w+) (\ et sim.|

,\ et sim.) {0,121} (\?22) (\ \(\?2\))2$")

SET single_word TO re.compile (r’” (\w+\ 2\w+)\22$’)
SET sorte TO "sorte de"

SET sorte_apostr TO "sorte d’"

SET espece TO "espeéece de"

SET espece_apostr TO "espeéce d’"

3This is the case for ten keywords: ‘Léchefrite’, baking
sheet, ‘Amertume’, bitterness, ‘Machine de guerre’, apparatus
belli, etc.

3IThe complete Python script and RDF data can be found
on GitHub, https://github.com/SabineTittel/
LexSemMapping.
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DEFINE FUNCTION map_rdf (graph) :
FOR s, p, o IN graph:
IF p EQUALS (skos + ’definition’)
and type (o) EQUALS rdflib.term.Literal:
IF linne.search (o) :

SET keyword TO concat (re.sub (’.x\ ((.x*)

(\ TN \).x", r’\1’, o))

SET page_py TO wiki_wiki.page (keyword)

IF page_py.exists():
make_langlinks (s, page_py)
continue

IF linne_cap.search(o):
SET keyword TO concat (normalize (re.sub
(" (ox\ ) ([A=Z]\w+\ \w+) (\ L.) (.*)",
r’'\2’, 0)))
SET page_py TO wiki_wiki.page (keyword)
IF page_py.exists():

make_langlinks (s, page_py)
continue
# all other keyword queries follow

ELSE:
graph.add((s, ontolex + ’isConceptOf’,
Literal ("to be mapped’)))

DEFINE FUNCTION make_langlinks (s, page_py) :
SET langlinks TO page_py.langlinks
IF langlinks:
FOR k IN sorted(langlinks):
IF ’"en’ IN sorted(langlinks):
IF k EQUALS ’en’:
SET url_en TO langlinks[k].fullurl
SET url_dbr TO str(url_en) .replace
("https://en.wikipedia.org/wiki/’, ')
graph.add((s, ontolex + ’isConceptOf’,
dbr + url_dbr))
ELSE:
graph.add((s, ontolex + ’isConceptOf’,
Literal (‘missing English equivalent to
French Wiki entry’)))
ELSE:
graph.add( (s, ontolex + ’isConceptOf’, Literal
("no equivalents to French Wiki entry’)))

To find the keywords, the algorithm uses regu-
lar expressions and looks for pre-defined strings:
catchwords (lines 1-15). The function map_ rdf it-
erates over the parameter for the argument graph
(line 21): subject, predicate, and object of the
triples of the imported RDF data set (with the
236 lexical units). For all literal objects that fol-
low the predicate skos:definition (line23f.),
the algorithm checks for the existence of key-
words (line 25ff). For each keyword, the algo-
rithm searches for entries in the French and En-
glish Wikipedia respectively and generates DBpe-
dia URLs as described. It then adds a triple to the
lexeme with ontolox:isConceptOf and the
DBpedia URL respectively, or generates a message
in case the mapping is unsuccessful (lines 59f., 63).

Evaluation. The four methods for mapping
nouns achieve varying hit rates, with the LIN-
NETERMINUS approach producing different results
according to the syntax of the definition text de-
scribed in chap.5.1.1. Fig.2 shows an extract of
the results in the form of the RDF triples, and fig. 3
summarizes the results achieved for the data set
with 236 DEAF entries.
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deaf:wodlark skos:definition "espéce d'oiseaux. Comme toutes
les alouettes elle appartient a la famille des Alaudidae,
alouette lulu (Lullula arborea L.)"@fr ;
ontolex:isConceptOf dbr:Woodlark .

deaf:zecharr skos:definition "espece de faucon"@fr ;
ontolex:isConceptOf dbr:Hawk .

deaf:abenlie skos:definition "sorte de tente?"@fr ;
ontolex:isConceptOf dbr:Tent .

deaf:turguet skos:definition "plante, sous-espéce de céréale,
amidonnier (Triticum turgidum L.)"@fr ;

ontolex:isConceptOf "missing english equivalent to French Wiki entry" .

deaf:pere skos:definition "peére"@fr ;
ontolex:isConceptOf dbr:Father .

Figure 2: Result (extract) of automatic keyword search.

Lexical Units Linné | Single Last | GenusProximus
‘Word | Word | sorte de | espéce de

236 overall 86 60 60 20 10
overall: 30

mapped 82 37 51 18 8
10 equivalence 0 5 2 1 0
no Engl. equivalence 4 6 5 0 2
not mapped 0 12 2 ol 0
mapping rate 95.3% | 61.7% 85% 90% 80%
correct hits 7 32 43 13 8
disambiguation pages 5 2 7 4 0
incorrect hits 0 3 1 il 0
hit rate 94% | 86.5% | 84.3% | 72.2% | 100%
mapping overall 194
mapping rate overall 82.4%
hits overall 173
hit rate overall 87.4%

Figure 3: Evaluation of the mapping of 236 entries.

Interpretation of the results and extrapolation.
The methods produce promising mapping rates and
hit rates. The highest mapping rate shows the LIN-
NETERMINUS method with 95.3% mappings and
also a very accurate hit rate with 94%. The SIN-
GLEWORD method achieves the lowest mapping
rate with 61.7%. The highest hit rate is achieved by
the GENUSPROXIMUS method with the catchword
‘espece de’ with 100%; albeit, this result needs to
be interpreted with the caveat that the absolute num-
ber of mappings for ‘espéce de’ is only eight — with
77 for the LINNETERMINUS method. This must
also be considered for the low hit rate of (72.2%)
achieved by the GENUSPROXIMUS method with
the catchword ‘sorte de’. As expected, the 84.3%
hit rate of the LASTWORD method is rather low
for the reasons explained above.

The overall result for all four methods is a map-
ping rate of 82,4% (194 out of 236) with 87,4%
correct hits (173).

We see that 18 mappings lead to disam-
biguation pages in DBpedia, a result we can-
not influence. E.g., pié m. “pied” maps to
‘Pied_(disambiguation)’ (with proper names, the
Pied Piper of Hamelin, etc.) without redirection to
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‘Foot’ (the correct DBpedia entry). Encouragingly,
the number of semantically incorrect hits is low,
with three for the SINGLEWORD method and one
for both the LASTWORD and GENUSPROXIMUS
methods. E.g., diacalamant m. “sorte de confec-
tion dont la base était le calament” wrongly maps
to ‘Sewing’ (from the polysemic French terme con-
fection); however, it is a concoction using calamint,
a plant of the mint family. We consider the results
(mapping rate and hit rate) to be satisfactory and
thus extrapolate them to the DEAF totals: out of
the 92,776 lexical units, 30,065.6 are, thus, poten-
tial mappings, and — out of these — 25,423,4 are
potential hits. This equals 27,4% hits overall.

5.2 A Method for Non-Nouns

This method maps lexical units of lexemes that are
not nouns (but also include nouns that have not
been reached by the approaches described above),
i.e., adjectives, adverbs, verbs: roughly 70% of the
DEAF entries. The algorithm processes keywords
in the definitions that can be mapped to entities
of DBpedia. This aims at grasping the significant
core elements from the sense of a given lexeme.
Of course, this is only an approximation to the re-
spective sense. Nevertheless, it represents a rough
but automatic placement of the sense within the
structure of an external knowledge base. To do this,
the algorithm applies what we call the ‘splitting
method’ (SPLITTING) where it tokenizes the defi-
nition texts, iterates over the tokens, and looks for
those that can be mapped. The pseudocode is the
following:

IF (re.findall ("\w+’, 0)):
FOR word IN (re.findall ("\w+’, 0)):

SET page_py TO wiki_wiki.page (word)

IF page_py.exists():
make_langlinks (s, page_py)

ELSE:
graph.add((s, ontolex + ’isConceptOf’,
Literal(’to be mapped’)))

Nota bene: We apply re.findall instead of
re.split to avoid having to define identification
rules for split perimeters.

A model case for this method is the adjective
lovin adj. “a la maniere d’un loup” (wolflike),
with the tokenized result being [’a’, ’la’,
"maniére’,’d’,’un’, ' loup’]. From these
tokens, the algorithm produces:

deaf:lou#lovin

skos:definition "a la maniere d’un loup"@fr ;

ontolex:isConceptOf
<https://dbpedia.org/resource/%$C3%80>,
dbr:D_ (disambiguation),
dbr:La,
dbr:UN_ (disambiguation),
dbr:Wolf,
"no equivalents to French wikipedia entry"
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We can interpret the result as follows:

‘A’ ([%C3%80], letter) (line 4),

‘D_(disambiguation)’ is a disambiguation
page with ‘D’ representing ‘differential equa-
tion’, ‘Delaware’, ‘Desktop Environment’, etc.
(line 5),

‘La’ equally, representing ‘Louisiana’, ‘Lu-
casArts’ (a subsidiary company of LucasFilm
Ltd.), a type of moth, etc. (line 6),

‘UN_(disambiguation)’ representing ‘United
Nations’, a Korean music band, etc. (line 7);

the only mapping with semantic value is
dbr:Wolf (line 8);

* ‘manicre’ is an entry in the French Wikipedia
without an equivalent in the English
Wikipedia (line 9).

Evaluating a larger number of such examples,
we learn that the many incorrect hits must be lim-
ited. For this purpose, we create a list of words to
be generally ignored by the algorithm, i.e., articles,
pronouns, prepositions, and the like. We also in-
clude words that occur in many definitions but lead
to false results such as:

* maniere (see in the example above),

* changeant, present participle of
changer (to change), which maps to
‘List_of_Star_Trek_aliens#Changeling’, a
fictitious species of the Star-Trek universe,

* référant, present participle of référer (to refer
to), which maps to ‘HTTP_referer’,

* and the adjective sérieux (serious) which maps
to ‘Paul_Sérieux’, a French psychiatrist.

We import this list into the Python script.

Implementation. To test our method we create a
data set with 100 entries: lexical units for 20 adjec-
tives, 20 adverbs, and 20 verbs; we add 40 nouns
that cannot be computed with the four methods,
as described in chap.5.1. A first test with the ex-
isting algorithm (without the SPLITTING method)
confirms that all 100 entries cannot be mapped.
With the algorithm using the SPLITTING method,
however, the results are as shown in fig. 4.

The mapping rates of 55% up to 77.5% yield
an average of 65%. We give an example of the
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Lexical Units

[ Adv. | Adj. [ Verb [ Nouns [ overall

number 20 20 20 40 100
mapped 12 11 il 31 65
no equivalence 1 6 7 10 24
no Engl. equivalence 6 5 5 12 28
not mapped 7 14 14 25 60

65%

mapping rate | 60% [ 55% | 55% | 77.5%

Figure 4: Quantitative evaluation of SPLITTING method.

outcome for efimere adj. (a fever or a pain that
lasts for about a day), which shows both successful
mappings and a miss:
deaf:efimere skos:definition
"qui dure un jour ou peu plus (dit
de la fievre, de la peine)"Qfr ;
ontolex:isConceptOf
dbr:Day,
dbr:Fever,

"missing English equivalent to
French Wiki entry"

Evaluation. To assess the quality of the mapping
result of the SPLITTING method, we conduct an
evaluation of each mapping for each lexical unit.
For efimere, for example, the mapping to the en-
tities ‘Day’ and ‘Fever’ are meaningful; the key-
word ‘peine’ (pain) produces a result in the French
Wikipedia but no English equivalent (lines 7-8).

Extrapolation to the DEAF data, all methods in-
cluded. We extrapolate these results to the DEAF
data. The total number of the DEAF lexical units
that can be mapped by the SPLITTING method,
i.e., that are not reached by the four methods LIN-
NETERMINUS, SINGLEWORD, LASTWORD, and
GENUSPROXIMUS (total 30,065.6, see above) is:
92,776 — 30,065.6 = 62, 710.4. With a mapping
rate of overall 65% (see fig.4), the SPLITTING
method, therefore, has the potential to generate
40,761.76 mappings.

Together with the 25,423.4 semantically correct
mappings of nouns, this results in an approximate
amount of 66,185 semantically mapped lexical
units. This corresponds to 71.34% of the total set
of 92,776 lexical units.

5.3 Applying the Algorithm to the RDF Data
Sets of the DEAF

As a litmus test for the validity of the extrapolation,
we exclude the manually prepared test scenarios
and apply the algorithm to actual RDF data: We
use the results of automatic routines modeling the
DEAF entries as Linked Open Data in RDF. We
apply the algorithm to 300 datasets with 617 lexical
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units overall, including all parts of speech. The
result is a mapping rate of 71.03%. Compared with
the extrapolated rate of 71.34% mapped lexical
units within our test scenario, we conclude that the
validity of the extrapolation is confirmed. This is
important for future applications of the methods to
the 92,776 lexical units of the DEAF.

Evaluation. Following the example given for
efimere adj. (see above), we manually assess the
quality of each of the 617 mappings with respect to
the sense of the mapped lexical unit. Examples of
the quality evaluation and the overall findings are
shown in fig. 5.

DEAF entry || Def. | # Mapp. | Mapp. | Mapp. | Mapping overall
‘ ‘ vV v | Abs. | Hit Ratio
fable 22 7 1 14 15 68.2%
faraon 3 0 1 2 3 100%
faucille 10 0 0 10 10 100%
fece 1 0 0 1 1 100%
festele 31 11 10 10 20 64.5%
festre 12 1 3 8 11 91.7%
fiel 28 6 10 12 22 78.6%
fievre 31 0 3 29 32 100%
figure 60 24 3 33 36 60%
flajol 31 11 6 13 19 61.3%
flamesche 1 0 0 1 1 100%
flaiite 17 6 1 10 11 64.7%
gratifier 1 1 0 0 0 0
guihale 1 0 0 1 1 100%
guimauve 1 0 1 0 1 100%
guindas 2 0 0 2 2 100%
guinlechier 2 0 0 2 2 100%
halstre 2 2 0 0 0 0
harigoter 7 2 0 5 5 71.4%
hart 35 18 0 15 15 42.9%
overall 617 169 7 368 445
percentage 28.6% 12.7% 58.2% 1%

Figure 5: DEAF RDF data with LexSemMapping.

Explanation of the table columns:

* DEAF entry: entry name of an article,
* Def.: number of lexical units in the entry,

* # Mapp.: no mapping, i.e., the total amount
of the messages ‘to be mapped’ respectively,
‘no equivalents to French Wiki entry’, and
‘missing English equivalent to French Wiki
entry’; we also add the number of mappings
that are semantically nonsense (the result of
our qualitative evaluation),

* Mapp. v'v': number of semantically precise
and correct mappings using the LINNETER-
MINUS, SINGLEWORD, and the LASTWORD
methods,

* Mapp. v': number of the mappings through
the GENUSPROXIMUS or the SPLITTING
method that are semantically correct in an ap-
proximate way.
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The qualitative evaluation of the mappings
shows that 12,7% of the mappings produce seman-
tically precise and correct hits, and 58,2% of the
mappings produce approximately correct hits.3?
The latter are able to assign the lexical units to
an extra-linguistic entity in the form of a first and
rough classification; at the same time, it lays an
excellent foundation for a manual and more precise
elaboration of the mapping for these lexical units.

6 Result and Outlook

As an overall result, we can state the following:
Due to the heterogeneity of the sense definitions,
achieving 100% correctness in the LexSemMap-
ping of all 92,776 lexical units of the DEAF to
DBpedia is not realistic. However, the methods
we have developed (LINNETERMINUS, SINGLE-
WORD, LASTWORD, GENUSPROXIMUS, SPLIT-
TING) clearly approach our goal: the automatic
LexSemMapping of lexical units of the DEAF dic-
tionary. Our methods are able to successfully map
large portions of the total set of lexical units; ap-
prox. 71% of the lexical units (= 53,996) can be
mapped: approx. 12.7% (= 11,783) will be mapped
accurately in terms of semantic content, and ap-
prox. 58.2% will be mapped in an approximate, yet
meaningful way.

Based on this extrapolation, we reason that ap-
plying the algorithm to the RDF data sets of the
DEAF is able to enhance the RDF data in a signifi-
cant way. It establishes semantics-based, language-
independent access to potentially almost 65,800
lexical units of the dictionary by linking to DB-
pedia. The RDF data of the DEAF will be re-
leased under Public Domain in a triple store by
the Heidelberg Academy of Sciences and Humani-
ties (HAdW) oron https://lod.academy/,
a hub for Linked Open Data and Graph Technolo-
gies run by the Academy of Sciences and Literature
Mainz and the HAdW.

With the achieved result, we deduce that ap-
prox.29% of the lexical units still need to be
mapped manually. With the estimated 10 min per
mapping, this still adds up to roughly 65 days of
work. What comes to mind are methods utiliz-
ing artificial intelligence to interact with the sense
definitions of the DEAF. Our first impression, how-
ever, was not very promising because the definition

32Examples of RDF data sets with mapped lexical units
can also be found at GitHub: festre_mapped.ttl,
fiel mapped.ttl, etc.
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texts seemed too heterogeneous for an Al model
to identify patterns that could lay the foundation
for a successful approach. Nonetheless, recent de-
velopments in this sector such as the emergence of
ChatGPT?? for instance, suggest considering the
topic anew.

Furthermore, we utilized the automatic matching
of French Wikipedia entries with corresponding En-
glish entries offered by the Wikipedia API. To by-
pass this error-prone step, it could be worthwhile to
test integrating a machine-driven translation from
French into English recurring to external services
such as the DeepL. API.3*

Possible generalization of the approach. Lexi-
cographic resources typically contain lexical units—
words and their senses, the latter being defined
through translations into a (modern) language,
through genus-differentia definitions or other meth-
ods. We know how time consuming a manual
lexico-semantic mapping of the lexical units is.
With (i) its specific solutions for different kinds
of definitions, (ii) the possibility to feed varying
languages into the algorithm (adapting the query
to the Wikipedia API to the particular language)
and (iii) given the hit rate of the algorithm, we con-
clude that a generalization of our LexSemMapping
approach is promising: It can be re-used both for
the semantic enhancement of already existing RDF
resources and for newly approached Linked-Data
modeling of (historical) linguistic resources. Also,
related approaches could benefit, e.g., the afore-
mentioned endeavor of the LEI to install an ono-
masiological structure and where DBpedia entities
could be added to the HTE taxonomy to establish
interoperability within the Linked-Data landscape.
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Abstract

This paper describes the linking of a subset
of five texts from the Latin Text Archive cor-
pus of the Computational Historical Semantics
project to the LiLa Knowledge Base of Interop-
erable Linguistic Resources for Latin for a total
of about one million tokens, adding approxi-
mately 13 million and 750 thousand new triples
to the Knowledge Base. To show the potential-
ities of linking those texts to other resources
for Latin, the paper describes the results of a
sample query conducted on the texts linked to
the Knowledge Base.

1 Introduction and related work

Thanks to its key role in accessing the European
cultural heritage, Latin was one of the first lan-
guages to be automatically processed. Since the
pioneering work of the late Fr. Roberto Busa SJ on
Thomas Aquinas’ texts in 1949 (Nyhan and Pas-
sarotti, 2019), an abundance of linguistic resources
has been made available for Latin as a result of a
long tradition of studies in the area of Computa-
tional Linguistics, Literary Computing and Digital
Humanities. These include textual resources such
as corpora featuring texts of various typologies, as
well as lexical resources such as lexica, dictionaries
and thesauri. Besides larger (meta)collections of
texts such as the Corpus Corporum,' which con-
tains more than 150 million words provided by
more than twenty different collections, among the
corpora providing more specific data there are, for
example, the Patrologia Latina data base,” featur-
ing the writings of the Church Fathers, and the
Musisque Deoque digital archive, which contains
poetic works from Classical to Late Latin.? Lexical
resources include the Thesaurus Linguae Latinae
at the Bayerische Akademie der Wissenschaften

'https://www.mlat.uzh.ch/

https://www.lib.uchicago.edu/efts/
PLD/

*https://mizar.unive.it/mgdq/public/
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in Munich,* Johann Ramminger’s Neulateinische
Wortliste,” and Lewis and Short’s dictionary (Lewis
and Short, 1879), accessible among others through
the Perseus Digital Library and now linked to the
LiLa Knowledge Base (Mambrini et al., 2021).

Unfortunately, while there is a large number
of linguistic resources for Latin currently avail-
able in digital format, these often lie scattered in
isolated “data silos™, a fact which prevents users
from exploiting their full potential in interoperable
ways: linguistic data and metadata for Latin are
distributed in separate collections which often use
different data formats, query languages, annota-
tion criteria and tagsets, thus making the resources
incompatible with each other. In the last decade,
multiple efforts have been made to provide a so-
lution to the problem of dispersion of (meta)data
and resource isolation. Today, many initiatives of-
fer a single access point to resources collected in
single repositories, such as the European infras-
tructure CLARIN,® the metadictionary Logeion,’
and the already mentioned metacollection Corpus
Corporum. However, such initiatives still fail to
provide real interoperability between distributed
linguistic resources, which would require “that all
types of annotation applied to a particular word/text
be integrated into a common representation for in-
discriminate access to any linguistic information
provided by a resource or tool” (Chiarcos, 2012a,
p- 162). A current approach to interlinking linguis-
tic resources is that of the Linguistic Linked Open
Data cloud, a collaborative effort pursued by sev-
eral members of the Open Linguistics Working
Group® with the goal of applying the Linked Data
principles to linguistic data.’

*https://tll.degruyter.com/

5http ://nlw.renaessancestudier.org/

*https://www.clarin.eu/

"https://logeion.uchicago.edu/

Shttp://linguistic-lod.org/llod-cloud

° Among the initiatives combining the Linked Data tech-
nologies and language resources is the COST action Nexus Lin-
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The Linked Data paradigm consists of a series of
best practices and principles for exposing, sharing
and connecting data on the web, which are incar-
nated by the following rules:'°

» data and metadata should be unequivocally
named by URIs (Uniform Resource Identi-
fiers), allowing users to find them;

* HTTP URIs should be used in order for data to
be accessible by both humans and machines;

e provide useful information through Web
standards such as the RDF data model
(i.e.Resource Description Framework),
which represents data in the form of triples: a
predicate property (1) connecting a resource
called subject (2) to another resource, called
object (3). In this way, data are represented
through directed, labelled graphs and are
searchable via another Web standard like the
SPARQL query language (the language used
to query data in RDF format);

* include links to other URIs in order to allow
for further research.

Applying the Linked Data paradigm is a way
to share data according to the FAIR principles,
which state that data must be Findable, Accessible,
Interoperable and Reusable (Wilkinson et al., 2016).
The LiLa Knowledge Base of linguistic resources
for Latin aims to make textual and lexical resources
interoperable trough the application of the Linked
Data principles (see Section 2).

After introducing the architecture of the LilLa
Knowledge Base (Section 2) and the Computa-
tional Historical Semantics project (Section 3), this
paper describes the linking to LiLa of a textual re-
source consisting of Medieval documentary Latin
texts taken from the Latin Text Archive of the Com-
putational Historical Semantics project (Section 4).
Finally, the paper provides an example of query to
show the potentialities of interlinking those texts
to other resources for Latin (Section 5) and gives
insights into the future developments of LiLa (Sec-
tion 6).

guarum, whose aim “is to promote synergies across Europe
between linguists, computer scientists, terminologists, and
other stakeholders in industry and society, in order to investi-
gate and extend the area of linguistic data science” (at https:
//nexuslinguarum.eu/the—action/, What the Ac-
tion does).
Ohttps://www.w3.org/DesignIssues/

LinkedData
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Lexical Entries

[

Lexical Resources
- Latin Wordnet

- Dictionaries...

Tokens

Textual Resources NLP Tools

- Digital libraries - Tokenizers

- Treebanks - Taggers/parsers

- Textual corpora... - Lemmatizers.

Figure 1: The architecture of the LiLa Knowledge Base.

2 The LiLa Knowledge Base

The LiLa - Linking Latin project'! aims to con-
nect the existing linguistic resources for Latin in
order to make them interoperable (Passarotti et al.,
2020). The LiLa team is building an open-ended
Knowledge Base following a set of standards for
the Semantic Web and Linked Data. To this end,
all content involved or referenced in the linguistic
resources connected in Lila is made unambigu-
ously findable and accessible by assigning each
data point an HTTP URI. Data reusability and in-
teroperability between resources are achieved by
establishing links between different URIs and by
using web standards such as the RDF data model
(see Section 1) and the SPARQL query language.'?
Furthermore, the LiLLa Knowledge Base makes ref-
erence to classes and properties of already existing
ontologies in order to model relevant information.
The main ones are: POWLA for corpus data (Chiar-
cos, 2012b), OLiA for linguistic annotation (Chiar-
cos and Sukhareva, 2015), and Ontolex-Lemon for
lexical data (Buitelaar et al., 2011; McCrae et al.,
2017).

Within this framework, LilLa uses the lemma as
the most productive interface between lexical re-
sources, annotated corpora and Natural Language
Processing (NLP) tools. Consequently, the archi-
tecture of the LiLa Knowledge Base is highly
lexically-based (cf. Figure 1), being grounded on a
simple but effective assumption that strikes a good
balance between feasibility and granularity: Tex-

Uhttps://lila-erc.eu/

2LiLa’s SPARQL endpoint can be accessed at: https:
//lila-erc.eu/sparql/
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tual resources are made of (occurrences of) words
(more precisely, fokens), lexical resources describe
properties of words (in lexical entries), and NLP
tools process words (producing NLP outputs).'

Considering the central role played by lemmas
in LiLa, the core of the knowledge base is the so-
called Lemma Bank,'* a collection of about 200 000
Latin lemmas (defined as the canonical forms of
lexical items, i.e. their citation forms) originally
taken from the data base of the morphological an-
alyzer LEMLAT (Passarotti et al., 2017). Interop-
erability is achieved by linking all those entries in
lexical resources and tokens in corpora that point
to the same lemma. The resources currently linked
to the knowledge base are as follows:

— Textual resources

— Computational Historical Semantics:
1058 084 tokens

— Confessiones: 92351 tokens

— Corpus for Latin Sociolinguistic Studies
on Epigraphic texts: 32473 tokens

— Index Thomisticus Treebank: 450515
tokens

— LASLA corpus: 1839373 tokens

— Liber Abbaci (ch. viII): 29 858 tokens

— Querolus sive Aulularia: 13 232 tokens

— UDante Treebank: 55 287 tokens

— Lexical resources

— Lemma Bank: 153 965 entries

— Etymological Dictionary of Latin and the
other Italic Languages: 1452 entries

— Glossary of Latin loanwords from the
Italian works of Dante Alighieri: 765
entries

— Index Graecorum Vocabulorum in Lin-
guam Latinam Translatorum: 1759 en-
tries

— LatinAffectus: 3295 entries

— Latin Vallex 2.0: 3561 entries

— Latin WordNet: 6 269 entries

— Lewis & Short’s dictionary: 53437 en-
tries

— Word Formation Latin: 41 791 entries

As shown in Section 3, the subset of the Com-
putational Historical Semantic corpus adds a sig-

In Figure 1, the arrows going from and to the node for
NLP Output represent the fact that tokens that are the outputs
of a specific NLP tool (a tokeniser) can become the inputs of
further tools (like, for instance, a syntactic parser).

“http://lila-erc.eu/lodview/data/id/
lemma/LemmaBank
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nificant amount of Late and Medieval Latin texts,
expanding the possibilities of integrated research
with other (Medieval) Latin corpora such as the
Index Thomisticus Treebank and UDante.

3 Computational Historical Semantics

Computational Historical Semantics (from now on
CompHistSem) is a co-operative project involving
the German universities of Bielefeld, Frankfurt am
Main, Regensburg and Tiibingen, originally devel-
oped by an interdisciplinary team led by Bernhard
Jussen and Alexander Mehler at the Goethe Uni-
versity in Frankfurt am Main, and funded by the
German Federal Ministry for Education and Re-
search.!> The project aims to define new methods
and tools for historical-semantic analysis “by con-
ducting computer-based research on processes of
linguistic change” (Cimino et al., 2015).

The associated website'® of the Latin Text
Archive (LTA), hosted by the Berlin-Brandenburg
Academy of Sciences and Humanities, allows users
to simplify their search for semantic and linguis-
tic changes by quickly comparing a large num-
ber of texts gathered from various sources: more
than 4 000 texts spanning from the 2nd to the 15th
Century AD, put together thanks to the support
of digitalised collections such as the Patrologia
Latina data base, the Monumenta Germaniae His-
torica (MGH),!” the Corpus Corporum (Univer-
sity of Ziirich) and the Bibliotheca Augustana.'®
These texts are lemmatised by means of the Frank-
furt Latin Lexicon (FLL), a morphological lexicon
of Medieval Latin organised around three “lexical
resolutions” of lexical units (Mehler et al., 2020)
which enable a multilayered search:

1. the superlemma, providing a unified represen-
tation for different variants of a “word” (i.e. a
lexeme), e. g. caelum ‘sky’, as opposed to

2. lemmas, which are tied to specific variants of a
word, e. g. cael, caelum, celum, caelus, celum,
celum, celus, coelum, celum, coelus, each
with its own spelling and possibly inflected
according to different paradigms, which con-
sist of

Bhttps://comphistsem.org/home.html. NB:
this site is no longer maintained.

Yhttps://lta.bbaw.de/

"https://www.mgh.de/

Bhttp://www.hs—augsburg.de/~harsch/
augustana.html
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3. word forms, such as celorvm (lemma celum)
or coelos (lemma coelus), possibly tagged for
morphological features such as casus (case)
or numerus (number).

While the FLL allows a user to search for a spe-
cific word or word form and obtain quantitative
data with respect to its occurrences as well as gram-
matical, linguistic and lexical information about
its use, the textual data base LTA makes it possi-
ble to perform a text-based search of the whole
corpus, and is useful to carry out more complex
searches for word co-occurrences (Cimino et al.,
2015). Since CompHistSem is an ongoing project,
it is constantly expanding as more texts, words and
word forms are added to its data bases (Mehler
et al., 2020).

4 Linking CompHistSem to LilLa

In this section, the process adopted so as to link
texts from the CompHistSem project to the LilLa
Knowledge Base is detailed: first in general, and
then by giving a more in-depth discussion of prob-
lematic cases.

4.1 Texts, annotation and format conversion

The linking procedure is implemented on a sub-
set of the LTA corpus of CompHistSem consisting
of seven texts or text collections. These are the
texts that have been selected by the CompHistSem
team after having been requested for data from
their corpus to include into LilLa, and that have
been deemed of sufficient size for this goal. The
specific documents are:

* Capitularia Regum Francorum, 6th-9th c. AD,
various authors, from MGH Capitularia 1 & 2

— 10820 sentences,'® 343 030 tokens (in-
cluding 53 161 punctuation marks)

* De ecclesiasticis officiis, 9h c. AD, by Amalar-
ius of Metz, from Patrologia Latina vol. 105

— 4279 sentences, 125 475 tokens (includ-
ing 20 845 punctuation marks)

* Vita Karoli Imperatoris, 9th c. AD, by Egin-
hard, from MGH Scriptores rerum Germani-
carum 25

1%Sentence” in this context refers to the textual segmenta-
tion inherited from CompHistSem, and does not necessarily
coincide with a syntactically-driven interpretation thereof; this
however is irrelevant here, as only single tokens are consid-
ered.
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— 247 sentences, 8 393 tokens (including
1 224 punctuation marks)

* Gesta Hludowici imperatoris, 9th c. AD, by
Thegan of Trier, from MGH Scriptores rerum
Germanicarum 64

— 451 sentences, 8355 tokens (including
1403 punctuation marks)

e Decretum Gratiani 1 to 111 (treated as distinct
documents), also known as Concordia dis-
cordantium canonum, 12th c. AD, by Gratian,
from Corpus Corporum through Patrologia
Latina vol. 187

— 31803 sentences, 572 831 tokens (includ-
ing 124 656 punctuation marks)

In total, there are 47 600 sentences for 1 058 084
tokens (including 201 289 punctuation marks), the
vast majority of which (see Section 4.2) lemma-
tised and tagged for parts of speech and morpho-
logical features by means of the Frankfurt Latin
Lexicon (see Section 3), which uses its own tagset,
in line with the grammatical categories tradition-
ally recognised for Latin.?’ All texts but the De-
cretum Gratiani (Corpus Corporum, transcription
under Creative Commons Share-Alike license?!)
are retrievable from the LTA (see Section 3) and are
under the Creative Commons license.?” The texts
are encoded in the TEI-P5 format, i. e. as XMLs.>>

The preliminary step before linkage is the con-
version of the XMLs to the CoNLL-U format,?* as
used in the Universal Dependencies (UD) project
(de Marneffe et al., 2021), by means of a Python?
script developed as part of the Lila project’s
endeavour.”® The motivation for this move is
twofold: first, the CoONLL-U format is more easily
human-readable, with no loss of information nor
of machine-readability with respect to the original
XML; second, the conversion of format also entails
a conversion of part-of-speech and morphological
tags, similarly to what has already been achieved
for other data sets, such as the Index Thomisticus
Treebank (Cecchini et al., 2018) or the Late Latin

%A classic and accessible reference for Latin is (Greenough
et al., 2014).

YMttps://creativecommons.org/licenses/
by-sa/4.0/

Zhttps://creativecommons.org/licenses/
by/4.0/

Bhttps://tei-c.org/

®nttps://universaldependencies.org/
format.html

25www.python .0rg

%The script has not yet been made public.
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Charter Treebank (Cecchini et al., 2020a). The
latter point is relevant, since also LilL.a makes use
of UD’s part-of-speech tagset internally, and so the
conversion to the CoNLL-U format has the ultimate
effect of better integrating CompHistSem texts into
the knowledge base and of laying the ground for its
linking, at the same time acting as a stepping stone
towards a possible future annotation according to
UD guidelines.

The mapping between the two tagsets is rather
straightforward, especially with regard to morpho-
logical tags, whose distribution already broadly
corresponds to that found in the UD formalism ap-
plied to Latin, or can be implemented on a lexical
basis. Parts of speech also overlap or are retrace-
able to more general classes (e. g. CompHistSem’s
distributives DIST and ordinals ORD merge into
UD’s adjectives ADJ with a corresponding value
of the NumType feature?’) to a great degree, since
they have common roots in traditional grammars,
but need some further reworking: in particular, the
class of determiners (in UD labeled as DET) has
to be carved out from CompHistSem’s adjectives
(ADJ) and pronouns (PRO); a difference has to be
drawn, on a lexical basis, between co-ordinating
(CCONJ in UD) and subordinating (SCONJ) con-
junctions; some readjustments between indeclin-
able classes (especially adverbs, ADV in UD; con-
junctions, CCONJ/SCONJ; particles, PART) are
necessary; and tokens with atypical lemmas such
as biblical books and/or belonging to mixed nom-
inal or residual classes (Noun, NE, NP, PTC, XY,
FM in CompHistSem) require some case-by-case
treatment.

4.2 Lemmatisation

Since Lil.a is structured around the notion of
lemma (see Section 2), which is the key element
through which lexical and textual resources are con-
nected to the knowledge base, lemmatisation of a
document is a necessary step in order to proceed
with the linking process. As mentioned in Section
4.1, this is already the case for texts found in the
LTA: the LEMMA field in the CoNLL-U conversion
(see Section 4.1) directly stores the superlemma
relative to the word form, as determined per the
Frankfurt Latin Lexicon (see Section 3).

Only a negligible 2 697 tokens lacking a lemma

“"We point to UD guidelines, which can be browsed
at https://universaldependencies.org/
guidelines.html, for details about the meaning of
labels in the UD framework.
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are detected, i. e. the 0,25% of the total, for which
the Frankfurt Latin Lexicon fails to produce one.
They represent 1775 (case-sensitive) form types,
and mostly consist of proper nouns, or terms de-
rived from proper nouns (hence conventionally cap-
italised), such as Magonciam ‘Mainz (city in Ger-
many)’, variant of a more Classical Mogontiacum,
or Tolletano ‘from Toledo (city in Spain, Toletum
in Latin)’, but also forms such as f or ff. Given the
peculiar, onomatological nature and marginality of
such forms, and the fact that in this phase the focus
is on linking and not on expanding LiLa’s lexical
data base, these tokens are not considered further
and left out from lemmatisation (and thus linking).
More in general, it has to be noticed that the
data from CompHistSem, as that of any other exter-
nal resource, is taken ‘as is’: it is not the goal nor
the scope of this work to assess the “correctness”
of any level of its annotation (tokenisation, lem-
matisation, part-of-speech-tagging, morphological
features). The aim here is only to link different
resources to the LiL.a Knowledge Base, without in-
tervening in their annotation standards: this means
that no evaluation is performed, nor can be, as LilLa
itself avoids establishing a standard. However, the
interoperability of many different resources can
surely help achieve an overview of the variations
between annotation formalisms, in view of a pos-
sible harmonisation of their criteria, e. g.in a typo-
logical framework (cf. Gamba and Zeman 2023).

4.3 Matching and non-matching tokens

Even if no evaluation in a true sense can be per-
formed, the complexity of the linking task can be
gauged by looking at the different cases that present
themselves and at the strategies that are necessary
to deal with them, and how they are distributed
among the tokens. First and foremost, the trivial
case of punctuation marks is ignored: besides being
invariably assigned a lemma identical to their form
and part of speech PUNCT, and thus not presenting
any ambiguity, punctuation marks are not lexical
units, and as such do not even appear in the LilLa
lemma bank. This brings it down to 856 795 “lexi-
cal tokens™?® that can be contemplated for linking
from the original total of 1058 084. In the follow-
ing, a breakdown of the outcomes of the linking

2 exical” in the sense of corresponding to what is
usually considered to be a word (with all its indefinite-
ness, cf. Haspelmath 2017), not necessarily as in the lexi-
cal/functional dichotomy of UD (see de Marneffe et al., 2021,
§2.1.1).

™
N
o
N
-
Q
-



https://universaldependencies.org/guidelines.html
https://universaldependencies.org/guidelines.html

process is given, at the end of which approximately
13 million 750 thousand new triples are added to
the LiLa Knowledge Base.

4.3.1 Unambiguous matches

As many as 720 860 of these lexical tokens can be
directly linked to the Lil.a knowledge base through
an unambiguous match in the Lil.a lemma bank
with their respective combinations of lemma and
part of speech (after conversion, see Section 4.1):
an example is the lemma itinerarium ‘itinerary’
coupled with the part of speech NOUN, a combina-
tion which exists and is unique in LiLa.?® It has
to be remarked that such a match is independent
from the specific word form: this is the advantage
of pivoting on the (super)lemma, as it abstracts
from not always predictable spelling and inflection
variants. The total coverage of direct linking is
thus the 84,14% of all tokens; if only the number,
18262, of unique combinations of lemma and part
of speech among lexical tokens in our subcorpus is
taken into account, the coverage is instead 68,50%
(12 509 combinations). This difference arises from
the fact that many unambiguously linked tokens
represent very frequent functional words such as
the co-ordinating conjunction (CCONJ) et ‘and’
(33250 occurrences) or the pronoun (PRON) qui
‘who, which, that’ (17434 occurrences), while the
vocabulary of the chosen texts indeed sensibly de-
parts from the original lexical pool of the LilLa
lemma bank (cf. Section 5).

Again, it has to be noticed that no upstream con-
trol is performed on the criteria or correctness of
the lemmatisation in CompHistSem: all the just de-
scribed unambiguous matches are inserted as they
are, meaning that, in a sense, LiLa accepts the risk
of picking up spurious forms.

4.3.2 Ambiguous matches

There are cases in which a token’s combination
of lemma and part of speech can be matched to
more than one entry in the LilLa lemma bank: in
particular, this happens for 54 903 lexical tokens
(corresponding to 777 lemma/part-of-speech types),
e. g. for the lemma contingo ‘to touch’ or ‘to wet’
coupled with the part of speech VERB, for which
we have three candidates.’® In all these cases, each

Phttps://lila—erc.eu/data/id/lemma/
109142

MMttp://lila-erc.eu/data/id/lemma/

43870, http://lila-erc.eu/data/id/lemma/
93415 and http://lila-erc.eu/data/id/
lemma/96293.
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token proceeds to be linked to all its suitable can-
didates, leaving the linking ambiguous. This is an
acceptable compromise in the face of the relatively
low incidence of such ambiguities, and of the fact
that some tokens would still not be distinguishable
even when taking into account all other morpho-
logical factors: e. g. for contingo VERB, knowing
that its word form is contingat and that its mood is
subjunctive, still one could not choose between en-
try 93415 or 96293 in the LiLa lemma bank. A
contextual and/or semantic disambiguation would
take an unnecessary effort and is outside the scope
of the linking task presented here.

4.3.3 No matches

There are 81 032 lexical tokens left that cannot be
retraced to any entry in the LiLa lemma bank. This
can have three reasons:

1. either the token does not possess a lemma, or
2. it has a lemma unknown to LiLa, or finally

3. there is a mismatch between lemma and part
of speech from the point of view of the LiLa
lemma bank.

1. As discussed in Section 4.2, the first case is
marginal, and those tokens are ignored.

2. The second case is exemplified by the lemma
subplantatio (with part of speech NOUN): it is a
regularly formed, if novel, Latin word for which
it is possible to extract all necessary values to in-
sert it in LiLa’s lemma bank from CompHistSem’s
annotation. However, since it is not already in
the lemma bank, it cannot yet be linked at this
stage. The number of different types (with respect
to lemma, part of speech and morphological fea-
tures) of new words ready for insertion is 2 448,
but if 257 with residual part of speech X (mean-
ing they do not have a meaningful analysis from
the point of view of Latin, being mostly foreign
words) are discarded, together with 693 numer-
als expressed as digits or Roman numerals, the
remaining lexical items not unexpectedly show
a preponderance of 699 proper nouns (PROPN),
e. g. Teudericus, followed by 378 adjectives (ADJ),
e. g. adrianopolitis ‘from the city of Adrianopo-
lis (modern-day Edirne, in Turkey)’, 257 com-
mon nouns (NOUN), e. g. pyromantica ‘divination
by fire’ (related to the already known pyroman-
tia), 45 verbs (VERB), e. g. exonio ‘to excuse’,! 30

3ICf. http://ducange.enc.sorbonne. fr/
exonia.
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adverbs (ADV), e. g. nudiustertius ‘now three days
ago’, 6 literal numerals (NUM), e. g. uigintiquinque
‘twenty-five’, 3 pronouns (PRON), e. g. nosipsi ‘we
ourselves’, 3 interjections (INTJ), e. g. hosanna
‘hosanna, praise’, and 2 subordinating conjunctions
(SCONJ), e. g. guamobrem ‘for what reason’.’> A
further 429 lemmas with a part of speech can be
identified, e. g.the PROPN Ebbo, for which how-
ever morphological features are lacking, and for
which therefore some research is needed before in-
sertion/linkage. The distribution of all these miss-
ing lemmas, skewed towards names of persons and
places, already gives an interesting picture of the
character and provenance of the documents at hand,
which is further explored at the phrase level in Sec-
tion 5.

3. The third case is again split between those
tokens having a unique possible match (with
respect to their lemmas) with an entry in the LilLa
lemma bank, and those having multiple possible
matches. In both events, the misalignment with the
corresponding parts of speech found in the LilLa
lemma bank means that all these 2 426 lemma/part-
of-speech types have to be manually checked to
understand if there is a presence of false matches
(which could eventually lead to new insertions
in LilLa’s lemma bank), or deviating standards of
annotation. The latter case is illustrated by the
rather frequent (1606 occurrences) lemma ita
‘thus, so’ misleadingly labelled as a conjunction
in CompHistSem, while it appears as an adverb
(ADV) in the LilLa lemma bank. There are some
“internal” misalignments, too: the negation non
‘not’ (taking up alone 16,71% of all missing
matches, with 13538 occurrences) is tagged as
a particle (PART) in the CoNLL-U conversion
according to UD standards,®? but is registered as an
adverb (ADV) in LiLa.

Also, the morphological analyser LEMLAT*
(Passarotti et al., 2017) is deployed directly on
word forms to check if some annotation choices
in CompHistSem, unrecognised by LilLa, do fall
into the category of hypolemmas, i.e.a standard
word form that represents a well-defined subset of
the inflectional paradigm of a lemma, which under
some criteria might be considered to be a lemma

32Univerbated from the phrase quam ob rem and opposed
to its registration as an adverb in the LiL.a lemma bank.

Bhttps://universaldependencies.org/u/

pos/PART.html
¥http://www.lemlat3.eu/
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itself: among the most common examples are par-
ticiples (see below) (Passarotti et al., 2020). So,
for example, this strategy leads to envisage Lil.a’s
entry of the adjective (ADJ) caelestis’® ‘heavenly’
for what in the CompHistSem’s texts is labelled
as the common noun (NOUN) with lemma caeleste,
i. e. the substantivised neutral singular form of the
adjective, which would have been otherwise un-
detectable, as caeleste does not appear as an in-
dividual entry in LiLa’s lemma bank. Under this
light, an example of a false match that needs to be
rejected is the entry NOUN paterium?’ ‘a kind of
Evangeliary’3® for a possible proper noun Paterius:
in fact, Paterius was the name of a bishop of Bres-
cia in the 6th Century AD. Among misalignments,
there are some recurring cases that can be treated
systematically:

* misalignments between NOUNs and ADJs and
vice versa, which mostly happen when a sub-
stantivised adjective is considered an indepen-
dent lexical entry, e. g. rapax ‘rapacious; beast
of prey’ or togatus ‘wearing a toga; a Roman
citizen’. Since LilLa’s linking is not contex-
tual, the final decision is to consider these
two morphosyntactic categories equivalent for
what concerns linking tokens to Lila;
misalignments between ADJs and VERBSs.
This is the case of nominal verb forms con-
sidered again as independent lexical enti-
ties, the same way as adjectives can be,
e. g. persequens, so-called present participle
of persequor ‘to follow perseveringly’, so ‘fol-
lowing perseveringly’ or, in a translated sense,
‘persecutory’. In LiLa, they are linked as hy-
polemmas of the respective main verbs.

5 Use case

To show the potentialities of interlinking a subset of
texts from the LTA to the other linguistic resources
in the LiL.a Knowledge Base, a sample query is
shown in this section. The query searches for se-
quences of three lemmas in the CompHistSem texts
at hand (see Section 4.1), in the LASLA corpus
(Fantoli et al., 2022), in the texts of the 13 books

35Tn FLL terms, a hypolemma might be seen as an interme-
diate degree between lemma and word form (cf. Section 3).

®pttps://lila—erc.eu/data/id/lemma/
92214

https://lila—erc.eu/data/id/lemma/
69949

Bnttp://ducange.enc.sorbonne.fr/
paterium
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of the Confessiones by Augustine, taken from The
Latin Library,39 in the Index Thomisticus Treebank
(IT-TB), which includes texts of Thomas Aquinas
(Mambrini et al., 2022), and in UDante, a syntac-
tically annotated corpus featuring the Latin works
by Dante Alighieri (Cecchini et al., 2020b). So as
to better highlight their characteristics, the works
in the LTA’s subcorpus are considered separately
(splitting parts I-111 of the Decretum Gratiani) and
the LASLA corpus is analyzed per author. This sec-
tion describes the results of this query limited to
token sequences with a frequency of at least 10, up
to ten most frequent ones.

Figure 2 shows the text of a SPARQL query. The
example in this case is limited to the UDante cor-
pus only for reasons of space. After defining the
classes and properties in the relevant ontologies
(lines 1-6), the query selects a sequence of three
lemmas in the UDante corpus, univocally identi-
fied by their URIs (line 11). In order to do that,
for every token in the corpus the query selects
the next two tokens (lines 8-16) with their respec-
tive token labels, their lemmas and lemma labels
(lines 17-25). The query then proceeds to order
the results by grouping the lemmas by their URIs
and puts them in descending order of frequency
(lines 26-28). As can be seen from the property
hasLemma (lines 17, 19 and 21), the LiLa custom
ontology provides the linking between a token in
the selected corpus and its corresponding lemma
in the Lemma Bank, allowing further connections
with other lemmatised linguistic resources. This is
a pivotal point, as LilLa provides a method to har-
monise different lemmatisation criteria, granting in-
teroperability regardless of different citation forms
(e. g. claudeolclaudeor/claudor ‘to limp’, all tied
to different inflectional paradigms) and/or differ-
ent written representations (e. g. sanctus/sancitus
‘saint’, originally a participial form of sancio ‘to
establish’) of the same lexical item used in specific
linguistic resources. *° The lemma sequences dis-
cussed in this section are quoted in small caps and

¥http://lila-erc.eu/data/corpora/
CIRCSELatinLibrary/id/corpus/
Confessiones

“In the case of different citation forms of the same item
belonging to two inflectional categories, e. g. sequol/sequor
‘to follow’ (alternating with respect to morphological ac-
tive/passive voice), they are considered as two separate lem-
mas connected via the ‘lemma variant’ property; if not,
e. g. causalcaussalkausalkaussa ‘cause’ (all inflecting accord-
ing to the same nominal paradigm, the so-called “first declen-
sion”), they are considered as two written representations of
the same lemma; see (Passarotti et al., 2020).
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glossed in lowercase translated lemmas, while the
examples of textual occurrences are in italics.*!
The first distinction to be made is that between
lemma sequences which are merely grammatical,
i. e. sequences composed only of function words
such as DE HIC QUI ‘from this who’ or EX IS QUI
‘out-of he who’, and sequences with a lexical mean-
ing. The former kind of sequence is quite common
among all the works we consider and depends on
the language in question, i.e. Latin, and, more in
general, on the known Zipfian distribution of words
(cf. Newman 2005, §2.1), while the latter is specific
to the era and type of each single work.
Considering lexically meaningful sentences, the
texts from LTA include sequences which corre-
spond to sentences typical of ecclesiastical lan-
guage. This is the case with sequences specific
to ecclesiastical institutions such as SANCITUS
DEUS ECCLESIA ‘saint god church’, SANCITUS
ROMANUS ECCLESIA ‘saint roman church’: see
for example the expressions sanctae Dei ecclesiae
‘of/to the Holy Church of God’, which is also the
most frequent sequence of 3 tokens in the Capit-
ularia Regum Francorum, and sanctae Romanae
ecclesiae ‘of/to the Holy Roman Church’ in the De-
cretum Gratiani 1. Other lemma sequences of this
kind are ITEM EX CONCILIUM ‘also out-of coun-
cil’ and EX CONCILIUM CARTHAGINENSIS ‘out-of
council carthaginian’: see for example item ex Con-
cilio ‘moreover, from the Council’ and ex Concilio
Cartaginensi ‘from the Council of Carthago’ which
occur in the Decretum Gratiani 1-1111. Some other
sequences can be considered ecclesiastical insofar
as they refer to Christian Latin and lithurgy, such as
NOSTER IESUS CHRISTUS ‘our jesus christ’, IN EX-
CELSUM DEUS ‘in loftiness god’, PANIS ET UINUM
‘bread and wine’, CORPUS ET SANGUIS ‘body and
blood’ and DOMINUS NOSTER IESUS ‘lord our je-
sus’: see for example domini nostri lesu ‘to our
Lord Jesus’ in the Capitularia Regum Francorum,
in excelsis Deo ‘to God in the highest’ in the De ec-
clesiasticis officiis and panem et uinum ‘bread and
wine (accusative case)’, corpus et sanguinem ‘body
and blood (accusative case)’ and Dominus noster
lesus ‘our Lord Jesus’ in the Decretum Gratiani 111.
Noting that the most frequently used sequences
of tokens in the subset of texts from LTA are sanc-

“'While it is not possible to show all data
and tables discussed here for lack of space, they
are accessible from a dedicated online repos-
itory at https://github.com/CIRCSE/

Linking-Computational-Historical-Semantics.
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c.eu/ontologies/lila/:

purl 6rg/dc/elements/l.1/>

/www . W3.0rg/1999/02/22- rdf-syntax-ns#>

# get trigram of a corpus

SELECT ?1lemmalabel@® ?lemmalabell ?lemmalabel2 (count(?corpora) as ?chainCount) ?corpusTitle WHERE

VALUES 7corpora {

<http://lila-erc.eu/data/corpora/UDante/id/corpus>

}
7corpora dc:title 7corpusTitle.
?token@ p
?token@ p
7tokenl p
?token@

?tokenl.
7tokenz.
asLemma ?lemmaTokenO;
hasStringValue ?tokenString@.
sLemma 7lemmaTokenl;
asStringValue ?tokenStringl.
Lemma ?lemmaToken2;
asStringValue ?tokenString2.
rdfs:label ?lemm bel@.
?lemmaTokenl rdfs:label ?lemmala
7?lemmaToken2 rdfs:label ?lemmalLabel2.

7tokenl

?token2

sLayer/powla:hasDocument/”powla:hasSubDocument ?corpora .

} group by ?lemmaToken®@ ?lemmaTokenl ?lemmaToken2 ?lemmalabel® ?lemmalabell ?lemmalabel2 ?corpusTitle
order by DESC (?chainCount)

Figure 2: Sample query applied to the UDante corpus.

tae Dei ecclesiae and sanctae Romanae ecclesiae,
one could, if interested in the use of sanctus ‘saint’
in Ecclesiastical Latin, further refine this search
with another query to retrieve all the different writ-
ten representations of the so-called perfect partici-
ple of sancio ‘to establish’, of which sanctus is a
form. In the LilLa Lemma Bank, sanctus and its
three other possible written representations sanci-
tus, santus and xantus are represented as hypolem-
mas connected to the lemma sancio (cf. Passarotti
et al. 2020). In this way, whether in a lemmatised
corpus a form like sanctae is assigned, for example,
the lemma sancio, sancitus or sanctus, in LiLa this
lemma is always connected to the same lemma san-
cio and is thus retrievable with a single query. In
the specific corpus at hand, this query retrieves 12
participial forms lemmatised under sancitus, and
2785 under sanctus: this is a novelty with regards
to Classical Latin.

The sequences in the LASLA corpus show a high va-
riety depending on the author. Limiting the data to
the sequences of 3 lemmas with frequency greater
than 10, the selection includes Caesar, Catullus,
Cicero, Seneca and Tacitus. While Caesar is more
likely to use strings of lemmas related to spatial de-
scripions and military events such as AD CAESAR
MITTO ‘to caesar send’, SUI IN CASTRA ‘self in
camp’ and EX OMNIS PARS ‘out-of all part’, the
majority of the lemma sequences in Catullus are
almost exclusively due to the long and repetitive
hymns to Hymenaeus traditionally sung at wed-
dings. Even though the most frequent strings of
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lemmas in Cicero are mostly due to argumentative
purposes (such as UT IS QUI ‘as he who’ or HAUD
SCIO AN ‘not know whether’), there are plenty of
sequences including typical Republican words such
as POPULUS ‘people/nation’: see for example the
sequence POPULUS QUE ROMANUS ‘people and ro-
man’, which is the only one included in the first 10
most frequent examples, even though other three-
lemma sequences such as POPULUS ROMANUS
SUM ‘people roman be’, A POPULUS ROMANUS
‘from people roman’ and DE PECUNIA REPETO
‘from money fetch’ refer to institutions and laws
of the Roman Republic and have frequency greater
than 30.

As for a Christian text like the Confessiones by
Augustine, even though a generic similarity is due
to Christian Latin (see for example the expression
DOMINUS DEUS MEUS ‘lord god my’), the Con-
fessiones are not an ecclesiastical treatise nor a
documentary text, but rather a philosophical text
based on personal experiences. According to that,
its lemma sequences tend to show a peculiar refer-
ence to cosmological order (CALEUM ET TERRA
‘sky and earth’, IN HIC MUNDUS ‘in this world”)
and introspection (IN COR MEUS ‘in heart my’, IN
MEMORIA MEUS ‘in memory my’).

Thomas Aquinas’ Summa contra gentiles and the
Latin works by Dante Alighieri offer a good ex-
ample of Medieval Latin from the 13th and 14th
centuries. However, the sequences in the Summa
contra gentiles tend to be due to logic argumen-
tation (SUPRA OSTENDO SUM ‘above display be’,
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UT SUPRA OSTENDO ‘as above display’, UT OS-
TENDO SUM ‘as display be’) according to the rigid
exposition of philosophical and theological mat-
ters in the Scholastic tradition. The same can be
observed in Dante Alighieri’s works, where the
first 10 lemma sequences are logical sequences
useful for speech coherence, as previously ob-
served in Thomas Aquinas’ work (ET PER CON-
SEQUENS ‘and for consequence’, UT SUPRA DICO
‘as above say’, PATEO EX PRIMUS ‘appear out-of
first”) except for a broader reference to the universe
(CAELUM ET MUNDUS °‘sky and world’) similar
to the CAELUM ET TERRA ‘sky and earth’ already
seen in Augustine and which in Dante is probably
a rhetorical device.

These example queries show that the LiLLa Knowl-
edge Base makes it possible to extract large quanti-
ties of linguistic data (in this case of lexico-textual
kind) from several corpora with a single query, cov-
ering different eras and genres. This is important
when dealing with a language such as Latin, which
has a remarkable diachronic and diatopic spread.
LilLa also allows for further integrated research
with lexical resources such as the Etymological
Dictionary of Latin and the other Italic Languages
(de Vaan, 2008), a valency lexicon (Passarotti et al.,
2016), or the prior polarity lexicon of Latin Lem-
mas Latin Affectus (Sprugnoli et al., 2020); see
Section 2. In such an interoperable environment,
the addition of new resources to the knowledge
base allows LiLa to expand its lexical coverage and
multiplies the possibilities of connections among
(meta)data.

6 Conclusion and Future Work

This paper details the process of linking a subset of
the Latin Text Archive, part of the Computational
Historical Semantics project, to the LiLa Knowl-
edge Base. This work is part of a wider project
which aims to make several linguistic resources for
Latin interoperable through LilLa. After years spent
building the large collection of lemmas used to in-
terlink distributed resources for Latin, LiLa is now
in the phase of exploiting the (meta)data provided
by the already available resources to make them
interact, assuming that the whole is greater than the
sum of its parts.

In such respect, Latin represents a perfect use
case where procedures for making linguistic re-
sources interoperable can be developed and tested.
Indeed, the history of Latin spans across more than
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two millennia, showing a wide diversity in terms
of genres and provenance of its texts. Moreover,
with just a few exceptions, Latin is a dead language,
thus making it possible to plan to interlink its entire
collection of texts in the (hopefully near) future.
Also, the large and diverse community of schol-
ars working on the Latin language, including lin-
guists, philologists, historians and archaeologists,
is strictly bound to the empirical evidence provided
by Latin texts, as one of the most important sources
of information in support of their research work:
providing such community with a means to access,
query, publish and collect (meta)data from several
corpora and lexical resources is a long-time desider-
atum that is finally becoming possible.

In the near future, the LiLa - Linking Latin project
plans to interlink a number of Latin corpora, in-
cluding Musisque Deoque (Manca et al., 2011),
CRoALa (Jovanovié, 2012), the Late Latin Char-
ter Treebank (Korkiakangas, 2021) and the PROIEL
treebank (Eckhoff et al., 2018). In the long run,
based on the experience of linking a subset of the
Computational Historical Semantics corpus, the
aim is to link the entire collection of texts provided
by the Latin Text Archive to the LiL.a Knowledge
Base. Given the size and the diversity of the texts
therein, this would represent a terrific achievement
and advancement for both the communities of Clas-
sics and Computational Linguistics.

However, the foundations of LiLa Knowledge Base
are built on open and shared formats, models and
vocabularies, both to make the resources for Latin
interact with each other as well as with those for
other languages, and to address the condition of
openness that is strictly related to the Linked Data
paradigm. Not only are the resources interlinked in
LiLa supposed to be openly accessible and down-
loadable (as the saying goes, “as open as possible,
as closed as necessary”), but interlinking the re-
sources is an open process, too. In the Linked
Open Data world, everyone is free to add new links
between resources: this makes Lila an open-ended
knowledge base, which represents the best venue
where to publish the digital linguistic resources, in
order to set them free from their storage in separate
“silos”, by making them finally interact. This is the
hope of this project: that over the coming years
LiLa will grow more and more thanks to the com-
munity of developers and providers of linguistic
(meta)data for Latin and beyond.
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Abstract

Diachronic analysis, particularly of lexical se-
mantics, is one of the most intriguing and com-
plex tasks in linguistic studies. The integration
of lexical semantic information and diachronic
language resources plays a critical role in
enabling quantitative accounts of language
change. Focusing on the case of Latin, a high-
resource language among historical languages,
we present initial results from integrating Latin
corpus data, Latin WordNet, and Wikidata into a
graph database via a Graph-BRAIN Schema and
show the potential offered by this model for
diachronic semantic research.

1 Introduction and Background

Research in empirical historical semantics requires
access to various sources, from dictionaries and lex-
icons to encyclopedic information and diachronic
texts. While several scholars have recognized the
corpus-based nature of diachronic semantics, par-
ticularly for corpus languages like Latin (Pinkster,
1991; Geeraerts et al., 2012), quantitative corpus-
based studies are yet to pervade historical seman-
tics research. A critical barrier to this is that corpus
and lexical resources for historical languages tend
to exist in data siloes. While significant progress
on linking lexical resources, tools, and corpora at
the level of lemmas has been made (cf. Passarotti
et al. (2020) for Latin), linking at the level of word
senses is still missing.

Given the remarkable work done in the design
of linked data models for language data (Khan
et al., 2022), some studies such as Armaselu et al.
(2022) have already advocated for integrating cor-
pus approaches with Linked Open Data technolo-
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gies to study lexical semantic change, i.e., the phe-
nomenon concerned with the change in the mean-
ing of words over time. One crucial strategy for
representing the results of research into language
change as linked data is by modeling and publish-
ing them as knowledge bases using a lexicon-based
model, usually OntoLex-Lemon and its various ex-
tensions. This includes the soon-to-be-published
Frequency Attestations and Corpus (FrAC) module,
which proposes a new series of classes and proper-
ties for linking elements of a lexicon with corpora
(Chiarcos et al., 2022). Previous work in this area
includes a proposal to modify the core organizing
principles of wordnets in order to represent seman-
tic shift phenomena (Khan et al., 2023), as well
as work on the representation of etymologies as
Resource Description Framework (RDF) graphs
using OntoLex-Lemon (Khan, 2018) and the inte-
gration of temporal information into linguistically
linked datasets via a so-called four-dimensionalist
approach (Khan, 2020).

Integrating lexical resources and semantically-
annotated corpus data at scale would allow us to
gather corpus data on sense distribution informa-
tion, essential for fully implementing the quan-
titative turn in historical semantics (McGillivray
and Jenset, 2023). This integration, however, re-
quires efficient handling of large datasets. An op-
portunity to combine the efficient storage, man-
agement, and retrieval of data offered by Data
Base Management Systems (DBMSs) with the sup-
port for formal reasoning offered by Knowledge
Bases (KBs) comes from the recent development
of Graph Databases. Graph DBMS are intrin-
sically designed to store schemaless data, mak-
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ing them suitable to dynamic systems in which
merging information is relevant. Unlike traditional
DBMSs such as relational (Kriegel et al., 2003) or
object-oriented (Bertino and Martino, 1991) ones,
Graph DBMS lack predefined structures. Neo4;j !
is among the most common graph DBMSs. The
Graph-BRAIN? technology (Ferilli and Redavid,
2020) provides intelligent information retrieval
function-alities on a graph database. Its interface
provides end users with access to data employing
schema definitions. Schemes (available in terms of
classes, relationships, and attributes) coordinate
how data is presented in the interface. In Basile et
al. (2022), we proposed the Linguistic Knowledge
Graph, a model based on graph DBMSs. The
Linguistic Knowledge Graph models relations
between con-cepts and words, information about
word occur-rences in corpora, and diachronic
information on both concepts and words. In
McGillivray et al.(2023), we show an application
of this model to the lexical-semantic analysis of
Latin data.

Our choice to focus on Latin is motivated by
several factors. First, Latin has one of the longest
recorded histories of any human language, mak-
ing it naturally suitable for quantitative studies
(Pinkster, 1991); this, in turn, allows for corpus-
driven analyses of semantic change processes over
long periods. Second, this language has a partic-
ularly favourable position among historical lan-
guages: there is a high availability of extensive
Latin corpora in digital form (some of which have
been linked to language resources at the level of
word lemmas in the context of the LiLa project 3)
and of computational language resources such as
Latin WordNet (Minozzi, 2017) and digitized dic-
tionaries such as the Lewis & Short Latin dictionary®.

Focusing on the development of the Latin lan-
guage, in this paper we expand the range of
Latin language resources included in the Linguis-
tic Knowledge Graph for the study of lexical se-
mantic change in Latin.> Our contributions in-
clude: (i) the ingestion of Latin WordNet into
the Linguistic Knowledge Graph; (ii) a new cu-
rated linking between existing resources for Latin,
namely Latin WordNet (Minozzi, 2017; Biagetti

"Mttps://neodj.com/

http://193.204.187.73:8088/GraphBRAIN/

*https://lila-erc.eu/

https://lila-erc.eu/data/
lexicalResources/LewisShort/Lexicon

Qur code and data are available at ht tps://github.
com/linguisticGraph/latin—-graph
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et al., 2021) and the SemEval 2020 Task 1 Latin
dataset (McGillivray, 2021), a sense-annotated por-
tion of the LatinISE diachronic corpus of Latin
(McGillivray et al., 2022):% (iii) the integration of
external contextual information (Wikidata) about
the occupations of Latin authors. The term ‘oc-
cupation’ is here used in a broad sense, to refer
to various types of political, cultural and societal
profiles that identify authors in Wikidata. These
could be e.g., priests, philosophers, historians, ha-
giographers, among others.

2 Resources

2.1 Dataset

LatinISE contains approximately 10 million word
tokens from texts dating from the fifth cen-
tury BCE to the contemporary era; it has been
semi-automatically lemmatized and part-of-speech
tagged. The corpus includes metadata fields indi-
cating text identifier, author, title, dates, century,
genre, URL of the source, and book title/number
and character names (for plays). The semantically
annotated dataset we use here was created as part of
the SemEval shared task on Unsupervised Lexical
Semantic Change Detection (Schlechtweg et al.,
2020) and will be henceforth referred to as the
SemEval Latin dataset. It contains in-context anno-
tations for 40 Latin lemmas, 20 of which are known
to have changed their meaning concerning Chris-
tianity (for example, beatus, which shifted its mean-
ing from ‘fortunate’ to ‘blessed’), and 20 are known
not to have changed their meaning between the
BCE era and the CE era. For each of these lemmas,
60 sentences were annotated, of which 30 were
randomly extracted from BCE texts and 30 from
CE texts. The annotation was conducted following
a variation of the DuReL framework (Schlechtweg
et al., 2018) described in Schlechtweg et al. (2020):
the degree by which a usage instance of a tar-
get word is related to each of its possible dictio-
nary definitions was annotated using a four-point
scale (Unrelated, Distantly Related, Closely Re-
lated, and Identical). The definitions were drawn
from the Logeion online dictionary (https://
logeion.uchicago.edu/), which contains
Lewis and Short’s Latin-English Lexicon (1879)
(Lewis and Short, 1879), Lewis’ Elementary Latin
Dictionary (1890) (Lewis, 1890), and the dictionary
by Du Fresne Du Cange et al. (1883-1887). The de-

6Openly available at https://lindat.mff.cuni.
cz/repository/xmlui/handle/11234/1-2506.
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tails of the annotation are described in McGillivray
et al. (2022).

2.2 Curated Linking

We manually linked each word sense of the Se-
mEval Latin dataset to one or more WordNet
synsets. We started with the dataset provided by the
LiLa project (Franzini et al., 2019), which contains
a sample of 10,314 lemmas from Latin WordNet
(LWN) (Minozzi, 2017; Biagetti et al., 2021). The
LiLa team verified and corrected, where necessary,
the synsets associated with each lemma of the sam-
ple and linked them to version 3.0 of Princeton
WordNet (PWN) (Fellbaum, 1998; Miller, 1992).
However, as the LilLa dataset only covers 22 of the
40 lemmas in our dataset, we used LWN as a refer-
ence for the remaining 18 lemmas. We converted
the synset codes 1.6 used by LWN to version 3.0
of PWN for consistency.

The senses assigned to the target words in the
SemEval Latin dataset often condensed multiple
meanings into a single definition, requiring mul-
tiple synsets to be linked to the same meaning to
capture all nuances. For example, the sense “un-
derstanding, judgment, wisdom, sense, penetration,
prudence” of the lemma consilium was linked to
four synsets.

In some cases, a particular sense could not be
described by any of the assigned synsets in the
LiLa dataset. In such cases, we searched for the
lemma in LWN and selected a more appropriate
synset. This was the case e.g. for the adjective
acerbus and one of its meanings in the SemEval
Latin dataset “(of things) heavy, sad, bitter”. For
this meaning we selected the synset 01650376-a
“psychologically painful” from LWN. When we
could not find the synset in either LWN or the LiLa
dataset, we looked for the most suitable synset
in PWN. However, for some meanings specific to
Roman culture and institutions, we could not find
a suitable synset, such as with the meaning ‘Virtue,
personified as a deity’ of virfus. In these cases, we
did not link the sense to WordNet.

2.3 Contextual Information

In some instances, the metadata field of the Se-
mEval Latin dataset (which indicates the author
and title of the text, dating, and genre) was noisy,
incorrectly structured, or incomplete. Wikidata
is an extensive, collaboratively maintained knowl-
edge base (Vrandeci¢ and Krotzsch, 2014), hosting
more than one hundred million items. We exploited
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Wikidata for de-noising and linking the authors
of the documents containing the sentences in our
dataset.

First, we extracted the Wikidata entities
for which the author’s occupation is specified
(wdt:P106, occupation), and Latin (wd:Q397,
Latin) is one of the writing languages for the author
(wdt:P6886, writing language). We retrieve infor-
mation about each author in the form of key/value
properties. Author names in the SemEval Latin
dataset can occur in different languages and dif-
ferent forms, for example praenomen and nomen
followed by cognomen e.g., Marcus Tullius Cicero;
cognomen followed by praenomen and nomen e.g.,
Cicero, Marcus Tullius; only cognomen e.g., Ci-
cero; only praenomen and nomen e.g., Marcus Tul-
lius. We processed the author’s mentions in the
SemEval Latin dataset and the writer labels and
aliases extracted from Wikidata, performing lower-
case and punctuation removal. Matching is realized
by computing the Levenshtein distance (Schimke
et al., 2004) between the author reported in the Se-
mEval dataset and all the collected surface forms
(i.e., labels/aliases) from Wikidata. The surface
forms are then ranked by decreasing Levenshtein
distance. If the Levenshtein distance between the
author’s mention and the top-ranked surface form
is less than a fixed threshold, i.e., § = 0.1, the en-
tity referenced by the surface form is linked to the
author’s mention. For each author, Wikidata pro-
vides rich information, such as biographical data,
the author’s works, and events that influenced their
life and production. In this study, we focus on
occupation information: we encode the informa-
tion provided by Wikidata about the occupations
of the author exploiting the property wdt:P106 (oc-
cupation). In particular, we create nodes of type
Occupation for each occupation retrieved in Wiki-
data, generating a relationship between the author
and their respective occupation.

3 GraphBRAIN

We stored the above information in a graph-based
structure, specifically in a knowledge graph based
on the GraphBRAIN technology (Ferilli and
Redavid, 2020). GraphBRAIN is an approach
to knowl-edge bases in graph form using a graph
database (DB) to store information, coupled with
an ontol-ogy that defines what information can
be stored in the DB and how it must be
described. Unlike the RDF graph model,
traditionally used in Seman-
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tic Web approaches, GraphBRAIN adopts the La-
belled Property Graph (LPG) model, where nodes
and arcs may be labelled and carry information
as attribute-value pairs, ensuring a more compact
and human-readable representation of knowledge.
The DBMS underlying GraphBRAIN is currently
Neo4j (Miller, 2013), which is schema-less. Graph-
BRAIN proposes an XML-based formalism to ex-
press LPG ontologies that can be mapped onto the
elements of LPG graphs and act as a schema for
the DB (Ferilli et al., 2022b). This approach brings
several advantages. The efficiency of a native LPG
graph DB can be leveraged to run network analysis
and graph mining algorithms. In contrast, the ex-
pressiveness of the ontology can be leveraged for
advanced automated reasoning capabilities. The on-
tology and data can be imported from or exported
to Web Owl Language (OWL), thus enabling the
use of Semantic Web tools. However, they can
also be imported or exported to other formalisms
(e.g., Prolog), enabling different kinds of inference,
e.g., rule-based deduction, abduction, abstraction,
argumentation (Esposito et al., 2000).

The Linguistic Knowledge Graph (McGillivray
et al., 2023) allows us to express information about
corpora, linguistic properties (background lexical,
morphological, syntactic, and semantic informa-
tion), time, and context; linguistic information can
be imported from existing resources such as Word-
Net. Its lexical part is inspired by and aligned to
the standard ontological lexicon model OntoLex-
Lemon (McCrae et al., 2014). A corpus can be
described at several levels of granularity (word,
sentence, text, document). Contextual information
concerns the standard bibliographic metadata (e.g.,
authors, publishers) but may be expanded to other
entities (e.g., events). Time information can de-
scribe specific time points (days, months, years,
centuries) or time intervals.

3.1 Linguistic Ontology

To address the need to create a shared vocabu-
lary to visualize and connect the data, we here de-
scribe our linguistic ontology’s main components.
This scheme collects all the relevant pieces of in-
formation available in standard lexical databases
and other relevant sources of knowledge for di-
achronic analysis. We report the classes and re-
lationships of our ontology in boldface; words
are represented in lower-case, and relationships
in upper-case. Document represents the hub for
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knowledge discovery since it contains most aspects
of the knowledge that we need. It is linked to
the Person who wrote the text (HAS_AUTHOR),
commonly named the “author”. A document may
CONCERN specific A rtifacts, Devices, belong
to (BELONGS_TO) one Category, be written
in at least one (HAS_LANGUAGE) Language
and published (PUBLISHED_IN). We represent
Texts belonging to (BELONGS_TO) documents.
From the text, we are able to represent the Words it
contains. Lemmas are labelled with their informa-
tion, e.g., morphology and PartOfSpeech tags. On
the other hand, word forms have (HAS_LEMMA)
lemmas. Synsets have relationships with each
other; one may be a sub-synset (hyponym) of an-
other (IS_A) or be equivalent to (SAME_AS) an-
other one in a different database. This happens
when mapping Princeton WordNet to Latin Word-
Net. Time needs to be modelled for diachronic
analysis. TemporalSpecification includes Timeln-
tervals and specific T imePoints, n amely Year,
Month, and Day. This model allows authors and
texts to be bound to specific time p eriods. More-
over, we have Events, which may come in handy
to understand the reason why some words changed
their meaning (e.g., in relation to Christianity).

3.2 Latin WordNet Ingestion

The Latin WordNet (LWN) project is an initia-
tive to create and share a common lexico-semantic
database of the Latin language. The project orig-
inated as a branch of the MultiWordNet (Pianta
et al., 2002) project. For diachronic analyses, link-
ing linguistic resources with temporal information
allows us to uncover instances of semantic changes
in the usage of words. Hence, we provide a mech-
anism to enrich the Linguistic Knowledge Graph
with Latin WordNet and exploit the hierarchical
structure of the relationships between synsets.

In Section 3, we described the GraphBRAIN
tech-nology and its reliance on schemes/
ontologies to deliver information extraction and
reasoning functionalities. We mapped the Latin
WordNet data with the portion of our
ontology  specifi-cally devoted to linguistic
analysis and understand-ing. Further details
about scheme specifications for document
representation are available in (Fer-illi et al.,
2022a). Here we describe the map-ping
between the lexical database and our sc