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Abstract
In the field of multimodal sentiment analysis
(MSA), a few studies have leveraged the inher-
ent modality correlation information stored in
samples for self-supervised learning. However,
they feed the training pairs in a random order
without consideration of difficulty. Without hu-
man annotation, the generated training pairs of
self-supervised learning often contain noise. If
noisy or hard pairs are used for training at the
easy stage, the model might be stuck in bad
local optimum. In this paper, we inject curricu-
lum learning into weakly supervised modality
correlation learning. The weakly supervised
correlation learning leverages the label infor-
mation to generate scores for negative pairs to
learn a more discriminative embedding space,
where negative pairs are defined as two uni-
modal embeddings from different samples. To
assist the correlation learning, we feed the train-
ing pairs to the model according to difficulty
by the proposed curriculum learning, which
consists of elaborately designed scoring and
feeding functions. The scoring function com-
putes the difficulty of pairs using pre-trained
and current correlation predictors, where the
pairs with large losses are defined as hard pairs.
Notably, the hardest pairs are discarded in our
algorithm, which are assumed as noisy pairs.
Moreover, the feeding function takes the differ-
ence of correlation losses as feedback to deter-
mine the feeding actions (‘stay’, ‘step back’, or
‘step forward’). The proposed method reaches
state-of-the-art performance on MSA.

1 Introduction

With the rapid development of social media, mul-
timodal data have been widely-used to perform
many downstream tasks, including multimodal sen-
timent analysis (Rahman et al., 2020), multi-omics
integrative analysis(Lee and Schaar, 2021), human
action recognition(Kay et al., 2017), etc. Multi-
modal sentiment analysis, aiming to mine humans’
sentiments and opinions from language, audio, and
visual sequences, has attracted significant attention.

Figure 1: Illustration of the curriculum learning.

Manual annotation of large-scale multimodal
datasets is challenging and time-consuming (Am-
rani et al., 2021). Many models suffer from overfit-
ting due to limited training samples and the large
amount of parameters introduced by complex fu-
sion algorithms(Zadeh et al., 2017; Tsai et al.,
2019) or large pre-trained transformers(Devlin
et al., 2019; Yang et al., 2019), which degrades
the generalizability. Recently, to leverage the cor-
relation information between modalities inherently
stored in each sample, a few contrastive learning
frameworks are proposed (Mai et al., 2021; Udan-
darao et al., 2020; Tian et al., 2020; Chuang et al.,
2022), which generate abundant training pairs of
unimodal embeddings across samples to train a ro-
bust model. These methods learn the similarity
between modalities, such that unimodal embed-
dings from the same sample are pulled closer while
those from different samples or classes are pushed
away. However, they feed the generated pairs to
the model in a random order without consideration
of their difficulty, which might cause inaccurate
learning. If hard pairs are used for training at early
stage where the model is not well trained, the op-
timization may be stuck in a bad local optimum
(Liu et al., 2021). More severely, without human
supervision, the training data of unsupervised or
weakly supervised tasks often contain noise. For in-
stance, two modalities from the same sample might
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convey contradictory semantic meanings. On the
other hand, two unimodal pairs can share semantic
similarity even if they come from different samples.
The noisy pairs are often the hardest pairs that can-
not be well predicted by the model, which should
be identified to prevent the feature extraction capa-
bility from being damaged.

In contrast, the education of humans is highly
organized, which is based on a curriculum that
introduces different concepts at different times ac-
cording to difficulty, exploiting previously learned
concepts to ease the learning of new abstractions.
Inspired by the mode of human education, we fo-
cus on selecting the generated pairs for training
dynamically (see Fig. 1), and follow the idea of
curriculum learning which enables training data to
be fed into the model in a certain order(Hacohen
and Weinshall, 2019; Bengio et al., 2009; Soviany
et al., 2022). By choosing which data to present
and in which order to present them, we can guide
the learning and find a better local minimum for
the model.

Specifically, we first construct a weakly super-
vised modality correlation learning task to capture
the shared information between modalities, where
a positive pair and a negative pair consists of uni-
modal representations from the same sample and
from different samples respectively. The task is
said to be weakly supervised as it incorporates label
information to score the pairs to learn a more dis-
criminative embedding space for downstream tasks
(while the score is not always correct). Then, we
inject curriculum learning into correlation learning
which consists of difficulty scoring and pair feed-
ing functions. The scoring function determines the
hardness of training pairs based on pre-trained and
current correlation predictors, and sorts the train-
ing pairs based on hardness. The feeding function
determines the pace by which the training pairs
are fed to the model. Different from traditional
methods(Hacohen and Weinshall, 2019; Liu et al.,
2021), our feeding function has three candidate ac-
tions (‘stay’, ‘step back’, or ‘step forward’), which
enables a more refined and accurate feeding strat-
egy. It takes the difference of current and previ-
ous correlation losses as feedback to determine the
feeding actions. The proposed curriculum learn-
ing enables the model to be learned gradually from
easy pairs to hard pairs which effectively prevents
the model from falling into bad local optimum. To
address the issue of noisy pairs, we dynamically

identify and discard the hardest pairs during train-
ing to minimize the negative effect of noisy data.

In brief, the contributions are listed as follows:

• We construct a Weakly Supervised Correla-
tion Learning framework and innovatively
equip the framework with Curriculum Learn-
ing (WSCL-CL) that enables the model to
progressively learn from easy pairs to hard
pairs. In this way, we can prevent the model
from falling into bad local optimum.

• In curriculum learning, difficulty scoring func-
tion is introduced to sort the training pairs
based on pre-trained and current predictors,
and feeding function is elaborately designed
to determine the pace by which the training
pairs are fed to the model. Moreover, we
address the noisy pair problem during train-
ing which is not considered in previous meth-
ods(Udandarao et al., 2020; Mai et al., 2021).

• The proposed method achieves state-of-the-art
performance on multimodal sentiment analy-
sis. We show that the introduced curriculum
learning can improve the performance of the
weakly supervised learning.

2 Related Work

With the availability of multimodal data, MSA
draws increasing attention for its capability to in-
terpret human language and mine sentiments and
opinions. Many works focus on designing fusion
strategies to obtain informative multimodal em-
bedding (Poria et al., 2017a). Two simple and ex-
plicit fusion methods are early fusion (i.e., feature-
level fusion) (Wollmer et al., 2013; Poria et al.,
2016, 2017b) and late fusion (i.e., decision-level fu-
sion)(Nojavanasghari et al., 2016; Kampman et al.,
2018; Zhao et al., 2021). Recently, modern fu-
sion methods are proposed to explore intra-/inter-
modal interactions. Specifically, tensor-based meth-
ods (Liang et al., 2019; Zadeh et al., 2017) draw
increasing attention because they can learn joint
embedding with high expressive power. Graph-
based fusion methods(Mai et al., 2020; Zadeh et al.,
2018c; Behmanesh et al., 2021) learn interactions
on the graph across time series and modalities.
To highlight important information across modal-
ities, many algorithms apply cross-modal atten-
tion mechanisms (Zadeh et al., 2018b; Tsai et al.,
2019; Shenoy and Sardana, 2020). To improve the
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interpretablility of multimodal fusion, quantum-
inspired fusion (Li et al., 2021) and capsule-based
fusion (Tsai et al., 2020; Wu et al., 2021) are
proposed. Moreover, a few methods use KL-
divergence, canonical correlation analysis and so
on to regularize the learning of unimodal distribu-
tions and better match different modalities (Sun
et al., 2020; Dumpala et al., 2019; Shankar, 2022;
Sun et al., 2022). With the success of BERT(Devlin
et al., 2019), there has been a trend to fine-tune pre-
trained transformers using multimodal data(Yang
et al., 2020; Rahman et al., 2020; Hazarika et al.,
2020). However, these methods do not fully lever-
age the modality correlation information inherently
stored in each sample, and may easily suffer from
overfitting and have poor generalizability espe-
cially when the dataset is small(Mai et al., 2022).

More recently, self-supervised learning on mul-
timodal data has attracted significant research at-
tention, where the self-supervised learning tasks
typically include modality matching (especially
image-text pair) and masked reconstruction (Gan
et al., 2020; Lu et al., 2019; Tan and Bansal, 2019;
Mai et al., 2022). Another popular strategy of self-
supervised learning is to apply contrastive learn-
ing to learn representations by pushing unimodal
representations describing the same sample closer,
and pushing those of different samples apart (Ruan
et al., 2022; Udandarao et al., 2020; Pielawski et al.,
2020; Chuang et al., 2022). For example, HyCon
(Mai et al., 2021) explores intra-modal and inter-
modal dynamics across samples, which defines two
unimodal representations from the same class as
positive pairs. However, these methods do not con-
sider feeding the training pairs into the model based
on difficulty, which might cause the model to be
stuck in the bad local optimum. In contrast, we
perform weakly supervised modality correlation
learning to learn a more discriminative embedding
space for downstream task, and leverage curricu-
lum learning to enable a more smooth and accurate
learning. Moreover, we also seek to identify noisy
modality pairs for minimizing the negative effect
of noisy data. Curriculum learning has been ap-
plied in various tasks and shows promising results
(Hacohen and Weinshall, 2019; Wang et al., 2021;
Liu et al., 2021; Gui et al., 2017; Yang et al., 2022;
Bengio et al., 2009). To the best of our knowledge,
we are the first to introduce curriculum learning
into weakly supervised/unsupervised multimodal
learning algorithms.

3 Algorithm

3.1 Notations and Task Definitions

Our downstream task is multimodal sentiment anal-
ysis (MSA). The input of MSA is an utterance (Ol-
son, 1977), i.e., a segment of a video bounded by a
sentence. Each utterance has three modalities, i.e.,
acoustic (a), visual (v), and language (l). The input
sequences of acoustic, visual, and language modal-
ities are denoted as Ua ∈ RTa×da , Uv ∈ RTv×dv ,
and Ul ∈ RTl×dl respectively, where Tm and dm
are the sequence length and feature dimensional-
ity respectively (m ∈ {a, v, l}). MSA aims to
predict the sentiment score based on three uni-
modal sequences. After being processed by uni-
modal learning network Fm, the input sequence
Um ∈ RTm×dm becomes the unimodal representa-
tion xm ∈ Rd. For conciseness, the structures of
Fm are illustrated in the Appendix. The pipeline
of our algorithm is illustrated in Fig. 2. We first
introduce the modality correlation learning task,
and then elaborate on our curriculum learning.

3.2 Modality Correlation Learning Task

Formally, let xj
m1 , xj

m2 , ..., xj
mk denote the rep-

resentations of k modalities describing the same
sample j (k = 3 in the case of MSA), where
j ∈ {1, .., n} and n is the batch size. Correla-
tion learning aims to enable unimodal networks
to extract high-level semantic representations and
capture the shared information across modalities
within each sample(Mai et al., 2022). We take
modality mi and modality mj as an example to
illustrate the pipeline. Firstly, to construct the neg-
ative pairs, we sample N unimodal representations
from modality mi and modality mj respectively,
where N is the number of negative pairs. Then we
concatenate the representations of each two modal-
ities to generate negative bimodal representations:

xo
mimj

= xo1
mi
⊕ xo2

mj
, o1 ̸=o2 (1)

where ⊕ denotes concatenation operation,
xo
mimj

∈ R2·d (o ∈ {1, 2, .., N}) is a nega-
tive bimodal representation whose constructed
modalities come from different samples. N is
set to β · n, where β is the negative sampling
factor. By sampling abundant modality pairs for
training, the negative effect of small dataset can be
mitigated. Similarly, we construct positive bimodal
representations as:
xo
mimj

=xo1
mi
⊕xo2

mj
, o1=o2, o∈{1, 2, .., n} (2)
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Figure 2: The diagram of the proposed WSCL-CL.

To determine the score of the generated pairs,
we first calculate the distance between the labels of
the associated samples:

do =
√
(l̄o1 − l̄o2)

2 (3)

The final correlation score is defined as:

yo =

{
1

do+γ , o1 ̸= o2

1, o1 = o2
(4)

where l̄o1 and l̄o2 are the true labels of the sam-
ple o1 and o2 respectively, which are continuous
values that indicate the intensity of sentiment. γ
is a hyperparameter that determines the maximum
score of negative pairs (γ > 1). We assign a score
within zero and one to each modality pair. If two
unimodal representations are from the same object,
yo is equal to 1. If they come from different ob-
jects but share the same label, we have yo = 1

γ .
And if they have different labels, we have yo < 1

γ .
Consequently, the more semantic similarity the two
modalities share, the larger yo. Label information
of each object is considered here to learn a more
discriminative feature space for downstream task
(that is why we call it weakly supervised).

A correlation predictor is then leveraged to pre-
dict the correlation score of each training pair, and
then the correlation loss is calculated based on the
predicted score:

so = CP (xo
mimj

; Wcp) = Wcpx
o
mimj

(5)

ℓmimj=
1

2Np

Np∑

o=1

|so−yo|+ 1

2Nn

Nn∑

o=1

|ŝo−ŷo| (6)

ℓc =
1

C2
k

i<j∑

i

k∑

j=2

ℓmimj , i, j ∈ {1, 2, .., k} (7)

where C2
k is the number of bimodal correlation

losses, ℓc is the overall correlation loss, CP de-
notes the correlation predictor, Wcp ∈ R1×2d is the
parameter matrix of the correlation predictor, so

denotes the predictive score of the oth positive pair,
and ŝo is the score of negative pair (here we add the
hat to identify positive and negative pairs). Note
that Np and Nn are the number of selected positive
and negative pairs respectively (determined by the
curriculum learning). In Eq. 6, mean absolute error
(MAE) is used to calculate the learning loss. By
minimizing the correlation loss of positive pairs,
the model can learn to identify whether two modali-
ties are describing the same object, encouraging the
model to capture shared information across various
modalities within each object. Via minimizing the
correlation loss of negative pairs, the model can
learn to discover the distinguishable information of
each sample with respect to other samples. Instead
of directly using dot product or distance metric to
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calculate the similarity of unimodal embeddings as
in contrastive learning (Mai et al., 2021; Udandarao
et al., 2020; Ruan et al., 2022; Weinberger and Saul,
2009), correlation learning utilizes a learnable pre-
dictor which can explore complex correspondence
relationship between modalities(Mai et al., 2022).

3.3 Curriculum Learning
The curriculum learning determines how to choose
the training pairs presented to the model and in
which order to present them(Bengio et al., 2009).
In this way, we can guide the learning of modal-
ity correlation learning task and find a better local
minimum for the model. The core and the main
innovation of our curriculum learning lies in the de-
sign of difficulty scoring function and pair feeding
schedule, which are introduced below. Notably, the
design of the curriculum learning is independent of
concrete learning tasks. Other than the correlation
learning task, the proposed curriculum learning is
applicable to any tasks as long as the self-/weakly-
supervised learning loss is given.

3.3.1 Difficulty Scoring Function
Scoring Function is designed to determine the diffi-
culty of the training pairs. In this paper, we propose
to score the pairs by leveraging the pre-trained and
current predictors. Compared to inner product or
Euclidean distance that cannot reveal high-level
correlation, our method is more target-oriented.

To identify the hardness of the pairs, we first
pre-train a correlation predictor CPpre on the same
dataset. At the warm-up training stage, we only use
the pre-trained CPpre to determine the difficulty.
For a batch of training pairs {xo

mimj
|o = 1, 2, ...},

we feed them into CPpre, which outputs the cor-
relation scores {somimj

|o = 1, 2, ...}. We then
compute the correlation loss of each training pair
{lo′mimj

|o = 1, 2, ...}, and finally sort the pairs by
their loss values (which are defined as the difficul-
ties of the pairs). However, as the training strategies
of CPpre and current CP are different, the CPpre

might not serve as an excellent difficulty scoring
function. Therefore, after the warm-up training
stage where the current CP becomes discrimina-
tive, we incorporate the predictive loss of CP to
generate difficulty score:

sod = lo
′

mimj
+ λ · lomimj

, o ∈ {1, 2, ..} (8)

where lomimj
is the correlation loss produced by

current CP , sod denotes the difficulty score after
warm-up training stage, and λ is set to 0.8 in our

experiment. The sorted training pairs are then sent
into the feeding function.

3.3.2 Pair Feeding Function
The feeding function is designed to determine by
which the training data are fed to the model. In this
paper, we elaborately design the feeding function
according to the feedback of the correlation loss to
adaptively change the feeding strategy.

Different from previous methods(Hacohen and
Weinshall, 2019; Bengio et al., 2009; Liu et al.,
2021), our feeding function has three actions to
be taken at each iteration, namely, ‘step forward’,
‘step backward’, and ‘stay’. Firstly, we divide the
sorted training pairs ({xo

mimj
} for short) into c par-

titions based on difficulty. The feeding function is
responsible for choosing one partition for training
at each iteration, where the pairs from the same
partition are assumed to have approximately the
same difficulty. Notably, for positive and negative
pairs, the value of c can be different to ensure a
more flexible choosing mechanism. Generally, we
follow the idea that if the model learns fast from
the tasks of a particular difficulty (i.e., the corre-
lation loss decreases intensely), we should sample
the tasks of the same difficulty at the next iteration
(i.e., ‘stay’) to enable the model to be learned fast.
In contrast, if the model learns little from the tasks
of a particular difficulty for a certain number of
iterations, we should ‘step forward’ and train the
model with more challenging tasks. Finally, if the
performance drops considerably, we should ‘step
backward’ to let the model learn more from easy
pairs and become more expressive before feeding
harder pairs. The choosing procedure is shown in
Algorithm 1. The feeding function is run for 2 ·C2

k

times to select positive/negative unimodal pairs.
As shown in Algorithm 1, we introduce the

counting factor count and patience factor p to en-
able a more stable training. Only when count is
larger or equal to p which implies that the model
learns little from the tasks of current difficulty and
becomes steady during training, can we feed more
difficult tasks to the model. In this way, we can
prevent the correlation loss from oscillating. No-
tably, as presented in Line 5 of Algorithm 1, when
the model is already trained by the hardest parti-
tion, we randomly sample other pairs for training,
which prevents the catastrophic forgetting of previ-
ous knowledge.

Moreover, as elaborated in Introduction section,
without human supervision, the generated training
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Algorithm 1 Pair Feeding Function
input: Patience factor p, counting factor count,
forward factor f , backward factor b, number of
partitions c, training pairs {xo

mimj
}, previous

choosing index ci, previous correlation loss ℓpremimj

output: A partition of training pairs {xo′
mimj

}
1. Compute current correlation loss ℓnowmimj

using
all training pairs in {xo

mimj
}.

2. Divide {xo
mimj

} into c partitions.
3. If (ℓnowmimj

- ℓpremimj )/ ℓpremimj > b:
count = 0
if ci > 1:

ci = ci − 1 %step backward
elseif (ℓpremimj - ℓnowmimj

)/ ℓpremimj > f :
count = 0 %stay

elseif count >= p:
count = 0
if ci < c:

ci = ci + 1 %step forward
else:
count = count+ 1 %stay.

4. Choose the (ci)
th partition {xo′

mimj
}.

5. if ci == c:
Randomly sample other training pairs and

put them into {xo′
mimj

}.
6. ℓpremimj ←− ℓnowmimj

.

data of unsupervised or weakly supervised tasks of-
ten contain noise. To minimize the negative effect
of noisy data, we assume the hardest pairs (with
correlation loss greater than 95% of all pairs) as
noisy and discard them during training.

3.4 Sentiment Prediction
Our algorithm is independent of the concrete fusion
method. In practice, we apply a deep neural net-
work on the concatenated unimodal representations
to learn high-level interactions between modalities:

X = DNN(xa ⊕ xv ⊕ xl; θDNN ) (9)

where DNN consists of several fully connected
layers. We then learn a multimodal predictor that
is composed of fully connected layers to generate
the sentiment prediction based on X:

l̃ = MP (X; θMP ) (10)

where l̃ is the predicted label, and MP is the multi-
modal predictor. We use mean square error (MSE)
to compute the task loss:

L = (l̄ − l̃)2 (11)

where l̄ is the ground truth label, and L is the MSE
for prediction. The total loss is weighted sum of
the task loss and correlation loss:

L ←− L+ α · ℓc (12)

where α is the weight of the correlation loss ℓc.

4 Experiments

In this section, we conduct extensive experiments
to evaluate the effectiveness of the proposed
WSCL-CL. For the lack of space, more details
about the introduction of baselines and the fea-
ture extraction details are placed in the Ap-
pendix.

4.1 Datasets

1) CMU-MOSI(Zadeh et al., 2016) is a widely-
used dataset for multimodal sentiment analysis
from online websites, which contains a collection
of more than 2k video clips. Each video clip is
annotated with sentiment on a [-3,3] Likert scale,
where +3 denotes the strongest positive sentiment
and -3 the strongest negative. To be consistent with
prior works (Sun et al., 2022; Rahman et al., 2020),
we use 1,281 utterances for training, 229 utterances
for validation, and 685 utterances for testing.

2) CMU-MOSEI(Zadeh et al., 2018c) is a large
dataset of multimodal sentiment analysis. The
dataset consists of more than 20k utterances from
more than 1,000 YouTube speakers, covering 250
distinct topics. All the utterances are randomly
chosen from various topics and monologue videos.
In our algorithm, we use the sentiment label of
CMU-MOSEI to perform sentiment label, where
the range of the sentiment label is the same as that
of the CMU-MOSI. Following previous works (Sun
et al., 2022; Rahman et al., 2020; Mai et al., 2021),
we use 16,265 utterances as training set, 1,869 ut-
terances as validation set, and 4,643 utterances as
testing set.

4.1.1 Evaluation Metrics
We adopt the following metrics to evaluate the per-
formance of the model: 1) Acc7: 7-way accuracy,
sentiment score classification; 2) Acc2: binary ac-
curacy, positive or negative; 3) F1 score; 4) MAE:
mean absolute error and 5) Corr: the correlation
between the model’s prediction and human evalua-
tion. Notably, to compute the 7-way accuracy, we
round up the model prediction to an integer from
-3 to 3. Note that following (Rahman et al., 2020),

3196



Table 1: Hyperparameters of WSCL-CL.

CMU-MOSI CMU-MOSEI
Batch Size 64 48

Learning Rate 2e-5 1e-5
Weight α 1 1

Training Epochs 20 50
Dimensionality d 100 100

Negative Sampling Factor β (pre-training) 4 4
Negative Sampling Factor β 30 30

Scale Factor γ 1.4 1.4
patience Factor p 6 5
forward Factor f 0.1 0.1

backward Factor b 0.15 0.15
c for negative pairs 10 10
c for positive pairs 2 8

Table 2: The comparison with baselines on CMU-
MOSI. The best results are highlighted in bold, and the
second best results are marked with underlines. The
results of ICCN (Sun et al., 2020) are copied from the
original paper since the codes are unavailable.

Acc7 (↑) Acc2 (↑) F1 (↑) MAE (↓) Corr (↑)
TFN-BERT (Zadeh et al., 2017) 44.7 82.6 82.6 0.761 0.789
LMF-BERT (Liu et al., 2018) 45.1 84.0 84.0 0.742 0.785

MFN-BERT (Zadeh et al., 2018a) 44.1 83.5 83.5 0.759 0.786
MULT-BERT (Tsai et al., 2019) 41.5 83.7 83.7 0.767 0.799
GFN-BERT (Mai et al., 2020) 47.0 84.3 84.3 0.736 0.790
ICCN-BERT (Sun et al., 2020) 39.0 83.0 83.0 0.860 0.710

MAG-BERT (Rahman et al., 2020) 42.9 83.5 83.5 0.790 0.769
TFR-Net (Yuan et al., 2021) 42.6 84.0 83.9 0.787 0.788
AMML (Sun et al., 2022) 46.3 84.9 84.8 0.723 0.792
HyCon(Mai et al., 2021) 46.6 85.2 85.1 0.713 0.790

WSCL-CL 47.5 86.3 86.2 0.712 0.798

when calculating Acc2, F1 score, corr, and MAE,
we do not use the neutral utterances.

4.2 Experimental Settings

We develop our model with the PyTorch framework
on GTX2080Ti on CUDA 10.1 and torch version
1.4.0. The proposed model is trained using Adam
(Kingma and Ba, 2015) optimizer. The detailed
hyperparameter setting can be referred to Table 1.
Notably, the negative sampling factor β is set to
be larger than that in the pre-training stage, but
we only sample a part of the generated pairs for
training via the pair feeding function.

4.3 Comparison with Baselines

In this section, we compare our proposed method
with baselines on the task of multimodal sentiment
analysis. As shown in Table 2 and 3, the con-
trastive learning based algorithm HyCon performs
better than other baselines and sets up a high base-
line. Nevertheless, WSCL-CL still outperforms
HyCon and obtains the best performance on the
majority of the evaluation metrics. Specifically,
on CMU-MOSI dataset, WSCL-CL outperforms
HyCon by 0.9% on Acc7, 1.1% on Acc2 and F1
score. The improvement is remarkable considering
that the humans do not always perform well on

Table 3: The comparison with baselines on CMU-
MOSEI dataset.

Acc7 (↑) Acc2 (↑) F1 (↑) MAE (↓) Corr (↑)
TFN-BERT (Zadeh et al., 2017) 51.8 84.5 84.5 0.622 0.781
LMF-BERT (Liu et al., 2018) 51.2 84.2 84.3 0.612 0.779

MFN-BERT (Zadeh et al., 2018a) 52.6 84.8 84.8 0.607 0.771
MULT-BERT (Tsai et al., 2019) 50.7 84.7 84.6 0.625 0.775
GFN-BERT (Mai et al., 2020) 51.8 85.0 85.0 0.611 0.774
ICCN-BERT (Sun et al., 2020) 51.6 84.2 84.2 0.565 0.713

MAG-BERT (Rahman et al., 2020) 51.9 85.0 85.0 0.602 0.778
TFR-Net (Yuan et al., 2021) 51.7 85.2 85.1 0.606 0.781
AMML (Sun et al., 2022) 52.4 85.3 85.2 0.614 0.776
HyCon(Mai et al., 2021) 52.8 85.4 85.6 0.601 0.776

WSCL-CL 53.3 86.1 86.0 0.577 0.794

multimodal sentiment analysis(Zadeh et al., 2017).
On CMU-MOSEI dataset, WSCL-CL yields 0.7%
improvement on Acc2 and 1.2% improvement on
F1 score compared to the current state-of-the-art
HyCon(Mai et al., 2021). Our method also reaches
state-of-the-art performance on Acc7 and Corr.
Compared to HyCon(Mai et al., 2021), WSCL-
CL allows the modality-specific information to be
preserved in an elegant way, addresses the noisy
pair problem, and considers to feed the training
pairs according to difficulty to find a better local
optimum for the model. These results demonstrate
the effectiveness of our proposed model, indicating
the importance of learning the correlation between
modalities and injecting curriculum learning into
weakly-supervised learning task.

4.4 Ablation Study

In this section, we conduct extensive ablation stud-
ies to evaluate the effectiveness of the components
in our WSCL-CL:

1) Correlation Learning: In the case of ‘W/O
Correlation Learning’ (see Table 4), we remove
the correlation learning task and the accompanied
curriculum learning. As shown in Table 4, the per-
formance drops dramatically by about 3.5 points in
Acc7 and 2.5 points in Acc2 and F1 score, demon-
strating the importance of correlation learning to
better correlate unimodal representations in a more
discriminative embedding space;

2) Curriculum Learning: In the case of ‘W/O
Curriculum Learning’, we remove the curriculum
learning but retain the correlation learning. The
results suggest that the curriculum learning brings
over 1% improvement to the multimodal systems
on Acc7, Acc2 and F1 score. The performance on
other evaluation metrics is also improved. These re-
sults reveal that selecting pairs for training dynami-
cally based on difficulty is of great significance to
correlation learning, which can find a better local
minimum for the parameters of the model;
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Table 4: Ablation studies on the CMU-MOSI dataset.

Acc7 Acc2 F1 MAE Corr
W/O Correlation Learning 43.8 83.8 83.8 0.756 0.784
W/O Curriculum Learning 46.1 84.9 84.8 0.715 0.797

W/O Patience Factor 47.0 85.7 85.6 0.728 0.793
W/O ‘Backward’ 45.4 85.5 85.3 0.714 0.797

W/O Discarding Hardest Pairs 46.7 85.8 85.7 0.718 0.793
W/O Random Sampling 47.3 86.1 86.1 0.710 0.798

WSCL-CL 47.5 86.3 86.2 0.712 0.798

3) Patience Factor: In the case of ‘W/O Pa-
tience Factor’, the feeding function selects harder
pairs immediately if no significant gain is obtained
on the easier pairs. The results on all the evaluation
metrics decrease considerably. We argue that this
is because without the patience factor, the learning
of modality correlation suffers from oscillating and
a worse local optimum is reached;

4) Backward Action: In the case of ‘W/O Back-
ward’, we remove the backward action in the feed-
ing function such that the feeding function cannot
select easier pairs after harder pairs are used for
training. We observe that Acc7 and Acc2 drop
by about 2% and 1% respectively, demonstrating
the importance of the design of backward action
in learning a more expressive model by ‘looking
back’ at easier training data;

5) Discarding Hardest Pairs: The performance
on all the evaluation metrics declines when the
hardest pairs are used for training. The results
suggest that the hardest pairs are harmful to the
performance of the model which are often the noisy
pairs and needed to be addressed during training;

6) Random Sampling: In the case of ‘W/O
Random Sampling’, we only use the hardest train-
ing pairs if the algorithm has already selected the
hardest partition of {xo

mimj
} for training. The per-

formance of the model slightly drops, which might
be due to the catastrophic forgetting of previous
knowledge. Although random sampling does not
improve the performance by a large margin, it re-
mains a good practice considering that it is simple
and introduces no additional parameters.

4.5 Discussion on Difficulty Scoring Function

We analyze the performance of different kinds of
difficulty scoring functions in this section. The
compared methods include the widely-used inner
product, Euclidean distance, current correlation
predictor alone, and pre-trained correlation predic-
tor alone. As shown in Table 5, combining the
performance on all the evaluation metrics, the com-
bination of the pre-trained CPpre and current CP

Table 5: Discussion on Difficulty Scoring Function.
In the case of ‘Euclidean distance’, we define hard pos-
itive (negative) pairs as the pairs with long (short) dis-
tance, and ‘Inner Product’ vice verse.

Acc7 Acc2 F1 MAE Corr
Euclidean distance 47.5 85.5 85.4 0.703 0.804

Inner Product 46.9 85.7 85.6 0.710 0.795
Pre-trained CPpre 47.2 85.7 85.6 0.716 0.797

Current CP 47.6 85.5 85.4 0.719 0.792
CPpre + CP 47.5 86.3 86.2 0.712 0.798

gives the best result, which demonstrates the effec-
tiveness of the proposed method in identifying the
difficulty of training pairs.

In addition, all the scoring functions reach re-
markable results, indicating that the curriculum
learning is widely applicable given reasonable dif-
ficulty scoring function and pair feeding function.
Euclidean distance achieves the best performance
on MAE and Corr, but our method still slightly
outperforms it considering that our improvement
on Acc2 and F1 score is remarkable. We argue
that this is because Euclidean distance scores the
pairs by the similarity between two unimodal em-
beddings which cannot reveal the high-level cor-
relation between different modalities. In contrast,
our method utilizes the correlation loss as difficulty
score, which is more target-oriented.

Notably, using pre-train CPpre as difficulty scor-
ing function is time-consuming considering that we
have to pre-train the model. Actually, although the
current CP might not be discriminative at the start
of training, it ends up performing well. The other
difficulty scoring functions also reach competitive
performance. For the sake of time complexity, one
can freely choose the time-efficient difficulty scor-
ing functions listed in Table 5.

4.6 Visualization of Feeding Function

In this section, we visualize the values of ci for dif-
ferent positive and negative training pairs on CMU-
MOSEI dataset. For CMU-MOSEI, the number of
partitions of training pairs is set to 10 and 8 for neg-
ative and positive pairs, respectively. As shown in
Fig. 3, we observe that the learning of positive pairs
is much faster than negative pairs. Especially for
the positive language-visual (L+V) and acoustic-
visual (A+V) pairs, their choosing index ci reaches
the largest value at the early stage of the training,
and almost remains unchanged as training deepens,
which indicates that the correlation between these
modalities is easy to learn. For positive language-

3198



acoustic (L+A) pairs, the choosing index ci also
reaches the largest value at the early stage, but it
suffers from oscillating as training deepens, sug-
gesting that the correlation between language and
acoustic modalities is hard to learn. We argue that
this is because the literal meaning of spoken lan-
guage and the tone does not always coordinated
(e.g., the ‘tone’ modality is often negative but the
spoken language is positive literally if sarcastic
tone was used). For negative pairs, the trend of
the changes with respect to ci is opposite to that
of the positive pairs, that is, they generally suffer
from large oscillation. These results suggest that
identifying the modalities belonging to the same
sample is easy, while identifying modalities from
different samples is much more difficult. It indi-
cates that discovering the distinguish information
of each sample and learning the correspondence
relationship across different samples are difficult,
and points out a possible way to improve our corre-
lation learning: paying more attention to correctly
locate different samples in the embedding space.

Figure 3: Visualization of the value of the choosing
index ci for different training pairs.

4.7 Analysis on Model Complexity
In this section, we evaluate the time complexity
and space complexity of WSCL-CL. For the train-
ing time, all the compared baselines are tested un-
der the same GPU device and experimental set-
ting (batch size is consistent across all methods).
Quantitatively, as shown in Table 6, combining the
time of pre-training and training, the time consump-
tion of WSCL-CL with pre-trained CPpre is about
524 seconds on CMU-MOSI dataset. Without pre-
trained CPpre, the time consumption of WSCL-CL
(which also achieves competitive performance) is
385 seconds. In comparison, the running time of
HyCon, MULT-BERT and MFN-BERT is 440, 378,
and 455 seconds, respectively. For space complex-
ity, considering that we use a simple fusion method

and the additional trainable parameters brought by
WSCL-CL are only the parameters in the correla-
tion predictor, the space complexity is acceptable
compared to other baselines using complex fusion
structures. Specifically, the number of parameters
of WSCL-CL is 109,917,955. For comparison, the
number of parameters of HyCon, MULT-BERT
and MFN-BERT is 109,209,149, 110,838,399, and
111,256,325, respectively. Overall, the model com-
plexity of WSCL-CL is acceptable.

Table 6: The comparison of model complexity on
CMU-MOSI dataset.

The number of parameters Running Time
MAG-BERT (Rahman et al., 2020) 110,853,121 293

TFN-BERT (Zadeh et al., 2017) 161,409,399 275
GFN-BERT (Mai et al., 2020) 109,232,350 274

MFN-BERT (Zadeh et al., 2018a) 111,256,325 455
MULT-BERT (Tsai et al., 2019) 110,838,399 378

HyCon (Mai et al., 2021) 109,209,149 440
WSCL-CL (W/O CPpre) 109,917,955 385

WSCL-CL 109,917,955 524

5 Conclusion

We introduce the curriculum learning and inject
it into a weakly supervised modality correlation
learning task. Via curriculum learning, we can feed
the model with training pairs based on their diffi-
culties, such that the model does not fall into a bad
local optimum. The main novelty of this paper is
the design of the curriculum learning, in which the
difficulty scoring and pair feeding functions are pro-
posed. The scoring function computes the difficulty
of pairs using pre-trained and current correlation
predictors, and the feeding function takes the differ-
ence in correlation losses as feedback to determine
the feeding action. The proposed method achieves
state-of-the-art performance on multimodal senti-
ment analysis.
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Limitations

The main limitation of this paper is that using the
learned correlation predictor might still not be a per-
fect scoring function. This is because the learning
loss of the learned predictor does not approximate
zero, and thus the learned predictor might wrongly
classify a training pair into ‘easy’ or ‘hard’ pair.
Moreover, the training of the pre-trained correla-
tion predictor increases the time complexity.
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A Appendix

A.1 Unimodal Networks Fm

Due to the excellent capability of Trans-
former(Vaswani et al., 2017) to model long se-
quences, we follow HyCon(Mai et al., 2021) to use
Transformer-based(Vaswani et al., 2017) model to
extract high-level representations from unimodal
sequences. We apply a regular Transformer en-
coder to extract the acoustic and visual features.
Following the state-of-the-art algorithms (Hazarika
et al., 2020; Rahman et al., 2020; Mai et al., 2021),
BERT (Devlin et al., 2019) is used to extract the
high-level language representation.

Specifically, the procedures of the BERT net-
work are shown as below:

X̂l = BERT(Ul)

Xl =Conv 1D
(
X̂l,Kl

)
∈ RTl×d

(13)

where Conv 1D denotes the temporal convolution
with kernel size Kl set to 3, which is used for
mapping the output dimensionality of BERT to
the shared dimensionality d. The final language
representation xl is defined as representation of the
last time step of Xl, for the reason that it incorpo-
rates the information from prior time steps during
processing. For the Transformer encoder network,
the procedures are presented as follows:

X̂m =Conv 1D (Um,Km) ∈ RTm×d

Xm = Transformer(X̂m) ∈ RTm×d
(14)

Here we also take the representation in the last
time step of Xm as the final representation xm.
The generated unimodal representation xm is used
for fusion and multimodal association learning.

A.2 EXPERIMENT

A.2.1 Feature extraction Details
Facet1 is used for extracting a set of visual fea-
tures that are composed of facial action units, facial
landmarks, head pose, etc. COVAREP (Degottex
et al., 2014) is used for extracting acoustic fea-
tures, which consist of 12 Mel-frequency cepstral
coefficients, pitch tracking, speech polarity, glottal
closure instants, spectral envelope, etc. Following
the state-of-the-art methods (Rahman et al., 2020;
Hazarika et al., 2020; Yang et al., 2020; Mai et al.,
2021), BERT (Devlin et al., 2019) is used to ex-
tract the high-level textual representation. All the
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baselines use the same feature set in our experi-
ment. For CMU-MOSEI dataset, the input feature
dimensionality of language, acoustic, and visual
modality are 768, 74, and 35, respectively. For
CMU-MOSI, the input feature dimensionality of
language, acoustic, and visual modality are 768,
74, and 47, respectively.

2) Training details: We develop our model
with the PyTorch framework on GTX2080Ti with
CUDA 10.1 and torch version of 1.4.0. Our pro-
posed model is trained using Adam (Kingma and
Ba, 2015) optimizer.

A.2.2 Baselines
1) Memory Fusion Network (MFN) (Zadeh et al.,
2018a), which designs delta-attention module and
multi-view gated memory network to explore cross-
modal interactions;

2) Multimodal Transformer (MULT) (Tsai
et al., 2019), which learns multimodal represen-
tation by translating the source modality into the
target modality using cross-modal Transformer
(Vaswani et al., 2017);

3) Graph Fusion Network (GFN)(Mai et al.,
2020), which designs a graph neural network to
explore unimodal, bimodal, and trimodal interac-
tions;

4) Tensor Fusion Network (TFN) (Zadeh et al.,
2017), which applies outer product over unimodal
representations to jointly learn unimodal, bimodal,
and trimodal dynamics;

5) Low-rank Modality Fusion (LMF) (Liu
et al., 2018), which leverages low-rank weight ten-
sors to deal with the high complexity problem of
tensor fusion;

6) Interaction Canonical Correlation Network
(ICCN) (Sun et al., 2020), which fuses language
features with visual and acoustic features respec-
tively to obtain two bimodal representations, and
then applies a canonical correlation analysis (CCA)
network on the bimodal representations to generate
multimodal representation;

7) Multimodal Adaption Gate BERT (MAG-
BERT) (Rahman et al., 2020), which proposes an
attachment called multimodal adaptation gate de-
rived from RAVEN(Wang et al., 2019) that enables
large pre-trained transformers to accept multimodal
data during fine-tuning;

8) Transformer-based Feature Reconstruc-
tion Network (TFR-Net) (Yuan et al., 2021),

1iMotions 2017. https://imotions.com/

which proposes a feature reconstruction network
to improve the robustness of multimodal model for
the random missing in modality sequences;

9) Hybrid Contrastive Learning (HyCon)
(Mai et al., 2021), which explores inter-class rela-
tionships and intra-/inter-modal interactions using
intra-/inter-modal contrastive learning and semi-
contrastive learning;

10) Adaptive Multimodal Meta-Learning
(AMML) (Sun et al., 2022), which applies meta-
learning to learn better unimodal representation for
multimodal fusion.
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