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Abstract 

 

In this paper, we propose a new semi-
supervised approach for Arabic word sense 
disambiguation. Using the corpus and Arabic 
Wordnet1, we define a method to cluster the 
sentences containing ambiguous words. For 
each sense, we generate a cluster that we use 
to construct a semantic tree. Furthermore, we 
construct a weighted directed graph by match-
ing the tree of the original sentence with se-
mantic trees of each sense candidate. To find 
the correct sense, we use a similarity score 
based on three collocation measures that will 
be classified using a novel voting procedure. 
The proposed method gives a high rate of re-
call and precision.  

1 Introduction 

The human language is so complex to be learned. 
The syntactic form of words, the relation be-
tween a specific word form and its meaning are 
the basic parts of an intelligent system for the 
natural language processing.  

In this work we aim to solve the task of identi-
fying the sense of the ambiguous word. This task 
is called Word Sense Disambiguation (WSD), 
which is one of the oldest problems in natural 
language processing (NLP) (Agirre and Edmond, 
2006).  This work is part of a general frame-work 
of Arabic  speech    (Zouaghi, 2008). 

In this work, we combine a supervised and an 
unsupervised method for Arabic word sense dis-
ambiguation. The innovative part in this work is 
                                                
1 Arabic Wordnet is a concept dictionary with map-
pings between word definitions. 

the construction of a semantic tree for each sense 
of the ambiguous word. Also we define a voting 
procedure that gives a weight for the score meas-
ure. 
This paper is organized as follows. Section two 
describes the proposed method. The experi-
mental results are described in section three. Fi-
nally this paper is concluded in section four. 

2 Proposed method 

We propose a semi-supervised method for Ara-
bic word sense disambiguation.  

For the unsupervised part of the proposed 
method, we use Arabic Wordnet (Black et al., 
2006) and the corpus to construct sense clusters 
(group of sentences) characterizing a specific 
sense of the ambiguous word. Furthermore we 
construct a semantic tree for each sense of the 
ambiguous word.  

The disambiguation procedure is based on the 
step of matching the semantic tree with the tree 
of the original sentence. We use a score measure 
(based on three collocation measures) to find the 
closest semantic tree to the tree of the sentence to 
be disambiguated. 

The supervised part uses a voting procedure 
that will rank collocation measures during a clas-
sification task. The sense given by the measure 
having the highest rank will be attributed to the 
ambiguous word. In what follows we describe 
with more details each step cited above.  

2.1 Construction of the sense clusters 
In the first we apply some pre-treatment steps 

to glosses of the ambiguous word (definitions 
and synonyms extracted from Arabic wordnet) 
and sentences containing the ambiguous word 
(collected from the used corpus). Using the Kho-
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ja stemmer and the approximate string matching, 
we are able to construct the sense clusters. Some 
pre-treatment steps will be applied to these clus-
ters. In what follows, we detail the steps of the 
proposed method. 

Pre-treatment: Using the corpus we collect 
sentences containing the ambiguous word, we 
have to search the root of the ambiguous word 
(exp: for the word “العین” “alayn” we have to 
search the root “عین” “ayn”). The segmentation 
of these sentences is based on punctuation (., ;, !, 
?, etc.) and on the number of the words that have 
to be more than three.  

Subsequently, we eliminate the stop-words 
that occur frequently in the corpus and they have 
no significant relation to the sense of the word. 
We use a general stop-list containing 29,985 
stop-words, this list were elaborated by Arabic 
linguistics and judged as sufficient for the task of 
WSD.  

Root extraction: We use the Khoja stemmer 
(Khoja,1999) for words contained in the glosses 
of the ambiguous word.  Its advantage is  that it 
uses a large linguistic data such as the list of ver-
bal and noun patterns, stop-words, list of diacrit-
ic characters, etc. 

For a specific word, this stemmer extracts the 
longest suffix and prefix, which will be matched 
with the existing list of patterns to extract the 
root. We notice that we use the list of stop-words 
in addition to the already used list (detailed in the 
previous paragraph). 

Sense Clustering: The basic idea of Sense 
clustering is that the sentences representing the 
meaning of a particular sense are grouped in the 
same cluster Ci (Cluster of the ith sense of the 
ambiguous word). 

The list of sentences extracted from the corpus 
will be classified into clusters using the roots of 
the words containing in each gloss. To find the 
possible occurrences of the roots, we use the ap-
proximate string matching algorithm (Elloumi, 
1998). 

In the first we fill a matrix of the two words to 
be compared wi and wj. After that we use the step 
of back-tracking, to find the shortest common 
subsequence.  

The words containing the common subse-
quence will be considered as occurrences of the 
stem. The Sentences containing the occurrences 
of stems obtained from glosses are grouped into 

clusters representing each sense of the ambigu-
ous word. 

2.2 Semantic Tree construction 
A text can be represented by Trees or graphs (co-
occurrence graphs (Agirre and Sorora, 2007), 
collocation graphs (Klapaftis and Manandhar, 
2008), semantic graphs (Plaza and Diaz, 2011)) 
that differs in the structure of text representation.   

The first step is to transform the sentences of 
the clusters to binary trees, T = (N, E, R, RC, 
LC, L), where: 
 N is a set of nodes, N = {n1… n2}. Each 

node corresponds to a concept in the binary 
Tree. 

 E is a set of edges that represents the rela-
tion between the node ni to the node nj. 

 R is the root of the tree which is the ambig-
uous word. RC is the set of right children 
which are the words occurring on the right 
of the ambiguous word.  

 LC is the set of left children which are the 
words occurring on the left of the ambigu-
ous word.  

 L is a function assigning the level of the 
nodes, it corresponds to their position re-
garding the ambiguous word. 

Expect the root, each node of the tree has ex-
actly one child. We denote <R, RC, LC> a bina-
ry tree. 

The second step is to merge all the obtained 
trees corresponding to the sentences contained in 
the same cluster. Accordingly, we obtain a se-
mantic tree, ST = (N, E, R, C, L, Nb, H), where: 
 C is the set of merged nodes, C={c1,…cn}. 

The right and left child of each binary tree 
will be linked to the root of the semantic 
tree.  

 Nb is a function that returns the number of 
nodes in the semantic tree. 

 H is a function that returns the height of the 
semantic tree. 

The step of merging trees uses an algorithm of 
breadth-first traversal, to find the repeated node 
that may have a higher level, same level or a 
lower level.  

2.3 WSD procedure 
In the first, we apply some pre-treatment steps 

to the original sentence containing the ambigu-
ous word. The process of disambiguation is 
based on three steps:  
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Step 1: Weighted directed graph construction: 
We add edges weighted by the collocation 
measures between the nodes Ni of the tree of the 
original sentence (called Tos) and the nodes Nj of 
the semantic tree of each sense (called ࡿ܂܁  , 
where Sk corresponds to the kth sense).  

This step called matching allows us to obtain a 
weighted directed graph. After eliminating stop-
words, we extract the roots of the words con-
tained in the original sentence. These roots are 
the nodes of the tree and the level in the tree 
Tos(N) will be affiliated corresponding to their 
position regarding the ambiguous word.              

Each node of the tree extracted from the origi-
nal sentence is matched with the nodes of the 
same level in the semantic tree of a particular 
sense. The links used for the matching step ap-
pear as a dashed line. They are weighted using 
one of the three collocation measures (Maning 
and Schütze, 1999) detailed in what follows:  

The T-test 
The T-test is measured as follows (see equation 
1). 

wcij = T = (̅ߤ- ݔ ) / ( ට௦మ

ே
)                                 (1) 

The mean of the distribution ߤ is measured by 
multiplying P(wi) to P(wj), where P(w) = number 
of occurrences of w in the corpus / Total number 
of words in the corpus. ̅ݔ  (sample mean) is equal 
to s2 (sample variance), measured by dividing the 
number of occurrences of the two words together 
by the total number of words in the corpus. 

The Mutual Information 
This measure determines how much a word can 
be informative for another word. The mutual in-
formation is measured as follows (see equation 
2): 
wcij = MI = log2 (௪,௪)

(௪) (௪)
                              (2) 

The Chi-Square χ2 
The equation 3 in what follows details the meas-
ure of χ2. 

wcij = χ 2= ே  × (భ,భ× మ,మି భ,మ× మ,భ)మ

൫భ,భା భ,మ൯× ൫భ,భା మ,భ൯× ൫భ,మା మ,మ൯× ൫మ,భା మ,మ൯
        (3) 

The basic principle is to count C1,1 (the num-
ber of occurrences of wi and wj together), C1,2 ( 
the number of occurrences of wi without wj), C2,1 
(the number of occurrence of wj without wi) and 
C2,2 (the number of bigrams in the corpus that 
don’t contains wi or wj).  

Step 2: Semantic similarity measure: We de-
fine a score measure that allows us to choose the 
closest semantic tree  STௌೖ  to the tree of the orig-

inal sentence Tைௌ. The score measure is defined 
in what follows (see equation 4).  

Score = ∑ (∑ ( ୵ୡౠ
 ୗೄೖ(൫ౠ൯

)/Nb(STௌೖ))/Nb(Tୗ)) ೕ∈ ୗೄೖே∈ ்ೞ
(4) 

The score measure is the average of the prod-
uct between nodes of STௌೖ  and Tos. Where  
Nb(Tୗ) is the total number of nodes in Tos and 
Nb(STௌೖ) is the total number of the nodes linked 
to each node of STௌೖ .  STௌೖ(L(N୨)) corresponds 
to the level of the node Nj contained in the se-
mantic tree  STௌೖ .  

As a result we give the sense that corresponds 
to the semantic tree that obtains the highest 
score. 

The weights obtained by the collocation 
measures wcij are normalized to low weights be-
tween 0 and 1.  

Step 3: Voting procedure: The idea is that dur-
ing the classification task, we ranked measures of 
collocation according to the correct attribution of 
the sense.  

In the case where the three collocation 
measures agree on the same result, then the given 
sense will be attributed to the ambiguous word 
and the rank of the collocation measure will not 
be changed. 

In the case where more than one measure 
agrees on the attribution of a sense, then, we have 
to choose the sense having the majority of votes. 
The rank of the measures that vote for the at-
tributed sense will be increased and the rank of 
the other measures will be decreased. 

The final case is where all the measures do not 
give the same result. The result given by the 
measure having the highest rank (attributed dur-
ing the last N tests) will be used to attribute the 
sense of the ambiguous word. In what follows, 
we detail results given by the described method. 

3 Experimental Results 

3.1 Used resources and tested data 
Due to our need to maximize the keywords that 

define a specific sense, we use Arabic Wordnet 
(AWN) (Black et al., 2006) which is a dictionary. 
Words are arranged semantically instead of al-
phabetically. Synonymous words are grouped 
together to form synonym sets.  

Also we collect a large corpus from newspaper 
articles, which were recorded from different cor-
pus that are available on the net. In total, we col-
lect a corpus that counts 123,854,642 words.  
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For the missed senses in the corpus, we collect 
from the net the contexts containing these senses 
and we added them to the used corpus. 

3.2 Obtained Results 
In the table 1 below, we report the statistics of 
the tested data and the obtained rate (Precision, 
Recall, F-Score) given by the voting procedure 
(VP) and the collocation measures for 127 am-
biguous words. In total we test 42,316 sentences. 

 For each sense we test 40 sentences. For the 
classification part of the voting procedure, we 
use 20 samples per sense (labeled data). In total, 
we have 4,582 tagged samples. We haven’t 
found an important difference between the sense 
tags, the agreement between the annotators is in 
the average of 95%.  

wcij #correct disam-
biguated sentences 

Recall Preci-
sion 

F-Score 

Ttest 31,298 0,739 0,754 0,747 

MI 29,783 0,703 0,718 0,710 

χ 2 32,122 0,759 0,774 0,766 

V P 35,145 0,830 0,830 0,830 

Table1. Performances of our method. 

We remark that the F-score obtained by apply-
ing the voting procedure is higher than those ob-
tained by any one of the collocation measures.  

There is not a big difference between the Pre-
cision and the Recall obtained by any of the used 
collocation measures. This can be explained by 
the fact that the majority of the tested words 
were disambiguated. However, the best colloca-
tion measure is the χ 2, otherwise the voting pro-
cedure increases the F-score by 6,4%.  

We measure the performance of our method 
under the number of nodes in ST. The obtained 
results indicate that for semantic trees with at 
least 500 nodes, the performance of our method 
increases consistently. However, the F-Score 
reaches the top and becomes stable for semantic 
tree sizes between 2,000 and 3,000 nodes. We 
conjecture that more the semantic tree is en-
riched by the nodes, more the F-Score increases. 

3.3 Comparison with other works 
In order to contextualize the obtained results 

in the current state of the art, fifty ambiguous 
words that are used in the experimental study of 
this work were evaluated in previous works of 
Arabic WSD: 

 Supervised works which are the naïve 
bayesian algorithm, the Decision List and 
the K Nearest Neighbor (Merhbene et al., 
2012).  

 Based knowledge works which are the orig-
inal Lesk algorithm and the modified Lesk 
algorithm that uses Arabic Wordnet and five 
similarity measures (Zouaghi et al., 2011). 

 Unsupervised work for Arabic WSD based 
on a combination between some information 
retrieval measures and the Lesk algorithm 
(Zouaghi et al., 2012) and (Merhbene et al., 
2010).  

Compared to our method, we note that the 
Lesk algorithm is limited to dictionary defini-
tions that we use. Therefore, the absence of cer-
tain words can radically change the results. The 
modified Lesk algorithm using the Leacock and 
Chodorow measure (Leacock and Chodorow, 
1998) is the most performed between based 
knowledge methods with a rate of Precision 
equal to 67,73%. 

The supervised methods need an important 
amount of tagged data to achieve satisfactory 
results. They need to be applied in specific do-
mains. The K nearest neighbor algorithm 
achieves the best rate of Precision (52,02%).   

Finally, compared to the unsupervised method 
of Arabic WSD, the rate of precision is enhanced 
by 10% using more 117 ambiguous words. 

4 Conclusion and future work 

This paper describes a novel approach for the 
disambiguation of the Arabic language based on 
the weighted directed graph.  

During the step of disambiguation, we match 
the tree of the sentence to be disambiguated with 
each semantic tree of the senses candidate. The 
obtained weighted directed graph uses three col-
location measures that will be classified using a 
novel supervised voting procedure. Results show 
that our method achieves a very high recall and 
precision (83%).  

In the future works, we propose to test more 
ambiguous words, using more tested data and 
resources to confirm the positive obtained re-
sults. 

References  
Agirre E. and Edmond P. 2006. Word Sense Disam-

biguation: Algorithms and Applications. Springer, 
New York, NY, USA. 

Agirre E. and Sorora A. 2007. A graph based unsu-
pervised system for induction and classi-fication. 

1030



The Fourth International Workshop on Semantic 
Evaluations, p.p: 346-349. 

Black, W., Elkateb, S., Rodriguez, H., Alkhalifa, M., 
Vossen, P., Pease, A. and Fellbaum, C. 2006. In-
troducing the Arabic WordNet Project, in Proceed-
ings of the Third International WordNet Confer-
ence, Sojka, Choi, Fellbaum and Vossen eds. 

Elloumi M. 1998. Comparison of Strings Belonging to 
the Same Family. Information Sciences, An Inter-
national Journal, Elsevier Publishing Co., Amster-
dam, North-Holland (Publisher), 111(1-4), p.p:49-
63.  

Klapaftis I, and Manandhar S. 2008. Word Sense In-
duction Using Graphs of Collocations. In the pro-
ceeding of the 18th European Conference On Arti-
ficial Intelligence, p.p: 298-302. 

Khoja, Shereen, 1999. Stemming Arabic Text.  
http://zeus.cs.pacificu.edu/shereen/research.htm 

Leacock C. and Chodorow, M. 1998. Combining local 
context and WordNet sense similarity for word 
sense identification. MIT Press, Cambridge, Mas-
sachusetts, p.p: 265-283. 

Manning C. and Schütze H. 1999. Foundations of 
Statistical Natural Language Processing, MIT 
Press, Cambridge. 

Merhbene L., Zouaghi A. and Zrigui M. 2012. Arabic 
Word Sense Disambiguation. In Proceeding of In-
ternational Conference on Agents and Artificial In-
telligence, Volume 1, Valencia, Spain, 22-24 Janu-
ary, p.p:652-655 

Merhbene L., Zouaghi A. and Zrigui M. 2012. Lexical 
Disambiguation of Arabic Language: An Experi-
mental Study. The Journal Polibits Vol 46, pp: 49-
54. 

Plaza L. and Diaz A. 2011. Using Semantic Graphs 
and Word Sense Disambiguation Techniques to 
Improve Text Summarization. The Procesamiento 
del Lenguaje Natural, p.p: 97-105. 

Zouaghi A., Merhbene L., Zrigui M. 
2012.Combination of information retrieval meth-
ods with LESK algorithm for Arabic word sense 
disambiguation. Journal Article published in the 
Artificial Intelligence Review. Volume 38, Issue 4, 
DOI: 10.1007/s10462-011-9249-3; Online ISSN: 
1573-7462, p.p:257-269. 

Zouaghi A., Zrigui M. and Antoniadis G. 
2008.  Understanding of the Arabic spontaneous 
speech: A  numeric  modelisation, Revue TAL 
VARIA.  

Zouaghi A., Merhbene L., Zrigui M. 2011. Word 
Sense disambiguation for Arabic language using 
the variants of the Lesk algorithm, in Proceeding of 
the International Conference on Artificial Intelli-
gence (ICAI'11), Las Vegas, USA, pp: 561-567. 

1031


