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Abstract

Emotion recognition in conversation (ERC) is essential for dialogue systems to identify the emotions expressed
by speakers. Although previous studies have made significant progress, accurate recognition and interpretation
of similar fine-grained emotion properly accounting for individual variability remains a challenge. One particular
under-explored area is the role of individual beliefs and desires in modelling emotion. Inspired by the Belief-Desire
Theory of Emotion, we propose a novel method for conversational emotion recognition that incorporates both
belief and desire to accurately identify emotions. We extract emotion-eliciting events from utterances and construct
graphs that represent beliefs and desires in conversations. By applying message passing between nodes, our
graph effectively models the utterance context, speaker’s global state, and the interaction between emotional beliefs,
desires, and utterances. We evaluate our model’s performance by conducting extensive experiments on four popular
ERC datasets and comparing it with multiple state-of-the-art models. The experimental results demonstrate the
superiority of our proposed model and validate the effectiveness of each module in the model.

Keywords: Emotion Recognition in Conversation, The Belief-Desire Theory of Emotion, Fine-grained Emo-
tion Recognition

1. Introduction

As humans’ central communication medium, natu-
ral language plays a pivotal role in the process of
emotion generation. Recently, in order to develop
artificial intelligence capable of understanding hu-
man emotions, emotion recognition in conversa-
tion (ERC) has become a hot research field. ERC
aims to identify the emotions of each utterance
in a conversation, which contributes to generating
emotion-aware dialogues and develops empathic
conversation agents or chatbots for psychotherapy
(Sharma et al., 2021; Xu and Zhuang, 2022).

The task of conversational emotion recognition
is different from the semantic or sentiment anal-
ysis tasks of traditional texts such as sentences
and documents (Naseriparsa et al., 2019a; Lin and
Joe, 2023), which requires not only the seman-
tic information of the utterance itself but also the
context modeling of each utterance. Previous stud-
ies on conversational emotion recognition adopted
sequence-based (Majumder et al., 2019; Ghosal
et al., 2020) or graph-based (Ghosal et al., 2019;
Ishiwatari et al., 2020) approaches to model the
context of utterances and the interaction between
speakers as much as possible. Recently, multi-
ple methods (Zhao et al., 2022; Yi et al., 2022;
Zhang et al., 2023) advocate introducing common-

sense knowledge or utilizing specific prompts into
emotion recognition in conversation. They utilize
commonsense knowledge to model the speaker’s
needs and intentions in utterances to assist the
judgment of emotion types. However, how to ac-
curately identify similar fine-grained emotions re-
mains a challenge. For example, many previous re-
search methods have difficulty identifying whether
the emotion of an utterance in a dialogue is angry
or disgusted. In particular, solely relying on the
superficial linguistic cues, these methods are un-
able to capture individual-level cognitive processes
underlying emotions.

To address this challenge, we turn to the Belief-
Desire Theory of Emotion (BDTE) (Reisenzein,
2022, 2021), which provides a psychological frame-
work to understand emotion via complex interplay
between individual beliefs and desires. This means
that the same desire can lead to different emotions
due to varying cognitive beliefs. For example in Fig-
ure 1, George thinks Rowan’s team is strong, but
Mary thinks Rowan has a tough team to compete
against. Moreover, both George and Mary want
Rowan to win the soccer game. Although George
and Mary have the same desire, they have different
beliefs. When they finally learn that Rowan has lost,
George and Mary have diverse emotions, George
is disappointed, while Mary is sad. Therefore, it



2319

The soccer game is over, you’re too late.

I have some temporary things to do, 
What’s the result of the game? I hope 
Roman wins this soccer game. Rowan's 
team is so strong.

As much as I want Rowan to win, he 
has a tough team to compete against. 
Rowan lost the game in the end. 

......I hope Rowan wins the next game. 

[Sad]

[Disappointed]

Mary

Mary

George

George

Rowan is difficult to win the game.  
(t-1)
Rowan lost the game. (t)

Emotion

Belief

Desire Rowan wins soccer game 

[Sad]

Rowan can win the game. (t-1)
Rowan lost the game. (t)

Emotion

Belief

[Disappointed]

Rowan wins soccer game Desire

Emotion analysis 
based on the Belief-Desire Theory of Emotion

Figure 1: An example showing how emotions are generated according to the Belief-Desire Theory of
Emotion.

is difficult to accurately judge emotions solely by
considering a person’s needs while ignoring their
cognitive belief. According to previous research
about emotion recognition in conversation, George
and Mary will have the same emotion, but the Belief-
Desire Theory of Emotion can more accurately de-
duce that they actually have diverse emotions.

As BDTE is largely unfamiliar to the ERC com-
munity, in this paper, we study how this theory
can be applied to comprehensively model infer-
ence of beliefs and desires to achieve more accu-
rate fine-grained emotion recognition. According to
BDTE, beliefs and desires are semantically related
to emotions as they both involve emotion-eliciting
events. We propose a heterogeneous conversa-
tion graph to encode emotion-belief-desire relation-
ships. Our graph consists of three types of nodes:
utterances, speakers, and emotion-eliciting events.
To effectively capture the context, speaker’s state,
and beliefs and desires, we employ Graph Trans-
former Network to facilitate information transfer be-
tween these heterogeneous nodes. Specifically,
we model the speaker’s desires through the rela-
tionship between utterances and emotion-eliciting
events, and the speaker’s beliefs through the rela-
tionship between the emotion-eliciting events. In
summary, the main contributions of this paper are
as follows:

• We introduce the Belief-Desire theory to the
emotion recognition in conversation (ERC)
task, for more nuanced and accurate modelling
of individual emotion.

• We constructed an emotion-belief-desire con-
versation graph to support knowledge repre-
sentation and inference based on key princi-
ples in BDTE. The graph captures the utter-
ance context, speaker’s global state, and sup-
ports the inference of beliefs and desires.

• We extensively evaluated our method on four
commonly used ERC datasets, demonstrating
its superiority and effectiveness.

2. Related work

In conversation emotion recognition, a particular
focus is context modeling of utterances. Most
models are either sequence-based or graph-based.
Sequence-based approaches(Jiao et al., 2019; Ma-
jumder et al., 2019; Hu et al., 2021) take previ-
ous utterances into account and utilize sequential
information by chronologically or sequentially en-
coding utterances. These methods tend to update
the state of the current utterance by obtaining only
relatively limited information from the recent utter-
ance. Graph-based models (Ghosal et al., 2019;
Ishiwatari et al., 2020; Shen et al., 2021b) encode
utterances as nodes in a graph and use edges to
exchange information among the utterance nodes.
These methods simultaneously collect surround-
ing utterances within a specific window for context
modeling while they ignore distant utterances and
sequence information.

Recently, commonsense knowledge
bases (Speer et al., 2017; Sap et al., 2019)
have been applied to better understand emotions
in conversation. KET (Zhong et al., 2019) is
the first model that integrates commonsense
knowledge with emotional information from the
conversational text. COSMIC (Ghosal et al., 2020)
is a commonsense guided framework for emotion
recognition in conversation that captures some of
the complex interactions between personalities,
events, mental states, intentions, and emotions.
SKAIG (Li et al., 2021) proposed a knowledge
perception interaction graph that contains four
relationships to simulate the speaker’s mental state.
CauAIN (Zhao et al., 2022) focused on retrieving
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causal clues from commonsense knowledge to
identify emotional causes in conversations. CIS-
PER (Yi et al., 2022) utilized contextual information
and commonsense prompts related to the inter-
locutor’s utterances. MPLP (Zhang et al., 2023)
used history-oriented and experience-oriented
prompts to mimic the thinking process. These
models aimed to improve emotion recognition by
incorporating commonsense knowledge or specific
prompts. However, no existing models explicitly
leverage mental state inference for ERC.

3. Belief-Desire Theory of Emotion

The Belief-Desire Theory of Emotion empha-
sises that emotion is not solely driven by de-
sire/motivation, but also by how one perceives the
situation.

3.1. Computational Belief-Desire Theory
of Emotion

We present the qualitative belief-desire analysis of
emotions in Table 1 by combining the Computa-
tional Belief-Desire Theory of Emotion (Reisenzein,
2009) into the conversational emotion recognition
task. The following is an illustration of the emotion
analysis in Table 1 combined with the example in
Figure 1.

If George wants Rowan to win the game and
he is certain that Rowan wins, then he would be
happy. If George wants Rowan to not win but he
is certain that Rowan actual wins, then he would
be sad. If George wants Rowan to win but he is
not certain about that, then he would be excited. If
George wants Rowan to not win the game and he
is not sure about that, then he would be fearful. If
George originally believed that Rowan did not win
but is then told otherwise, he would be surprised.
If George wants Rowan to win and believed so, then
upon knowing that Rowan did not win, he would
be disappointed. However in the previous case, if
George wants Rowan not to win, then he would be
peaceful.

3.2. Belief-Desire Representation
Inference in Conversational Emotion
Recognition

Psychologist Rainer Reisenzein’s research
(Reisenzein, 2010; Reisenzein and Junge,
2012; Reisenzein, 2012) on emotion detection
proposed that reasoning belief and desire by
emotion-eliciting events significantly improve the
emotion reasoning ability of AI. Therefore, we
utilize the Belief-Desire Theory of Emotion to
identify the emotion of utterances in dialogue. In
conversational emotion recognition, we first extract

Emotion if Belief at t Desire at t Belief at t− 1
Happy/Joyful Certain(e, t) Des(e, t)

Sad Certain(e, t) Des(¬e, t)
Excited Uncertain(e, t) Des(e, t)

Feared/Scared Uncertain(e, t) Des(¬e, t)
Surprised Certain(e, t) –(irrelevant) Bel(¬e, t− 1)

Disappointed Certain(¬e, t) Des(e, t) Bel(e, t− 1)
Peaceful Certain(¬e, t) Des(¬e, t) Bel(e, t− 1)

Table 1: A qualitative formulation of Belief–Desire
Theory. See more details in Section 3.1.

the emotion-eliciting events. Then, we analyze the
emotion in utterances based on cognitive belief
and desire reasoning. We infer the speaker’s
desire from the relationship between utterance and
emotion-eliciting events. Furthermore, we infer the
speaker’s belief from the relationship between the
emotion-eliciting events.

4. Methodology

The overall framework of our proposed approach
is shown in Figure 2. The framework modules are
as follows: 1) Feature Extraction; 2) Conversation
Graph Encoder; 3) Emotion Classification.

In ERC, a typical conversation consists of a se-
quence of utterances [U1, U2, . . . , Ui, . . . , UN ]. An
utterance Ui consists of a sequence of words
[w1, w2, . . . , wLi

]. Each utterance Ui is made by a
speaker S. The goal of ERC is to identify the cor-
rect emotion label yi for each utterance Ui, where
yi ∈ (Y1, Y2, ..., YK), a predefined set of emotion
labels.

4.1. Feature Extraction
In the feature extraction module, we extract
the utterance-level features and emotion-eliciting
events within the utterances and use pre-training
language model to represent the semantic feature
representation of emotion-eliciting events.

4.1.1. Utterance-level Feature Extraction

We utilize the pre-trained language model
RoBERTa-Large (Liu et al., 2019) for context-
independent utterance-level feature extraction.
We fine-tune the RoBERTa-Large for the emo-
tion classification task on each ERC dataset
and freeze its parameters for subsequent
model training. Specifically, for each utterance
Ui = [w1, w2, ..., wLi

], we append a special token
[CLS] to its beginning so that the model input is
sequenced as {[CLS], w1, w2, ..., wLi ]} and fed into
Roberta-Large:

hu
i = RoBerta([CLS], w1, w2, ..., wLi). (1)

obtain [CLS]’s pooled embedding of last layer
hidden-state hu

i as context independent utterance-
level feature of Ui.
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Figure 2: Our framework consists of three components: a feature extractor, a conversation graph encoder,
and an emotion classifier.

4.1.2. Emotion-eliciting Event Feature
Extraction

As proposed by (Reisenzein and Junge, 2012), ver-
bal communication is the primary source required
to calculate the beliefs and desires for specific
emotion-eliciting events. Since beliefs and desires
are semantically related to emotion-eliciting events,
we extract emotion-eliciting events from target utter-
ances to judge the confirmation or disconfirmation
of beliefs and to determine the satisfaction or frus-
tration of desires. Referring to eventuality definition
and extraction method proposed by ASER (Zhang
et al., 2020b, 2022), we define emotion-eliciting
event e is a combination of multiple words v1, ..., vN ,
where N is the number of words in emotion-eliciting
event E, here, v1, ..., vN ∈ V are in the utterance.
A pair of words in e(vi, vj) may follow a syntactic
relation.

In order to avoid the extracted emotion-eliciting
events being too sparse and to ensure that emotion-
eliciting events have complete semantics, we ex-
tract the necessary words to construct emotion-
eliciting events from the utterances according to the
eventuality patterns in ASER (Zhang et al., 2020b,
2022). Specifically, we first use the discourse pars-
ing system (Wang and Lan, 2015) to parse the utter-
ances and then use the 18 event modes (such as
subject-verb-object) proposed by ASER to match
and obtain the emotion-eliciting events, that is

E = Matching(Parsing(Ui)). (2)

where the function Parsing() returns dependency

graph by syntactic parsing, the function Matching()
returns matched emotion-eliciting events set.

Then, we adopt RoBERTa to encode the ex-
tracted events, obtain the last hidden state, and
deploy a max-pooling operation to get the semantic
representation of emotion-eliciting events:

he
i = Maxpooling(RoBERTa(ei)), ei ∈ E. (3)

4.2. Conversation Graph Encoder
In the Conversation Graph Encoder module, we
first build an Emotion-belief-desire Conversation
Graph. Then, we adopt the Graph Transformer
network to extract the conversation-level features
of the utterances.

4.2.1. Emotion-belief-desire Conversation
Graph Construction

Based on the Belief-Desire Theory of Emotion, we
construct a heterogeneous graph G. Graph G mod-
els context of utterances, speakers-global state,
and inference of belief and desire for each utter-
ance Ui in the dialogue, where V denotes the set
of nodes and E denotes the set of edges.

Our graph G contains three types of nodes:
Utterance node: We consider each utterance in

the conversation as a node u, whose features are
initialized with its utterance-level feature. u0

i = hu
i .

Speaker node: We treat each speaker in the di-
alogue as a node s. We initialize the speaker node
features by the average of the semantic features
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in all utterances expressed by this speaker in the
dialogue. s0j = avg(hu

i ), ∀Ui spoken by Sj .
Emotion-eliciting event node: We treat the

emotion-eliciting events extracted from the utter-
ances as emotion-eliciting event nodes and initial-
ize the node features by semantic representations
of the events, e0k = he

k.
The set of nodes can be represented as:

V = Vu ∪ Vs ∪ Ve. (4)

where utterance node set Vu = {ui}, speaker node
set Vs = Unique({sj}), emotion-eliciting event
node set Ve = {ek}, the function Unique() returns
all unique elements of the set.

Our graph G contains four types of edges:
Utterance-utterance edge: We connect the cur-

rent utterance to the last utterances spoken by all
speakers before it, which point to the current tar-
get utterance. We believe that the last utterance
of each speaker before the target utterance (in-
cluding the speaker of the target utterance) has
the most significant impact on the context of the
target utterance, and the rest have a less signif-
icant impact. In addition, it is worth noting that
the edges between utterances are unidirectional.
The edges between utterances model the impact
of past utterances on the current utterance, namely
context modeling. These edges are denoted as
Euu = {(ui, ut)}, t > i.

Speaker-utterance edge: We connect each tar-
get utterance to the corresponding speaker. The
edges between the utterances and the speaker
model the speaker’s global state on the utterances,
and are denoted as Esu = {(sj , ui)} ∪ {(ui, sj)}.

Desire edge: We connect each target utterance
to the emotion-eliciting event extracted from the
utterance. The edges between utterances and
emotion-eliciting events are denoted as Eeu =
{(ek, ui)}∪{(ui, ek)}. Desire edges are connected
with emotion-eliciting events nodes via the utter-
ance nodes to capture the speaker-specific desires
and their influence on emotion-eliciting events.

Belief edge: According to the order in which
the utterances and emotion-eliciting events are
extracted, we successively connect the emotion-
eliciting event nodes extracted from the utterances.
Belief edges are denoted as Eee = {(ek−1, ek)} ∪
{(ek, ek−1)}, k > 1. Belief edges capture the tem-
poral changes of cognitive understanding as the
conversation progresses.

The set of edges can be given by:

E = Euu ∪ Esu ∪ Eeu ∪ Eee. (5)

After constructing the heterogeneous dialogue
graph, we obtain a feature matrix X, which repre-
sents the input features of each node and a set
of adjacency matrices {Ak} to represent the edge

connection between nodes, where Ak ∈ RN×N , k
denotes the type of edge and Ak[i, j] is non-zero
when there is a k-th type edge from i to j.

4.2.2. Graph Transformer Network

After building and initializing the emotion-belief-
desire conversation graph, we learn the node rep-
resentation of the graph by using the graph trans-
former network (Yun et al., 2019). Specifically, we
set up C output channels for convolution to con-
sider multiple metapaths simultaneously. Then, we
apply the l-layer graph transformer (GT) to softly
select the adjacency matrix (edge type) from the ad-
jacency matrix A of heterogeneous graph G. After
stacking l GT layers, we perform Graph Convo-
lutional Network (GCN) (Kipf and Welling, 2016)
on each metapath graph structure for graph con-
volution. Finally, we concatenate multiple node
representations from the same GCNs on multiple
metapath graphs:

H =
C

∥
i=1

σ(D̃−1
i Ã

(l)
i XW ). (6)

ul
i = Hui

. (7)

where H denotes the new nodes set feature rep-
resentation after message passing between nodes,
ul
i denotes feature of the l layer of utterance ui, ∥

denotes the concatenation operator, C denotes the
number of channels, X is the node’s feature matrix,
Ã

(l)
i = A

(l)
i + I is the adjacency matrix from the

ith channel of A(l), D̃i is the degree matrix of Ã(l)
i ,

and W is a trainable weight matrix shared across
channels.

4.3. Emotion Classification
Finally, we connect the utterance-level embedding
representation of an utterance with the final node-
embedding representation of an utterance node
and feed it to a feedforward neural network for emo-
tion classification:

zi = hu
i ∥ul

i. (8)

px,i = Softmax(Wzzi + bz). (9)

yx,i = Argmax(px,i). (10)

where ∥ denotes the concatenation operator, hu
i is

an utterance-level feature representation of the ut-
terance ui, and ul

i is the conversation-level feature
representation of the utterance ui. For training, we
use the standard cross entropy loss as our training
objective:

L = −
M∑
x=1

Nx∑
i=1

yx,i log px,i. (11)
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Dataset IEMOCAP DailyDialog MELD EmoryNLP
Train 100 11118 1038 713

#Dia Val 20 1000 114 99
Test 31 1000 280 85
Train 5236 87170 9989 9934

#Utt Val 574 8069 1109 1344
Test 1623 7740 2610 1328

Table 2: Statistics of four ERC datasets

where M is the total number of training conversa-
tions, Nx is the number of utterances in the x-th
conversation, px,i is the predicted probability distri-
bution of emotion labels, and yx,i is the truth label
for utterance i of the dialogue x.

5. Experimental Settings

5.1. Datasets and Evaluation
To verify the validity and reliability of our model,
we conducted extensive experiments on four well-
established ERC datasets. Table 2 presents the
statistics of the datasets.

IEMOCAP (Busso et al., 2008) is a two-party
dialogue multi-modal ERC dataset. Each conver-
sational utterance was annotated with one of the
following six emotions: neutral, happy, sad, angry,
frustrated, and excited. We follow (Ghosal et al.,
2020) to generate a validation set, where the train-
ing set dialogues come from the first eight speakers,
and the test set dialogues come from the last two.

MELD (Poria et al., 2019) is a multi-modal
dataset of multi-party conversations collected from
the TV series Friends, and is extended from Emo-
tionLines dataset (Chen et al., 2018). The dataset
includes seven emotion labels: neutral, happy, sur-
prised, sad, angry, disgusted, feared.

DailyDialog (Li et al., 2017) is a dataset of high-
quality two-part plain text conversations. The seven
categories of emotion labels are neutral, happy,
surprised, sad, angry, disgusted, and feared. Since
there is no fixed speaker in this dataset, we regard
utterance turns as speaker turns in accordance with
Shen et al.’s approach(Shen et al., 2021b).

EmoryNLP (Zahiri and Choi, 2018) is a multi-
party dialogue dataset derived from Friends. The ut-
terances in this dataset were annotated with seven
emotional categories: neutral, joyful, peaceful, pow-
erful, sad, mad, and scared.

Considering the textual modes, we adopted
weighted average F1 for IEMOCAP, MELD and
EmoryNLP. Following (Shen et al., 2021b), we
chose micro average F1 for DailyDialog and ex-
clude the utterances with majority class labels (neu-
tral).

5.2. Implementation Details
We utilized RoBERTa-large and deployed the Hug-
gingFace transformer toolkit (Wolf et al., 2019) for

utterance-level feature extraction, which was fine-
tuned during training. The final extracted feature
size was 1024. By using the validation set for hold-
out validation and AdamW optimizer to train the
model, we selected hyperparameters such as learn-
ing rate, GT layer number, channel number, and
weight decay on the graph transformer network of
each dataset. Also, we set the embedded dimen-
sion of the graph transformer network of the four
datasets to 64. We set the learning rate to 0.001
for IEMOCAP and MELD, 0.01 for DailyDailog, and
0.02 for EmoryNLP. In addition to setting the GT
layer number of EmoryNLP to 4, the other datasets
are set to 1. For EmoryNLP, the number of chan-
nels is set to 2, the number of channels for IEMO-
CAP is set to 6, and other datasets are set to 3.
Each training and testing process is run on a single
RTX 4090 Ti GPU. Each training process contains
400 epochs. We reported the results of the models
based on the average score of five runs in the test
set.

5.3. Baselines
We compare our proposed model with the following
baselines and state-of-the-art models, CNN(Kim,
2014), KET (Zhong et al., 2019), DialogueRNN (Ma-
jumder et al., 2019), DialogueGCN (Ghosal et al.,
2019), RoBERTa (Liu et al., 2019), HiTrans (Li et al.,
2020), RGAT-POS (Ishiwatari et al., 2020), COS-
MIC (Ghosal et al., 2020), DialogXL (Shen et al.,
2021a), DialogueCRN (Hu et al., 2021), SKAIG-
ERC (Li et al., 2021), CauAIN (Zhao et al., 2022),
CISPER (Yi et al., 2022), MPLP (Zhang et al.,
2023).

6. Results and Analysis

6.1. Overall Results
As shown in Table 3, our proposed method
achieves state-of-the-art results on IEMOCAP, Dai-
lyDialog and EmoryNLP.

We primarily compared our model with classi-
cal sequence-based and graph-based models in
conversational emotion recognition, as well as re-
cent models that utilize commonsense knowledge
to model mental states. On the IEMOCAP dataset,
we achieved a weighted F1 score of 68.22, which is
0.61 higher than CauAIN, and 1.26 and 1.57 higher
than SKAIG-ERC and MPLP, respectively. For Dai-
lyDialog, we obtained a micro F1 score of 60.22,
which is 0.47 and 0.3 higher than SKAIG-ERC and
MPLP, respectively. On the EmoryNLP dataset, we
obtained a weighted F1 score of 40.62, which is
1.74 and 0.76 higher than SKAIG-ERC and CIS-
PER, respectively. Our performance on the IEMO-
CAP, DailyDialog, and EmoryNLP datasets out-
performed the latest methods that utilize common-
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Model IEMOCAP DailyDialog MELD EmoryNLP
Metric weighted-F1 micro-F1 weighted-F1 weighted-F1
CNN(Kim, 2014) 52.04 50.32 55.02 32.59
KET(Zhong et al., 2019) 59.56 53.37 58.18 34.39
DialogueRNN(Majumder et al., 2019) 62.57 57.03 57.03 31.70
DialogueGCN(Ghosal et al., 2019) 64.18 - 58.10 -
RGAT-POS(Ishiwatari et al., 2020) 65.22 54.31 60.91 34.42
DialogXL(Shen et al., 2021a) 65.94 54.93 - 34.73
DialogueCRN (Hu et al., 2021) 66.20 - 58.39 -
Cosmic (Ghosal et al., 2020) 65.28 58.48 65.21 38.11
SKAIG-ERC (Li et al., 2021) 66.96 59.75 65.18 38.88
CauAIN(Zhao et al., 2022) 67.61 58.21 65.46 -
CISPER (Yi et al., 2022) - - 66.10 39.86
MPLP (Zhang et al., 2023) 66.65 59.92 66.51 -
RoBERTa (Liu et al., 2019) 63.38 58.08 62.88 37.78
Ours 68.22 60.22 64.27 40.62

Table 3: The performance comparison of our model and other Emotion Recognition in Conversation
models.

Figure 3: Effect of speakers, belief and desire.

Figure 4: Effect of number of GT layers and channel
number.

sense knowledge for mental state modeling. We
attribute this to our effective modeling of emotion-
based beliefs and desires. However, our perfor-
mance on the MELD dataset did not show sig-
nificant improvement. Upon analyzing the MELD
dataset, we found that some utterances in conver-
sations may have been deleted during its construc-
tion, affecting the context modeling between utter-
ances and the modeling between emotion-eliciting
events.

In addition, we found that sequence-based and
graph-based methods achieve better performance
through modeling context to some extent. When we
adopt the better feature extractor RoBERTa, the per-
formances of sequence-based and graph-based
models improve considerably. While the feature
extraction methods are the same, the graph-based
method generally outperforms the sequence-based
model on ERC datasets. That is because the graph-
based method models the context more effectively.
Moreover, combining commonsense knowledge
by modeling mental states achieves better perfor-
mance. Our proposed method models the context
based on a heterogeneous conversation graph and
introduces emotion-eliciting event nodes to model
the interaction between emotional beliefs, desires,
and utterances. The experimental result demon-
strates the ability of our proposed method to better
model the emotional and mental representation
without using external commonsense knowledge.

6.2. Ablation Study
In this section, we evaluate the effects of the
speaker and emotion-eliciting events on the model.
We remove speakers and emotion-eliciting event
nodes and edges associated with them from the
conversation graph. In this process, utterance
nodes and the edges between utterances are not
affected, and the conversation context is always
modeled. We conducted experiments on four
ERC datasets, and their corresponding results are
shown in Figure 3.

Removing different kinds of nodes and edges
from our heterogeneous conversation graph can
cause a decline in performance. When we re-
move the speaker nodes and the edges between
the speakers and the utterances, the interaction
between the speaker information and the utter-
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Rowan wins 
soccer game I want Rowan to win

�� �� �� ��

The soccer game is 
over, you’re too late.

I have some temporary things to do, 
What’s the result of the game? I hope 

Roman wins this soccer game. Rowan's 
team is so strong.

......I hope Rowan wins 
the next game.

As much as I want Rowan to win, he 
has a tough team to compete against. 

Rowan lost the game in the end. 

Mary George

Rowan lost the game Rowan wins the 
next game

Emotion-eliciting event

Speaker

Utterance

Neutral

Sad

DisappointedDesire

Speaker-Utterance

Utterance-Utterance
Belief

Figure 5: Case study of a conversation instance.

ance is eliminated, and performance degrades.
This observation demonstrates the importance of
modeling speaker information between speaker
and utterance. By removing the emotion-eliciting
events nodes and the edges between emotion-
eliciting event nodes and utterance nodes, the
information contained in emotion-eliciting events
cannot be modeled, as well as the interaction be-
tween emotion-eliciting events based on beliefs
and desires and utterances; thus, the performance
degrades. It indicates that extracting emotion-
eliciting events and modeling the interaction be-
tween events and utterances is crucial for emotion
recognition in conversation. In addition, when we
remove both kinds of heterogeneous nodes and
heterogeneous edges, the performance degrades
more severely.

6.3. Effect of GT Layer and Channel
Numbers

In this section, we evaluate the influence of the GT
layer number and channel number in the Graph
Transformer Network on the final emotion classifi-
cation results. Figure 4 presents the performance
of the four datasets.

We tested the channel numbers from 2 to 8
on four datasets. From Figure 4, only IEMOCAP
achieved the best performance when the channel
number was 6, while other datasets achieved the
best performance when the channel number was
3. We analyze that the reason may be that IEMO-
CAP contains more context information. In gen-
eral, the influence of channel number changes on
the final emotion classification performance, which
first increased and then decreased. In addition,
we changed the number of GT levels from 1 to 5.
Except for EmoryNLP, we found that stacking too

many GT layers resulted in smooth transitions and
performance degradation. That is because the con-
text information provided by the conversations in
EmoryNLP is limited. Generally, with the change
of GT layers, the model performance fluctuates in
a range.

6.4. A Case Study

We illustrate a case study of a conversation in-
stance in Figure 5. In this dialogue case, the pre-
vious models reasoned that Mary and George’s
intention was that Rowan would win the soccer
game, thus, these models inferred that they had
the same sad emotion. By extracting the elicit-
ing events that involve emotion in utterances and
constructing a heterogeneous graph, our model
reasonably models the reasoning of desire and be-
lief through the interaction between utterances and
events, between events and events. Therefore, our
model deduced that Mary and George had different
cognition. George thought that Rowan’s team was
strong. At the previous moment, he thought that
Rowan had won the game and hoped that Rowan
would win the game. Mary thought that Rowan’s
rival was strong but hoped that Rowan would win
the game. At last, George and Mary learned that
Rowan had not won the game. At this moment,
Mary was sad, and George was disappointed.

7. Conclusion

We proposed an approach based on the Belief-
Desire Theory of Emotion for conversational emo-
tion recognition. We construct an emotion-belief-
desire heterogeneous conversation graph to model
the context modeling, speakers’ global state, and
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belief and desire inference between emotion-
eliciting events and utterances. We conducted
extensive experiments, the results verify that our
proposed method for ERC based on belief and de-
sire inference achieves superior performance than
multiple state-of-the-art methods. In addition, the
ablation study confirms the rationality and superi-
ority of the proposed heterogeneous conversation
graph structure. Finally, how to better model the
belief-desire representation of emotions is worth
further research.
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