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RESUME
L’évaluation de la révision des textes scientifiques reste un défi, car les métriques traditionnelles
telles que ROUGE et BERTScore se concentrent sur la similarité a une référence plutdt que sur les
améliorations réalisées. Nous analysons et identifions les limites de ces métriques et explorons des
méthodes d’évaluation alternatives qui s’alignent mieux sur le jugement humain. Nous évaluons
d’abord manuellement différentes révisions pour estimer leur qualité. Ensuite, nous examinons la
possibilité d’utiliser des métriques d’évaluation sans référence provenant de domaines connexes
du traitement automatique des langues (TAL) ainsi que des approches GML en tant que juge. Nos
résultats montrent que GMLs évaluent efficacement le suivi des instructions mais peinent a évaluer
I’acceptabilité, alors que les métriques spécifiques au domaine fournissent des informations complé-
mentaires. Nous recommandons une approche hybride combinant 1’évaluation GML en tant que juge
et les mesures spécifiques a la tache offrant I’évaluation la plus fiable de la qualité de la révision.

ABSTRACT
Identifying Reliable Evaluation Metrics for Scientific Text Revision

Evaluating text revision in scientific writing remains a challenge, as traditional metrics such
as ROUGE and BERTScore primarily focus on similarity rather than capturing meaningful
improvements. In this work, we analyse and identify the limitations of these metrics and explore
alternative evaluation methods that better align with human judgments. We first conduct a manual
annotation study to assess the quality of different revisions. Then, we investigate reference-free
evaluation metrics from related NLP domains and LLM-as-a-judge approaches. Our results show that
LLMs effectively assess instruction-following but struggle with correctness, while domain-specific
metrics provide complementary insights. We find that a hybrid approach combining LLM-as-a-judge
evaluation and task-specific metrics offers the most reliable assessment of revision quality.
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1 Introduction

La révision est une étape essentielle de la rédaction scientifique, car elle garantit la clarté,
la cohérence et le respect des normes académiques. Le processus d’écriture se compose
généralement de quatre étapes : 1) la pré-écriture, 2) le brouillon, 3) la révision et 4) 1’édi-



tion (Jourdan et al., 2023). L’étape de la révision implique des modifications substantielles
pour améliorer la lisibilité, le style et la formalité (Du et al., 2022; Li et al., 2022). Cette
étape est cruciale, car une rédaction de mauvaise qualité brouille la compréhension des
résultats de recherche et augmente le risque de rejet d’un article (Amano et al., 2023).

Paragraphe original

Comme I’illustre la Figure 1, la tiche de révision
Teledere’vision Paragraphereviss géners — prend en entrée un paragraphe original et une

- o TN instruction spécifiant la modification requi.se.
stcton _ _/ — Le résultat attendu est un paragraphe révisé

shorter. s’alignant sur I’instruction donnée. Compte tenu
de I’'importance de cette tiche, il est crucial de

pouvoir I’évaluer de facon fiable.

)

FIGURE 1 — Apercu de la tiche de révision

Comme pour les autres taches de génération de texte, la révision de texte est évaluée grace a des
métriques bien établies telles que ROUGE (Lin, 2004) ou BERTScore (Zhang et al., 2020). Bien
que les métriques basées sur les plongements (e.g. BERTScore) capturent en partie la similarité
sémantique, elles restent centrées sur le chevauchement lexical et les caractéristiques de surface,
plutdt que sur des aspects plus profonds de la qualité du texte.

Dans le cadre de la révision de texte, les métriques de similarité seules échouent a pleinement
capturer la qualité de la révision. Au-dela de la similarité a un texte de référence, 1’évaluation de
la révision requiert de considérer les améliorations par rapport au texte original, la préservation
du sens et le respect de I’instruction. Plusieurs études se sont reposées sur 1’évaluation humaine
pour évaluer les systemes de révision (Du et al., 2022; Raheja et al., 2023, 2024; Ito et al., 2020;
Schick et al., 2023), mais celle-ci apparait cofiteuse et chronophage, la rendant impraticable
pour I’évaluation a grande échelle. Face a cette limitation, nous explorons différentes approches
d’évaluation automatiques capables d’estimer la qualité des révisions tout en passant a 1’échelle.

La révision de texte englobant diverses sous-taches (e.g. paraphrase, résumé, simplification,
transfert de style, correction grammaticale) (Li et al., 2022; Raheja et al., 2024; Ito et al., 2019; Kim
etal., 2022), nous explorons tout d’abord les métriques sans référence communément utilisées pour
évaluer ces taches. Ainsi, ces métriques comparent directement les textes originaux et révisés au lieu
de se reposer sur la référence. De plus, nous explorons différentes approches par grands modeles de
langue (Large Language Models ; GMLs) en tant que juge (LLM-as-a-judge en anglais, et abbrégé en
GML-juge dans cet article), celles-ci pouvant considérer I’instruction de révision. Avec la croissance
rapide des GMLs, ces approches connaissent une utilisation croissante pour 1’évaluation de diverses
taches (Gu er al., 2024). Toutefois, des études ont montré que les GMLs rencontrent des pertes de
performances quand la référence n’est pas fournie et sont parfois surpassés par des méthodes plus
simples et moins cofiteuses, les rendant moins attrayants (Doostmohammadi et al., 2024; Mita et al.,
2024). Dans cet article, nous cherchons a savoir si ces résultats se généralisent a notre tiche et a
connaitre I’impact de fournir ou non la référence. Nos contributions sont les suivantes :

— Nous introduisons ParaReval, un jeu de données de préférences humaines sur des paires de
révisions générées. !

— Nous montrons que les métriques traditionnelles échouent a évaluer la révision de texte avec
exactitude.

— Nous montrons que GML-juge peut efficacement estimer le suivi de I’instruction sans avoir
besoin de la référence.

— Nous montrons que les métriques de similarité sont complémentaires des approches GML-juge

1. https://github.com/JourdanL/parareval
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pour faire face aux cas difficiles a juger.

— Bien que GML-juge offre les meilleures performances, nous montrons que la métrique
ParaPLUIE (Lemesle et al., 2025) est une alternative moins cofiteuse pour mesurer la
préservation du sens.

2 EtatdeDart

Dans cette section, nous classons les approches d’évaluation en trois catégories : les métriques de
similarité des n-grammes, celles de similarité basées sur les plongements et les méthodes GML-juge.

Métriques de similarité des n-grammes Les métriques basées sur la similarité au niveau des
n-grammes sont couramment utilisées pour évaluer les taches de génération de texte dont la révision
fait partie. Ces métriques mesurent le chevauchement lexical entre le texte généré et la référence.
Cependant, elles ne peuvent pas capturer 1’équivalence sémantique ou 1’amélioration par rapport
au texte original. Les plus fréquemment utilisées sont :

— BLEU (Papineni et al., 2002) : Métrique de traduction automatique, utilisée par (Du et al.,
2022; Raheja et al., 2024; Jourdan et al., 2024; Dwivedi-Yu et al., 2024; Miicke et al., 2023).

— ROUGE-L (Lin, 2004) : Métrique de résumé automatique, utilisée par (Du er al., 2022;
Jourdan et al., 2024, 2025; Dwivedi-Yu et al., 2024).

— METEOR (Banerjee & Lavie, 2005) : Métrique de correspondance des unigrammes pour la tra-
duction automatique, moins sensible a la paraphrase que BLEU, utilisée par Miicke et al. (2023).

— GLEU (Napoles et al., 2015) : Variante de BLEU adaptée a la correction grammaticale, utilisée
par (Dwivedi-Yu et al., 2024; Raheja et al., 2023). Elle récompense les modifications et zones
inchangées correctes et pénalise les modifications grammaticalement incorrectes.

— SARI (Xu et al., 2016) : Métrique de simplification de texte, utilisée par (Du et al., 2022;
Raheja et al., 2023, 2024; Jourdan et al., 2024, 2025; Dwivedi-Yu et al., 2024). Elle récompense
les ajouts, suppressions et conservations de n-grammes corrects.

SARI et GLEU sont les seules métriques qui considerent la source, ce qui est essentiel pour observer
les améliorations apportées par la révision. Bien que les métriques n-grammes offrent 1’avantage
de I’interprétabilité, elles sont en difficulté pour les taches nécessitant une compréhension sémantique
plus profonde, comme mesurer le suivi de I’instruction ou 1’amélioration par rapport au texte original.

Meétriques de similarité des plongements Les métriques basées sur les plongements sont congues
pour capturer la similarité sémantique au-dela du chevauchement lexical. Ces méthodes comparent
les plongements du texte généré et de référence pour estimer leur alignement. Pour la révision, seul
BERTScore a été utilisé (Miicke et al., 2023; Jourdan et al., 2024).

Approches GML-Juge Des travaux récents ont exploré I’utilisation des GML-juges pour évaluer
les taches de génération au-dela de la similarité de surface. Ces approches traitent I’évaluation comme
une tiche de jugement, o un GML évalue le texte généré sur la base de multiples criteres. Plusieurs
taxonomies ont été proposées : Gu et al. (2024) propose quatre catégories : Scores, Oui ou Non,
Faires et Choix Multiples. Zheng et al. (2023) propose trois catégories : comparaison par paires,
notation d’une seule réponse et notation guidée par une référence.

De plus, Doostmohammadi et al. (2024) proposent d’évaluer le texte généré selon trois dimensions :
naturalité (Est-ce que la génération sonne naturelle et fluide ?), suivi de l’instruction (Est-ce que



la génération est liée a I’amorce (prompt) et est au format requis ?), et acceptabilité (Est-ce que la
génération est correcte ?, dont la signification varie suivant la tiche). Pour 1’évaluation de la révision
de texte, Mita et al. (2024) proposent une évaluation de comparaison par paires et montrent que cette
approche sous-performe comparativement a un classifieur BERT affiné.

Pour nos approches GML-juges, nous nous basons sur ces travaux et proposons des combinaisons
des trois approches de (Zheng et al., 2023).

3 Protocole expérimental

Afin d’examiner les limites des métriques de similarité traditionnelles, nous générons d’abord
de multiples versions révisées en utilisant différents GMLs et nous les évaluons manuellement.

Jeude données Nous utilisons la partie d’évaluation du jeu de données ParaRev (Jourdan et al.,
2025) qui contient 258 paires de paragraphes révisées extraites d’articles scientifiques. Chaque paire
est annotée avec deux instructions de révisions différentes, ce qui donne un total de 516 révisions a
effectuer par modele. De plus, chaque paragraphe est étiqueté avec son type d’intention de révision, ce
qui sera utilisé dans nos analyses (i.e., Rewriting+{Light, Medium, Heavy}, Concision, Content
Deletion). La taxonomie complete est disponible en Annexe A.

Modeles de révision Afin de s’assurer de la diversité en termes de qualité de 1’ensemble des
révisions, des paragraphes révisés sont générés pour chaque paire de paragraphe original +
instruction en utilisant 6 modeles différents. Les modeles utilisés sont : CoEdIT-XL, un modele
TS5 affiné pour la tiche de révision de phrases (Raheja et al., 2023), les GMLs semi-ouverts Llama
3 8B Instruct, Llama 3 70B Instruct et Mistral 7B Instruct v0.2 et enfin les GMLs fermés GPT
40 mini et GPT 40. Les amorces utilisées sont disponibles en Annexe B.

Tache d’annotation Dans 1’objectif d’identifier les métriques qui refletent au mieux la qualité
réelle des révisions, nous les annotons manuellement et comparons ce jugement humain aux scores
automatiques. Pour cela, nous créons une tache d’annotation ol I’on compare une paire de révisions
candidates et on émet une préférence.

L annotation a été menée avec 1’aide de 10 annotateurs-rices : 3 professeurs et 7 doctorants-tes,
non-natifs-ves de I’anglais mais ayant de 1’expérience dans la lecture et 1’écriture d’articles
scientifiques. Chaque instance d’annotation consiste en une paire de suggestions de révision pour
un paragraphe donné, accompagnée de I’instruction de révision correspondante. Les annotateurs-rices
répondent a une série de questions pour estimer la qualité des révisions :

— QIA et Q1B Suivi de Pinstruction : Did model A/B address the instruction ? { Yes strictly, Yes

with additional modifications, Noj}

— If it was your article and your instruction :

— Q2 Acceptabilité : Which revisions would you consider acceptable ? { Both, A, B, None}
— Q3 Préférence : Which revision would you prefer to include in your paper? { Both, A, B,
None}
Les questions spécifiques au type de révision et une capture d’écran de 1’environnement d’annotation
sont disponibles en Annexe C. Pour garantir une évaluation équitable, nous avons équilibré les
comparaisons par paire entre les modeles, en veillant a ce que chaque modele soit comparé aux autres
un nombre similaire de fois.


https://huggingface.co/grammarly/coedit-xl
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https://huggingface.co/meta-llama/Meta-Llama-3-70B-Instruct
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2

Résultats de la phase d’annotation

A partir du jeu d’évaluation de ParaRev, 1 548 Question | k  Accord
paires de paragraphes révisés ont été générées Suivi de instruction | 0.54 Modéré
pour I’annotation. Parmi elles, 129 paires (8.33%) Acceptabilité 055 Modéré
sont annotées en double pour mesurer I’accord Préférence 0.33  Moyen
inter-annotateurs-rices. Ces scores d’accord (Co- Concision 0.22  Moyen
hen’s Kappa ) sont rapportés dans I’ Annexe 1. Rewriting light 041 Modéré
Dans le cadre de notre analyse, notre objectif étant Rewriting medium 048 Modéré

N

d’étudier la capacité des métriques a identifier
la meilleure révision parmi deux propositions,
nous introduisons la notion de Préférence Etendue.

TABLE 1 — Kappa de Cohen (k) pour chaque

. . Set . question.
Méme si None est sélectionné lors de I’annotation
pour la question de Préférence, une proposition
est tout de méme considérée préférable si elle est 100/ Ex zquo
la seule a étre Acceptable ou a suivre l'instruction. o
Nous considérons les Both et None restants comme  so1

des ex equo.
La Figure 2 présente la distribution des préférences
humaines a travers les modeles. Sur la base de 1’an-
notation humaine, GPT-40 émerge comme étant
le meilleur modele de révision, étant strictement
favorisé dans 58.33% des comparaisons. Llama
3 70B obtient aussi de bonnes performances, avec : , , , . ,
un taux de préférence a 53.68%. Lorsque 1’on & W et o o
compare ces modeles deux a deux, Llama 3 70B Disributon 0 a préférence étenduc
ressort comme étant a égalité avec GPT-40. Pour  FiGURE 2 — Distribution de la préférence
plus de détails, on rapporte la préférence des étendue humaine pour chaque modele de
modeles deux a deux en Annexe D. révision. La zone verte correspond aux cas ol
le modele est préféré.

60 1

Modele de révision

404

201

4 Limites des métriques basées sur la similarité

Dans cette section, nous évaluons les révisions générées et étudions les faiblesses des métriques
basées sur la similarité.

Performances des modéeles de révision avec les métriques basées sur la similarité

Afin de déterminer le meilleur modele de révision, nous évaluons chaque révision générée en
utilisant les métriques de similarité traditionnelles en les comparant a une référence. De plus, nous
comparons les scores de ces modeles avec CopieEntrée, une approche de contrdle qui recopie
I’entrée sans y ajouter de modifications. Les résultats sont présentés dans la Table 2. Toutes les
métriques, excepté GLEU, considerent CopieEntrée comme la meilleure approche, et CoEdIT-XL
comme étant un concurrent sérieux. Cependant, aprés avoir manuellement analysé les résultats, nous
remarquons que CoEdIT-XL tend a effectuer des révisions minimales telles que corriger la grammaire
et I’orthographe, ou, a 1’opposé, supprime de maniere excessive une partie du paragraphe. Cela
suggere que ces métriques favorisent le fait de ne pas effectuer de changement au lieu de récompenser
des révisions plus profondes, et impactantes.



Modele de révision | BLEU ROUGE-L METEOR GLEU SARI Bertscore | BLANC BETS ParaPLUIE

CopieEntrée | réf. 66.00 78.30 83.80 2578  60.63 95.95 ‘ 55.21  2.461 20.93
CoEdIT-XL 50.24 67.46 66.66  23.84  39.60 93.90 5896 1.554 19.35
Mistral-7B 27.77 50.79 54.02 1538 31.63 92.14 41.59 2491 23.02
Llama-3-8B 41.66 62.07 62.00  25.78 39.33 93.53 49.09 2364 22.67
Llama-3-70B 46.78 65.61 6720 3031 4274 93.90 5227 2386 22.58
GPT40-mini 51.68 69.54 7270  32.67 45.06 94.80 54.89 2497 22.74
GPT4o0 49.34 68.20 69.88 31.35 43.54 94.45 53.62 2454 22.86

TABLE 2 — Résultats initiaux sur la tiche de révision de paragraphes. Le score en gras est le plus
haut et le score souligné est le deuxieme plus haut.

Redondance et corrélation entre métriques
Y Afin d’approfondir ce probleme, nous analysons la
- Lev ist Original -SRNMCCE USRI 0.35 0.46 [0 corrélation entre différentes métriques ainsi que leur
oo relation a la distance d’édition (distance de Levensh-
tein). Nous calculons la corrélation de Pearson entre
toutes les métriques (voir Figure 3) et a la distance
de Levenshtein négative. Nous observons que la
Los  majorité des métriques sont fortement corrélées,
suggérant qu’elles fournissent des informations
redondantes. La seule exception est SARI, qui differe

- Lev dist Reference

BLEU - &

ROUGE-L -12& 0.67 0.92

METEOR -1 0.7 0.91

GLEU - 0.

SARI - 0.

i 02| 077 079 08 (OGRS o4 de la plupart des autres métriques, car elle considere
S oD Y (O S oo le texte original, la révision générée et la référence.
06 e Q0% ¢ &@‘

Ces résultats suggerent que, bien qu’on utilise diffé-
rentes métriques dans 1’espoir de pouvoir étudier les
FIGURE 3 — Corrélation des métriques de révisions sous plusieurs angles, la majorité d’entre
similarité elles transmet en réalité la méme information.
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Sensibilité des métriques a la distance d’édition

Les deux premieres colonnes de la Figure 3 montrent une forte corrélation entre les métriques
de similarité et la distance d’édition, a la fois en relation aux paragraphes originaux et de référence.
Cette relation est davantage illustrée dans I’ Annexe E. Nous en tirons deux observations majeures :

— Tout d’abord, les métriques capturent seulement la similarité de surface. La forte
corrélation avec la distance entre la référence et la révision générée suggere que les métriques
traditionnelles reflétent principalement & quel point le modele parvient a répliquer la révision
de référence plutdt qu’évaluer la qualité de la révision elle-méme. Méme BERTScore, bien que
basée sur des plongements et plus cofiteuse a calculer, fournit en dernier lieu des informations
similaires a des métriques plus simples basées sur la distance.

— De plus, les révisions substantielles sont pénalisées. La forte corrélation entre les métriques et
la distance entre le texte original et généré indique que plus une révision dévie du paragraphe
original, plus son score va étre faible. Cela suggere que les métriques traditionnelles ne
récompensent pas les changements substantiels et qualitatifs tels que la restructuration de
phrases ou I’amélioration de la clarté. Au lieu de cela, elles encouragent des modifications
plus conservatrices qui correspondent davantage a la référence.

Ce phénomene crée un biais d’évaluation majeur : les modeles qui produisent des modifications
minimales vont recevoir un score haut tandis que les changements valides, mais différents, seront
pénalisés. Dans la plupart des cas, ne faire aucune modification permet ainsi d’obtenir un score
plus haut qu’en proposant des modifications plus conséquentes, comme le montre 1’exemple dans



I’ Annexe F. Parmi toutes les métriques, SARI et GLEU se démarquent en ayant une corrélation plus
faible a la distance d’édition (< 0.52), puisqu’elles pénalisent de fagon explicite le texte inchangé,
encourageant ainsi la révision.

5 Exploration d’approches alternatives pour I’évaluation

Cette section vise a identifier les métriques d’évaluation les plus corrélées avec I’évaluation
humaine de la qualité des textes révisés.

Métriques de domaines connexes du TAL

Nous émettons 1’hypotheése que la comparaison au texte original est un facteur essentiel pour
la révision de texte, les métriques qui calculent la similarité a une révision de référence tendant a
négliger I’amélioration par rapport au texte original. SARI et GLEU sont largement utilisées dans
la révision de texte, car elles considerent a la fois les textes originaux et de référence.

De plus, la révision de texte comprend plusieurs sous-tdches en fonction du type de modifications
menées. Raheja ef al. (2024) a classifié les révisions en trois catégories principales : correction
grammaticale, simplification, et paraphrase, en les évaluant avec des ensembles de métriques distincts.
Cela suggere qu’une unique métrique peut ne pas étre suffisante, étant donné qu’on n’essaie pas
de capturer le méme phénomene suivant le type de révision.

Nous explorons ainsi des métriques de domaines du TAL proches, en sélectionnant celles qui
considerent le texte original et s’alignent avec différents types de révision (e.g., résumé de texte
pour la concision ou paraphrase pour les catégories de re-écriture). Nous identifions trois métriques
candidates considérant le paragraphe original et la révision générée en entrée :

— BETS (Zhao et al., 2023) : Congue pour la simplification de texte, estime la préservation du

sens et la variation de la simplicité des paires de mots modifiées avec les plongements BERT.

— BLANC (Vasilyev et al., 2020) (variante BLANC-help) : Congue pour le résumé automatique

pour remplacer ROUGE. Elle mesure a quel point le résumé aide a la compréhension du texte
al’aide d’un BERT affiné.

— ParaPLUIE (Lemesle et al., 2025) : Congue pour la détection de paraphrase, elle évalue si

un texte B est une paraphrase d’un texte A. Elle prompt un Mistral 7B et utilise les scores
de perplexité lorsque les réponses Yes et No sont suggérées au lieu du texte généré.

1o La Table 2 présente les résultats de 1’évaluation a
I’aide des trois métriques candidates, nous ajoutons
o8 également les résultats de la comparaison entre le
paragraphe original et le paragraphe de référence.
BETS et ParaPLUIE présentent un classement simi-
laire des modeles et classent CoEdIT-XL en derniere
position comme 1’annotation humaine. Au contraire,
BLANC suit celui des métriques de similarité.
La figure 4 présente les corrélations entre ces
nouvelles métriques et la distance de Levenshtein
négative. A I’exception de BLANC, ces métriques
présentent une faible corrélation avec la distance
d’édition. En outre, I’ Annexe E permet de visualiser
ces relations de corrélation.

FIGURE 4 — Corrélation des métriques
connexes



BETS et ParaPLUIE apparaissent comme des candidats prometteurs pour 1’évaluation de la révision
de texte, tandis que BLANC semble moins approprié. Nous étudions davantage leur alignement avec
les annotations humaines pour confirmer leur efficacité dans les sections 5 et 6.

GML-Juges

Une hypothése supplémentaire est que la révision du texte ne doit pas seulement tenir compte du
texte original mais aussi évaluer la capacité du modele a suivre les instructions de manicre efficace.
Nous explorons les approches GML-Juges pour évaluer ces deux aspects.

Nous expérimentons différentes approches pour le GML-Juge, basées sur le travail de Doostmo-
hammadi et al. (2024), qui a utilisé GPT-4 en tant que juge pour évaluer trois criteres clés dans le
texte généré : 1) naturalité, 2) suivi de I’instruction, et 3) acceptabilité. Puisque notre tiche consiste
a modifier un texte existant plut6t qu’a le générer a partir de zéro, naturalité n’est pas pertinent pour
notre évaluation. Cependant, suivi de l’instruction, s’aligne sur Q1A et Q1B de notre annotation
humaine et acceptabilité s’aligne directement sur Q2. Nous structurons notre amorce de manicre
similaire a la tiche d’annotation humaine afin d’évaluer ces deux aspects.

Nous explorons deux approches de Gu et al. (2024) pour les GML-Juges : Scores (GML-Likert) ou
on présente une seule révision a noter, et Oui ou Non + Paires (GML-Choix) ou on présente une paire
de révisions et le modele choisit celle qu’il préfere ou déclare un ex @quo. Comme Doostmohammadi
et al. (2024) montre une baisse des performances lorsque la référence n’est pas fournie, nous
expérimentons ces deux approches avec et sans référence. Les amorces sont fournies en Annexe G.

Nos révisions candidates étant générées par différents GMLSs, nous utilisons également différents
GMLs comme juges afin de réduire les biais potentiels, ol un modele favoriserait ses propres révisions.
En Annexe H, nous analysons les préférences de chaque juge et discutons de ce biais potentiel.

Pour chaque modele excepté GPT-40 nous
présentons des accords moyennés sur trois
exécutions en raison des contraintes de cofit. De
CoEdIT-XL 6.15 882 3.385 3.487  plus, dans le corps principal de article, afin de
Mistral-7B 6495 56.73 4816 4497  présenter les résultats de maniere plus concise,
Llama-3-8B | 58.88 57.08 4.789 4472 ;5yg calculons la moyenne des modeles par
Llama-3-70B | 5934 6020 4784 4479 o0 oche
GPT4o-mini | 50.52 52.33 4750 4447 = .o rgqyltats obtenus avec les approches
GPT4o 085 5141 4743 4443 GML-Juges sont présentés en Table 3. Toutes
les approches s’accordent avec 1’annotation
TABLE 3 — Résultats sur la tache de révision de humaine sur le fait que CoEdIT-XL est le
paragraphe avec I’évaluation par les GML-Juges. modzle de révision le moins performant et que
Pour GML-choix, on rapporte la préférence [ Jama 3 70B est une bonne option pour cette
étend_ue et pour GML-likert, la moyenne de tout 3che, Cependant, les scores des GML-likert
les criteres. sont trés proches les uns des autres.

GML-Choix GML-Likert
Rev. Model base +réf base +réf

Résultats

Apres avoir identifié les métriques candidates, nous évaluons leur alignement avec le jugement
humain en utilisant trois mesures distinctes pour exprimer cet accord : le Kappa de Cohen (k), le
V de Cramér (V), et I’exactitude par paire pour tenir compte des ex &quo (Deutsch et al., 2023).



Exactitude par paire V de Cramér Kappa de Cohen
Total Total Total

~e— Moyenne GML choix
Moyenne GML likert
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FIGURE 5 — Alignement des métriques automatiques avec les annotations humaines par catégorie
de révision

La Table 4 présente I’alignement des méthodes Juge ‘ Exact. e o

d’évaluation automatique aux jugements

humains, on ajoute également une approche ~ Moy. GML Choix | 0.564 0.244  0.247
aléatoire a titre de comparaison. BLEU, Moy. GML likert 0436 0240 0.131
ROUGE et METEOR étant fortement corrélés, ParaPLUIE 0.551 0.241 0.218
on garde uniquement les résultats de ROUGE-L BETS 0.492  0.152  0.127
dans le corps principal de I’article. BLANC 0357 0.117 -0.080
GML-Choix apparait comme 1’option la plus ~ BERTScore 0.445 0.161  0.034
fiable, suivie par ParaPLUIE. GML-Likert et ~ SARI 0.465 0.183  0.071
GLEU présentent également un fort alignement. GLEU 0.504  0.193  0.138
Cependant, alors que GML-Likert atteint une ROUGE-L 0.414 0.179 -0.013
plus grande précision lorsqu’une décision Aléatoire 0.334 0.027  0.003
est prise, elle a tendance a surclasser les cas

comme des ex &quo (voir I’ Annexe I). TABLE 4 — Alignement des mesures automatiques

Nous conservons ici uniquement les approches sur les jugements humains pour 1’ensemble des
GML-Juges sans référence mais nous étudions données. L’exactitude par paire et le V de Cramér
I’impact de la disponibilité de la référence sur sont définis sur [0 :1] et le Kappa de Cohen sur
I’alignement de ces approches en Annexe J. [-1:1].

6 Performances par aspects

Dans cette section, on analyse les performances a une granularité plus fine sur deux aspects afin de
voir si elles varient en fonction du type de révision ou de la difficulté a distinguer la meilleure révision.

Performance par catégorie de révision

Pour tester notre hypothese de la section 5, nous analysons I’alignement des jugements humains
et automatiques sur différents types de révision en utilisant les étiquettes annotées dans ParaRev
(voir Figure 5). Pour la majorité des catégories, GML-Choix est I’approche la plus fiable. Cependant,
dans les cas ou le contenu du paragraphe est peu modifié (Rewriting Light ou Medium et
Concision), ParaPLUIE semble &tre une bonne alternative pour capturer la préservation du sens,
car elle est moins cofiteuse que les approches GML-Juges. En effet, elle a traité notre jeu de données
en 11 minutes seulement, contre 1 heure et 22 minutes pour Mistral 7B-Choix sur une GPU V100.

Pour Content Deletion, les métriques basées sur la similarité n-grammes telles que GLEU et
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FIGURE 6 — Alignement des métriques automatiques avec les annotations humaines, par difficulté.
Les triangles de la premiere colonne représentent 1’accord sur I’ensemble des données de la Table 4

SARI offrent une alternative plus économique, s’alignant aussi bien voire mieux que GML-Choix avec
les préférences humaines en tirant parti des informations de suppression basées sur les références.

Enfin, pour Rewriting Heavy, BETS surpasse les autres métriques et s’aligne mieux sur 1’annota-
tion humaine que dans les autres catégories de révisions. Dans cette catégorie, le sens du paragraphe
doit rester le méme, tout en faisant I’objet d’une restructuration en profondeur et d’une reformulation
de la majeure partie du contenu. Dans le jeu de données, de nombreuses instructions associées a ces
paragraphes visent a les rendre plus clairs, plus lisibles ou plus faciles a comprendre, ce qui peut étre
lié a la tache de simplification du texte. BETS est un score équilibré entre la préservation du sens et la
simplification du texte, ce qui explique probablement ses bonnes performances dans cette catégorie.

Performance par difficulté

Pour mieux évaluer I’efficacité des métriques, nous analysons les performances en fonction du
niveau de difficulté de la paire, déterminé par I’annotation humaine :

— Cas Faciles (530 paires) : définis par Q1A et Q1B, un modele a suivi I’instruction tandis que

I’autre ne 1’a pas fait.

— Cas Moyens (214 paires) : définis par Q2, les deux modeles ont suivi les instructions, mais

un seul a produit une révision acceptable.

— Cas Difficiles (575 paires) : définis par Q3, les deux révisions sont acceptables, mais I’une

d’entre elles est préférée.

Nous présentons 1’alignement par difficulté dans la Figure 6. Nous observons que GML-Choix
est le plus performant dans les cas Faciles, avec une exactitude de 0.821. Cela suggere que les
GMLs sont particulierement efficaces pour reconnaitre si une révision suit I’instruction donnée, une
capacité qu’aucune des autres métriques ne possede. Cependant, pour les cas Moyens, ol les deux
révisions sont conformes a I’instruction, les métriques basées sur la similarité surpassent les GMLs
dans I’identification de la meilleure option. Nous supposons que ces métriques peuvent exploiter
les informations de la référence pour évaluer la révision de maniere plus efficace.

Pour les cas Difficiles, aucune des métriques ne donne de bons résultats, toutes les méthodes
montrant une faible concordance avec les jugements humains, la tiche devenant encore plus
subjective. Dans de telles situations, la préférence pour une révision plutdt qu’une autre peut dépendre
largement du style d’écriture et de I’intention de 1’auteur, ce qui rend I’évaluation automatique
difficile. Cependant, ParaPLUIE semble étre la meilleure option pour évaluer ces cas, en garantissant
que le sens original du paragraphe est préservé pendant le processus de révision et en détectant
d’éventuelles hallucinations.



Puisque les GMLs ont des difficultés avec 1’évaluation de 1’acceptabilité, nous analysons cet aspect
dans I’ Annexe K, en corrélant les résultats avec les questions préliminaires d’annotation humaine.
Une analyse complete de 1’alignement est disponible dans 1’annexe L.

7 Discussion et conclusion

Dans cet article, nous avons identifié les métriques les plus fiables pour évaluer la révision de texte
scientifique. L’identification de ces métriques pourra permettre meilleure connaissance des stratégies
de révision de textes pour par évaluer les solutions existantes et mettre au point des modeles pour
cette tache.

Nos résultats suggerent que les méthodes de GML-Juges évaluent efficacement si une révision
suit I'instruction mais peinent a départager deux bons candidats et ont besoin d’étre complétées par
d’autres métriques. Les métriques de similarité traditionnelles, bien qu’elles ne soient pas congues
pour évaluer le respect de I’instruction, fournissent, par leur capacité a comparer les révisions a une
référence, un mécanisme pour départager lorsque les GMLs ne parviennent pas a faire une distinction
claire.

Cependant, les méthodes GML-Juges restent cofiteuses en termes de calcul. Nous recommandons
ainsi I'utilisation d’un ensemble complémentaire de métriques qui établit un équilibre entre le cofit,
I’interprétabilité et I’alignement avec le jugement humain. Ce sous-ensemble pourrait inclure un petit
GML pour évaluer le suivi des instructions, ParaPLUIE pour la préservation du sens, et des mesures
basées sur la similarité comme SARI et GLEU, qui exploitent les informations de la référence pour
aider 4 départager les cas les plus difficiles.?
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A Taxonomie de ParaRev

Voir Table 5, seules les catégories présentes dans le jeu d’évaluation sont listées.

Type Description
Light Changements mineurs dans le choix des mots ou de la formulation.
Rewriting Medium Reformulation compleéte de phrases.
Heavy Reformulation significative affectant au moins la moitié du paragraphe.
Concision Méme idée, formulée de facon plus concise en supprimant des détails
non nécessaires.
Content Deletion Modification du contenu par la suppression d’une idée.

TABLE 5 — Taxonomie des catégories de au niveau du paragraphe.
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B Amorce pour la révision de texte

Segment d’amorce 1 : Messages de I’amorce pour la révision de texte

system_message

= """You are a writing assistant specialised in academic writing.
Your task is to revise the
original paragraph from a research paper draft that will be given
according to the author’s instruction. The input will follow the
pattern ’ <author instruction> : "<Original paragraph>" ’.

Please answer only by "Revised paragraph: <

revised version of the paragraph>". Please limit your modifications
only to what is requested in the author’s instruction. Do
not make any other modifications to the rest of the paragraph.”"”

nnn

user_message= {instruct} : \"{parag}\” """

C Environnement d’annotation et questions supplémentaires

Voir Figure 7 pour I’environnement d’annotation.
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Categories Instruction

Rewriting_medium Improve the English and the flow of this paragraph.

Original paragraph Model A

Hyperparameter tuning: For our PHN method we select hyperparameters based on the HV computed on a validation set. Hyperparameter tuning: For our PHN method, we select hyperparameters based on the HV computed on a validation set.
Selecting hyperparameters for the baselines is non-trivial as there is no clear criteria that is reasonable in terms of runtime; In_Selecting hyperparameters for the baselines is non-trivial as there is no clear criterion that is reasonable in terms of runtime.
order to select hyperparameters based on HV, each approach needs to be trained multiple times on all rays. We therefore  To select hyperparameters based on HV, each approach would need to be trained multiple times on all rays. Therefore, we
select hyperparameters based on a single ray, and apply those for all rays. Our selection criterion s as follow: we collectall  select hyperparameters based on a single ray and apply those to all rays. Our selection criterion is as follows: we collect all
models trained using all hyperparameter configurations, and filter out the dominated solutions. Finally, we select the models trained using all hyperparameter configurations and filter out the dominated solutions. Finally, we select the
combination of hyperparametrs with the highest uniformity. combination of hyperparameters with the highest uniformity.

Original paragraph Model B

Hyperparameter tuning: For our PHN method we select hyperparameters based on the HV compu(ed on a validation set. Hyperparameter tuning: For our PHN method, we determine hyperparameters based on the Hypervolume (HV) computed on

Selecting hyperparameters for the baselines is non-trivial as there is no clear criteria that is 0 a validation set. However, selecting hyperparameters for the baselines is non-trivial, as there is no clear criteria regarding

order to select hyperparameters based on HV, each approach needs to be trained m w\m) tim runtime. Since each approach requires multiple training iterations to select hyperparameters based on HV, we instead choose
elec hvperparamzters based ona ur selection criteri hyperparameters based on a single ray. Our hyperparameter selection criteria involves collecting all models produced using all

models trained using all hype he dominated solutions. Finally, we configuration combinations and eliminating dominated solutions. The combination of hyperparameters displaying the highest

combination of hyperpa uniformity is subsequently selected from the remaining solutions.

Did model A address the instruction? Yes strictly
Did model B address the instruction? Yes with additional modifications
If it was your article and your instruction:
- Which revisions would you consider acceptable? Both
- Which revision would you prefer to include in your
paper? B
Which model improve the readability and structure the
most? B

FIGURE 7 — Capture d’écran de I’environnement d’annotation

Les questions supplémentaires, spécifiques a chaque type de révision sont les suivantes, les
réponses possibles pour chaque question sont {Both, A, B, None} :

— Rewriting light : Which model improves the academic style and English the most ? (Quel modele
améliore le plus le style académique et 1’anglais ?)

— Rewriting medium : Which model improves the readability and structure the most? (Quel
modele améliore le plus la lisibilité et la structure ?)

— Rewriting heavy : Which model improves the readability and clarity the most ? (Quel modele
améliore le plus la lisibilité et la clarté ?)

— Concision : Which model manages the most to give a shorter version while keeping all the
important ideas ? (Quel modele parvient au mieux a fournir une version plus courte tout en
conservant les idées importantes ?7)



D Préférences humaines des modeles de révision par paires

Voir Figure 8.

... contre celui-ci.
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CoEdIT-xI
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Llama 3 8B

Llama 3 70B

Ce modeéle a gagné k fois ...

GPT-40 mini

GPT 40

FIGURE 8 — Comparaison par paire des préférences humaines sur les modeles de révision.

E Relation entre les métriques et la distance de Levenshtein

Voir les Figures 9, 10, 11 and 12
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FIGURE 9 — Distribution des scores des métriques de similarité selon la distance de Levenshtein

entre le paragraphe généré et de référence.
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F Exemple d’évaluation automatique ne s’alignant pas avec le

jugement humain

Voir Figure 13

Paragraphe révisé de référence

The central novelty of our work is in realizing
that by learning a discrete representation, we
can perform structured search on two levels.
We introduce two ablative baselines, which
replace the VQ-VAE with either a generic

Paragraphe original
Auteur
autoencoder or a VAE.

The central novelty of our work is in realizing
that by learning a discrete representation, we
can perform structured search on two levels.
To ensure that the discrete latent space is
necessary, we introduce two ablative
baselines, which replace the VQ-VAE with >
either a generic autoencoder or a VAE.
Paragraphe révisé généré
Modeéle A (" The central novelty of our work is that by )
learning a discrete representation, we can
perform structured search on two levels. To
ensure that the discrete latent space is

Paragraphe original
R ——
necessary, we introduce two ablative
baselines, which replace the VQ-VAE with

(The central novelty of our work is in real\zing\
that by learning a discrete representation, we
can perform structured search on two levels. >
To ensure that the discrete latent space is
Instruction
\_ either a generic autoencoder or a VAE. )
Paragraphe révisé généré
grap| 9 Ak

A Humain

necessary, we introduce two ablative
Make this
Our work's novelty lies in utilizing a discrete

N
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Modéle B
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- J

necessary, we introduce two ablative

baselines, which replace the VQ-VAE with
FIGURE 13 — Apercu de I’évaluation dans un cas ou 1’évaluation automatique (ici SARI) et le

\_ either a generic autoencoder or a VAE. )

jugement humain ne s’alignent pas.

G Amoreces utilisées pour les GML-Juges
Nos amorces sont inspirées par celles utilisées dans Doostmohammadi e? al. (2024).

GML-Choix sans référence

Segment d’amorce 2 : Message sy

You

are an evaluator of academic writing on the task of text revision.
In this task, two revision models have

been provided with the original paragraph written for a scientific
article and a revision instruction on how to revise the paragraph.

You will be given the proposition

the quality of those propositions and identify the best one

from the two different models and several questions to determine
In your answer please only provide the answers to the questions.




Segment d’amorce 3 : Message systeme GML-Choix avec référence

You
are an evaluator of academic writing on the task of text revision.
In this task, two revisions models have
been provided with the original paragraph written for a scientific
article and a revision instruction on how to revise the paragraph.
You will be given the proposition from the two different models and
several questions to determine the quality of those proposition
and identify the best one. To help you in this task you will also be given the
gold paragraph which is the version revised by the author themselves.
In your answer please only provide the answers to the questions.

Segment d’amorce 4 : Questions spécifiques aux catégories de révisions pour GML-Choix

avec et sans référence

nnn

Rewriting_light:
Which model improves the academic style and English the most?"""

Rewriting_medium
:"""Which model improves the readability and structure the most?"""

Rewriting_heavy
:"""Which model improves the readability and clarity the most?""”

Concision:"""Which model manages the most
to give a shorter version while keeping all the important ideas?""”




Segment d’amorce 5 : Message utilisateur GML-Choix avec et sans référence

[BEGIN DATA]

*k*)k

[Original paragraphl: \"{original_paragraph}\"

* k%

[Revision instruction]: \"{instruction}\”

* k%

[Model AJ: \"{modelA_generated_revised_paragraph}\"”
k) k%)

[Model BJ: \"{modelB_generated_revised_paragraph}\"”
k) k%)

[END DATA]

1. Did model A address the instruction?

Answer "Yes strictly”, "Yes with additional modifications” or "No":
Yes strictly : The model proposition matches what is required in
the instruction. Here, the quality of the revision does not matter.
Yes with additional modifications : The model proposed additional
modifications to the one required in the instruction. But some
of the modification address the needs stated in the instruction.

- No : The model proposition does not match the instruction.

2. Did model B address the instruction? (
Answer "Yes strictly"”, "Yes with additional modifications” or "No")

3. Is model A revision acceptable? Answer "Yes"” or "No". Answer
"Yes" if the model made a good quality revision proposition that
should replace the original paragraph in the scientific article.

4. Is model B revision acceptable? (Answer "Yes"” or "No")

5. Which model proposed the best revision? (
Answer preferably "A" or "B", you can answer "Both"” if it is really
a tie. Answer "None” if you answered "No"” to question 3 and 4.)"""
<Additional category questions

depending on the revision intention labels of the instance>

"""For all questions, you do not need to explain the reason.

Your response must be RFC8259 compliant JSON following this schema:
{{”1“: Stl", 112“: Str s 1I3H: Str s N4H: Stl" , “5": Stl" nnn
< MMM oMEM. st MMM oand MMM M7 stp M

can be added depending on the number of labels of the instance.>

nnn}}




Segment d’amorce 6 : Questions spécifiques aux catégories de révisions pour GML-Likert

avec et sans référence

Rewriting_light

"""The academic style and english has been improved."""
Rewriting_medium

"""The readability and structure has been improved."""
Rewriting_heavy: """The paragraph has been rewritten in a more
well organized and clear version, fitting the academic style."""

Concision: """The generated
revision is a shorter version that kept all the important ideas."""

Segment d’amorce 7 : Message systeme GML-Likert sans référence

You

are an evaluator of academic writing on the task of text revision.
In this task, a revision model have been provided with the original
paragraph written for a scientific article and a revision
instruction on how to revise the paragraph.
You will be given the proposition from the revision model and several
affirmations to determine the quality of this proposition.
You will answer each affirmation with a grade (int) from 1 to 5 as following: 1 =
Strongly disagree , 2 = Disagree , 3 = Neutral ,4 = Agree , 5 = Strongly agree
In your answer please only provide the answers to the affirmations.




Segment d’amorce 8 : Message Utilisateur GML-Likert sans référence

[BEGIN DATA]

k) k%)

[Original paragraphl: \"{original_paragraph}\"”

*k*)k

[Revision instruction]: \"{instruction}\"

* k%

[Model proposed revision]: \"{model_generated_revised_paragraph}\"
* k%

[END DATA]

1. Relatedness: The generated revision correctly addressed the instruction.
2. Correctness: The generated revision is better than original version in my
opinion. """
<Additional category questions

depending on the revision intention labels of the instance>

"""For all questions, you do not need to explain the reason.

Your response must be RFC8259 compliant JSON following this schema:

({"1": str, "2": str , "3": str , "4": str , "5": str """
< nnn "611: Str nnn and llllll’ ll7ll: Str nnn

can be added depending on the number of labels of the instance.>
nunyy

Segment d’amorce 9 : Message systeme GML-Likert avec référence

You
are an evaluator of academic writing on the task of text revision.
In this task, a revision model have
been provided with the original paragraph written for a scientific
article and a revision instruction on how to revise the paragraph.
You will be given the proposition from the revision model and
several affirmations to determine the quality of this proposition.
You will answer each affirmation
with a grade (int) from 1 to 5 as following: 1 = Strongly disagree
, 2 = Disagree , 3 = Neutral ,4 = Agree , 5 = Strongly agree
To help you in this task you will also be given the gold paragraph which is the
version revised by the author themselves.
In your answer please only provide the answers to the affirmations.




Segment d’amorce 10 : Message utilisateur GML-Likert avec référence

[BEGIN DATA]

k) k%)

[Original paragraphl: \"{original_paragraph}\"”
*k*)k

[Revision instruction]: \"{instruction}\"

* k%

[Model proposed revision]: \"{model_generated_revised_paragraph}\"”
* k%

[Gold revised paragraphl: \"{gold}\"

* k%

[END DATA]

1. Gold similarity: The generated revision is similar to gold revision.

2. Relatedness: The generated revision correctly addressed the
instruction.

3. Correctness: The generated revision is better than original
version in my opinion."""
<Additional category questions

depending on the revision intention labels of the instance>

"""For all questions, you do not need to explain the reason.

Your response must be RFC8259 compliant JSON following this schema:
({"1": str, "2": str , "3": str , "4": str , "5": str """
< nnn 1!6”: str. nnn and Il"", II7II: str nnn

can be added depending on the number of labels of the instance.>

"My




H Biais des modeles GMLs sur leurs propres révisions

Comme nous avons utilisé plusieurs GML comme juges que nous avions déja utilisés pour la
révision, nous vérifions dans la Table 6 s’ils sont biaisés en faveur de leur propre proposition. Nous
n’observons pas un tel biais, et nous remarquons méme que les résultats ont tendance a étre cohérents
entre les modeles de juges. Cependant, comme ils ont tous tendance a favoriser Mistral 7B nous
avons également calculé la distance d’édition moyenne entre le texte original et les textes révisés
générés pour tous les modeles de révision. Comme Mistral a la moyenne la plus élevée, cela pourrait
indiquer un biais opposé a celui véhiculé par les mesures de similarité : Les approches GML en tant
que juge ont tendance a favoriser les propositions avec des révisions plus importantes.

Juge|/Modele de révision— | CoEdIT | Mistral 7B | Llama3 8B | Llama3 70B | GPT-40 mini | GPT 4o
Humain 3.29 42.83 46.12 53.68 52.13 58.33
Mistral 7B Choix 21.58 60.92 56.20 55.17 50.65 52.65
Llama 3 8B Choix 3.94 64.66 58.98 62.02 58.08 52.07
Llama 3 70B Choix 1.49 73.00 61.76 59.23 46.06 48.13
GPT-40 mini Choix 1.81 66.86 58.53 57.30 47.61 48.90
GPT-40 Choix 1.94 59.30 58.91 62.98 50.19 52.52
Mistral 7B Gold Choix 23.64 54.65 56.33 56.52 51.16 54.07
Llama 3 8B Gold Choix 14.67 51.62 59.24 60.06 53.68 50.74
Llama 3 70B Gold Choix 1.49 64.47 58.85 61.95 51.10 48.19
GPT-40 mini Gold Choix 2.00 62.73 58.08 59.50 51.61 51.16
GPT-40 Gold Choix 2.33 50.19 5291 62.98 54.07 5291
Mistral 7B Likert 5.04 25.65 24.55 23.84 25.97 23.25
Llama 3 8B Likert 6.98 38.11 39.99 36.24 38.56 36.05
Llama 3 70B Likert 2.26 40.38 37.40 32.69 29.20 30.10
GPT-40 mini Likert 1.87 36.95 33.85 31.98 31.52 29.39
GPT-4o0 Likert 1.36 41.28 47.87 49.61 47.67 46.90
Mistral 7B Likert Gold 11.24 18.41 17.89 19.64 19.05 19.77
Llama 3 8B Likert Gold 10.92 46.25 41.15 42.96 42.18 39.60
Llama 3 70B Likert Gold 2.45 46.19 47.22 44.51 39.28 38.76
GPT-40 mini Likert Gold 2.58 44.06 43.99 45.41 46.51 44.19
GPT-40 Likert Gold 3.88 42.25 49.22 49.22 48.45 51.16
ParaPLUIE Mistral 17.83 72.48 56.20 5291 47.67 50.39
ParaPLUIE Llama3 8B 20.35 70.74 52.33 54.84 52.33 46.90
Distance d’édition 190.82 342.69 270.47 234.95 175.02 | 197.36
(Original-Generated)

TABLE 6 — Distribution de la préférence étendue stricte (pas d’ex &quo) de chaque GML-juge par
modele de révision.



I Distribution des préférences étendues de chaque GML-Juge

Voir Table 7.
Juge|/Choix— Ex &quo A B
Humain 14.53 44.25 | 41.21
Mistral 7B Choix 0.95 82.43 | 16.63
Llama 3 8B Choix 0.08 53.92 | 46.00
Llama 3 70B Choix 03.45 52.97 | 43.58
GPT-40 mini Choix 06.33 39.28 | 54.39
GPT-40 Choix 04.72 53.62 | 41.67

Mistral 7B Gold Choix 01.21 7776 | 21.04
Llama 3 8B Gold Choix 03.33 23.79 | 72.85
Llama 3 70B Gold Choix 04.65 51.14 | 44.21
GPT-40 mini Gold Choix 4.98 39.27 | 55.75

GPT-40 Gold Choix 08.21 49.94 | 41.86
Mistral 7B Likert 57.24 22.37 | 20.39
Llama 3 8B Likert 34.69 34.28 | 31.03

Llama 3 70B Likert 42.66 28.71 | 28.64

GPT-40 mini Likert 44.81 2799 | 27.2

GPT-40 Likert 21.77 39.02 | 39.21

Mistral 7B Likert Gold 64.66 17.29 | 18.05
Llama 3 8B Likert Gold 25.65 38.20 | 36.16
Llama 3 70B Likert Gold 27.20 35.44 | 37.36
GPT-40 mini Likert Gold 24.42 37.96 | 37.62
GPT-40 Likert Gold 18.60 41.54 | 39.86

TABLE 7 — Distribution de la préférence étendue pour chaque GML-juge



J Impact de la disponibilité de la référence pour les approches
GML-Juges

Nous cherchons a savoir si la disponibilité de la référence influence la performance des méthodes
GML-Juge et nous trouvons un impact minime, voir Figures 14 et 15. L’exactitude de GML-Choix
a légerement variée de 0,564 a 0,563 lorsque la référence est fournie et de 0,436 a 0,457 pour
GML-Likert. Nos résultats contrastent avec Doostmohammadi et al. (2024), qui indique qu’en
I’absence d’une référence, GPT-40 présente un alignement plus faible avec les jugements humains.
Ceci suggere que les GMLs s’appuient fortement sur leur propre raisonnement interne plutdt que
sur des comparaisons directes avec une révision de référence.
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FIGURE 14 — Alignement des approches GML-juge avec les annotations humaines par catégories
de révision.
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FIGURE 15 — Alignement des approches GML-juge approches avec les annotations humaines par
difficulté. Les triangles dans la premiére colonne représentent 1’accord sur le jeu de données complet.



K Distribution du suivi de linstruction et de I’accéptabilité pour
les approches GML-Juges

Voir Table 8

Suivi de 'instruction  Suivi de I'instruction | Acceptabilité
Modele (Exactitude Stricte) (Exactitude souple) (Exactitude)
gpt-4o 67.03 84.69 76.78
gpt-4o-gold 62.99 84.66 76.94
gpt-40-mini 62.26 85.30 76.04
gpt-40-mini-gold 58.95 85.14 75.91
llama3-70b 66.66 82.11 75.96
Ilama3-70b-gold 66.48 82.37 76.10
Ilama3-8b 45.41 80.16 72.30
Ilama3-8b-gold 40.55 77.70 61.93
mistral-gold 58.78 75.19 62.37
mistral 58.98 75.27 62.58

TABLE 8 — Exactitude de GML-Choix sur les questions préliminaires : suivi de [’instruction
(Relatedness) et de I’ accéptabilité (Correctness). Pour le suivi de ’instruction, en exactitude souple,
on fusionne les catégories "Yes stricly" et "Yes with additional modifications".



L Alignement de toutes les métriques
Voir les Figures 16 et 17

FIGURE 16 — Alignement des métriques aux annotations humaines par type de métrique et de révision.
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FIGURE 17 — Alignement des métriques aux annotations humaines par type de métrique et par
difficulté.



M Limites

La principale limite de ce travail est la taille du jeu de données, car nous étions limités par la taille
du jeu I’évaluation de ParaRev et nous ne disposions que d’un nombre limité de chercheurs volon-
taires pour I’annotation manuelle. Cette annotation devant étre effectuée par des annotateurs-rices
qualifiés-ées (des chercheurs-euses), nos ressources humaines sont tres limitées conduisant a un jeu
double annoté plus petit. Une plus grande quantité de données annotées augmenterait la fiabilité
de notre analyse, renforcant ainsi les observations que nous avons faites dans ce papier.

En outre, I’annotation basée sur les préférences est intrinsequement subjective, comme le montrent
les scores Kappa de Cohen dans la Table 1. Pour le jeu de données ParaReval, nous avons d’abord
annoté un sous-ensemble avec des doubles annotations et conservé les annotations des chercheurs
dont I’accord était le plus élevé. Ceux qui ont obtenu les scores d’accord les plus élevés ont poursuivi
le processus d’annotation afin d’améliorer la fiabilité. Le choix des annotateurs (domaine du TAL
uniquement) peut également introduire un biais.

Nous avons également été limités par les ressources de calcul, as GMLs utilisant beaucoup
d’énergie. Notre priorité a été de s’assurer que nos résultats sont indépendants du modele utilisé, nous
avons donc effectué la méme expérience avec différents modeles mais en utilisant un seul prompt.
Cependant,il aurait été préférable de s’assurer également de 1’aspect indépendent du prompt des
résultats (Mizrahi et al., 2024).

Enfin, de nombreuses méthodes et métriques ont été proposées pour évaluer les tiches de génération
de texte au fil des années. Pour garder notre analyse claire, nous en avons considéré un nombre limité.
Pour les approches basées sur le GML, un plus grand nombre d’exécutions aurait été préférable pour
GPT-40 mais pour des raisons de cofit, nous avons dil le limiter a une exécution par approche.

N Considérations éthiques

Disponibilité des données Toutes les données proviennent du corpus ParaRev les paragraphes
sont extraits d’articles scientifiques collectés sur OpenReview ou ils sont soumis a différentes

"non-exclusive, perpetual, and royalty-free license" 3.

Ressources de calcul

— Pour générer des révisions avec Co-edit et expérimenter avec les métriques basées sur BERT,
nous avons utilisé un GPU local GeForce RTX 2080 11Go pendant environ 12 heures.

— Pour utiliser ParaPLUIE et les différents GMLs ouverts pour générer des révisions et des
évaluations, nous avons utilisé des GPU V100 et A100 pendant un total de 249 heures sur
un supercalculateur, équivalant a 0,009 tonne de COs.

— Pour utiliser GPT-40 mini et GPT-40 nous avons dépensé 29,01$ en crédits API GPT.

3. https://openreview.net/legal/terms
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