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Abstract

As online platforms and recommendation algo-
rithms evolve, people are increasingly trapped
in echo chambers, leading to biased understand-
ings of various issues. To combat this issue,
we have introduced PerSphere, a benchmark
designed to facilitate multi-faceted perspec-
tive retrieval and summarization, thus break-
ing free from these information silos. For each
query within PerSphere, there are two oppos-
ing claims, each supported by distinct, non-
overlapping perspectives drawn from one or
more documents. Our goal is to accurately
summarize these documents, aligning the sum-
maries with the respective claims and their un-
derlying perspectives. This task is structured
as a two-step end-to-end pipeline that includes
comprehensive document retrieval and multi-
faceted summarization. Furthermore, we pro-
pose a set of metrics to evaluate the compre-
hensiveness of the retrieval and summarization
content. Experimental results on various coun-
terparts for the pipeline show that recent mod-
els struggle with such a complex task. Analysis
shows that the main challenge lies in long con-
text and perspective extraction, and we propose
a simple but effective multi-agent summariza-
tion system, offering a promising solution to
enhance performance on PerSphere.

1 Introduction

The rapid expansion of social platforms and per-
sonalized recommendation systems on the web
has significantly increased the risk of confining
individuals within echo chambers (Nguyen, 2020),
limiting their exposure to diverse perspectives and
encouraging the formation of homogeneous user
groups that perpetuate similar narratives (Cinelli
et al., 2021; Nyhan et al., 2023; Lo et al., 2021). It
can lead to biased or incomplete viewpoints, opin-
ion polarization, or the spread of misinformation
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Figure 1: Multi-faceted perspective retrieval and sum-
marization, where the system outputs a summary of two
controversial claims and several non-overlapping per-
spectives together with corresponding references.

(Del Vicario et al., 2016; Falkenberg et al., 2022;
Van Der Linden, 2022). In real-world scenarios,
users may not seek a universally accepted “ground
truth". Instead, they look for a comprehensive un-
derstanding and evidence on controversial issues
(Wang and Ling, 2016). For example, compared
to a simple answer, a detailed and balanced argu-
mentative summary of the topic can be more useful.
To this end, multi-faceted perspective retrieval and
summarization (MURS) could help individuals ac-
cess comprehensive and critical information (Turan
et al., 2019).

There has been existing work on argumentative



summarization (Ajjour et al., 2019; Syed et al.,
2023; Li et al., 2024). However, such work does not
consider the comprehensiveness of the generated
content, in which significant challenges exist. First,
retrieval-augmented generation (RAG) methods fo-
cus on retrieving documents relevant to the query,
but do not explicitly consider the comprehensive-
ness of perspectives across the retrieved data. As
shown in the Figure 1, the user may expect to know
about whether we should cheer for beauty pageants,
and the retriever might successively search for doc-
uments on the impact of beauty pageants on individ-
ual unhealthy obsessions, but omit other documents
due to a lower match score. Second, summarizing
the retrieved documents into concise, one-sentence
perspectives that capture key points without over-
lapping information presents a considerable chal-
lenge (Friedman et al., 2021). Third, generating
perspectives or answers with corresponding refer-
ences is also difficult, as demonstrated by previ-
ous studies (Gao et al., 2023a; Huang and Chang,
2024).

We benchmark the proposed task MURS by pre-
senting PerSphere, a dataset composed of 1,064
instances, consisting of a specific query with two
controversial claims. Each claim is supported by
various perspectives drawn from a document set.
The objective is to provide a comprehensive sum-
mary of perspectives by mining the set of docu-
ments in response to a given query, in the form of a
structured summarization framework that includes
claims, perspectives, and document references. To
assess task performance, we propose a specific set
of evaluation metrics such as Recall@k, Cover@k
for retrieval, and GPT-4 score for summarization
using a specifically designed prompt. Meta Evalua-
tions confirm the effectiveness of the GPT-4 score
for summarization.

We use PerSphere to evaluate both open-source
and closed-source large language models (LLMs),
including LLaMA-3.1-8B-Inst, LLaMA-3.1-70B-
Inst, Claude-3-Sonnet, and GPT-4-Turbo. Results
using the standard RAG pipeline reveal that the
models encounter challenges in retrieval and sum-
marization within PerSphere. Analysis shows that
the salient challenge lies in long context and ex-
tracting one-sentence perspectives. Consequently,
we propose HierSphere, a multi-agent summariza-
tion system to enhance the multi-faceted summa-
rization. This approach initially employs agents
to generate local summaries from different sets of

the retrieved documents. Subsequently, an editorial
agent merges these summaries further and refines
the perspectives focusing on the central themes.
Results show that HierSphere achieves stronger
performance because of the reduction of the long
context and refinement of the perspectives. We will
release our dataset and codes on the link1.

2 Related Work

2.1 Argument Mining
Extensive research has been dedicated to formal-
izing argumentative structures from free text, en-
compassing various sub-tasks such as claim iden-
tification (Rinott et al., 2015; Levy et al., 2018),
argument structure extraction (Luo et al., 2023b),
argument classification (Stab et al., 2018b; Li and
Caragea, 2023), evidence identification (Shnarch
et al., 2018; Ein-Dor et al., 2020), argument sum-
marization and clustering (Ajjour et al., 2019; Syed
et al., 2023), and key point analysis (Friedman
et al., 2021). Given the widespread application
of retrieval from websites and document corpora,
studies have also attempted to construct perspective
retrieval or extraction systems. Stab et al. (2018a)
presented an argument retrieval system capable of
retrieving sequential arguments for any given con-
troversial topic. Reimer et al. (2023) proposed a re-
ranking approach to improve retrieval effectiveness
for non-factual comparative queries by considering
the stance of the object relative to the comparison
object. These systems primarily focus on the rele-
vance of retrieved documents to a specific claim.

Similarly, Li et al. (2024) proposed an end-to-
end summarization system (ArgSum) to prepare
argumentative essays for debates. Unlike our study,
which emphasizes the comprehensiveness of per-
spectives in a specific document set, their work fo-
cuses on the convincingness of the summarization
of a specific claim. Another similar work is Per-
spectrum (Chen et al., 2019), which aims to retrieve
and cluster relevant perspectives to a claim from a
given perspective pool and retrieve documents to
support each perspective. The salient difference is
that Perspectrum assumes that perspectives can be
extracted before the query or claim is given, which
is not realistic in applications.

2.2 Retrieving-augmented Generation
Large language models (LLMs) demonstrate im-
pressive capabilities, yet face significant challenges

1https://github.com/LuoXiaoHeics/PerSphere
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in practical applications (Gao et al., 2023b) such as
hallucinations, stubbornness to internal knowledge
(Yan et al., 2024, 2025), and catastrophic forget-
ting for knowledge injection (Luo et al., 2023a).
Retrieval-augmented generation (RAG) addresses
these issues by dynamically retrieving informa-
tion from external knowledge sources and using
it as references to formulate answers (Gao et al.,
2023b). For instance, in healthcare, RAG sys-
tems aid evidence-based decision-making and po-
tentially improve patient care by retrieving and
summarizing relevant studies, clinical trials, and
treatment guidelines (Wang et al., 2024). Some
RAG systems, such as Raptor (Sarthi et al., 2024)
or GraphRAG (Edge et al., 2024), were also pro-
posed to enhance holistic understanding of the over-
all document context, but only focused on the QA
tasks. Our task naturally fits an RAG pipeline,
where the retriever aims to retrieve relevant docu-
ments and the generator responds with the retrieved
content. However, different from a general RAG
system, we focus on the comprehensiveness of the
perspectives in a document set and multi-faceted
summarization.

3 PerSphere

Before delving into the specifics of data construc-
tion, we first outline the task formulation of our
multi-faceted perspective retrieval and summariza-
tion task (Section 3.1). Our dataset PerSphere is
composed of two subset, each covering a differ-
ent level of difficulty: (1) Theperspective, sourced
from the editorial website THEPERSPECTIVE2

(Section 3.2); (2) Perspectrumx, which is devel-
oped based on the dataset Perspectrum (Section
3.3). The data statistics are summarized in Section
3.4. Finally, a set of evaluation metrics is proposed
for our task (Section 3.5).

3.1 Task Formulation
Given a document set D, and a query qi, our
pipeline contains two steps: 1) comprehensive doc-
ument retrieval, where we aim to retrieve k com-
prehensive documents from D; 2) multi-faceted
summarization, where we summarize two contro-
versial claims ci0 and ci1, and their perspectives pi

to the query qi. Denote related documents in D to
the query qi as Di, and the corresponding golden
perspectives are denoted as pi. Each perspective
pij can be extracted from several documents in Di,

2https://www.theperspective.com/

Table 1: The statistics of our datasets. ‘#’ refers to the
data number, and ‘docs’ refers to the abbreviation of
documents.

Dataset Statistics Value
Theperspective # of the queries 185

# of the perspectives 1,103
supporting perspectives 552
undermining perspectives 551
average perspectives 5.96

# of docs 4,107
average length of docs 131.2

Perspectrumx # of the queries 878
# of the perspectives 4,493

supporting perspectives 2,488
undermining perspectives 2,005
average perspectives 5.11

# of docs 8,092
average length of docs 168.5

denoted as Di
j (|Di

j | >= 1). Any perspective pair
pij and pik in pi are not overlapped with each other,
and each perspective conveys a viewpoint to the
claim ci. The task can be formulated as (we omit
the instance number i for simplicity)

q → c0 : {p0,j , [D0,j ]}; c1 : {p1,j , [D1,j ]}. (1)

where 0, 1 refers to two controversial claims, and []
refers to corresponding references. Data instances
are shown in Appendix G.

3.2 Theperspective

Firstly, we collect data from the THEPERSPEC-
TIVE website, which hosts numerous editorial arti-
cles including the topics of Lives, Sports, Politics,
Entertainment and Technology. Each article con-
tains a query title with two controversial claims,
supported by several perspectives. For each per-
spective, an evidence paragraph is provided to dis-
cuss and support the corresponding perspective.
We collect 221 articles from the website up to July
15th, 2024, and use the BeautifulSoup package3 to
extract topics, claims, perspectives, and evidence
documents. After filtering out unstructured data,
we obtain a final dataset of 185 effective entries.
Each entry contains two claims, with each claim
supported by 2 to 4 perspectives. It’s important
to note that in the THEPERSPECTIVE dataset,
each perspective corresponds to only one evidence
document, which simplifies the task of retrieving
relevant documents.

Given that the perspectives in the documents
may be incomplete sentences or phrases lacking

3https://www.crummy.com/software/BeautifulSoup/bs4/doc/



Figure 2: The frequency of the number of documents
and perspectives in Perspectrumx.

completed semantic meaning, we employ GPT-4-
Turbo to review and complete these perspectives.
The detailed prompt used for this process is pro-
vided in the Appendix A. To further enhance docu-
ment diversity, we then add documents from Per-
spectrum to the Theperspective corpus that are un-
related to the queries in Theperspective (the details
are also shown in Appendix A). This process ex-
pands the document set from 1,103 to 4,107 docu-
ments, significantly enhancing the diversity of the
document collection.

3.3 Perspectrumx

Different from Theperspective where only one evi-
dence document supports each perspective, we con-
struct a more challenging set with multiple docu-
ments. Specifically, we construct our Perspectrumx
based on Perspectrum (Chen et al., 2019), which
includes claims, perspectives, and evidence derived
from online debate data. Since there are no explicit
queries in Perspectrum, we adopt the ‘claims’ in
Perspectrum as our queries and randomly select
one ‘perspective’ from each cluster (with seman-
tically equivalent meaning) in Perspectrum as our
perspectives. We exclude queries that lack perspec-
tives and perspectives that do not have associated
evidence documents. The evidence documents are
used directly. Our claims are directly generated fol-
lowing a specific template: “We support/undermine
the argument that {query}". We show the details in

Figure 3: Evaluation prompt for summarization.

Appendix H for further explanation.

3.4 Statistics
Data statistics are shown in Table 1. In summary,
our dataset comprises a total of 1,063 instances,
with 185 instances in Theperspective and 878 in-
stances in Perspectrumx. The key distinction be-
tween the two subsets is that Theperspective in-
cludes just one evidence document per perspective,
whereas Perspectrumx includes multiple evidence
documents per perspective. The data distribution of
Perspectrumx is illustrated in Figure 2, which ex-
hibits a Poisson-like distribution. This distribution
indicates significant variability in the number of ev-
idence documents associated with each perspective,
as well as in the number of perspectives available
for each query. Such variability poses a consid-
erable challenge in our task. Merely extracting
relevant documents without ensuring comprehen-
siveness would be insufficient in addressing this
scenario.

3.5 Evaluation Metric
Retrieval. For the retrieval results, we propose to
use the metric Recall@k to evaluate the relevance
of the retrieved documents, which is calculated as



Figure 4: The RAG pipeline of our multi-faceted per-
spective retrieval and summarization.

follows:

Recall@k =
1

N

N∑
i

|{dm ∈ Di} ∩ {dm ∈ Tk}|
|Di| (2)

where Di is the set of relevant documents to query
qi, Tk is the set of top k retrieved documents, and
dm represents an individual document. We also
propose the coverage of the perspectives in the
retrieved documents, denoted as Cover@k:

1

N

N∑
i

|{pij ← dm} ∩ {dm ∈ Di
j} ∩ {dm ∈ Tk}|

|pi| . (3)

where pij ← dm refers to the perspectives can be
covered in documents dm, and pi are the perspec-
tives for the query qi.

Summarization. Inspired by MTBench (Zheng
et al., 2023; Hu et al., 2024), which uses LLMs as
evaluators, we propose a GPT-4 evaluation score
for the multi-faceted summarization. In particular,
we establish specific criteria to assess the perfor-
mance of the generated content. For example, each
perspective should be distinct and free from irrele-
vant information or overlap with others. The details
are outlined in the Figure 3.

4 Standard RAG Pipeline

Our task can fit in the RAG pipeline as illustrated
in Figure 4. To evaluate the performance of current
retrieval models and LLMs in the multi-faceted
summarization task, we carry out experiments in
various retrieval baselines (Section 4.1) and LLMs
for multi-faceted summarization (Section 4.2).

4.1 Retriever
Following Ajith et al. (2024), we evaluate the base-
lines such as sparse retrieval BM25 (Robertson and
Zaragoza, 2009) as well as several state-of-the-art
dense retrieval models including E5 (Wang et al.,
2022), GTR-T5 (Ni et al., 2022), text-embedding-
ada-0024, and GritLM (Muennighoff et al.). De-

4https://platform.openai.com/docs/guides
/embeddings/embedding-models

Figure 5: Summarization prompt, where {·} refers to the
input content, and “demonstration" refers to an XML
sample (abbreviated here to save space).

tails are shown in Appendix E. Specifically, we use
the open-source models from Huggingface, includ-
ing E5-large5, GTR-T5-large6, and GritLM-7B7

for implementation. The dense retrievals are based
on the Faiss package8.

4.2 Generator

To evaluate the performance of current LLMs in
perspective summarization, we design a specific
prompt to generate summaries using retrieved docu-
ments within an XML file structure. To ensure con-
sistent output formatting, we also provide a demon-
stration to guide the response. The prompt is shown
in Figure 5. We evaluate the instruction-tuned mod-
els such as LLaMA-3.1-8B-Instruct, LLaMA-3.1-
70B-Instruct (for simplicity we omit Instruct in
the following description), Claude-3-Sonnet9, and
GPT-4-Turbo10 for summarization.

4.3 Retrieval Results

We first present the retrieval results in Table 2.
The recall performance in Theperspective is sig-
nificantly higher than in Perspectrumx, indicating
a relatively lower difficulty of Theperspective. For
example, GritLM achieves a recall@20 of 96.77%
in Theperspective, which is 26.19% higher than
in Perspectrumx (70.58%). Additionally, GritLM
consistently outperforms other retrieval methods in

5https://huggingface.co/intfloat/e5-large-v2
6https://huggingface.co/sentence-transformers/gtr-t5-

large
7https://huggingface.co/GritLM/GritLM-7B
8https://github.com/facebookresearch/faiss
9We adopt the Claude-3 version claude-3-sonnet-

20240229
10We adopt the GPT-4-Turbo version gpt-4-0125-preview



Table 2: The performance of the retrieval based on different retrievers. Recall@k refers to the ratio of relevant
documents in k retrieved documents to the golden documents. Cover@k refers to the coverage values of the retrieved
documents to the perspectives. In Theperspective, Recall@k equals Cover@k.

Theperspective Perspectrumx
Metrics Recall@10 Recall@20 Recall@10 Cover@10 Recall@20 Cover@20
BM25 72.37 82.35 44.71 56.20 56.27 64.43
E5-large 78.58 88.89 49.45 60.88 61.18 70.17
GTR-large 85.66 94.80 53.83 64.52 65.68 72.98
Ada-002 86.47 95.34 53.43 64.43 68.80 74.16
GritLM 90.50 96.77 58.21 68.71 70.58 77.01

Table 3: The results of the summarization based on the evaluation of GPT-4-Turbo, where the performance Over-
all@k is score between 1-10, and a large score refers to more consistent performance to the golden summarization.
‘Golden’ refers to the summarization performance given the golden relevant documents.

Thepersective Perspectrumx
Retriever Sumarization Overall@10 Overall@20 Overall@10 Overall@20

BM25

LLaMA-3.1-8B 6.01 6.22 4.37 4.40
LLaMA-3.1-70B 7.16 7.35 4.95 4.97
GPT-4-Turbo 7.52 7.74 5.66 5.49
Claude-3-Sonnet 7.34 7.77 5.64 5.43

GritLM

LLaMA-3.1-8B 6.81 6.41 4.95 4.90
LLaMA-3.1-70B 7.68 7.54 5.23 5.11
GPT-4-Turbo 7.99 8.16 6.20 6.04
Claude-3-Sonnet 7.91 8.05 6.16 6.25

Golden

LLaMA-3.1-8B 8.08 6.10
LLaMA-3.1-70B 8.58 6.63
GPT-4-Turbo 8.75 7.33
Claude-3-Sonnet 8.80 7.28

Theperspective and Perspectrumx, whereas BM25
exhibits the lowest performance. We also observe
that as k increases, both Recall and Cover improve,
such as an increase from 90.50% to 96.77% when
k rises from 10 to 20. Finally, the performance
of Recall@k positively correlates with Cover@k,
which indicates a stronger retrieval method can
generally achieve more comprehensive results. We
further report the Recall@100 and Cover@100 in
Appendix F, which can be applied to the method
of re-ranking.

4.4 Summarization Results

The summarization results are shown in Table 3.
Several observations are summarized as follows:

Multiple evidence documents increase the dif-
ficulty in multi-faceted retrieval and summariza-
tion. The summarization performance in Theper-
spective is significantly higher than those in the
Perspectrumx, indicating that with only one refer-
ence document for each perspective, the task would
be relatively simple. For example, with the golden
documents, Claude-3-Sonnet could achieve an 8.8
score in Theperspective, but only 7.28 in Perspec-
trumx. The performance using retrieval methods
and other LLMs is similar.

Better retriever and LLMs lead to enhanced

summarization performance. For example, by
using GritLM, LLaMA-3.1-8B achieves a score of
6.81 in Theperspective, which is 0.8 points higher
than the score obtained using BM25. However,
there are still large margins to the summarization
performance in using the golden evidence docu-
ments. The score in Claude-3-Sonnet is 7.28 using
golden documents, which is 1.63 higher than that
using GritLM, and 1.85 higher than BM25. As
for the LLMs, Claude-3-Sonnet and GPT-4-Turbo
achieve the most promising performance, whereas
LLaMA-3.1-8B achieves the weakest performance.
It demonstrates that the summarization model plays
a significant role in the multi-faceted perspective
retrieval and summarization task.

The retrieval of more documents does not con-
sistently enhance summarization performance.
This phenomenon is most prominently observed in
Perspectrumx. Claude-3-Sonnet achieves a higher
score of 5.64 when using 10 documents retrieved
by BM25, compared to 5.43 with 20 documents.
This discrepancy underscores the challenges of
multi-faceted perspective summarization. In fur-
ther experiments, we utilize Claude-3-Sonnet and
LLaMA-3.1-70B to summarize collections of 100
documents retrieved by GritLM, achieving GPT-4
scores of 4.43 and 6.06, respectively. We observe



that the models often incorporate irrelevant infor-
mation from their internal knowledge bases and
generate complex, multi-perspective content from
a single perspective. These findings indicate that
current models continue to struggle with process-
ing long contexts, and that summarization based on
a smaller set of retrieved documents tends to yield
superior performance.

Document orders influence the performance
of summarization tasks. We experiment by adjust-
ing the order of documents in the retrieved sets to
both reverse and random sequences, subsequently
prompting LLMs to generate summaries. The re-
sults, as depicted in Figure 6, show that model per-
formance generally declines when documents are
presented in reverse or random order compared to
the vanilla order. This suggests that current LLMs
tend to lose focus midway through the documents
and primarily concentrate on the information pre-
sented at the beginning. This observation aligns
with findings from Liu et al. (2024), highlighting
the difficulties that LLMs face when dealing with
long contexts in summarization tasks.

With the golden relevant documents, it is still
challenging in the summarization task. The sum-
marization performance is the most promising com-
pared with those using the documents retrieved by
the retrievers, but there is still significant space for
improvement. For example, Claude-3-Sonnet can
achieve a score of 8.8 in Theperspective, and GPT-
4-Turbo achieves 7.33 in Perspectrumx, which rep-
resents the state-of-the-art performance in the sum-
marization baselines.

4.5 Analysis of Perspective Extraction

Given the moderate results of Cover@k shown in
Table 2, we further investigate whether perspec-
tives can be extracted from the retrieved documents
using an advanced LLM, denoted asM. To this
end, we introduce the metric Rp@k, defined by the
following equation:

1

N

N∑
i

|pij ⇐M(dm, qi) ∩ dm ∈ Di
j ∩ dm ∈ Tk|

|pi| , (4)

whereM(dm, qi) indicates the model’s inference
regarding the perspective, and ‘⇐’ refers to the
entailment to pij . We specifically employ GPT-4-
Turbo to assess the entailment of the generated
perspectives against the gold standard perspectives.
The prompts for perspective extraction and evalua-
tion are detailed in Appendix B.

Figure 6: The performance with different orders of
retrieved documents in GritLM@20.

Table 4: The performance of the perspective extraction
based on different retrievers.

Theperspective Perspectrumx
Metrics Rp@20 Rp@10 Rp@20 Rp@10
BM25 65.36 58.05 48.71 41.76
E5-large 71.41 63.48 54.30 46.18
GTR-large 76.18 69.06 56.27 48.70
Ada-002 76.00 69.42 57.55 49.20
GritLM 77.35 72.58 60.23 52.13

Without loss of generality, we use GPT-4-Turbo
as an extraction example due to its strong capabil-
ities. The results of Rp@k are shown in Table 4.
As observed, although Cover@k is notably high
in retrieval methods, Rp@k lags significantly be-
hind. For example, GritLM achieves a Cover@20
of 96.77% in Theperspective, yet its Rp@20 is only
77.35%. This discrepancy indicates that although
the retrieved documents cover a wide range of per-
spectives, perspective extraction continues to pose
a considerable challenge. Besides, we evaluate the
model performance using the golden documents
in Appendix D, which indicates that the models
struggle to extract one-sentence perspectives, con-
firming the observation in Table 4.

4.6 Human Evaluation

To demonstrate the effectiveness of the automatic
evaluation metrics, we conduct human evaluations
for summarization and perspective extraction. For
summarization, we use criteria 1-5 from the GPT-
4 evaluation prompt in Figure 3, excluding the
last two related to formats. Two annotators are
instructed to assign scores from 0 to 2 for each
requirement, with 0 indicating complete dissatis-
faction and 2 indicating full satisfaction. This ap-
proach yields a total score ranging from 0 to 10
for the generated summaries. We randomly select
50 samples from Perspectrumx and evaluate the
summaries generated by GritLM@20 – Claude-3-
Sonnet. Figure 7 displays the human annotation
and GPT-4 scores. Human scores tend to be lower
than GPT-4 scores, suggesting that GPT-4 might



Figure 7: The relations between the GPT-4 scores and
human scores for the multi-faceted summarization.

Figure 8: HierSphere for multi-faceted summarization.

overestimate performance compared to human as-
sessments. However, there is a positive correlation
between them, with a Pearson correlation coeffi-
cient of 0.70, indicating that GPT-4 scores could
effectively reflect the summarization performance.

We also perform human annotation for perspec-
tive extraction. Two annotators determine whether
the extracted perspectives are ‘Entailment’ or ‘Not
Entailment’ to the gold standard. We randomly
select 100 samples of generated perspectives from
Perspectrumx using Claude-3-Sonnet for evalua-
tion. The consistency between GPT-4 and human
evaluation is 83% and 86%, respectively, demon-
strating that GPT-4 is effective in evaluating the
entailment of the extracted perspectives.

5 HierSphere

Based on the analysis, we find that the models fall
short in the long context and perspective extraction.
To further analyze whether we could enhance the
model performance by reducing the context length,
we propose a simple method - HierSphere - a hier-
archical multi-agent summarization system (Figure
8). Specifically, after retrieving the relevant docu-
ments, we first adopt multiple agents to carry out lo-
cal summarization on different sets of the retrieved
documents. Then we adopt an editorial agent to fur-
ther merge and modify the local summaries. In par-
ticular, the editorial agent is instructed to merge the
perspective with equal semantic meaning and refine

Figure 9: The performance of the summarization
in vanilla and HierSphere using LLaMA-3.1-8B and
LLaMA-3.1-70B on the Perspectrumx. The number of
retrieval documents is 20 with GritLM.

the perspectives given a one-sentence perspective
demonstration. The prompt for the editorial agent
is shown in Appendix C.

The results of vanilla and HierSphere are shown
in Figure 9, where we set four local agents and 20
retrieval documents. As we observe, the perfor-
mance of HierSphere surpasses the vanilla in both
Theperspective and Perspectrumx. For example,
LLaMA-3.1-70B achieves a GPT-4 score of 5.89 in
Perspectrumx, which outperforms vanilla by 0.78.
The improvement can also be observed in closed-
source models such as GPT-4-Turbo and Claude-3-
Sonnet. It indicates that HierSphere could mitigate
the challenges of the long context and perspective
extraction and enhance the model performance on
multi-faceted summarization.

6 Conclusion

We proposed a new task for multi-faceted perspec-
tive retrieval and summarization, which addresses
the limitation of the existing work (Chen et al.,
2019) that requires perspective pools in advance
or overlooks the comprehensiveness, by adopting
an RAG pipeline. For evaluation, we construct a
dataset named PerSphere, and create a set of spe-
cific evaluation metrics tailored to this task. Perfor-
mance of various LLMs on PerShpere highlighted
the significant challenges inherent in such a com-
plex task. Motivated by a thorough analysis, we
devised a straightforward yet powerful multi-agent
summarization method, HierSphere, designed to



enhance model performance on PerSphere. The
effectiveness of this method has been confirmed
through experiments.

Limitations

In the task of argument mining (Ajjour et al., 2019;
Friedman et al., 2021; Kamalloo et al., 2024), the
volume of data is roughly comparable to ours. In
real-world contexts involving large data sets, we
could start with a coarse retrieval using BM25 on
smaller subsets (like 10,000 or 5,000 documents),
and then proceed to re-rank them. For our study,
since the goal is to evaluate the comprehensiveness
of retrieval models and the summarization abilities
of LLMs, our dataset is adequate without needing
to perform coarse retrieval from millions of docu-
ments. But we could further enhance the size of
the data by adding irrelevant documents such as
cnn_dailymail (See et al., 2017). In terms of re-
trieval, although it poses a challenge for current
models, addressing this issue is not the focus of our
study and could be considered in future work.
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A Processing Theperspective

During the dataset construction, we utilized LLMs
solely to complete perspectives that are phrasal but
not fully formed claims. This task is relatively
straightforward, and the LLMs performed it with
satisfactory results. Before implementing this pro-
cedure, we manually reviewed 25 samples and con-
firmed that the performance is satisfactory. In con-
trast, the Perspectrumx dataset does not involve
LLM completion, and the task settings are signif-
icantly different, rendering direct comparisons in-
valid. We use GPT-4 to complete the incomplete
perspectives in Theperspective.

Complete perspectives

Take a topic, a claim and an analytical
perspective as inputs. The claim are the
analysing stance to the topic and the per-
spective support the claim. The analytical
perspective may not be a complete sentence
or fully formed idea. If the given perspec-
tive is not a complete sentence, rewrite it
into a clear, complete statement. If it is a
complete sentence, just repeat it.
Directly output the sentence without any
explanation.
Topic: {topic}
Claim: {claim}
Perspective: {perspective}
Answer:

To further enhance document diversity, we incor-
porate selected documents from the Perspectrum
dataset into the Theperspective corpus. Specifically,
we utilize NLTK (Natural Language Toolkit) to ex-
tract named entities (E) from the Theperspective
documents. NLTK is a leading platform for build-
ing Python programs to work with human language
data, providing easy-to-use interfaces to over 50
corpora and lexical resources, along with a suite of
text-processing libraries. We use NTLK11 to iden-
tify and extract entities from the Theperspective
documents. And add the documents from Perspec-
trum with no entities existing Theperspective.

B Perspective Extraction

The prompts for extracting the perspective from
documents and evaluation with golden perspectives
are shown as follows:

11https://www.nltk.org/

Prompt for perspective extraction

Below is a claim and a document. Please
summarize the document into a one-
sentence perspective to support the claim.
In your response, output the perspective sur-
rounded by the key <p> </p>.
Claim: {claim}
Document: {document}

Prompt to evaluate perspectives

Determine whether the sentence 1 entails
sentence 2.
Sentence 1: {sentence1}
Sentence 2: {sentence2}
Your response should be only a single word
in [‘entailment’, ‘not_entailment’]

C Summarization Merge

We show the prompt to merge the local summariza-
tion and modify its perspectives.

Prompt for merging summaries

Given the summarization, merge them into
one summairzation. Donot use your own
knowledge.
The summarization should follow the re-
quirements:
1. Each summarization should include both
positive and negative claims, and only two.
2. Similar perspectives should be merged
together with their references.
3. The reference of each perspective may
exceed one.
4. Each perspective should be concise, ar-
guing the claim from a specific aspect.
For example, ‘The law should not condone
illicit behaviour’ or ‘Legalised prostitution
still victimises the vulnerable.’
5. The output should be in a XML file. For
example:
{document}
Summary: {summaries}

D Sub-Tasks

Apart from the pipeline solution, we analyze the
possible sub-tasks to analyze model performance
in detail, further analyzing the weakness of LLMs.
We design specific prompts to evaluate LLMs as



Table 5: The results of the perspective extraction. GPT-
4 refers to the entailment percent of the generated per-
spectives to the golden perspectives by querying GPT-4-
Turbo, and BERT refers to BERTScore.

Thepersective Perspectrumx
BERT GPT-4 BERT GPT-4

LLaMA-3.1-8B 60.31 74.52 57.28 55.20
LLaMA-3.1-70B 60.76 80.24 57.55 60.02
GPT-4-Turbo 60.63 79.87 57.65 60.26
Claude-3-Sonnet 60.75 80.24 58.11 60.88

Table 6: The results (Macro-F1 score) of the sub-task
stance detection using different LLMs.

Thepersective Perspectrumx
LLaMA-3.1-8B 86.15 61.62
LLaMA-3.1-70B 94.74 90.16
GPT-4-Turbo 94.56 88.80
Claude-3-Sonnet 91.19 88.75

shown in Table 9 and the prompt of perspective
extraction is the same as Appendix B.

Perspective Extraction Given the document
dm ∈ Di and the corresponding claim ci0 or ci1, we
aim to extract a one-sentence perspective pi of the
document to support the claim. We directly adopt
all the <document, claim> pairs for evaluation.

Stance Detection Given the perspective pi and
the claims ci0 and ci1, we expect to determine which
claim the perspective pi supports. We adopt all
the perspectives with the corresponding claims in a
query for evaluation.

Reference Determination Given a perspective p
and a document d, we expect to determine whether
the document can serve as a reference to the per-
spective. To reduce the computation cost in this
task, we assign each perspective p with a support-
ing document and a not-supporting document in
the same query as the test set.

In the sub-task of perspective extraction, we eval-
uate the model performance using the golden doc-
uments, adopting both the entailment percent of
GPT-4 and BERTScore (Zhang et al.)12. The re-
sults are shown in Table 5. We observe that the
performance of different LLMs does not vary sig-
nificantly, particularly in BERTScore. In GPT-4,
the performance is relatively higher in Theperspec-
tive, but still significantly weak in Perspectrumx.
The lower performance indicates that all models
struggle to extract one-sentence perspectives, con-
firming the observation in Table 4.

12Specifically, we adopt the model deberta-v3 in the study.

Table 7: The results (Macro-F1 score) of the sub-task
reference determination using different LLMs.

Thepersective Perspectrumx
LLaMA-3.1-8B 75.55 76.20
LLaMA-3.1-70B 82.20 79.78
GPT-4-Turbo 82.54 82.86
Claude-3-Sonnet 78.02 79.13

Table 8: The performance of the retrieving based on
different retrievers with 100 documents. Recall refers to
the ratio of relevant documents to the golden documents.
Cover refers to the coverage values of the retrieved doc-
uments to the perspectives. In Theperspective, Recall
equals Cover.

Theperspective Perspectrumx
Metrics Recall Recall Cover
BM25 90.25 76.67 76.64
E5-large 88.83 80.15 81.90
GTR-large 94.77 84.27 83.36
Ada-002 95.13 85.44 83.31
GritLM 99.55 86.99 85.61

We all adopt the macro-F1 score for evaluat-
ing these sub-task performances following (Glandt
et al., 2021; Luo et al., 2022; Li et al., 2023). In the
sub-task of Stance Detection, the results are shown
in Table 6. Except for LLaMA-3.1-8B, other LLMs
all achieve a significant performance, all above 85%
F1 score. It indicates that the task of stance detec-
tion from perspective to claims is relatively simple
to current well-performed LLMs.

In the sub-task of Reference Determination, the
results are shown in Table 7. We observe that the
model GPT-4-Turbo achieves the most significant
performance to determine the reference with an
F1 score of 82.54% in Theperspective and 82.86%
in Perspectrumx. But Claude-3-Sonnet performs
weakly in such a task and tends to output <Ref-
erence> labels which indicates a relatively weak
capacity to distinguish the perspectives precisely.

E Retrieval Methods

BM25 (Robertson and Zaragoza, 2009): is a
widely-used probabilistic ranking function for re-
trieval that scores documents based on the query
terms they contain, considering term frequency, in-
verse document frequency, and document length
normalization.

E5 (Wang et al., 2022): is pre-trained in a con-
trastive manner with weak supervision signals us-
ing human-curated text pair dataset for text embed-
ding, whose embedding size is 1024.



Table 9: The specific prompts for sub-tasks which could also serve as the task definition. {·} denotes the input
content.

Stance detection Below is a perspective and two claims. Please determine which claim is supported by the
perspective, Claim 1 or Claim 2. In your response, only output <Claim 1> or <Claim 2>.
Claim 1: {claim_1}
Claim 2: {claim_2}
Perspective: {perspective}

Reference Determination Below is a perspective and a document. Please determine whether the document can
serve as an reference to the perspective. In your response, only output <Reference> or
<Not_Reference>.
Perspective: {reference}
Document: {document}

Table 10: The specific prompts for sub-tasks which could also serve as the task definition. {·} denotes the input
content.

Dataset Retrieval-
Based

Extractive Abstractive Nonoverlapping Comprehensive # Domain

Stab et al.
(2018a)

✓ × × × × Various

Chen et al.
(2019)

✓ × ✓ ✓ × Various

Roush and Bal-
aji (2020)

× ✓ × × × 1 - Debate

Friedman et al.
(2021)

× × ✓ × × Various

Elaraby and
Litman (2022)

× ✓ × × × 1 - Legal

Elaraby et al.
(2023)

× ✓ × × × 1 - Legal

Reimer et al.
(2023)

✓ × × × × Various

Li et al. (2024) ✓ × ✓ ✓ × 1 - Debate
Our study ✓ ✓ ✓ ✓ ✓ Various

GTR-T5 (Ni et al., 2022): is a sentence-
transformer model, which maps sentences and para-
graphs to 768-dimensional dense vectors for the
task of semantic search.

text-embedding-ada-002 13: is a closed-source
text embedding model released by OpenAI.

GritLM (Muennighoff et al.): integrates text em-
bedding and generation capabilities within a single
language model, trained using instructional fine-
tuning techniques.

F Retrieving with 100 Documents

The results are presented in Table 8. It is worth not-
ing that these experiments are considerably more
challenging in Perspectrumx compared to Thep-
erspective. The model GritLM still performs the
most satisfactorily, and the recall@100 results can
be utilized for re-ranking, which could be future
work.

13https://platform.openai.com/docs/guides
/embeddings/embedding-models

G Data instances

We also show some data instances for our faceted
perspective retrieval and summarization task as
shown in Table 11. The first two instances are
in Theperspective and the final one is in Perspec-
trumx. Figure 1 can be directly found in the link,
which serves as an example of how we construct
our data in Theperspective.

H Example for processing Perspectrum

Figure 10 shows how to process the data in Per-
spectrum to our data in Perspectrumx.

https://www.Theperspective.com/debates/entertainment/surrealist-memes-regression-progression.


Table 11: Data instances in PerSphere.

Query Claims Perspectives Reference

Surrealist Memes:
Regression or Pro-
gression?

Surrealist memes represent
progression in meme art.

Surreal memes are derived from a varied line of
modern art traditions.

Doc 205

Surrealist memes represent progression in meme
art because they demonstrate that no message is
necessary for impactful art.

Doc 364

Surreal art is taking meme
art back centuries (well, ok,
decade)

"Surreal memes are internet elitism at its worst. Doc 1138
The perspective that surreal art is taking meme art
back centuries is supported by the idea that much
of its nuance is “Lost in Translation.”.

Doc 858

Are Government
Soda Taxes Fair?

The Soda Tax Is a Good Idea
The soda tax is a good idea because it can help curb
obesity.

Doc 660

The implementation of taxes on cigarettes success-
fully reduced consumption, suggesting a similar
approach with soda could be effective.

Doc 345

Investing in America supports the claim that the
Soda Tax is a good idea.

Doc 550

The Soda Tax Is Wrong The Soda Tax is wrong because it infringes on free
market principles.

Doc 769

The soda tax is wrong because it only treats a symp-
tom of a larger problem.

Doc 96

The inconsistency of food stamp policies, which
allow the purchase of sugary drinks, undermines
the fairness of the soda tax.

Doc 523

Vaccination must
be made compul-
sory?

We support the claim Vacci-
nation must be made com-
pulsory.

It is the state’s duty to protect its community. Doc 3692
Compulsory vaccines are a financial relief on the
health system.

Doc 8050

Duty to protect the child. Doc 3693,
8047, 2253,
5682, 6052

We undermine the claim
Vaccination must be made
compulsory.

Compulsory vaccination violates the individuals’
right to bodily integrity.

Doc 3695,
8052

It is a parental right to decide about vaccinations for
a child.

Doc 3696,
3695, 8047

Vaccines have severe side effects. Doc 3697,
3469



Figure 10: An example of data processing from Perspectrum to Perspectrumx.


