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Introduction

Welcome to the ACL 2019 Student Research Workshop! The ACL 2019 Student Research Workshop
(SRW) is a forum for student researchers in computational linguistics and natural language processing.
The workshop provides a unique opportunity for student participants to present their work and receive
valuable feedback from the international research community as well as from faculty mentors.

Following the tradition of the previous years’ student research workshops, we have two tracks: research
papers and research proposals. The research paper track is a venue for Ph.D. students, Masters students,
and advanced undergraduates to describe completed work or work-in-progress along with preliminary
results. The research proposal track is offered for advanced Masters and Ph.D. students who have decided
on a thesis topic and are interested in feedback on their proposal and ideas about future directions for
their work.

This year, the student research workshop has received a great attention, reflecting the growth of the field.
We received 214 submissions in total: 27 research proposals and 147 research papers. Among these, 7
research proposals and 22 research papers were non-archival. We accepted 71 papers, for an acceptance
rate of 33%. After withdrawals and excluding non-archival papers, 61 papers are appearing in these
proceedings, including 14 research proposals and 47 research papers. All of the accepted papers will be
presented as posters in late morning sessions as a part of the main conference, split across three days
(July 29th-31th).

Mentoring is at the heart of the SRW. In keeping with previous years, students had the opportunity
for pre-submission mentoring prior to the submission deadline. Total of 64 papers participated in pre-
submission mentoring program. This program offered students a chance to receive comments from an
experienced researcher, in order to improve the quality of the writing and presentation before making
their submission. In addition, authors of accepted SRW papers are matched with mentors who will meet
with the students in person during the poster presentations. Each mentor prepares in-depth comments and
questions prior to the student’s presentation, and provides discussion and feedback during the workshop.

We are deeply grateful to our sponsors whose support will enable a number of students to attend the
conference. We would also like to thank our program committee members for their careful reviews of
each paper, and all of our mentors for donating their time to provide feedback to our student authors.
Thank you to our faculty advisors Hannaneh Hajishirzi, Aurelie Herbelot, Scott Yih, Yue Zhang for their
essential advice and guidance, and to the members of the ACL 2018 organizing committee, in particular
David Traum, Anna Korhonen and Lluis Marquez for their helpful support. Finally, kudos to our student
participants!
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Distributed Knowledge Based Clinical Auto-Coding System

Rajvir Kaur
School of Computing, Engineering and Mathematics
Western Sydney University, Australia
18531738@student .westernsydney.edu.au

Abstract

Codification of free-text clinical narratives
have long been recognised to be beneficial
for secondary uses such as funding, insurance
claim processing and research. In recent years,
many researchers have studied the use of Nat-
ural Language Processing (NLP), related Ma-
chine Learning (ML) methods and techniques
to resolve the problem of manual coding of
clinical narratives. Most of the studies are fo-
cused on classification systems relevant to the
U.S and there is a scarcity of studies relevant to
Australian classification systems such as ICD-
10-AM and ACHI. Therefore, we aim to de-
velop a knowledge-based clinical auto-coding
system, that utilise appropriate NLP and ML
techniques to assign ICD-10-AM and ACHI
codes to clinical records, while adhering to
both local coding standards (Australian Cod-
ing Standard) and international guidelines that
get updated and validated continuously.

1 Introduction

Documentation related to an episode of care of
a patient, commonly referred to as a medical
record, contains clinical findings, diagnoses, inter-
ventions, and medication details which are invalu-
able information for clinical decisions making.
To carry out meaningful statistical analysis, these
medical records are converted into a special set of
codes which are called Clinical codes as per the
clinical coding standards set by the World Health
Organisation (WHO). The International Classifi-
cation of Diseases (ICD) codes are a special set
of alphanumeric codes, assigned to an episode of
care of a patient, based on which reimbursement is
done in some countries (Kaur and Ginige, 2018).
Clinical codes are assigned by trained profession-
als, known as clinical coders, who have a sound
knowledge of medical terminologies, clinical clas-
sification systems, and coding rules and guide-
lines. The current scenario of assigning clinical

1

codes is a manual process which is very expensive,
time-consuming, and error-prone (Xie and Xing,
2018). The wrong assignment of codes leads to
issues such as reviewing of whole process, finan-
cial losses, increased labour costs as well as delays
in reimbursement process. The coded data is not
only used by insurance companies for reimburse-
ment purposes, but also by government agencies
and policy makers to analyse healthcare systems,
justify investments done in the healthcare industry
and plan future investments based on these statis-
tics (Kaur and Ginige, 2018).

With the transition from ICD-9 to ICD-10 in
1992, the number of codes increased from 3,882
codes to approximately 70,000, which further
makes manual coding a non-trivial task (Subotin
and Davis, 2014). On an average, a clinical coder
codes 3 to 4 clinical records per hour, resulting
in 15-42 records per day depending on the expe-
rience and efficiency of the human coder (Santos
et al., 2008; Kaur and Ginige, 2018). The cost
incurred in assigning clinical codes and their fol-
low up corrections are estimated to be 25 billion
dollars per year in the United States (Farkas and
Szarvas, 2008; Xie and Xing, 2018). There are
several reasons behind the wrong assignment of
codes. First, assignment of ICD codes to patient’s
records is highly erroneous due to subjective na-
ture of human perception (Arifoglu et al., 2014).
Second, manual process of assigning codes is a te-
dious task which leads to inability to locate crit-
ical and subtle findings due to fatigue. Third, in
many cases, physicians or doctors often use ab-
breviations or synonyms, which causes ambiguity
(Xie and Xing, 2018).

A study by (McKenzie and Walker, 2003), de-
scribes changes that have occurred in the coder
workforce over the last eight years in terms of em-
ployment conditions, duties, resources, and access
to and need for continuous education. Similarly,
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13706-03[1893]- Administration of platelets

Figure 1: A distributed knowledge-based clinical auto-coding system

another study (Butler-Henderson, 2017), high-
lights major future challenges that health informa-
tion management practitioners and academics will
face with an ageing workforce, where more than
50% of the workforce is aged 45 years or older.

To reduce coding errors and cost, research is be-
ing conducted to develop methods for automated
coding. Most of the research in auto-coding is fo-
cused on ICD-9-CM (Clinical Modification), ICD-
10-CM, ICD-10-PCS (Procedure Coding System)
which are US modifications. Very limited studies
are focused on ICD-10-AM (Australian Modifica-
tion) and Australian Classification of Health Inter-
vention (ACHI).Hence, our research aims to de-
velop a distributed knowledge-based clinical auto-
coding system that would leverage on NLP and
ML techniques, where a human coders will give
their queries to the coding system and in revert the
system will suggest a set of clinical codes. Fig-
ure 1 shows a possible scenario, how a distributed
knowledge-based coding system will be used in
practice.

2 Related Work
In early 19" century, a French statistician Jacques
Bertillon, developed a classification system to
record causes of death. Later in 1948, the WHO
started maintaining the Bertillon classification and
named it as International Statistical Classification
of Disease, Injuries and Causes of Death (Cumer-
lato et al., 2010). Since then, roughly every ten
years, this classification had been revised and in
1992, ICD-10 was approved. Twenty-six (26)

years after the introduction of ICD-10, the next
generation of classification ICD-11 is released in
May 2019 but not yet implemented (Kaur and
Ginige, 2018). ICD-11 increases the complexity
by introducing a new code structure, a new chap-
ter on X-Extension Codes, dimensions of exter-
nal causes (histopathology, consciousness, tem-
porality, and etiology), and a new chapters on
sleep-awake disorder, conditions related to sexual
health, and traditional medicine conditions (Or-
ganisation, 2016; Hargreaves and Njeru, 2014;
Reed et al., 2016).

In previous research related to clinical narra-
tive analysis, different methods and techniques
ranging from pattern matching to deep learn-
ing approaches are applied to categorise clini-
cal narratives into different categories (Mujtaba
et al., 2019). Several researchers across the
globe have employed text classification to cate-
gorise clinical narratives into various categories
using machine learning approaches including su-
pervised (Hastie et al., 2009), unsupervised (Ko
and Seo, 2000), semi-supervised (Zhu and Gold-
berg, 2009), ontology-based (Hotho et al., 2002),
rule-based (Deng et al., 2015), transfer (Pan and
Yang, 2010), and multi-view learning (Amini
et al., 2009).

(Cai et al., 2016) reviewed the fundamentals
of NLP and describe various techniques such as
pattern matching, linguistic approach, statistical
and machine learning approaches that constitute
NLP in radiology, along with some key applica-
tions. (Larkey and Croft, 1995) studied three dif-
ferent classifiers namely: k-nearest neighbor, rel-



evance feedback and Bayesian independence clas-
sifiers for assigning ICD-9 codes to dictated in-
patient discharge summaries. The study found
that a combination of different classifiers produced
better results than any single type of classifier.
(Farkas and Szarvas, 2008) proposed a rule-based
ICD-9-CM coding system for radiology reports
and achieved good classification performances on
a limited number of ICD-9-CM codes (45 in total).
Similarly, (Goldstein et al., 2007; Pestian et al.,
2007b; Crammer et al., 2007) also proposed au-
tomated system for assigning ICD-9-CM codes to
free text radiology reports.

(Koopman et al., 2015) proposed a system for
automatic ICD-10 classification of cancer from
free-text death certificates. The classifiers were
deployed in a two-level cascaded architecture,
where the first level identifies the presence of can-
cer (i.e., binary form cancer/no cancer), and the
second level identifies the type of cancer. How-
ever, all ICD-10 codes were truncated into three
character level.

All the above mentioned research studies are
based on some type of deep learning, machine
learning or statistical approach, where the infor-
mation contained in the training data is distillate
into mathematical models, which can be success-
fully employed for assigning ICD codes (Chiar-
avalloti et al., 2014). One of the main flaws in
these approaches is that training data is annotated
by human coders. Thus, there is a possibility of in-
accurate ICD codes. Therefore, if clinical records
labelled with incorrect ICD codes are given as an
input to an algorithm, it is likely that the model
will also provide incorrect predictions.

2.1 Standard Pipeline for Clinical Text
Classification

Various research studies have used different meth-
ods and techniques to handle and process clinical
text, but the standard pipeline is utilised in some
shape or form. This section details the steps in the
standard pipeline in machine learning, as it is re-
quired for the auto-coding.

2.1.1 Types of clinical record

Clinical text classification techniques have been
employed on different types of clinical records
such as surgical reports (Stocker et al., 2014; Raja
et al., 2012), radiology reports (Mendona et al.,
2005), autopsy reports (Mujtaba et al., 2018),
death certificates (Koopman et al., 2015), clini-

cal narratives (Meystre and Haug, 2006; Friedlin
and McDonald, 2008), progress notes (Frost et al.,
2005), laboratory reports (Friedlin and McDonald,
2008; Liu et al., 2012), admission notes and pa-
tient summaries (Jensen et al., 2012), pathology
reports (Imler et al., 2013), and unstructured elec-
tronic text (Portet et al., 2009). In this research, we
aim to primarily use clinical discharge summaries
as the input text data.

2.1.2 Datasets available

The data sources used in various research stud-
ies can be categorised into two types: homoge-
neous sources and heterogeneous sources, which
can further be divided into three subtypes: binary
class, multi-class single labeled, multi-class multi-
labeled datasets (Mujtaba et al., 2019). There are
few datasets that are publicly available such as
PhysioNet', i2b2 NLP dataset?, and OHSUMED?.
In this research, we aim to use both publicly avail-
able and data acquired from hospitals.

2.1.3 Preprocessing

Preprocessing is done to remove meaningless in-
formation from the dataset as the clinical narra-
tives may contain high level of noise, sparsity,
mispelled words, grammatical errors (Nguyen and
Patrick, 2016; Mujtaba et al., 2019). Different pre-
processing techniques are applied in research stud-
ies including sentence splitting, tokenisation, spell
error detection and correction, stemming and lem-
matisation, normalisation (Manning et al., 2008),
removal of stop words, removal of punctuation or
special symbols, abbreviation expansion, chunk-
ing, named entity recognition (Bird et al., 2009),
negation detection (Chapman et al., 2001).

2.1.4 Feature Engineering

Feature engineering is the combination of feature
extraction, feature representation, and feature se-
lection (Mujtaba et al., 2019). Feature extraction is
the process of extracting useful features which in-
cludes Bag of Words (BoW), n-gram, Word2 Vec,
and GloVe. Once features are extracted, next step
is to represent in numeric form to feature vectors
using either binary representation, term frequency
(tf), term frequency with inverse document fre-
quency (tf-idf), or normalised tf-idf.

"https://physionet.org/mimic2/
Zhttps://www.i2b2.org/NLP/DataSets/
*http://davis.wpi.edu/xmdv/datasets/ohsumed.html



2.1.5 Classification

For classification, various research studies have
used classifiers such as Support Vector Machine
(SVM) (Cortes and Vapnik, 1995), k-Nearest
Neighbor (kNN) (Altman, 1992), Convolutional
Neural Network (CNN) (Karimi et al., 2017), Re-
current Neural Network (RNN), Long short-term
memory (LSTM)(Luo, 2017), and Gated Recur-
rent Unit (GRU) (Jagannatha and Yu, 2016).

2.1.6 Evaluation Metrics

The performance of clinical text classification
models can be measured using standard evalua-
tion metrics which include precision, recall, F-
measure (or F-score), accuracy, precision (mi-
cro and macro-average), recall (micro and macro-
average), F-measure (micro and macro-average),
and area under the curve (AUC). These metrics
can be computed by using values of true positive
(TP), false positive (FP), true negative (TN), and
false negative (FN) in the standard confusion ma-
trix (Mujtaba et al., 2019).

3 Experimental Framework

3.1 Data collection and ethics approval

This research has ethics approval from Western
Sydney University Human Research Ethics Com-
mittee (HREC) under reference No: H12628 to
use 1,200 clinical records. The ethics approval
is valid for the next four years until 11*" April,
2023. In addition, we also have access to publicly
available dataset such as MIMIC-III and Compu-
tational Medicine Center (CMC) (Pestian et al.,
2007a). Apart from this, more clinical records
from acute or sub-acute hospitals will also be col-
lected.

3.2 Proposed Research

Within the broader scope of this proposal, the
work will be focused on the research questions
given below:

How to optimise the use of computerised algo-
rithms to assign ICD-10-AM and ACHI codes
to clinical records, while adhering to local cod-
ing standard (for example, Australian Coding
Standard (ACS)) and international guidelines,
leveraging on a distributed knowledge-base?

To address main research question, the follow-
ing sub-research questions will be investigated:

Why do certain algorithms perform differently
with similar dataset?

The No free lunch theorem (Wolpert, 1996) states
that there is no such algorithm that is universally
best for every problem. If one algorithm does re-
ally good for a given dataset, it may not do really
well for other dataset. For example, one cannot
say that SVM always does better prediction than
Naive Bayes or Decision Tree all the times. The
intention of ML or statistical learning research is
not to find the universally best algorithm, but the
reason is that most of the algorithms work on the
sample data and then make predictions or infer-
ence out of that. We cannot make proper truthful
prediction just by working on a sample data. In
fact, the results are all probabilistic in nature, not
100% true or certain. The study (Kaur and Ginige,
2018), performed comparative analysis on differ-
ent approaches such as pattern matching, rule-
based, ML, and hybrid. Each of the above men-
tioned methods and techniques performed differ-
ently in every case, but there was no explanations
given behind the performance of each algorithm.
Moreover, this study did not used ACS rules while
assigning ICD-10-AM and ACHI codes.

There are few reasons that may have effected
the algorithms performance used for codification
of ICD-10-AM and ACHI codes in the previ-
ous study (Kaur and Ginige, 2018). Firstly, do-
main knowledge is very essential before assigning
codes. In Australia, coding standards are used for
clinical coding purpose to provide consistency of
data collection, and support secondary classifica-
tions based on ICD such as the Australian Refined
Diagnosis Related Groups (AR-DRGs). There-
fore, during ICD-10-AM and ACHI code assign-
ment, ACS rules are considered. If these ACS
rules are not considered, then there is a possibil-
ity of wrong assignment of codes. Secondly, the
study (Kaur and Ginige, 2018) had very limited
number of medical records due to which the al-
gorithms were unable to learn and predict correct
codes properly. A similar study (Kaur and Ginige,
2019) done by the same set of authors using the
same dataset describes that the dataset contains
420 unique labels, out of which 221 labels ap-
peared only once in the whole dataset, 77 labels
appeared twice, and only 24 labels appeared more
than 15 times. Therefore, it lowers the learning
rate of the algorithms.

To overcome the above stated problems, we



will make use of ACS in conjunction in ICD-10-
AM and ACHI codes, and use large-scale data
so that the algorithms can learn properly and
make correct predictions. In order to process
raw data, feature engineering will be carried out
to transform the raw data into feature vectors.
Moreover, in NLP, word embeddings has the abil-
ity to capture high-level semantic and syntactic
properties of text. A study by (Henriksson et al.,
2015) leverages word embeddings to identify
adverse drug events from clinical notes and
shows that using word embeddings can improve
the predictive performance of machine learning
methods. Therefore, in our research, we will
explore semantic and syntactic properties of text
to improve the performance of algorithms which
give different performance on the same dataset.

How to assign ICD codes before referring to lo-
cal and international standards and guidelines?

In the U.S, the Centers for Medicare and Med-
icaid Services (CMS) and the National Center
for Health Statistics (NCHS), provide the guide-
lines for coding and reporting using the ICD-10-
CM. These guidelines are a set of rules that have
been approved by the four organisations: Amer-
ican Hospital Association (AHA), the American
Health Information Association (AHIMA), CMS,
and NCHS (for Health Statistics). Similarly, in
Australia, the clinical coding standards i.e., ACS
rules are designed to be used in conjunction with
ICD-10-AM and ACHI and are applicable to all
public and private hospitals in Australia (for Clas-
sification Development, 2017). The clinical codes
are not only assigned based on the information
provided on the front sheet or the discharge sum-
mary but a complete analysis is performed by fol-
lowing the guidelines given in the ACS.

Since the introduction of ICD-10 in 1992, many
countries have modified the WHO’s ICD-10 clas-
sification system into their country specific report-
ing purpose. For example, ICD-10-CA (Canadian
Modification) and ICD-10-GM (German Modi-
fication). There are few major difference be-
tween the US and Australian classification sys-
tems. Firstly, there are few additional ICD-10-
AM codes that are more specific (approximately
4,915 codes) that are coded only in Australia and
15 other countries including Ireland, and Saudi
Arabia that use Australian classification system
as their national classification system. For exam-

ESSWl Contact with venomous spiders
Incl.:  black widow spider
tarantula

ICD-10 code 7

m Contact with spiders

Excludes: spider, nonvenomous (W57)

X210 Contact with funnel web spider

Contact with mouse spider

ox211 Contact with red back spider
Contact with spider:
* black
* brown
+ cupboard
+ leatipo

widow

ICD-10-AM codes

aX21.2 Contact with white-tailed and other
necrotising spider
Co spider:

Symbol indicates Australian code —

oX21.8 Contact with other specified spider
Contact with spider:
* huntsman

*orb

oxX219 Contact with unspecified spider

Contact with spider NOS

Figure 2: Difference between ICD-10 and ICD-10-AM
codes.

ple, in the U.S, contact with venomous spiders is
coded as X 21, whereas in Australia, it is more
specific by adding fourth character level as shown
in Figure 2. There are 12% ICD-10-AM specific
codes that do not exist in ICD-10-CM, ICD-9-
CM or any other classification system. Secondly,
countries that have developed their own national
classification system use different coding prac-
tices. For example, in the U.S, Pulmonary oedema
is coded as J81, whereas in Australia, to assign
code for Pulmonary oedema, there is ACS rule
0920 which says, “When acute pulmonary oedema
is documented without further qualification about
the underlying cause, assign I50.1 Left ventricular
failure”. Therefore, in our research, we will find
methods and techniques to represent the coding
standards and guidelines in a computerised format
before assigning ICD codes. In addition, we will
also explore mechanisms to manage the evolving
nature of coding standards.

How to pre-process heterogeneous dataset?

Collecting data in health-care domain is a chal-
lenge in itself. Though, there are few publicly
available repositories, there are certain issues to
be resolved before using these in our research. For
example, MIMIC dataset contains de-identified
health data based on ICD-9 codes and Current
Procedural Terminology (CPT) codes. As our
research is focused on assigning ICD-10-AM
and ACHI codes to clinical records, there is
a need of mapping between ICD-9 to ICD-10
and vice-versa and ICD-10-CM to ICD-10-AM.



There are some existing look-up, translators, or
mapping tools, which will translate ICD-9 codes
into ICD-10 codes and vice versa (Butler, 2007).
Therefore, we will explore and use the existing
mapping tools to convert ICD-9 to ICD-10 codes,
ICD-10 to ICD-10-AM codes or another classifi-
cation system in order to train the model that is
not annotated using ICD-10-AM and ACHI codes.

What sort of a distributed knowledge-based
system would support the assigning clinical
codes?

The majority of studies have used ML, hybrid, and
deep learning approaches for clinical text classifi-
cation. There are two main challenges that one
has to face while doing research in health-care
domain. First, to train the model when data is
scarce. The ML based algorithms for classification
and automated ICD code assignment are charac-
terised by many limitations. For example, knowl-
edge acquisition bottleneck, in which ML algo-
rithms require a large number of annotated data
for constructing an accurate classification model.
Therefore, many believe that the quality of ML
based algorithms highly depended on data rather
than algorithms (Mujtaba et al., 2019). Even af-
ter a great efforts, researchers are able to col-
lect millions of data, there is still a possibility
that the occurrence of some diseases and inter-
ventions will not be enough to train the model
properly and give correct codes. However, when
data is insufficient, transfer learning or fine tun-
ing are other possible options to look into (Singh,
2018). Secondly, it is difficult and expensive to
assign ground truth codes (or label) to the clini-
cal records. Although, the above mentioned ap-
proaches are capable of providing good results, but
these approaches require annotated data in order to
train the model. The labelling process requires hu-
man expert to assign labels (or ICD codes) to each
clinical record. For example, the study (Kaur and
Ginige, 2018) contains 190 de-identified discharge
summaries belonging to diseases and interventions
of respiratory and digestive system. The discharge
summaries were in the hand written form, which
were later converted into digital form and assigned
ground truth codes with the help of a human ex-
pert. Thus, a considerable amount of effort was
exerted in preparing the training data.

Therefore, in our research we aim to develop a
distributed knowledge-base system where humans

(clinical coders) and machines can work together
to overcome the above mentioned challenges. If
machine is unable to predict the correct ICD code
for a given disease or intervention then humans
input will be considered. Moreover, the human
coder can also verify the codes assigned by ma-
chine.

3.3 Baseline Methods

There are three main approaches for automated
ICD codes assignment: (1) machine learning;
(2) hybrid (combining machine learning and rule-
base); and (3) deep learning. Deep learning mod-
els have demonstrated successful results in many
NLP tasks such as language translation (Zhang
and Zong, 2015), image captioning (LeCun et al.,
2015) and sentiment analysis (Socher et al., 2013).
We will work on different ML and deep learn-
ing models including LSTM, CNN-RNN, and
GRU. Pre-processing will be done using standard
pipeline and convert the assigned labels based
on Australian classification system using existing
mapping tools. Feature extraction will be done
using non-sequential and sequential features fol-
lowed by training and testing of the model using
baseline models and deep learning models.

4 Conclusion

In this research proposal, we aim to develop a
knowledge-based clinical auto-coding system that
uses computerised algorithms to assign ICD-10-
AM, ACHLI, ICD-11, and ICHI codes to an episode
of care of a patient while adhering coding guide-
lines. Further, we will explore how ML models
can be trained with limited dataset, mapping be-
tween different classification systems, and avoid-
ing labelling efforts.
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Abstract

There are a lot of noisy texts surrounding a
person in modern life. A traditional approach
is to use spelling correction, yet the existing
solutions are far from perfect. We propose a
robust to noise word embeddings model which
outperforms existing commonly used models
like fasttext and word2vec in different tasks.
In addition, we investigate the noise robustness
of current models in different natural language
processing tasks. We propose extensions for
modern models in three downstream tasks, i.e.
text classification, named entity recognition
and aspect extraction, these extensions show
improvement in noise robustness over existing
solutions.

1 Introduction

The rapid growth of the usage of mobile elec-
tronic devices has increased the number of user
input text issues such as typos. This happens be-
cause typing on a small screen and in transport
(or while walking) is difficult, and people acci-
dentally hit wrong keys more often than when us-
ing a standard keyboard. Spell-checking systems
widely used in web services can handle this issue,
but they can also make mistakes. These typos are
considered to be noise in original text. Such noise
is a widely known issue and to mitigate its pres-
ence there were developed spelling correcting sys-
tems, e.g. (Cucerzan and Brill, 2004). Although
spelling correction systems have been developed
for decades up to this day, their quality is still far
from perfect, e.g. for the Russian language it is
85% (Sorokin, 2017). So we propose a new way
to handle noise i.e. to make models themselves
robust to noise.

This work is considering the main area of noise
robustness in natural language processing and, in
particular, in four related subareas which are de-
scribed in corresponding sections. All the subar-
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eas share the same research questions applied to a
particular downstream task:

RQ1. Are the existing state of the art models
robust to noise?

RQ2. How to make these models more robust
to noise?

In order to answer these RQs, we describe the
commonly used approaches in a subarea of interest
and specify their features which could improve or
deteriorate the performance of these models. Then
we define a methodology for testing existing mod-
els and proposed extensions. The methodology in-
cludes the experiment setup with quality measure
and datasets on which the experiments should be
run.

This work is organized as follows: in Section
2 the research on word embeddings is motivated
and proposed, in further sections, i.e. 3, 4, 5,
there are propositions to conduct research in the
area of text classification, named entity recogni-
tion and aspect extraction respectively. In Section
6 we present preliminary conclusions and propose
further research directions in the mentioned areas
and other NLP areas.

2  Word Embeddings

Any text processing system is now impossible to
imagine without word embeddings — vectors en-
code semantic and syntactic properties of individ-
ual words (Arora et al., 2016). However, to use
these word vectors user input should be clean (i.e.
free of misspellings), because a word vector model
trained on clean data will not have misspelled ver-
sions of words. There are examples of models
trained on noisy data (Li et al., 2017), but this ap-
proach does not fully solve the problem, because
typos are unpredictable and a corpus cannot con-
tain all possible incorrectly spelled versions of a
word. Instead, we suggest that we should make
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algorithms for word vector modelling robust to
noise.
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Figure 1: RoVe model architecture.

We suggest a new architecture RoVe (Robust
Vectors).! It is presented on Fig. 1. The main
feature of this model is open vocabulary. It en-
codes words as sequences of symbols. This en-
ables the model to produce embeddings for out-
of-vocabulary (OOV) words. The idea as such
is not new, many other models use character-
level embeddings (Ling et al., 2015) or encode
the most common ngrams to assemble unknown
words from them (Bojanowski et al., 2016). How-
ever, unlike analogous models, RoVe is specifi-
cally targeted at typos — it is invariant to swaps of
symbols in a word. This property is ensured by the
fact that each word is encoded as a bag of charac-
ters. At the same time, word prefixes and suffixes
are encoded separately, which enables RoVe to
produce meaningful embeddings for unseen word
forms in morphologically rich languages. Notably,
this is done without explicit morphological analy-
sis. This mechanism is depicted on Fig. 2.

Another feature of RoVe is context dependency
— in order to generate an embedding for a word
one should encode its context (the top part of
Fig. 1). The motivation for such architecture is
the following. Our intuition is that when process-
ing an OOV word our model should produce an
embedding similar to that of some similar word

'An open-source implementation is available here:
https://gitlab.com/madrugado/robust-w2v
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from the training data. This behaviour is suit-
able for typos as well as unseen forms of known
words. In the latter case we want a word to get an
embedding similar to the embedding of its initial
form. This process reminds lemmatisation (reduc-
tion of a word to its initial form). Lemmatisation
is context-dependent since it often needs to resolve
homonymy based on word’s context. By making
RoVe model context-dependent we enable it to do
such implicit lemmatisation.

At the same time, it has been shown that em-
beddings which are generated considering word’s
context in a particular sentence are more infor-
mative and accurate, because a word’s immediate
context informs a model of the word’s grammat-
ical features (Peters et al., 2018). On the other
hand, use of context-dependent representations al-
lowed us to eliminate character-level embeddings.
As a result, we do not need to train a model that
converts a sequence of character-level embeddings
to an embedding for a word, as it was done in
(Ling et al., 2015).

2.1 Methodology

We suppose to compare RoVe with common word
vector tools: word2vec (Mikolov et al., 2013) and
fasttext (Bojanowski et al., 2016).

We score the performance of word vectors gen-
erated with RoVe and baseline models on three
tasks: paraphrase detection, sentiment analysis,
identification of text entailment. We consider
these tasks to be binary classification ones, so we
use ROC AUC measure for model quality evalua-
tion.

For all tasks we suppose to train simple baseline
models. This is done deliberately to make sure that
the performance is largely defined by the quality of
vectors that we use. For all the tasks we will com-
pare word vectors generated by different modifica-
tions of RoVe with vectors produced by word2vec
and fasttext models.

We presume to conduct the experiments on
datasets for three languages: English (analytical
language), Russian (synthetic fusional), and Turk-
ish (synthetic agglutinative). Affixes have differ-
ent structures and purposes in these types of lan-
guages, and in our experiments we show that our
character-based representation is effective for all
of them.

For the above mentioned tasks we are go-
ing to use the following corpora: Paraphraser.ru



1 1
Beginning ! Middle ! End
| | i i I |
L
N —
ofl|of|[1||o]|]|o]]o||o]|]o [ S I '
offof|fo]||o|[t]|]of|t]|]o e
oflo||o]||of|o]|1]]o]]0 :::Sum
Tl jopjoj|of(of{oj|o]|o
HINIHINIHINIHEE | | |:}:=:| | |
op|oj|opjofjojpjofjo]1 I [
off(ojf{ojjopjoffafft|{|o [
p r vV oo u s

)
—
)
<
@]
c
w

e ' 0

Figure 2: Generation of input embedding for the word previous. Left: generation of character-level one-hot vectors,

right: generation of BME representation.

English Russian
noise (%) 0 10 20 0 10 20
BASELINES
word2vec 0.649 0.611 0.554 | 0.649 0.576 0.524
fasttext 0.662 0.615 0.524 | 0.703 0.625 0.524
RoVe
stackedLSTM | 0.621 0.593 0.586 | 0.690 0.632 0.584
SRU 0.627 0.590 0.568 | 0.712 0.680 0.598
biSRU 0.656 0.621 0.598 | 0.721 0.699 0.621

Table 1: Results of the sentiment analysis task in terms of ROC AUC.

(Pronoza et al., 2016) for the Russian language
paraphrase identification task, Microsoft Research
Paraphrase Corpus (Dolan et al., 2004) for the
English language paraphrase identification task,
Turkish Paraphrase Corpus (Demir et al., 2012)
for the Turkish language paraphrase identifica-
tion task; Russian Twitter Sentiment Corpus
(Rubtsova, 2014) for the Russian language senti-
ment analysis task, Stanford Sentiment Treebank
(Socher et al., 2013) for the English language sen-
timent analysis task; and Stanford Natural Lan-
guage Inference (Bowman et al., 2015) for the En-
glish language natural language inference task.

2.2 Results

Due to lack of space we provide the results only
for sentiment analysis task for the Russian and En-
glish languages and for natural language inference
task for the English language.

There are three variants of the proposed RoVe
model listed in Tables 1 and 2, these are ones us-
ing different recurrent neural networks for context
encoding. The whole results are published in (hid-
den).

For both mentioned tables the robust word em-
bedding model Rove shows better results for all
noise level and both tasks, with the exception of
zero noise for English language sentiment analy-

English
noise (%) 0 10 20
BASELINES
word2vec 0.624 0.593 0.574
fasttext 0.642 0.563 0.517
RoVe
stackedLSTM | 0.617 0.590 0.516
SRU 0.627 0.590 0.568
biSRU 0.651 0.621 0.598

Table 2: Results of the task on identification of textual
entailment.

sis task for which the fasttext word embeddings
are showing better results. The latter could be ex-
plained as fasttext has been explicitly trained for
this zero noise level, which is unnatural for human
generated text.

3 Text Classification

A lot of text classification applications like senti-
ment analysis or intent recognition are performed
on user-generated data, where no correct spelling
or grammar may be guaranteed.

Classical text vectorisation approach such as
bag of words with one-hot or TF-IDF encoding
encounters out-of-vocabulary problem given vast
variety of spelling errors. Although there are suc-
cessful applications to low-noise tasks on com-
mon datasets (Bojanowski et al., 2016; Howard
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and Ruder, 2018), not all models behave well with
real-world data like comments or tweets.

3.1 Methodology

We do experiments on two corpora: Airline Twit-
ter Sentiment > and Movie Review (Maas et al.,
2011), which are marked up for sentiment analy-
sis task.

We conduct three types of experiments: (a) the
train- and testsets are spell-checked and artificial
noise in inserted; (b) the train- and testsets are not
changed (with the above mentioned exception for
Russian corpus) and no artificial noise is added;
and (c) the trainset is spell-checked and noised, the
testset is unchanged.

These experimental setups are meant to demon-
strate the robustness of tested architectures to arti-
ficial and natural noise.

As baselines we use architectures based on fast-
text word embedding model (Bojanowski et al.,
2016) and an architecture which follows (Kim
et al., 2016). Another baseline, which is purely
character-level, will be adopted from the work
(Kim, 2014).

3.2 Results

Fig. 3 contains results for 4 models:

e FastText, which is recurrent neural network

using fasttext word embeddings,

CharCNN, which is a character-based convo-
lutional neural network, based on work (Kim,
2014),

CharCNN-WordRNN - a character-based
convolutional neural network for word em-
beddings with recurrent neural network for
entire text processing; it follows (Kim et al.,
2016),

and RoVe, which is a recurrent neural net-
work using robust to noise word embeddings.

One could see in the figure that the model which
uses robust word embeddings is more robust to
noise itself starting from 0.075 (7.5%) noise level.

4 Named Entity Recognition

The field of named entity recognition (NER) re-
ceived a lot of attention in past years. This task

Publicly available here: https://www.kaggle.
com/crowdflower/twitter—-airline—-sentimen
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is an important part of dialog systems (Béchet,
2011). Nowadays dialog systems become more
and more popular. Due to that the number of dia-
log system users is increased and also many users
communicate with such systems in inconvenient
environments, like being in transport. This makes
a user to be less concentrated during a conversa-
tion and thus causes typos and grammatical errors.
Considering this we need to pay more attention to
NER models robustness to this type of noise.

4.1 Methodology

We conduct three types of experiments: (a) the
trainset and testset are not changed and no artifi-
cial noise is induced; (b) the artificial noise is in-
serted into trainset and testset simultaneously; and
(c) the trainset is being noised, the testset is un-
changed.

These experimental setups are meant to demon-
strate the robustness of tested architectures to arti-
ficial and natural noise (i.e. typos).

The proposed corpora to use are: English
and Russian news corpora, CoNLL'03 (Tjong
Kim Sang and De Meulder, 2003) and Persons-
1000 (Mozharova and Loukachevitch, 2016) re-
spectively, and French social media corpus
CAp’2017 (Lopez et al., 2017).

We investigate variations of the state of the art
architecture for Russian (Anh et al., 2017) and En-
glish (Lample et al., 2016) languages and apply
the same architecture to the French language cor-
pus.

5 Aspect Extraction

Aspect extraction task could provide information
to make dialogue systems more engaging for user
(Liu et al., 2010).

Therefore, we have decided to study the
Attention-Based Aspect Extraction (ABAE)
model (He et al,, 2017) robustness using ar-
tificially generated noise. =~ We propose three
extensions for an ABAE model, which are
supposedly more noise robust. There are:

e CharEmb - a convolutional neural network
over characters in addition to word as a whole
embeddings; these two embeddings are con-
catenated and used in ABAE model;

e FastText - an ABAE model using fasttext
word embeddings;
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Figure 3: Airline Twitter Sentiment Dataset. Trained on spell-checked and noised data, tested on spell-checked

and noised with the same noise level as the training set.

e RoVe - an ABAE model using robust word
embeddings.

5.1 Methodology

As the noise model, we took simple character
swapping with some probability, i.e. for any given
string we go through it character by character and
randomly decide if we need to replace this particu-
lar letter of the input with some random character.

As a quality measure we take F7 (weighted by
class representativity) score following (He et al.,
2017). The authors of the original paper used data
from the Citysearch corpus with user reviews on
restaurants in New York city originally described
in (Ganu et al., 2009). The reviews were labeled
by human annotators with a set of categories, like
“Food” or “Stuff”. The authors used only reviews
with exactly one labeled category. So in the end a
model predicts a label for a review in the unsuper-
vised way. The label is considered to be the most
probable aspect label.

5.2 Results

In Fig. 4 we show both the baseline ABAE model
and its extended version proposed in this work.
The original model has shown lower results for
all lower noise levels, while all extensions show
improvement over the original model. The RoVe
extensions shows improvement for all noise levels
over the original model and the other extensions.
The full results for aspect extraction task are pub-
lished in (Malykh and Khakhulin, 2018).
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Figure 4: F; measure for ABAE model and proposed
extensions.

6 Preliminary Results and Future
Research Directions

In this work the research in four related subareas
is proposed, these are word embeddings, text clas-
sification and named entity recognition and aspect
extraction.

Preliminary experiments for the robust to noise
word embeddings showed that explicit noise han-
dling is better than implicit like in fasttext model.
The preliminary results for the word embeddings
had been published in (Malykh, 2017). The pos-
sible further research in that direction could be an
investigation of embeddings for infix morphology
languages, like Arabic and Hebrew.

In the downstream tasks experiments show that
designed noise robustness improves quality on
noisy data. For named entity recognition task the



preliminary results are published in (Malykh and
Lyalin, 2018), and for aspect extraction task the
results are published in (Malykh and Khakhulin,
2018). The further research could be done in three
directions. Firstly, all of the tasks could be ap-
plied to more languages. Secondly, for classifi-
cation task corpora with more marked up classes
could be used. This task is harder in general case,
and there are some available corpora with dozens
of classes. And last but not least, thirdly, the sug-
gested methodology could be applied to the other
subareas of natural language processing, like Au-
tomatic Speech Recognition and Optical Character
Recognition, and achieve results in noise robust-
ness improvement there.
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Abstract

Mental health research can benefit increas-
ingly fruitfully from computational linguis-
tics methods, given the abundant availability
of language data in the internet and advances
of computational tools. This interdisciplinary
project will collect and analyse social me-
dia data of individuals diagnosed with bipolar
disorder with regard to their recovery experi-
ences. Personal recovery - living a satisfying
and contributing life along symptoms of se-
vere mental health issues - so far has only been
investigated qualitatively with structured in-
terviews and quantitatively with standardised
questionnaires with mainly English-speaking
participants in Western countries. Comple-
mentary to this evidence, computational lin-
guistic methods allow us to analyse first-
person accounts shared online in large quan-
tities, representing unstructured settings and a
more heterogeneous, multilingual population,
to draw a more complete picture of the aspects
and mechanisms of personal recovery in bipo-
lar disorder.

1 Introduction and background

Recent years have witnessed increased perfor-
mance in many computational linguistics tasks
such as syntactic and semantic parsing (Collobert
et al.,, 2011; Zeman et al., 2018), emotion classifi-
cation (Becker et al., 2017), and sentiment analy-
sis (Barnes et al., 2017, 2018a,b), especially con-
cerning the applicability of such tools to noisy on-
line data. Moreover, the field has made substantial
progress in developing multilingual models and
extending semantic annotation resources to lan-
guages beyond English (Pianta et al., 2002; Boas,
2009; Piao et al., 2016; Boot et al., 2017).
Concurrently, it has been argued for mental
health research that it would constitute a ‘valu-
able critical step’ (Stuart et al., 2017) to analyse
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first-hand accounts by individuals with lived ex-
perience of severe mental health issues in blog
posts, tweets, and discussion forums. Several se-
vere mental health difficulties, e.g., bipolar dis-
order (BD) and schizophrenia are considered as
chronic and clinical recovery, defined as being re-
lapse and symptom free for a sustained period of
time (Chengappa et al., 2005), is considered dif-
ficult to achieve (Forster, 2014; Heylighen et al.,
2014; U.S. Department of Health and Human Ser-
vices: The National Institute of Mental Health,
2016). Moreover, clinically recovered individ-
uals often do not regain full social and educa-
tional/vocational functioning (Strakowski et al.,
1998; Tohen et al., 2003). Therefore, research
originating from initiatives by people with lived
experience of mental health issues has been advo-
cating emphasis on the individual’s goals in recov-
ery (Deegan, 1988; Anthony, 1993). This move-
ment gave rise to the concept of personal recov-
ery (Andresen et al., 2011; van Os et al., 2019),
loosely defined as a ‘way of living a satisfying,
hopeful, and contributing life even with limitations
caused by illness’ (Anthony, 1993). The aspects
of personal recovery have been conceptualised in
various ways (Young and Ensing, 1999; Mansell
et al., 2010; Morrison et al., 2016). According to
the frequently used CHIME model (Leamy et al.,
2011), its main components are Connectedness,
Hope and optimism, Identity, Meaning and pur-
pose, and Empowerment.

Here, we focus on BD, which is characterised
by recurring episodes of depressed and elated
(hypomanic or manic) mood (Jones et al., 2010;
Forster, 2014). Bipolar spectrum disorders were
estimated to affect approximately 2% of the UK
population (Heylighen et al., 2014) with rates
ranging from 0.1%-4.4% across 11 other Euro-
pean, American and Asian countries (Merikangas
et al., 2011). Moreover, BD is associated with a
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high risk of suicide (Novick et al., 2010), making
its prevention and treatment important tasks for
society. BD-specific personal recovery research is
motivated by mainly two facts: First, the pole of
positive/elevated mood and ongoing mood insta-
bility constitute core features of BD and pose spe-
cial challenges compared to other mental health
issues, such as unipolar depression (Jones et al.,
2010). Second, unlike for some other severe men-
tal health difficulties, return to normal functioning
is achievable given appropriate treatment (Coryell
etal., 1998; Tohen et al., 2003; Goldberg and Har-
row, 2004).

A substantial body of qualitative and quan-
titative research has shown the importance of
personal recovery for individuals diagnosed with
BD (Mansell et al., 2010; Jones et al., 2010, 2012,
2015; Morrison et al., 2016). Qualitative evidence
mainly comes from (semi-)structured interviews
and focus groups and has been criticised for small
numbers of participants (Stuart et al., 2017), lack-
ing complementary quantitative evidence from
larger samples (Slade et al., 2012). Some quanti-
tative evidence stems from the standardised bipo-
lar recovery questionnaire (Jones et al., 2012) and
a randomised control trial for recovery-focused
cognitive-behavioural therapy (Jones et al., 2015).
Critically, previous research has taken place only
in structured settings.

What is more, the recovery concept emerged
from research primarily conducted in English-
speaking countries, mainly involving researchers
and participants of Western ethnicity. This might
have led to a lack of non-Western notions of well-
being in the concept, such as those found in in-
digenous peoples (Slade et al., 2012), limiting its
the applicability to a general population. Indeed,
the variation in BD prevalence rates from 0.1% in
India to 4.4% in the US is striking. It has been
shown that culture is an important factor in the di-
agnosis of BD (Mackin et al., 2006), as well as
on the causes attributed to mental health difficul-
ties in general and treatments considered appropri-
ate (Sanches and Jorge, 2004; Chentsova-Dutton
et al., 2014). While approaches to mental health
classification from texts have long ignored the cul-
tural dimension (Loveys et al., 2018), first studies
show that online language of individuals affected
by depression or related mental health difficulties
differs significantly across cultures (De Choud-
hury et al., 2017; Loveys et al., 2018).
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Hence, it seems timely to take into account the
wealth of accounts of mental health difficulties
and recovery stories from individuals of diverse
ethnic and cultural backgrounds that are available
in a multitude of languages on the internet. Corpus
and computational linguistic methods are explic-
itly designed for processing large amounts of lin-
guistic data (Jurafsky and Martin, 2009; O’Keefte
and McCarthy, 2010; McEnery and Hardie, 2011;
Rayson, 2015), and as discussed above, recent ad-
vances have made it feasible to apply them to
noisy user-generated texts from diverse domains,
including mental health (Resnik et al., 2014; Ben-
ton et al., 2017b). Computer-aided analysis of
public social media data enables us to address sev-
eral shortcomings in the scientific underpinning of
personal recovery in BD by overcoming the small
sample sizes of lab-collected data and including
accounts from a more heterogeneous population.

In sum, our research questions are as follows:
(1) How is personal recovery discussed online by
individuals meeting criteria for BD? (2) What new
insights do we get about personal recovery and
factors that facilitate or hinder it? We will in-
vestigate these questions in two parts, looking at
English-language data by westerners and at multi-
lingual data by individuals of diverse ethnicities.

2 Data

Previous work in computational linguistics and
clinical psychology has tended to focus on the
detection of mental health issues as classification
tasks (Arseniev-Koehler et al., 2018). Datasets
have been collected for various conditions includ-
ing BD using publicly available social-media data
from Twitter (Coppersmith et al., 2015) and Red-
dit (Sekuli¢ et al., 2018; Cohan et al., 2018). Un-
fortunately, the Twitter dataset is unavailable for
further research.! In both Reddit datasets, mental
health-related content was deliberately removed.
This allows the training of classifiers that try to
predict the mental health of authors from excerpts
that do not explicitly address mental health, yet
it renders the data useless for analyses on how
mental health is talked about online. Due to this
lack of appropriate existing publicly accessible
datasets, we will create such resources and make
them available to subsequent researchers.

We plan to collect data relevant for BD in gen-

"Email communication with the first author of Copper-
smith et al. (2015).



eral as well as for personal recovery in BD from
three sources varying in their available amount
versus depth of the accounts we expect to find:
1) Twitter, 2) Reddit (focusing on mental health-
related content unlike previous work), 3) blogs au-
thored by affected individuals. Twitter and Reddit
users with a BD diagnosis will be identified au-
tomatically via self-reported diagnosis statements,
such as ‘I was diagnosed with BD-I last week’.
To do so, we will extend on the diagnosis pat-
terns and terms for BD provided by Cohan et al.
(2018)2. Implicit consent is assumed from users
on these platforms to use their public tweets and
posts.? Relevant blogs will be manually identified,
and their authors will be contacted to obtain in-
formed consent for using their texts.

Since language and culture are important fac-
tors in our research questions, we need informa-
tion on the language of the texts and the coun-
try of residence of their authors®, which is not
provided in a structured format in the three data
sources. For language identification, Twitter em-
ploys an automatic tool (Trampus, 2015), which
can be used to filter tweets according to 60 lan-
guage codes, and there are free, fairly accurate
tools such as the Google Compact Language De-
tector*, which can be applied to Reddit and blog
posts. The location of Twitter users can be auto-
matically inferred from their tweets (Cheng et al.,
2010) or the (albeit noisy) location field in their
user profiles (Hecht et al., 2011). Only one attempt
to classify the location of Reddit users has been
published so far (Harrigian, 2018) showing mea-
gre results, indicating that the development of ro-
bust location classification approaches on this plat-
form would constitute a valuable contribution.

Some companies collect mental health-related
online data and make them available to researchers
subject to approval of their internal review boards,
e.g., OurDataHelps® by Qntfy or the peer-support
forum provider 7 Cups®. Unlike ‘raw’ social me-
dia data, these datasets have richer user-provided
metadata and explicit consent for research usage.
On the other hand, less data is available, the pro-
cess to obtain access might be tedious within the
short timeline of a PhD project and it might be im-

http://ir.cs.georgetown.edu/data/
smhd/

3See Section 4 for ethical considerations on this.

*nttps://github.com/CLD20wners/cld2

Shttps://ourdatahelps.org/

*https://7cups.com/
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possible to share the used portions of the data with
other researchers. Therefore, we will follow up the
possibilities of obtaining access to these datasets,
but in parallel also collect our own datasets to
avoid dependence on external data providers.

3 Methodology and Resources

As explained in the introduction, the overarching
aim of this project is to investigate in how far
information conveyed in social media posts can
complement more traditional research methods in
clinical psychology to get insights into the recov-
ery experience of individuals with a BD diagnosis.
Therefore, we will first conduct a systematic liter-
ature review of qualitative evidence to establish a
solid base of what is already known about personal
recovery experiences in BD for the subsequent so-
cial media studies.

Our research questions, which regard the expe-
riences of different populations, lend themselves
to several subprojects. First, we will collect and
analyse English-language data from westerners.
Then, we will address ethnically diverse English-
speaking populations and finally multilingual ac-
counts. This has the advantage that we can build
data processing and methodological workflows
along an increase in complexity of the data col-
lection and analysis throughout the project.

In each project phase, we will employ a mixed-
methods approach to combine the advantages of
quantitative and qualitative methods (Tashakkori
and Teddlie, 1998; Creswell and Plano Clark,
2011), which is established in mental health re-
search (Steckler et al., 1992; Baum, 1995; Sale
et al., 2002; Lund, 2012) and specifically recom-
mended to investigate personal recovery (Leon-
hardt et al., 2017). Quantitative methods are suit-
able to study observable behaviour such as lan-
guage and yield more generalisable results by
taking into account large samples. However,
they fall short of capturing the subjective, id-
iosyncratic meaning of socially constructed real-
ity, which is important when studying individuals’
recovery experience (Russell and Browne, 2005;
Mansell et al., 2010; Morrison et al., 2016; Crowe
and Inder, 2018). Therefore, we will apply an
explanatory sequential research design (Creswell
and Plano Clark, 2011), starting with statistical
analysis of the full dataset followed by a manual
investigation of fewer examples, similar to ‘distant
reading’ (Moretti, 2013) in digital humanities.



Since previous research mainly employed
(semi-)structured interviews and we do not expect
to necessarily find the same aspects emphasised in
unstructured settings, even less so when looking at
a more diverse and non-English speaking popula-
tion, we will not derive hypotheses from existing
recovery models for testing on the online data. In-
stead, we will start off with exploratory quantita-
tive research using comparative analysis tools such
as Wmatrix (Rayson, 2008) to uncover important
linguistic features, e.g., on keywords and key con-
cepts that occur with unexpected frequency in our
collected datasets relative to reference corpora.
The underlying assumption is that keywords and
key concepts are indicative of certain aspects of
personal recovery, such as those specified in the
CHIME model (Leamy et al., 2011), other pre-
vious research (Mansell et al., 2010; Morrison
et al.,, 2016; Crowe and Inder, 2018), or novel
ones. Comparing online sources with transcripts
of structured interviews or subcorpora originating
from different cultural backgrounds might uncover
aspects that were not prominently represented in
the accounts studied in prior research.

A specific challenge will be to narrow down
the data to parts relevant for personal recovery,
since there is no control over the discussed top-
ics compared to structured interviews. To inves-
tigate how individuals discuss personal recovery
online and what (potentially unrecorded) aspects
they associate with it, without a priori narrow-
ing down the search-space to specific known key-
words seems like a chicken-and-egg problem. We
propose to address this challenge by an iterative
approach similar to the one taken in a corpus lin-
guistic study of cancer metaphors (Semino et al.,
2017). Drawing on results from previous qualita-
tive research (Leamy et al., 2011; Morrison et al.,
2016), we will compile an initial dictionary of
recovery-related terms. Next, we will examine a
small portion of the dataset manually, which will
be partly randomly sampled and partly selected to
contain recovery-related terms. Based on this, we
will be able to expand the dictionary and addi-
tionally automatically annotate semantic concepts
of the identified relevant text passages using a se-
mantic tagging approach such as the UCREL Se-
mantic Analysis System (USAS) (Rayson et al.,
2004). Crucially for the multilingual aspect of
the project, USAS can tag semantic categories in
eight languages (Piao et al., 2016). Then, se-
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mantic tagging will be applied to the full corpus
to retrieve all text passages mentioning relevant
concepts. Furthermore, distributional semantics
methods (Lenci, 2008; Turney and Pantel, 2010)
can be used to find terms that frequently co-occur
with words from our keyword dictionary. Occur-
rences of the identified keywords or concepts can
be quantified in the full corpus to identify the im-
portance of the related personal recovery aspects.

Linguistic Inquiry and Word
Count (LIWC) (Pennebaker et al., 2015) is a
frequently used tool in social-science text analysis
to analyse emotional and cognitive components
of texts and derive features for classification
models (Cohan et al., 2018; Sekuli¢ et al., 2018;
Tackman et al., 2018; Wang and Jurgens, 2018).
LIWC counts target words organised in a man-
ually constructed hierarchical dictionary without
contextual disambiguation in the texts under
analysis and has been psychometrically validated
and developed for English exclusively. While
translations for several languages exist, e.g.,
Dutch (Boot et al., 2017), and it is questionable
to what extent LIWC concepts can be transferred
to other languages and cultures by mere trans-
lation. We therefore aim to apply and develop
methods that require less manual labour and are
applicable to many languages and cultures. One
option constitute unsupervised methods, such
as topic modelling, which has been applied to
explore cultural differences in mental-health
related online data already (De Choudhury et al.,
2017; Loveys et al., 2018). The Differential
Language Analysis ToolKit (DLATK) (Schwartz
et al., 2017) facilitates social-scientific language
analyses, including tools for preprocessing, such
as emoticon-aware tokenisers, filtering according
to meta data, and analysis, e.g. via robust topic
modelling methods.

Furthermore, emotion and sentiment analysis
constitute useful tools to investigate the emotions
involved in talking about recovery and identify
factors that facilitate or hinder it. There are
many annotated datasets to train supervised clas-
sifiers (Bostan and Klinger, 2018; Barnes et al.,
2017) for these actively researched NLP tasks.
Machine learning methods were found to usu-
ally outperform rule-based approaches based on
look-ups in dictionaries such as LIWC. Again,
most annotated resources are English, but state
of the art approaches based on multilingual em-



beddings allow transferring models between lan-
guages (Barnes et al., 2018a).

4 Ethical considerations

Ethical considerations are established as essential
part in planning mental health research and most
research projects undergo approval by an ethics
committee. On the contrary, the computational
linguistics community has started only recently to
consider ethical questions (Hovy and Spruit, 2016;
Hovy et al., 2017). Likely, this is because com-
putational linguistics was traditionally concerned
with publicly available, impersonal texts such as
newspapers or texts published with some tempo-
ral distance, which left a distance between the text
and author. Conversely, recent social media re-
search often deals with highly personal informa-
tion of living individuals, who can be directly af-
fected by the outcomes (Hovy and Spruit, 2016).

Hovy and Spruit (2016) discuss issues that can
arise when constructing datasets from social me-
dia and conducting analyses or developing pre-
dictive models based on these data, which we re-
view here in relation to our project: Demographic
bias in sampling the data can lead to exclusion
of minority groups, resulting in overgeneralisation
of models based on these data. As discussed in
the introduction, personal recovery research suf-
fers from a bias towards English-speaking West-
ern individuals of white ethnicity. By studying
multilingual accounts of ethnically diverse pop-
ulations we explicitly address the demographic
bias of previous research. Topic overexposure is
tricky to address, where certain groups are per-
ceived as abnormal when research repeatedly finds
that their language is different or more difficult
to process. Unlike previous research (Copper-
smith et al., 2015; Cohan et al., 2018; Sekulié
et al., 2018) our goal is not to reveal particularities
in the language of individuals affected by men-
tal health problems. Instead, we will compare ac-
counts of individuals with BD from different set-
tings (structured interviews versus informal online
discourse) and of different backgrounds. While
the latter bears the risk to overexpose certain mi-
nority groups, we will pay special attention to this
in the dissemination of our results.

Lastly, most research, even when conducted
with the best intentions, suffers from the dual-use
problem (Jonas, 1984), in that it can be misused or
have consequences that affect people’s life nega-
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tively. For this reason, we refrain from publishing
mental health classification methods, which could
be used, for example, by health insurance compa-
nies for the risk assessment of applicants based on
their social media profiles.

If and how informed consent needs to be ob-
tained for research on social media data is a de-
bated issue (Eysenbach and Till, 2001; Beninger
et al., 2014; Paul and Dredze, 2017), mainly be-
cause it is not straightforward to determine if posts
are made in a public or private context. From a
legal point of view, the privacy policies of Twit-
ter’ and Reddit®, explicitly allow analysis of the
user contents by third party, but it is unclear to
what extent users are aware of this when posting to
these platforms (Ahmed et al., 2017). However, in
practice it is often infeasible to seek retrospective
consent from hundreds or thousands of social me-
dia users. According to current ethical guidelines
for social media research (Benton et al., 2017a;
Williams et al., 2017) and practice in compara-
ble research projects (O’Dea et al., 2015; Ahmed
et al., 2017), it is regarded as acceptable to waive
explicit consent if the anonymity of the users is
preserved. Therefore, we will not ask the account
holders of Twitter and Reddit posts included in our
datasets for their consent.

Benton et al. (2017a) formulate guidelines for
ethical social media health research that pertain es-
pecially to data collection and sharing. In line with
these, we will only share anonymised and para-
phrased excerpts from the texts, as it is often possi-
ble to recover a user name via a web search for the
verbatim text of a post. However, we will make the
original texts available as datasets to subsequent
research under a data usage agreement. Since the
(automatic) annotation of demographic variables
in parts of our dataset constitutes especially sensi-
tive information on minority status in conjunction
with mental health, we will only share these an-
notations with researchers that demonstrate a gen-
uine need for them, i.e. to verify our results or to
investigate certain research questions.

Another important question is in which situa-
tions of encountering content indicative of a risk
of self-harm or harm to others it would be appro-

7https://cdn.cms—twdigitalassets.
com/content/dam/legal-twitter/
site-assets/privacy-policy-new/
Privacy-Policy-Terms-of-Service_EN.pdf

8www.redditinc.com/policies/
privacy-policy



priate or even required by duty of care for the re-
search team to pass on information to authorities.
Surprisingly, we could only find two mentions of
this issue in social media research (O’Dea et al.,
2015; Young and Garett, 2018). Acknowledging
that suicidal ideation fluctuates (Prinstein et al.,
2008), we accord with the ethical review board’s
requirement in O’Dea et al. (2015) to only analyse
content posted at least three months ago. If the
research team, which includes clinical psycholo-
gists, still perceives users at risk we will make use
of the reporting facilities of Twitter and Reddit.

As a central component we consider the in-
volvement of individuals with lived experience in
our project, an aspect which is missing in the dis-
cussion of ethical social media health research so
far. The proposal has been presented to an advi-
sory board of individuals with a BD diagnosis and
was received positively. The advisory board will
be consulted at several stages of the project to in-
form the research design, analysis, and publica-
tion of results. We believe that board members
can help to address several of the raised ethical
problems, e.g., shaping the research questions to
avoid feeding into existing biases or overexposing
certain groups and highlighting potentially harm-
ful interpretations and uses of our results.

S Impact and conclusion

The importance of the recovery concept in the
design of mental health services has recently
been prominently reinforced, suggesting recovery-
oriented social enterprises as key component of
the integrated service (van Os et al., 2019). We
think that a recovery approach as leading princi-
ple for national or global health service strategies,
should be informed by voices of individuals as di-
verse as those it is supposed to serve. Therefore,
we expect the proposed investigations of views on
recovery by previously under-researched ethnic,
language, and cultural groups to yield valuable in-
sights on the appropriateness of the recovery ap-
proach for a wider population. The datasets col-
lected in this project can serve as useful resources
for future research. More generally, our social-
media data-driven approach could be applied to in-
vestigate other areas of mental health if it proves
successful in leading to relevant new insights.
Finally, this project is an interdisciplinary en-
deavour, combining clinical psychology, input
from individuals with lived experience of BD, and
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computational linguistics. While this comes with
the challenges of cross-disciplinary research, it has
the potential to apply and develop state-of-the-art
NLP methods in a way that is psychologically and
ethically sound as well as informed and approved
by affected people to increase our knowledge of
severe mental illnesses such as BD.
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Abstract

The adaptation of neural approaches to NLP
is a landmark achievement that has called into
question the utility of linguistics in the de-
velopment of computational systems. This
research proposal consequently explores this
question in the context of a neural morpho-
logical analyzer for a polysynthetic language,
St. Lawrence Island Yupik. It asks whether in-
corporating elements of Yupik linguistics into
the implementation of the analyzer can im-
prove performance, both in low-resource set-
tings and in high-resource settings, where rich
quantities of data are readily available.

1 Introduction

In the years to come, the advent of neural ap-
proaches will undoubtedly stand out as a pivotal
point in the history of computational linguistics
and natural language processing. The introduction
of neural techniques has resulted in system imple-
mentations that are performant, but highly depen-
dent on algorithms, statistics, and vast quantities
of data. Still we consider this work to belong to
computational linguistics, which raises the ques-
tion: Where does linguistics fit in?

Researchers have endeavored to answer this
question, though some years before the popular-
ization of neural approaches, demonstrating in
particular the value of linguistics to morpholog-
ical and syntactic parsing (Johnson, 2011; Ben-
der, 2013) as well as machine translation (Raskin,
1987). This question is all the more relevant now
in light of machine learning; as such, the research
proposed herein is an exploration of the value of
linguistics and how its pairing with neural tech-
niques consequently affects system performance.

2 Previous Work

As this question is too broad in scope to explore
as is, we instead apply it to a specific context, and
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ask how the use of linguistics can facilitate the de-
velopment of a neural morphological analyzer for
the language St. Lawrence Island Yupik.

St. Lawrence Island Yupik, hereafter Yupik,
is an endangered, polysynthetic language of the
Bering Strait region that exhibits considerable
morphological productivity. Yupik words may
possess several derivational suffixes, such as -pig
in (1), which are responsible for deriving new
words from existing ones: mangteghapig- ‘Yupik
house’ from mangteghagh- ‘house’. Derivational
suffixes are then followed by inflectional suffixes
which mark grammatical properties such as case,
person, and number.

(1) mangteghapiput
mangteghagh- -pig- -put
house- -real- ABS.PL.1PLPOSS

‘our Yupik houses’ (Nagai, 2001, p.22)

Analyzing a Yupik word into its constituent
morphemes thus poses a challenge given the po-
tential length and morphological complexity of
that word, as well as the fact that its morphemes’
actual forms may have been altered by the lan-
guage’s morphophonology (see § 4.2), as illus-
trated in (1). Moreover, since there exist few
Yupik texts that could qualify as training data for
a neural morphological analyzer, Yupik may also
be considered a low-resource language.

Low-resource settings offer initial insights into
how linguistics impacts a morphological ana-
lyzer’s performance. While many neural systems
perform well when they are trained on a multi-
tude of data points, studies have shown that uti-
lizing linguistic concepts and incorporating lan-
guage features can enhance performance in set-
tings where training data is scarce.

With respect to the task of morphological anal-
ysis in particular, Moeller et al. (2019) demon-
strated that when data was limited to 10,000 to
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30,000 training examples, a neural morphologi-
cal analyzer for Arapaho verbs that considered
linguistically-motivated intermediate forms ulti-
mately outperformed the analyzer that did not.

3 Linguistics in Low-Resource Settings

Given the success of Moeller et al. (2019)’s study,
we replicated the morphological parsing or analy-
sis experiments for Yupik nouns, studying the ex-
tendability of the claim that incorporating linguis-
tics eases the task of morphological analysis.

3.1 Methodology
3.1.1 Morphological Analysis as Machine
Translation

Initial steps toward recreating the Arapaho exper-
iments involved recasting morphological analy-
sis as a sequence-to-sequence machine translation
task. The input sequence consists of characters
that comprise the surface form, such as whales,
which is translated into an output sequence of
characters and morphological tags that comprise
the glossed form, such as whale[PL]:

whales

!

whale [PL]

The morphological analysis of the Yupik surface
form in (2) can consequently be regarded as the
following translation:

aghveghet

d
aghvegh[ABS] [PL]

Observe that the glossed form resembles the in-
terlinear morphological gloss, underlined in (2),
which offers a lexical or linguistic description of
each individual morpheme.

(2) aghveghet
aghvegh- -et
whale- -ABS.PL
‘whales’

While this methodology of training a machine
translation system to translate between surface
forms and glossed forms (the direct strategy) has
resulted in fairly successful morphological analyz-
ers (Micher, 2017; Moeller et al., 2018; Schwartz
et al., 2019), Moeller et al. (2019) found that sup-
plementing the training procedure with an inter-
mediate translation step (the intermediate strat-
egy) improved the performance of the Arapaho
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verb analyzer in instances of data scarcity. This
intermediate step utilized the second line seen in
(2) that is neglected in the direct strategy, but is
regarded as significant by linguists for listing con-
stituent morphemes in their full forms. As a re-
sult, in addition to training an analyzer via the di-
rect strategy, Moeller et al. (2019) trained a second
analyzer via the intermediate strategy, that per-
formed two sequential translation tasks, from sur-
face form (SF) to intermediate form (IF), and from
intermediate form to glossed form (GF).

SF:
i
4
GF- [aghvegh[ABS] [PL]J

3.1.2 Generating Training Data

The training data in our replicated study conse-
quently consisted of Yupik SF-IF-GF triplets. Like
the training sets described in Moeller et al. (2019),
the Yupik datasets were generated via the exist-
ing finite-state morphological analyzer (Chen and
Schwartz, 2018), implemented in the foma finite-
state toolkit (Hulden, 2009). Since analyzers im-
plemented in foma perform both morphological
analysis (SF—GF) and generation (GF—SF) and
permit access to intermediate forms, the glossed
forms were generated first, by pairing a Yupik
noun root with a random selection of derivational
suffixes, and a nominal case ending, as in (3) (see
§ 4.1 for a more detailed discussion).

3)

Each glossed form’s intermediate and surface
forms were subsequently generated via our Yupik
finite-state analyzer (Chen and Schwartz, 2018),
resulting in triplets such as the one seen below:

aghvegh-ghllag[ ABS][PL]

SF
IF
GF

aghveghllaget
aghvegh-ghllag-et
aghvegh-ghllag[ ABS][PL]

Each triplet was split into three training sets,
consisting of the following parallel data:

1. SF — IF
2. IF = GF
3. SF — GF



The first two sets were used to train the analyzer
via the intermediate strategy, and the last set was
used to train the analyzer that adhered to the di-
rect strategy. Lastly, whereas Moeller et al. (2019)
developed training sets consisting of 14.5K, 18K,
27K, 31.5K, and 36K examples, the Yupik train-
ing sets varied from 1K to 20K examples in incre-
ments of 5000, to more realistically represent the
low-resource setting of Yupik.

3.1.3 Training Parameters

For training, each parallel dataset was tokenized
by character and randomly partitioned into a train-
ing set, a validation set, and a test set in a 0.8 /
0.1/ 0.1 ratio. The two analyzers trained on each
of these datasets were then implemented as bidi-
rectional recurrent encoder-decoder models with
attention (Schuster and Paliwal, 1997; Bahdanau
et al., 2014) in the Marian Neural Machine Trans-
lation framework (Junczys-Dowmunt et al., 2018).
We used the default parameters of Marian, de-
scribed in Sennrich et al. (2016), where the en-
coder and decoder consisted of one hidden layer
each, and the model was trained to convergence
via early stopping and holdout cross validation.

3.2 Results
100
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Figure 1: Accuracy scores of the analyzers trained
on the intermediate and direct strategies, for all five
datasets

The two trained analyzers for each dataset were
evaluated on identical held-out test sets in order to
compare their performances. As illustrated in Fig-
ure 1, it was only in the lowest data setting that
the intermediate strategy outperformed the direct
strategy with respect to accuracy. In all other in-
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stances, the direct strategy emerged as the better
training methodology.

We speculate that this disparity in our results
and that of Moeller et al. (2019) is due to differ-
ences in the morphophonological systems of Ara-
paho and Yupik and their effects on spelling. Ara-
paho’s morphophonology, in particular, can radi-
cally alter the spelling of morphemes in the GF
versus SF of a given word, as seen below (Moeller
et al., 2019). It is possible that the intermediate
step consequently assists the Arapaho analyzer in
bridging this orthographical gap.

SF nonoohobeen
IF noohoween
GF [VERB][TA][ANIMATE-OBJECT]

[AFFIRMATIVE][PRESENT]
[IC]noohow[1PL-EXCL-SUBIJ][2SG-OBJ]

In Yupik, however, there is considerably less
variation in the spelling (see § 3.1.2). This may
mean the addition of the intermediate step in the
Yupik analyzer only creates more room for error,
and the direct strategy fares better as a result.

Though the results of our replicated study seem
to point to the expendability of linguistics for the
task of morphological analysis, calculating the
Levenshtein distances between the incorrect out-
puts of each analyzer and their gold standard out-
puts offers a novel interpretation.

For every morphological analysis flagged as in-
correct, its Levenshtein distance to the correct
analysis was calculated, and all such distances
were averaged for each analyzer (see Figure 2).
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Figure 2: Average Levenshtein distances of the analyz-
ers trained on the intermediate and direct strategies, for
all five datasets



(4) nunivagseghat
nunivagseghagh- -t
tundra.vegetation- -ABS.PL

‘tundra vegetation’ (Nagai, 2001, p.60)

(5) Sivagaghhmiinguunga
Sivuqagh- -mii- -ngu-  -u- -nga
St. Lawrence Island- -resident.of- -to.be. -INTR.IND- -1SG
‘I am a St. Lawrence Islander’ (Jacobson, 2001, p.42)
(6) ilughaghniighunneghtughllagyalghiit
ilughagh- -niigh- -u-  -negh- -tu- -ghllag-  -yalghii- -t
cousin- -tease- -do- -very.many- -do.habitually- -very- -INTR.PTCP_OBL- -3PL

‘Many cousins used to teach each other a lot’ (Apassingok et al., 1993, p.47)

We found that the average Levenshtein distance
for the analyzer trained on the intermediate strat-
egy was statistically less than that of the direct
strategy analyzer (p < 0.0001), with the excep-
tion of the lowest data setting. At 15K and 20K
training examples, for instance, the average Lev-
enshtein distances differed by nearly 10 or 11 op-
erations. Furthermore, there did not appear to be a
statistically significant difference in the complex-
ity of the analyses being flagged as incorrect; the
direct strategy was just as likely as the intermedi-
ate strategy to misanalyze simple words with one
or two derivational suffixes.

The shorter Levenshtein distances suggest that
the analyzers trained on the intermediate strategy
consistently returned analyses that better resem-
bled the correct answers as compared to their di-
rect strategy counterparts. Therefore, even though
the direct strategy proved superior to the interme-
diate strategy with respect to general accuracy, the
outputs of the intermediate strategy may be more
valuable to students of Yupik who are more reliant
on the neural analyzer for an initial parse.

4 Linguistics in High-Resource Settings

The replicated study suggests that the accuracy
of the analyzer is proportional to the quantity of
training examples, especially for the direct strat-
egy, as evidenced in Figure 1. Additional experi-
ments demonstrated, however, that even using the
finite-state analyzer to generate as many as 10 mil-
lion training examples resulted in the accuracy of
the neural analyzer plateauing around 88.77% for
types and 87.19% for tokens on a blind test set
that encompassed 659 types and 796 tokens re-
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spectively. This raises the question as to whether it
is possible to improve the neural analyzer to com-
petitive accuracy scores above 90% by reinforcing
the direct strategy with aspects of Yupik linguis-
tics whose effects have yet to be explored. Thus,
the remainder of this proposal introduces these lin-
guistic aspects and suggests means of integrating
them into the high-resource implementation of the
neural analyzer.

4.1 Integrating Yupik Morphology

One aspect of Yupik that may be useful is its word
structure, which typically adheres to the following
template, where ( ) denotes optionality:

Root + (Derivational Suffix(es)) + Inflectional
Suffix(es) + (Enclitic)

Most roots can be identified as common nouns
or verbs and are responsible for the most morpho-
logically complex words in the language, as they
are the only roots that can take derivational suf-
fixes. Moreover, all derivational morphology is
suffixing in nature, and Yupik words may have
anywhere from zero to seven derivational suffixes,
with seven being the maximum that has been at-
tested in Yupik literature (de Reuse, 1994). Lastly,
there are two types of inflection in Yupik: nominal
inflection and verbal inflection.

This word structure consequently results in
Yupik words of varying length as well as varying
morphological complexity (see (4), (5), and (6)),
which in turn constitutes ideal conditions for cur-
riculum learning.

Curriculum learning, with respect to machine
learning, is a training strategy that “introduces dif-



ferent concepts at different times, exploiting previ-
ously learned concepts to ease the learning of new
abstractions” (Bengio et al., 2013). As such, “sim-
ple” examples are presented in the initial phases
of training, with each phase introducing examples
that are progressively more complex than the last,
until the system has been trained on all phases, that
is, the full curriculum.

The morphological diversity of Yupik words is
naturally suited for curriculum learning, and may
positively impact the accuracy of the neural ana-
lyzer. One proposed experiment of this paper is to
restructure the training dataset, such that the neu-
ral analyzer is trained on the simplest Yupik words
first, that is, those words consisting of an inflected
root with zero derivational suffixes. Each suc-
cessive phase introduces words with an additional
derivational suffix, until the last phase presents the
most morphologically complex words attested in
the language.

4.2 Integrating Yupik Morphophonology

A second aspect of Yupik linguistics that may be
integrated is its complex morphophonological rule
system. In particular, the suffixation of deriva-
tional and inflectional morphemes in Yupik is con-
ditioned by morphophonological rules that apply
at each morpheme boundary and obscure them,
rendering a surface form that may be unrecogniz-
able from the glossed form, as in (7):

(7) kaanneghituq
kaate-  -nghite- -u- -q
arrive-  -did.not-  -INTR.IND- -3SG

‘he/she did not arrive’ (Jacobson, 2001, p.43)

Moreover, each morphophonological rule has
been assigned an arbitrary symbol in the Yupik
literature (Jacobson, 2001), and so, every deriva-
tional and inflectional suffix can be written with all
of the rules associated with it, as in (8). Here, @
modifies root-final -te, — deletes root-final conso-
nants, ~¢ deletes root-final -e, and (g/t) designates
allomorphs that surface under distinct phonologi-
cal conditions.

(8) kaanneghituq
kaate- -@-nghite- -~(g/t)u- -q
arrive-  -did.not- -INTR.IND- -3SG

‘he/she did not arrive’ (Jacobson, 2001, p.43)

A second proposed experiment will conse-
quently explore the potential insight provided by
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including these morphophonological symbols in
the training examples, studying whether the sym-
bols facilitate learning of the surface form to
glossed form mapping or whether these additional
characters actually introduce noise. Since mini-
mal pairs do exist to differentiate the phonolog-
ical conditions under which each symbol applies
(see (9)), inclusion of the symbols may in fact as-
sist the system in learning the morphophonologi-
cal changes that are induced by certain suffixes.

(9)  nuna-ghllak — nunaghllak
qulmesiite—ghllak — qulﬁiit@llak
anyagh—ghllak — angyaghllak
sikig—ghllak —  sikigllak
kiiw—ghllak —  kiiwhllagek

Lastly, Yupik morphophonology may also be in-
tegrated into a curriculum learning training strat-
egy, where separating the “easy-to-learn” training
examples from the “hard-to-learn” training exam-
ples can be accomplished in the following ways:

1. Quantifying the number of morphophonolog-
ical rules associated with a given morpheme,
such that the simplest training examples en-
compass all suffixes with zero symbols at-
tached, such as -ni ‘the smell of; the odor
of; the taste of’ (Badten et al., 2008, p.658).
Subsequent phases successively increase this
quantity by one.

2. Ranking the morphophonological rules them-
selves by difficulty, such that the initial phase
introduces Yupik suffixes with the rules that
have been deemed “easiest to learn”, while
future phases gradually introduce those that

are “harder to learn” 1.

5 Presenting A Holistic Experiment

In summary, the objective of this proposed re-
search is to utilize aspects of the Yupik language to
reinforce the direct strategy in high-resource set-
tings, guiding how the training examples are struc-
tured and the nature of their content. Previous
sections share possible ways in which these lin-
guistic elements of Yupik may be taken into ac-
count, but they can in fact be integrated into a sin-
gle holistic experiment that trains multiple analyz-
ers with varying degrees of linguistic information.

'A difficulty ranking was elicited from a single student
during fieldwork conducted in March 2019, as most Yupik

students had not yet mastered the symbols and the rules they
represented.



In particular, we propose developing several sets
of training data with the following characteristics:

1. Includes the morphophonological symbols

(§4.2)

Ranks the training examples with respect to
the number of morphemes (§ 4.1)

Ranks the training examples with respect to
the number of morphophonological symbols
per morpheme (§ 4.2)

Ranks the training examples with respect to
the learning difficulty of the symbols (§ 4.2)

Each training dataset will incorporate as many
or as few of these characteristics as desired, for
a total of 15 datasets ((i) + (g) + (3) + (11)),
and by extension, 15 neural analyzers. We expect
any training set that involves morphophonological
symbols to improve upon the existing analyzer’s
ability to distinguish between otherwise homo-
graphic suffixes, often a point of confusion. Tak-
ing morpheme count into consideration may also
improve the analyzer’s handling of words with rel-
atively few derivational suffixes (~0-3), leaving
the bulk of errors to instead comprise the most
morphologically complex words. Furthermore, by
virtue of training on an organized dataset rather
than a randomly selected one, we predict that the
analyzer will be exposed to a much more equal
distribution of Yupik roots and suffixes. It should
then be less likely than it is now to invent roots
and suffixes that conform morphophonologically,
but do not actually exist in the attested lexicon.
Lastly, the performance of these analyzers can be
compared to the performance of a baseline system,
that is simply trained on the direct strategy with-
out any morphophonological symbols or structure
to its training data.

6 Conclusion

Moeller et al. (2019) and the replicated study for
Yupik presented herein suggest that the use of lin-
guistics can positively impact the performances of
neural morphological analyzers, at least in lower
resource settings. The proposed research, how-
ever, seeks to extend this observation to any data
setting, and explore the effects of incorporating
varying degrees of linguistic information in the
training data, in hopes of shedding light on how
best to approach to the task of morphological anal-
ysis via machine learning.
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Abstract

Consumers read online reviews for insights
which help them to make decisions. Given
the large volumes of reviews, succinct review
summaries are important for many applica-
tions. Existing research has focused on mining
for opinions from only review texts and largely
ignores the reviewers. However, reviewers
have biases and may write lenient or harsh re-
views; they may also have preferences towards
some topics over others. Therefore, not all re-
views are equal. Ignoring the biases in reviews
can generate misleading summaries. We aim
for summarization of reviews to include bal-
anced opinions from reviewers of different bi-
ases and preferences. We propose to model re-
viewer biases from their review texts and rat-
ing distributions, and learn a bias-aware opin-
ion representation. We further devise an ap-
proach for balanced opinion summarization of
reviews using our bias-aware opinion repre-
sentation.

1 Introduction

Consulting online reviews on products or services
is popular among consumers. Opinions in re-
views are scrutinised to make an informed deci-
sion on which product to buy, what service to use,
or which point-of-interest to visit. An opinion
is a view or judgment formed about something,
not necessarily based on fact or knowledge." In
the context of online reviews, opinions contain in-
formation about the target (“something”) and the
sentiment (“view or judgment”) that is associated
with it. There can also be more than one opinion
in a review.

Opinion mining research is dedicated to tasks
that involves opinions (Pang and Lee, 2008). Cur-
rent research in opinion mining mostly focuses

' Oxford dictionary
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only on review texts. Some key tasks include sen-
timent polarity classification (Hu and Liu, 2004b)
at levels of words, sentences or documents, and
opinion target (e.g., aspect) identification and clas-
sification.

Opinion summarization from reviews is an im-
portant task related to opinion mining. Early work
on opinion summarization aims for structured rep-
resentation of aspect-sentiment pairs (Hu and Liu,
2004a), where the positive and negative sentiment
for each aspect are extracted from review texts and
aggregated. Opinion summaries in natural lan-
guage texts contain richer, detailed description of
opinions and are easier for end users to under-
stand. Existing studies mainly use the review texts
for summarization.

However, reviewers are unique individuals with
beliefs and preferences. Reviewers have prefer-
ences towards certain aspects, for example ser-
vice or cleanliness in hotel reviews (Wang et al.,
2010). Different reviewers can have different ways
of expressing their opinions (Tang et al., 2015b).
Also, some reviewers are lenient in their assess-
ment of products or services, while others are
harsher (Lauw et al., 2012). Overall, an opinion
is a reflection of the reviewer as it encompasses
their biases. Thus, not all reviews are equal.

Depending on the application, biases captured
in the reviews can be amplified. Hu et al. (2006)
suggest that reviewers write reviews when they are
extremely satisfied or when they are extremely up-
set. Existing summarization techniques often treat
all reviews equally by selecting salient opinions
which may not necessarily be representative for
different reviewers. We aim to compensate for bi-
ases in reviews, especially for review summariza-
tion. We focus on the following research ques-
tions:

1. How to model a reviewer’s bias? What in-
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formation from a reviewer should be used to
model a reviewer’s bias?

. How to learn a representation for reviews that
captures reviewer biases as well as the opin-
ion?

. How to generate a balanced opinion summary
of reviews written by different reviewers?

Below, we outline the relevant past studies as well
as our our research proposal to address these ques-
tions.

2 Related Work

Our research is related to two research areas sum-
marized below.

2.1 Opinion and Reviewer Modeling

We identified two studies that jointly model opin-
ions and reviewers. Wang et al. (2010) investi-
gate the problem of decomposing the overall re-
view rating into aspect ratings using a hotel do-
main dataset. The authors model opinions and re-
viewers using a generative approach. Reviewers
are modeled to reflect their individual emphasis on
various aspects. The authors demonstrate that de-
spite giving the same overall review rating, two
reviewers can value and rate aspects differently.
Meanwhile, Li et al. (2014) present a topic model
incorporating reviewer and item information for
sentiment analysis. Through probabilistic matrix
factorisation of reviewer-item matrix, the latent
factors are included in a supervised topic model
guided by sentiment labels. The proposed model
outperforms baselines in predicting the sentiment
label given the review text, reviewer and item on a
movie review dataset and a microblog dataset.

Opinion modeling Opinion can be represented
as a aspect-sentiment tuple (Hu and Liu, 2004b).
In order to obtain the components of the opinion,
aspect identification and sentiment classification
are key. Both tasks can be treated separately or
combined. For aspect identification, aspects can
be identified with the help of experts (Hu and Liu,
2004b; Zhang et al., 2012). The drawback is that it
requires input from experts and is specific to a do-
main. This triggered studies that seek to discover
aspects in an unsupervised manner using topic
models (Brody and Elhadad, 2010; Moghaddam
and Ester, 2010). However, such methods may not
always produce interpretable aspects. Subsequent
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models are developed to discover interpretable as-
pects (McAuley and Leskovec, 2013; Titov and
McDonald, 2008a,b). To determine opinion polar-
ity, lexicon-based (Hu and Liu, 2004b) and clas-
sification (Dave et al., 2003) approaches are of-
ten used. However, modeling opinions based on
aspects and sentiment separately is not sufficient
as the sentiment words can depend on the aspect.
More recent models focus on incorporating con-
text to model opinions. Such approaches include
joint aspect-sentiment models (Lin and He, 2009),
word embeddings (Maas et al., 2011), and neural
network models (He et al., 2017).

Alternatively, opinions can potentially be repre-
sented as a high-dimensional vector. Opinion rep-
resentation in this form is a relatively unexplored
space. However, in the closely related area of
sentiment classification, sentences and documents
are represented as vectors to be used as inputs for
classification (Conneau et al., 2017; Tang et al.,
2015a). The idea is to model a sequence of words
as a high-dimensional vector that captures the re-
lationships of words. Similarly, opinions are se-
quences of sentences, thus it is appropriate to build
on the work in sentence and document representa-
tion. One of the earliest work is an extension of
word2vec (Mikolov et al., 2013) to learn a dis-
tributed representation of text (Le and Mikolov,
2014). More recently, pre-trained sentence en-
coders trained on a large general corpus aim to
capture task-invariant properties that can be fine-
tuned for downstream tasks (Cer et al., 2018; Con-
neau et al., 2017; Kiros et al., 2015). On another
front, progress in context-aware embeddings (Pe-
ters et al., 2018) and pre-trained language mod-
els (Devlin et al., 2018; Howard and Ruder, 2018)
provide other options to capture context that can
be used to obtain sequence representation. All
these studies focus on encoding topical semantics
of text sequences, where opinions are not explic-
itly modeled.

Reviewer modeling Various reviewer charac-
teristics that are modeled include expertise (Liu
etal., 2008), reputation (Chen et al., 2011; Shaalan
and Zhang, 2016), characteristics of language
use (Tang et al., 2015b) and preferences (Zheng
et al., 2017). Some of these modelings are
achieved using reviewer aggregated statistics and
review meta-data. Reviewer expertise is modeled
by number of reviews, where larger number of re-
views suggests higher expertise (Liu et al., 2008).



Reviewer reputation can be modeled by the num-
ber of helpfulness votes and total votes received by
the reviewer. A higher ratio of helpfulness votes
to total votes suggests a better reputation (Shaalan
and Zhang, 2016). In another reviewer reputa-
tion model, reviewers are modeled to have domain
expertise which corresponds to the product cate-
gories that the reviewer reviewed on (Chen et al.,
2011).

Review text is also used in reviewer model-
ing. When predicting ratings from review text,
the same sentiment bearing word, for example
“good”, can mean different sentiment intensity to
different reviewers. Tang et al. (2015b) model re-
viewers’ word use by using review text and its cor-
responding review rating. The resulting reviewer-
modified word representations capture variations
in reviewers’ word use that translates to better
rating prediction. Recently, review text is used
in addition to review ratings to model users and
items together for recommendation (Zheng et al.,
2017). Using all the reviews written by the re-
viewer, the model learns a latent representation of
the reviewer. All the above approaches focus on
modeling the reviewer. However, our focus is to
model opinions, where reviewer information is to
be used as a factor during the process of modeling.

For our proposed work, we explore using review
text, review ratings and meta data to model review-
ers except for helpfulness votes. The helpfulness
mechanism is shown to be biased (Liu et al., 2007)
and it is still not well understood what we can infer
from such votes (Ocampo Diaz and Ng, 2018).

2.2 Opinion Summarization

Opinion summarization aims to capture salient
opinions within a collection of document, in our
case online reviews. Key challenges in summariz-
ing opinions from a collection of documents are
highlighted by Pang and Lee (2008): (1) How to
identify documents and parts of the document that
are of the same opinion; and (2) How to decide two
sentences or texts have the same semantic mean-
ing.

To identify documents and parts of documents
of the same opinion, one strategy is to use re-
view ratings as a means to identify similar opin-
ion. However, review ratings have drawbacks such
as rating scales differ for different review sources,
different assessment criteria among reviewers and
reviewers may not share the same opinion despite
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giving the same overall rating. Review ratings can
be adjusted to correct for different assessment cri-
teria by comparing the reviewers’ rating behaviour
relative to the community rating behaviour (Lauw
et al., 2012; Wadbude et al., 2018). The review
rating only captures the overall sentiment polarity
of the review but not the individual opinions that
make up the review. As such, the authors propose
to decompose the review rating into aspect ratings
according to the review text (Wang et al., 2010).
Alternatively, the same opinions can be found by
mining aspects and sentiment polarity of each re-
view. Opinion summarization can be seen as a task
that builds on top of the opinion mining task.

In deciding if two sentences or texts have the
same semantic meaning, the crux lies in the rep-
resentation of sentences and text. Sentences with
the same meaning have good overlap in words
(Ganesan et al., 2010). More recent approaches
adopt representing sentences or texts as high-
dimensional vectors such that similar represen-
tations have similar meaning (Le and Mikolov,
2014; Tang et al., 2015a).

The presentation of the opinion summary de-
pends on two considerations, (1) the needs of the
reader; and (2) the approach to construct opin-
ion summaries. An opinion summary can be pre-
sented in different ways, catering to the differ-
ent needs of readers. The summary can be on
one product (Angelidis and Lapata, 2018; Hu and
Liu, 2004a), comparing two products (Sipos and
Joachims, 2013) or generate a summary in re-
sponse to a query (Bonzanini et al., 2013).

There are two main ways of constructing opin-
ion summaries. The extractive opinion summaries
are summaries put together by selecting sentences
or word segments (Angelidis and Lapata, 2018;
Xiong and Litman, 2014). For abstractive sum-
maries, the summary is generated from scratch
(Ganesan et al., 2010; Wang et al., 2010).

An early work in opinion summarization pro-
posed an aspect-based summary by organising all
opinions according to aspects and their sentiment
polarity (Hu and Liu, 2004a). Although there is no
textual summarization involved, it inspired future
work to focus on including aspects into the gen-
erated summary regardless whether it is extractive
or abstractive.

For extractive summarization, the objective is
to identify salient sentences, at the same time re-
ducing redundancy in the selected sentences. An-



gelidis and Lapata (2018) score opinion segments
according to the aspect and the sentiment polar-
ity. In another work, sentences in the review are
scored according to a combination of textual fea-
tures and latent topics discovered by helpfulness
votes (Xiong and Litman, 2014). To reduce re-
dundancy in selected sentences, a greedy algo-
rithm can be applied to add one sentence at a time
to form the summary. The greedy algorithm im-
poses the criterion that the selected sentence must
be different from the sentences that are already
in the summary (Angelidis and Lapata, 2018).
As most extractive summarization techniques are
closely coupled with identifying opinions from re-
view texts, the outcome is a set of sentences that
are salient in terms of topic coverage, but they may
not necessarily be the most representative opinions
from reviewers.

On the other hand, abstractive methods first
learn to identify the salient opinions before gen-
erating a shorter text to reflect the opinion. A
graph-based method is proposed by Ganesan et al.
(2010) which models a word with its Part-of-
Speech (POS) tag as nodes and directed edges to
represent the order of words. The edge weights
increases when the sequence of words is repeated.
The summary is generated by capturing the paths
with high edge weights. In a recent study, an
encoder-decoder network is employed to generate
an abstractive summary of movie reviews (Wang
and Ling, 2016).

3 Proposed Methodology

The intuition for our research is that summariza-
tion techniques that rely on similarity between
opinions to identify salient opinions benefit from
clustering similar opinions together and separat-
ing different opinions into different clusters. By
modeling reviewers with opinions, we aim to cap-
ture biases reviewers bring into their opinions. We
next elaborate our approaches to modeling user bi-
ases, learning bias-aware opinion representations
and balanced opinion summarization.

3.1 Bias-Aware Opinion Representation

To achieve a bias-aware opinion representation,
we model opinions and reviewer biases for each
sentence in a review. We assume that one sentence
contains one opinion (Hu and Liu, 2004b). We
envision two possible approaches to learn a bias-
aware opinion representation: (1) Two-step pro-
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cess by modeling opinions then adjust the opinions
according to reviewer biases; and, (2) Generative
approach using text, rating and reviewer informa-
tion.

Using a two-step process, our main objective is
to first learn a representation of the sentences to
capture the opinion and this is not a trivial task.
Ideally, we expect our opinion representation to
exhibit two key characteristics: (1) Similar opin-
ions need to be close in its representation. Us-
ing opinions for restaurant reviews as an exam-
ple, “The soup is rich and creamy” and “Delicious
food” are similar opinions but expressed differ-
ently; and, (2) Opinion models should be able to
tease apart different opinions.

In terms of representing opinions that are simi-
lar, a promising technology for us is to make use of
pre-trained sentence encoders and language mod-
els (Cer et al., 2018; Devlin et al., 2018; Peters
et al., 2018; Conneau et al., 2017). These pre-
trained models have the advantage of transferring
the learned information from large corpora. How-
ever, we hypothesize that even with the use of
pre-trained models, we are unable to capture sen-
timent polarity of opinions accurately. It will be
similar to the problem that word embeddings are
not able to capture sentiment polarity (Maas et al.,
2011). One potential direction is to adopt super-
vised learning using labeled aspect and sentiment
polarity labels to improve our opinions represen-
tation. But labeled data is expensive to acquire
and the granularity of aspect can vary with differ-
ent aspect annotation guidelines. We propose to
use review ratings as supervision signal to improve
our opinion representation as ratings can provide a
guide to sentiment polarity of opinions.

Towards learning bias-aware opinion represen-
tations, we further refine the learnt opinion vec-
tors via modeling reviewer biases from their re-
views and ratings. Reviewer biases can influence
their star rating and textual expressions. The key
to model reviewer biases is learning a distribution
of latent factors and sentiment polarity from the
reviews and their rating distributions for the re-
viewer. The refinement will be a user matrix that
learn weights corresponding to the opinion repre-
sentation. This can also be seen as the matrix that
represents the biases of reviewers. We plan to ex-
plore different ways to learn this matrix. One op-
tion to model reviewers’ biases is to learn repre-
sentations from their past reviews such as using



techniques in recommender systems literature to
model reviewers using review text (Zheng et al.,
2017). Alternatively, other associated review in-
formation such as review ratings and even meta-
data of reviews can possibly guide the modeling
of biases. We can also explore textual features of
review such as the position of opinions may also
provide clues to model reviewers.

For our second possible approach, we adopt a
generative approach to model opinions as topics
using reviewer information as latent factors (Li
etal., 2014; Wang et al., 2010). However, the topic
model approach is restricted to using words as to-
kens. The neural topic model (Cao et al., 2015) is
a potential technique to utilise word embeddings
to improve the learning of topics in the collection
of reviews.

3.2 Balanced Opinion Summarization

Summaries generated by the existing summariza-
tion techniques are accurate to the collection of
reviews it summarizes. They are not a reflection
of the true opinion towards the product. In view
that opinions capture reviewer biases, we propose
a novel way of summarizing opinions.

Instead of the usual summary that is presented
as a paragraph of selected sentences, we are in-
spired by the work of Paul et al. (2010) and Wang
et al. (2010), where opposing opinions are con-
trasted. We propose a balanced opinion summary,
where we summarize and contrast the opinions
of reviewers having different biases. For exam-
ple, we contrast opinions of a reviewers who are
lenient against reviewers who are critical. This
allows us to present a balanced summary to the
reader. The biases can be latent factors that will
be discovered during the modeling process.

We propose to achieve a balanced summary
that selects salient opinions from reviewers with
different biases. We hypothesize that the bias-
aware opinion representation will form clusters
of similar opinions from reviewers with similar
biases. Building on a graph-based approach to
summarization like LexRank (Erkan and Radev,
2004) and Yin and Pei (2015), opinions can be
represented as nodes and edges as the similarity
between bias-aware opinion representation. The
density of the graph can be adjusted by the similar-
ity threshold imposed on the graph. The saliency
of the opinions can then be obtained by apply-
ing PageRank on the graph. In doing so, we
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also model the similar opinions that signals agree-
ment or consensus among reviewers. After rank-
ing opinions based on its salience, we can utilise
a diversity objective through a greedy approach
or Maximal Marginal Relevance (MMR) to select
salient opinions that are different.

4 Evaluation

Datasets Suitable datasets in the restaurant do-
main for our research questions are: (1) NY city
search (Ganu et al., 2013); (2) SemEval 2016
ABSA Restaurant Reviews in English (Pontiki
et al., 2016); and, (3) Yelp dataset challengez. All
datasets contain user 1D, product ID, review text
and review rating, which will allow us to model
opinions. In addition, datasets (1) and (2) are
labeled with aspect and sentiment polarity. Al-
though we choose to work in the restaurant do-
main for our proposed work, our models are not
domain-specific. Other potential review datasets
are on product and hotel reviews (McAuley et al.,
2015; Wang et al., 2010).

We approach evaluation in a two part process.
First, we evaluate our proposed model on how
well it learns a representation of opinion sentence.
Next, we compare summaries generated with our
bias-aware opinion representation with selected
baseline models.

4.1 Bias-Aware Opinion Representation

Our objective is to learn a bias-aware opinion rep-
resentation such that similar opinions from re-
viewers with similar bias should cluster together
and different opinions form different clusters.
We apply the evaluation method used to evalu-
ate vector representation of text sequences by Le
and Mikolov (2014). We believe this evaluation
method is applicable for our representation. We
begin with a dataset of labeled opinions. From the
labeled dataset, a triplet of opinions is created with
the first and second opinions of the triplet to be of
the same opinion, and first and third opinions to be
of different opinions. We compute the similarity
of opinion between a pairs of the triplet of repre-
sentation. We expect the first and second opinion
to produce a higher similarity as compared to the
similarity of the first and third opinion. Of all the
triplets we create, we will report the error rate. Er-
ror rate here refers to the number of triplets that

*https://www.yelp.com/dataset/challenge



first and third opinion is more similar than first and
second opinion over the total number of triplets.

Our second evaluation will be a cluster analy-
sis of opinion representations. We expect homo-
geneous clusters of similar opinions from review-
ers with similar bias and different clusters for dif-
ferent opinions with reviewer biases. A potential
approach will be to perform a k-means clustering
where the number of clusters k can be determined
by an elbow plot. The quality of clusters can be
evaluated using the Silhouette Score.

In order to evaluate the bias-aware opinion rep-
resentation, we look to answer a related question.
Suppose each opinion captures the opinion tar-
get, the polarity and reviewer bias. Each opinion
within the review contributes to the overall rating.
The task is to predict the overall rating based on re-
view text. The model will be trained on a training
set of review text, reviewer information and rat-
ing. If the model accurately captures the opinion
and reviewer bias in the representation, the repre-
sentative should improve the ability to predict the
overall rating of the review given the review text
and reviewer information.

4.2 Summarization

Evaluating summaries is a challenging problem.
There are two options to evaluate summaries.
First, an automatic evaluation method using met-
rics such as ROUGE and BLEU. However, such
method requires a gold standard summary. Ob-
taining a gold standard summary for our purpose is
a challenging task. The second method of evalua-
tion is a user-study type evaluation. Users are pre-
sented with generated summaries and are asked to
judge the summary according to given criteria or
to compare between different summaries. Some
baseline models to compare against are Lexrank
(Erkan and Radev, 2004) to represent word level
models and DivSelect+CNNLM to represent vec-
tor representation models (Yin and Pei, 2015). We
intend to evaluate our summaries using a user-
study.

S Summary

Not all reviews are equal as reviews capture biases
of their reviewers. These biases can be amplified
when we analyse a collection of reviews that is
not representative of the consumers of the prod-
uct. As such, analysis on the collection of reviews
is not representative and can potentially impact
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readers who depend on the analysis for decision-
making. To address this problem, we propose to
model opinion with its reviewer using review text
and review rating to obtain a bias-aware opinion
representation. We plan to demonstrate the util-
ity of the representation in opinion summarization.
Specifically, the representation will be useful in
the scoring the sentences for saliency and selection
of sentences for generating a balanced summary.
Although we focus on modeling opinions for opin-
ion summarization, we believe the same modeling
concepts can also be applied to recommendation.
We leave evaluation of bias-aware opinion repre-
sentation on recommendations to future work.
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Abstract

Using rooted, directed and labeled graphs,
Abstract Meaning Representation (AMR)
abstracts away from syntactic features such
as word order and does not annotate every
constituent in a sentence. AMR has been
specified for English and was not supposed
to be an Interlingua. However, several
studies strived to overcome divergences in
the annotations between English AMRs
and those of their target languages by
refining the annotation specification.
Following this line of research, we have
started to build the first Turkish AMR
corpus by hand-annotating 100 sentences
of the Turkish translation of the novel “The
Little Prince” and comparing the results
with the English AMRs available for the
same corpus. The next step is to prepare the
Turkish AMR annotation specification for
training future annotators.

1 Introduction

For a long time, semantic annotation of natural
language sentences was split into subtasks, i.e.
there were independent semantic annotations for
named entity recognition, semantic relations,
temporal entities, etc. The ultimate goal of
Abstract Meaning Representation (AMR) is to
build a SemBank of English sentences paired with
their whole-sentence logical meaning. To do this,
one of the primary rules in AMR annotating
sentences is to disregard many syntactic
characteristics to unify the semantic annotations
into a simple, readable SemBank (Banarescu et
al., 2013).

According to the Abstract Meaning
Representation specification, AMR is not an
Interlingua. The assertion has attracted
researchers’ attention to sample AMR formalism
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on different languages. Several researches have
been done to examine the compatibility of AMR
framework with other languages such as Chinese
and Czech (Xue et al., 2014; Hajic et al., 2014; Li
et al., 2016). Other studies proposed methods to
generate AMR annotations for languages with no
gold standard dataset by implementing cross
lingual and other rule based methods (Damonte
and Cohen, 2017; Vanderwende et al., 2015).

In this work, we have manually annotated
100 sentences from the Turkish translation of the
novel “The Little Prince” with AMRs to describe
the differences between these annotations and
their English counterparts. The next step is to
prepare the Turkish AMR guideline based on the
differences extracted in the previous phase for
training future annotators who wish to construct
the first Turkish AMR bank by hand-annotating
1562 sentences of “The Little Prince” for which
the English AMR bank is available.

2 Abstract Meaning Representation

Abstract Meaning Representation is defined as a
simple readable semantic representation of
sentences with rooted, directional labeled graphs
(Flanigan et al., 2014). The main goal was set to
build a SemBank resembling the proposition bank
which is independent and disregards syntactic
idiosyncrasies.

The building blocks of AMR graphs are
concepts represented in nodes and relations that
hold among these concepts as the edges of the
graph. Thus, instead of using syntactic features,
AMR focuses on the relationships among
concepts, some of which are extracted from
PropBank and other words. Example 1 shows the
English AMR for the sentence “I have had to
grow old.” The root of the graph is a reference to
the sense obligate-01 and is extracted from
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PropbBank frames as the sentence contains the
syntactic modal had to.

o/obligate-

g/grow-02

ARGl

ARG2

ARGl

ARG2

Example 1: The AMR annotation graph for the
sentence “ I have had to grow old.”

AMR does not annotate every single
word in the sentence since its goal is to represent
the analysis of a sentence in predicative and
conceptual levels. Furthermore, AMR does not
represent inflectional morphology for syntactic
categories like tense which results in the same
meaning representation of similar sentences with
different wordings or word order. For example,
the two sentences “The boss has decided to fire
the employee.” and “This is the boss decision to
fire the employee.” have same AMR annotations.

3 AMR Resources

Inspired by the UNL project!, a freely
downloadable annotated corpus of the novel “The
Little Prince” containing 1562 sentences has been
released by the project initiators®. The purpose was
to release a corpus so that other researchers could
compare their annotated sentences based on the
same text. There is another annotated corpus, Bio
AMR, freely available on the same website which
contains cancer-related articles including about
1000 sentences. Moreover, Abstract Meaning
Representation release 2.0 which contains more
than 39,260 annotated sentences was developed by
the Linguistic Data Consortium (LDC),
SDL/language Weaver, Inc., The University of

! http://www.unlweb.net/unlweb/
2 https://amr.isi.edu/download.html
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Colorado, and the University of Southern
California and is distributed via the LDC catalog.

4 AMR Parsing

The ultimate goal of semantic formalisms such as
Abstract Meaning Representation in natural
language processing is to automatically map
natural language strings to their meaning
representations. In an AMR parsing system, we
work on graphs which have their own
characteristics specified by AMR formalism.
These properties like reentrancy in which a single
concept participates in multiple relations or the
possibility to represent a sentence with different
word orders by a single AMR make the parsing
phase challenging. On the bright side, similar to
dependency trees, AMR has a graph structure in
which nodes contain concepts and edges represent
linguistic relationships.

Several AMR parsing algorithms have
been proposed so far (Wang et al.,, 2015;
Vanderwende et al., 2015; Welch et al., 2018;
Damonte et al., 2016; Damonte and Cohen, 2016)
among which JAMR is the first open-source
automatic parser published by the project
initiators®>. It works based on a two-stage
algorithm in which concepts and then relations are
identified using statistical methods. On the other
hand, the transition-based method which
transforms the dependency tree to an AMR graph
seems promising because of its use of available
dependency trees for different languages (Wang
et al., 2015).

Sometimes, in  natural language
processing, due to limited resources or lack of
NLP tools, researchers seek to discover methods
to get the most out of it. Cross-lingual Abstract
Meaning Representation parsing (Damonte and
Cohen, 2017) for which we do not require a
standard gold data seems to overcome the
structural differences between English and a
target language in AMR annotation process using
“annotation projection” method. The parser
works based on annotation projection from
English to a target language and has been trained
for Italian, German, Chinese, and Spanish.

3 https:/github.com/jflanigan/JAMR



Building a semantically hand-annotated
corpus like an AMR bank is an arduous time-
consuming task. However, annotating a small
amount of data manually results in achieving an
understanding of the formalism, in the first place,
and facilitating the evaluation of AMR parsers.
The annotated AMR corpus of this study can be
utilized in evaluating future Turkish AMR
parsers.

S Turkish AMR

As AMR is not an interlingua, several studies
have examined the differences between AMR
annotations of sentences in languages like
Chinese and Czech with English AMR
annotations (Xue et al., 2014; Hajic et al., 2014;
Li et al., 2016) so far and some have introduced
cross-lingual and rule based methods to generate
AMR graphs for languages other than English
(Damonte and Cohen, 2015; Vanderwende et al.,
2015). However, none of them had ever tackled
an agglutinative language in which there is a
possibility to derive and inflect words by
cascading suffixes indefinitely.

One of the main challenges in developing
language models for morphologically rich
languages  with  productive  derivational
morphology like Hungarian, Finnish, and modern
Turkish is the number of word forms that can be
derived from a root. According to Turkish
Language Association (TDK)*, 759 root verbs
exist in Turkish. Moreover, 2380 verbs are
derived from nouns and 2944 verbs from verbs.
Thus, there is almost no limit on suffixes a verb
can take which results in tens of possible word
formations.

Another challenge in Turkish processing
is its free word order that allows sentence
constituents to move freely at different phrase
levels. One should note that as the word order
changes, some pragmatic characteristics such as
focus and topics change as well. This property of
Turkish might lead to several challenges such as
the need for collecting as much data as possible to
cover all possible word orders.

For the first step, we have started hand-
annotating the Turkish translation of “The Little
Prince” aligning to its English AMR annotation

4 www.tdk.gov.tr

to find out divergences and at the same time
developing the very first Turkish AMR
specification based on both English AMR
guideline and differences between the two
languages. The sentences were annotated by a
non-Turkish linguist who aligned the English
sentences with their literary translation in Turkish
and created the AMR graphs using the Online
AMR Editor’. Final annotations were proofread
by a Turkish speaker.

We annotated 100 sentences and came up
with following observations. First, a small
number of sentences have exactly the same AMR
structure as their English translation. An example
is shown in figure 1. As it is illustrated in the
textual form of the annotation, which is in the
form of PENMAN notation (Matthiessen and
Bateman, 1991), concepts and relations are
aligned, although objects of the two sentences are
different.

(t/ talk-01

:ARGO (i/1)
:ARGI (a/and
:opl (b / bridge)
:0p2 (g / golf)
:0p3 (p / politics)
:op4 (n2 / necktie))
:ARG2 (h/ he))

(k / konugmak
:ARGO (b / ben)
:ARGI (v/ve
:opl (b2 / brig)
:op2 (g / golf)
:0p3 (p / politika)
:op4 (b3 / boyun-bag))
:ARG2 (o / onlar))

Figure 1: Textual forms of AMR annotations for the
sentence “I would talk to him about bridge, and golf, and
translation
(“Onlarla/them-with bri¢/bridge, golf/golf, politika/politics
ve/and boyun baglari/neckties hakkinda/about konustum/I

politics, and neckties.” and its Turkish

talked.”)

Second, most of the AMR annotations’
divergences were due to different word choices in

3 https://www.isi.edu/cgi-bin/div3/mt/amr-editor/login-gen-
v1.7.cgi
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translating the text. Third, Turkish seems to be
more expressive as suffixes add nuances to the
words such as possession markers and
intensifiers. Figure 2 shows AMR annotations for
two sentences from the parallel corpus where
ARGO of live-01 in English has been changed to
a non-core role, :poss, which shows possession in
Turkish. Although there was the possibility to
ignore the possession marker and list the
arguments of the predicate, yasamak (to live), like
its English counterpart, we chose to leave it as it
is to highlight the differences between English
and Turkish as an agglutinative language in AMR
annotation.

Another important characteristic of
Turkish is that unlike English, there are many
light verbs and multiword expressions. In English
AMR, we simply remove light verb constructions
and use onto-notes predicate frames to deal with
verb-particle combinations. However, due to the
highly productive nature of Turkish and its
idiosyncratic features, we need to be more
cautious dealing with multiword expressions and
light verb constructions. Figure 3 shows the
inclination of Turkish toward productivity by
duplicating the adjective, uzun (long), to be used
as an adverb.

In our future study, we will also
investigate how morphosemantic features like
case markers might help specifying relations
between concepts in Turkish and whether adding
these properties to the AMR annotation structure
may help achieving more accurate results.

(s / small
:degree (v / very)
:domain (e / everything)
:location (12 / live-01
:ARGO (i/1)))

(k / kiigiik
:degree (x / ¢ok)
:domain (x2 / sey
:mod (h / her))
:location (y / yasamak
:poss (b / ben)))

Figure 2: Textual forms of AMR annotations for the
sentence “Where I live, everything is very small.” and
its Turkish translation (“Benim/my yasadigim/where
live-1 yerde/place-in her/every sey/thing ¢ok/very
kiigiik/small.”)

46

p/ponder-01
ARGI-of

d/diistinmek

manner

ARGl

—

B
e o e
o

Figure 3: The AMR annotation graph for the sentence “/

pondered deeply” which is translated as (“uzun
uzun/long long diisiindiim/ thought-1.”)

6 Future Work

We have started the Turkish AMR project by
annotating the first 100 hundred sentences of our

parallel corpus, “The Little Prince”, and
analyzing the divergences between our
annotations and English AMR annotations.

Currently, we are developing an AMR annotation
guideline to construct the first Turkish Abstract
Meaning Representation standard gold data.
Finally, based on Turkish language peculiarities,
we are going to create a transition-based parser to
generate Turkish AMRs, which will be the first
AMR parser for an agglutinative language.
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Abstract

Written language often contains gender stereo-
types, typically conveyed unintentionally by
the author. Existing methods used to evaluate
gender stereotypes in a text compute the dif-
ference in the co-occurrence of gender-neutral
words with female and male words. To study
the difference in how female and male au-
thors portray people of different genders, we
quantitatively evaluate and analyze the gen-
der stereotypes in their writings on two dif-
ferent datasets and from multiple aspects, in-
cluding the overall gender stereotype score,
the occupation-gender stereotype score, the
emotion-gender stereotype score, and the ra-
tio of male words used to female words. We
show that writings by females on average have
lower gender stereotype scores. We also find
that emotion words in writings by males have
much lower stereotype scores than the aver-
age score of all words, while in writings by
females the scores are similar. We study and
interpret the distributions of gender stereotype
scores of individual words, and how they differ
between male and female writings.

1 Introduction

Gender stereotypes in language have been receiv-
ing more and more attention from researchers
across different fields. In the past, these studies
have been carried out mainly by conducting sur-
veys with humans (Williams and Best, 1977), re-
quiring a large amount of human labor. Garg et al.
(2018) quantified gender stereotypes by analyzing
word embeddings trained on US Census over the
past 100 years. Word embeddings capture gen-
der stereotypes in the training data and transfer
them to downstream applications (Bolukbasi et al.,
2016). For example, if programmer appears more
frequently with he than she in the training corpus,
in the word embedding it will have a closer dis-
tance to he compared with she.
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In this study, we analyze gender stereotypes
directly from writings under different metrics.
Specifically, we compare the writings by males
and females to see how gender stereotypes differ
between writings by the gender of authors. Our
results show that writings by female authors con-
tain much fewer gender stereotypes than writings
by male authors. We recognize that there are more
than two types of gender, but for the sake of sim-
plicity, in this study we consider just female and
male.

To the best of our knowledge, this study is the
first quantitative analysis of how gender stereo-
types differ between writings by authors of differ-
ent genders. Our contributions are as follows: 1)
we show that writings by females contain fewer
gender stereotypes; 2) we find that over the past
few decades, gender stereotypes in writings by
males have decreased.

2 Related Work

Quantifying Gender Stereotypes It has been
noticed that stereotypes might be implicitly intro-
duced to image corpora and text corpora in proce-
dures such as data collection (Misra et al., 2016;
Gordon and Durme, 2013). Particularly in gen-
der stereotypes, Garg et al. (2018) bridged social
science with machine learning when they quanti-
fied gender and ethnic stereotypes in word embed-
dings. Park et al. (2018) measured gender stereo-
types on various abusive language models, while
analyzing the effect of different pre-trained word
embeddings and model architectures. Zhao et al.
(2018) showed the effectiveness of measuring and
correcting gender stereotypes in co-reference res-
olution tasks.

Categorizing Text by Author Gender Shimoni
et al. (2002) proposed techniques to categorize
text by author gender. They selected multiple fea-
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tures, for example, determiners and prepositions,
and calculated their frequency means and standard
errors in texts. They showed that the distributions
of some of these features differ between writings
by female and male. Mukherjee and Liu (2010)
used POS sequence patterns to capture stylistic
regularities in male and female writings. To re-
duce the number of features, they also proposed a
selection method. They showed that author gen-
der can be revealed by multiple features of their
writings. Cheng et al. (2011) based on psycho-
linguistics and gender-preferential cues to build a
feature space and trained machine learning models
to identify author gender. They pointed out that
function words, word-based features and struc-
tural features can act as gender discriminators. All
these three studies achieved accuracy above 80%
for identifying author gender.

3 Methodology
3.1 Dataset

In the first experiment, we use a dataset by Lahiri
(2013), which consists of 3,036 English books
written by 142 authors. Among these, 189 books
were written by 14 female authors, others were
produced by male authors.

In the second experiment, we use a dataset by
Schler et al. (2006), which consists of 681,288
posts from 19,320 bloggers; approximately 35
posts and 7250 words from each blogger. The
blogs are divided into 40 categories, for example,
agriculture, arts and science, etc. Female bloggers
and male bloggers are of equal number.

3.2 Evaluation Methods

Overall Gender Stereotypes We define the
gender stereotype score of a word as:
c(w,m)

c(w, f) ’

where f is a set of female words, for example, she,
girl, and woman. m is a set of male words, for ex-
ample, he, actor, and father. c¢(w, g) is the number
of times a gender-neutral word w co-occurs with
gendered words. The gendered word lists are by
Zhao et al. (2018).We use a window size of 10
when calculating co-occurrence.

A word is used in a neutral way if the stereo-
type score is 0, which means it occurs equally fre-
quently with male words and females word in the
text. The overall stereotype score of a text, 7p,

buw) = \mg
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is the sum of stereotype scores of all the gender-
neutral by definition words that have more than 10
co-occurrences with gendered words in the text,
divided by the total count of words calculated, V.

T, = % S b(w)

weN

Ratio of Male Words to Female Words To
compare the frequency of male words with that of
female words in a text, we calculate the ratio of
male word count to female word count and denote
it by R.

Occupation-Gender Stereotypes Occupation
stereotypes are the most common stereotypes in
studies on gender stereotypes (Lu et al., 2018).
A few decades ago, females normally worked as
dairy maids, housemaids and nurses, etc, while
males worked as doctors, smiths, and butchers,
etc. Nowadays both genders have more choices
when looking for a job and for most occupations,
there isnt a restriction on gender. Therefore, it is
interesting to study how occupation stereotypes
change over the years in female and male writings.

Occupation stereotypes score, Oy, in a text is the
average stereotype score of a list of 200 gender-
neutral occupations, O, in the text.

> b(w)

weO

1

Op= —
0]

Emotion-Gender Stereotypes Emotion stereo-
types are another kind of common gender stereo-
types. In writings, especially novels, different
genders are associated closely with different emo-
tions, resulting in emotion stereotypes.

Emotion stereotypes score, Ey, in a text is the
average stereotype score of a list of 200 emotion
words, F/, in the text.

Distribution of Stereotype Scores We compare
the distributions of stereotype scores to analyze
differences in writings by females and writings by
males. We consider the following aspects of dis-
tributions: mean, variance, skewness, and kurto-
sis. We use S, S, and Sk to denote the average
of variance, skewness, and kurtosis respectively of
the distributions of stereotype scores. We plan to
also add directions to individual scores by remov-
ing the absolute value function when calculating



Gutenberg Novels Blogs
Ty R Oy Ey Sy S S} Ty R Oy Ey Sy Sg Sy
f 054 1.14 070 0.62 0.25 1.58 348 056 146 0.72 056 021 1.74 4281
m 141 340 1.62 1.04 043 0.60 092 0.74 2.79 0.82 052 029 1.26 2.35
Table 1: Statistics of gender stereotypes in female and male writings
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Figure 1: Distribution of stereotype scores in novels written by female(left) and male(right) authors

the scores, and analyze the distribution. We use
the absolute function for most of the experiments
because positive and negative values will cancel
off each other when they are summed up.

Words Most Biased We alter the equation used
for evaluating individual stereotype scores by re-
moving the absolute value function, so that words
occurring more with female words have negative
values and words occurring more with male words
have positive values. By sorting individual stereo-
type scores, we collect lists of words most biased
towards the female gender or the male gender.

4 Results

4.1 Gender Stereotypes in Novels

We categorize 3036 books written in English and
analyze the overall gender stereotypes in writings
by each author. When sorted by overall stereo-
type scores from low to high, 12 female authors
out of 14 are ranked among the top 20, or in an-
other word, top 13.8%.

The average ratio of the total number of male
words to female words in novels by female authors
is close to 1, indicating that female authors men-
tion the two genders in their novels almost equally
frequently. Male authors, on the other hand, tend
to write three times more frequently about their
own gender.
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Figure 1 shows the distribution of stereotype
scores in example novels written by female and
male authors. Inspection shows that the individual
scores of female writings tend to cluster around
score value O or other small values close to 0, and
the percentage of words among all words calcu-
lated constantly decreases when stereotype score
increases, while the individual scores of male writ-
ings tend to cluster around score values between
0.5 and 1.5, and the percentage of words among
all words calculated first increases and then de-
creases.

Statistical analysis on the distributions confirms
our observation. Table 1 shows that the average
variance of stereotype scores in male writings is
much larger than that of female writings, indicat-
ing that stereotype scores in female writings tend
to gather near the mean while those in male writ-
ings spread out more broadly. The distribution
of stereotype scores in female writings has both
larger average skewness and larger kurtosis, in ac-
cordance with our observation that the distribution
is skewed right with a sharp peak at a small stereo-
type score. In contrast, the distribution of stereo-
type scores in male writings has much smaller av-
erage skewness and kurtosis, in accordance with
our observation that the distribution has tails on
both left and right sides and has a less distinct
peak.
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Figure 2: Distribution of stereotype scores in blogs written by female(left) and male(right) authors

Category Author Bias Direction

Top 20 Words in the Most Biased Wordlist

judge, us, speech, friends, much, ask, created, made, never, life,

novel male male . . ..
framed, yet, knows, also, like, declared, each, great, believe, political
necessarily, married, constitution, struck, need, short, votes, before, want,
novel male female .
consent, taught, due, but, portion, course, alone, bread, engage, equal, five
pocket, russian, hands, few, probably, said, round, that, admitted, out,
novel female male :
way, caught, read, sure, stared, coming, gravely, began, followed, face
suppose, bed, set, new, suddenly, door, right, morning, meant, remembered,
novel female female . . . . . i
given, well, up, lay, possible, realized, smiled, kind, lips, eyes
sure, over, three, saw, got, if, now, did, things, as,
blog male male . .
two, before, really, this, gets, our, back, being, left, feels
bring, and, issue, friends, so, said, what, wet, take, telling,
blog male female . . .
wanted, call, going, much, me, always, something, same, little, met
mail, does, stories, report, lucky, online, beat, imagine, surprised, reply,
blog female male . . P o4 . g P Py
tonight, reporting, cut, blue, radio, reports, jeans, story, thank, forget
talk, body, baby, age, death, won, pain, weight, together, later,
blog female female 4 ¥, a8 p £ g

beautiful, ears, walk, head, large, sees, sexy, dress, passed, family

Table 2: A sample of most biased words in female and male writings from experiments on novels and blogs

4.2 Gender Stereotypes in Blogs

After analyzing blogs on 40 categories written by
equal numbers of male and female bloggers, we
find out that for 35 categories, writings by males
contains more gender stereotypes by 41.39% on
average. Only in 5 categories including account-
ing, agriculture, biotech, construction and mil-
itary, writings by female contains more gender
stereotypes than male writings by 16.29% on av-
erage.

The average ratio of the total number of male
words to female words in blogs by female authors
is around 1.5, while in blogs by male authors, the
ratio is around 2.8. Similar to the findings in the
first experiment, male authors write more about
the male gender.

Figure 2 shows a similar pattern in blogs with
the pattern in novels. Individual stereotype scores
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also cluster closer around 0 or a relatively small
value in female writings, while those of male writ-
ings cluster around a larger value. This pattern,
however, is weaker than that found in experiments
on novels. Both Figure 2 and statistics in Table
1 show that difference in blogs written by female
and male authors in terms of gender stereotypes
is smaller than the difference in novels. It is also
worth mentioning that while 73 of blogs written
by females is almost the same as that of novels
written by females, Tj, of blogs written by males is
much lower than that of novels written by males.
The trend in the ratio of male word count to fe-
male word count is similar. One possible interpre-
tation of this is that while the blogs were written in
2004, the novels in the Gutenberg subsample were
written decades ago, when the society had more
constraints on female and gender equality was not



paid as much attention to as it is today.

4.3 Gender Stereotypes Categories

For both two datasets, Oy is larger than T, indi-
cating that occupation words in both female and
male writings contain more gender stereotypes
than most other words. FEj, is almost the same as
T}y in female writings, while it is much lower than
Ty in male writings, indicating that gender stereo-
types in emotion words are not the main contribu-
tors to the overall gender stereotypes in male writ-
ings.

5 Conclusion and Discussion

In this study, we perform experiments on two
datasets to analyze how gender stereotypes dif-
fer between male and female writings. From our
preliminary results we observe that writings by
female authors contain fewer gender stereotypes
than writings by male authors. This difference
appears to have narrowed over time, mainly by
the reduction of gender stereotypes in writings
by male authors. We plan to: 1)further analyze
the typical types of gender stereotypes in writings
by authors of different genders and how they re-
semble with or differ from each other, by study-
ing the most biased words and the average stereo-
type scores of different categories of words, for
example, verbs, adjectives, etc.; 2) perform ex-
periments on more writings from the past century
to inspect more closely if there exists a trend in
the transformation of gender stereotypes; 3) ex-
isting stereotype evaluation methods evaluate ev-
ery word not in the excluded word lists, in our
case, the male and female word lists. Some fre-
quently used words, such as the, one, and an, are
not considered to be able to contain stereotypes,
unlike words such as strong, doctor, and jealous,
which are more closely associated with one gen-
der in writings. We plan to seek a way to filter
gender-neutral words and only keep those capable
of carrying stereotypes for stereotype quantifica-
tion.
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Abstract

Question answering techniques have mainly
been investigated in open domains. How-
ever, there are particular challenges in extend-
ing these open-domain techniques to extend
into the biomedical domain. Question answer-
ing focusing on patients is less studied. We
find that there are some challenges in patient
question answering such as limited annotated
data, lexical gap and quality of answer spans.
We aim to address some of these gaps by ex-
tending and developing upon the literature to
design a question answering system that can
decide on the most appropriate answers for
patients attempting to self-diagnose while in-
cluding the ability to abstain from answering
when confidence is low.

1 Introduction

Question Answering (QA) is the downstream task
of information seeking wherein a user presents
a question in natural language, (), and a system
finds an answer or a set of answers from a col-
lection of natural language documents or knowl-
edge bases (Lende and Raghuwanshi, 2016), A,
that satisfies the user’s question (Molla and Gon-
zlez, 2007).

Questions fall into one of two categories: fac-
toid and non-factoid. Factoid QA provides brief
facts to the users’ questions; for example, Ques-
tion: What day is it? Answer: Monday. Non-
factoid question answering is a more complex
task. It involves answering questions that require
specific knowledge, common sense or a procedure
due to ambiguity or the scope of the question. An
example from the Yahoo non-factoid question an-
swer dataset! illustrates this: Question: Why is it
considered unlucky to open an umbrella indoors?.
The answer is not apparent and requires specific
knowledge about cultural superstitions.

'https://ciir.cs.umass.edu/downloads/nfL6/
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Question answering is fundamental in high-
level tools such as chatbots (Qiu et al., 2017;
Yan et al., 2016; Amato et al., 2017; Ram et al.,
2018), search engines (Kadam et al., 2015), and
virtual assistants (Yaghoubzadeh and Kopp, 2012;
Austerjost et al., 2018; Bradley et al., 2018). How-
ever, being a downstream task, question answering
suffers from pipeline error, as it often relies on the
quality of several upstream tasks such as coref-
erence resolution (Vicedo and Ferrandez, 2000),
anaphora resolution (Ram et al., 2018), named en-
tity recognition (Aliod et al., 2006), information
retrieval (Mao et al., 2014), and tokenisation (De-
vlin et al., 2019).

Thus, there has been a growing demand for
these QA systems to deliver precise question-
specific answers (Pudaruth et al., 2016) and con-
sequently has sparked much research into improv-
ing upon relevant natural language processing ap-
proaches (Malik et al., 2013), datasets (Rajpurkar
et al., 2016; Kocisky et al., 2017) and informa-
tion retrieval techniques (Weienborn et al., 2013;
Mao et al., 2014). These improvements have al-
lowed the domain to evolve from shallow keyword
matching to contextual and semantic retrieval sys-
tems (Kadam et al., 2015). However, most of
these techniques have been focused on the open-
domain (Soares and Parreiras, 2018) and the chal-
lenges harbouring the biomedical domain have not
been well addressed and remain unsolved. Here,
we define biomedical QA as either factoid or non-
factoid QA on biomedical literature.

One such challenge is due to the creation
of complex medical queries which require ex-
pert knowledge and up to four hours per
query (Russell-Rose and Chamberlain, 2017) to
adequately answer. This requirement of expert
knowledge leads to a lack of high-quality, publicly
available biomedical QA datasets. Furthermore,
medical datasets tend to be locked behind ethical,
obligatory agreements and are usually small due to
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cost constraints and lack of domain experts for an-
notation (Pampari et al., 2018; Shen et al., 2018).
Therefore, open-domain techniques which assume
data-rich conditions are not suitable for direct ap-
plication to the biomedical domain.

Another challenge is clinical term ambiguity,
which is due to the temporally and spatially vary-
ing nature of clinical terminology, and the fre-
quent use of abbreviation and esoteric medical ter-
minology (Lee et al., 2019) (see Table 1 for ex-
amples). It is difficult for systems to adequately
disambiguate clinical words to be used in down-
stream QA systems due to the complexity of the
ambiguity of medical terminology, such as abbre-
viations, due to their varying contexts. Though
there are existing tools such as MetaMap (Aron-
son and Lang, 2010) to disambiguate these terms
by mapping them to the UMLS (Unified Medi-
cal Language System) metathesaurus, coverage of
these systems is low and mappings are often inac-
curate (Wu et al., 2012).

Furthermore, systems in the open-domain typ-
ically retrieve a long answer before extracting a
short continuous span of text to present to the
user (Soares and Parreiras, 2018; Rajpurkar et al.,
2016). However, for biomedical responses, it is
not always sufficient to retrieve short answer con-
tinuous spans, and Answer Evidence spans that are
discontinuous that cross the sentence boundary are
often required (Pampari et al., 2018; Hunter and
Cohen, 2006; Nentidis et al., 2018).

These problems are not yet solved in the
biomedical domain and are reflected in the
BioASQ challenge (Nentidis et al., 2018), an an-
nual challenge with a biomedical question answer-
ing track. Currently, the state-of-the-art systems
do not perform much better than random guess
with an accuracy of 66.67% for binary question
answering (Chandu et al., 2017), 24.24% for fac-
toid (ranked list of named entities as answers) and
an Fl-score of 0.3312 for list-type (unranked list
of named entities) (Peng et al., 2015) suggesting
that there is much room for improvement in terms
of algorithms and research.

Furthermore, we found that there is a lack of
a biomedical question answering system directed
for patients. Biomedical question answering for
patients is important as studies from the Pew Re-
search Centre have shown that 35% of U.S. adults
have diagnosed themselves using the information
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they found online’>. Of these adults, 35% said

that they did not get a professional opinion on
their self-diagnosis, illustrating that patients may
blindly trust the results of search engines without
consulting a medical professional. This is cause
for concern, as search engines tend to display the
most severe ailments first which could lead to a
potential waste of hospital resources or deteriora-
tion in patient health (Korfage et al., 2000).

Furthermore, although there are negatives to
searching symptoms via search engine, for the par-
ticipants who visited doctors after self-diagnosis,
research has revealed that doctor-patient relation-
ships and patient compliance with treatment im-
prove as the patients have a clearer understanding
of their symptoms and potential disease after self-
diagnosis (Cocco et al., 2018). These studies mo-
tivate the need for a strong biomedical question
answering question for patients as it will benefit
patients who self-diagnose and patients who seek
medical advice after looking up their symptoms
online.

Finally, we highlight that there is a lexical and
semantic gap between clinical and patient lan-
guage. For example, the expression “hole in lung “
taken literally is about a punctured lung. However,
this colloquialism refers to the condition known
as Pleurisy (Ben Abacha and Demner-Fushman,
2019; Abacha and Demner-Fushman, 2016), illus-
trating that patients do not have the level of literacy
to formulate complex medical queries nor under-
stand them (Graham and Brookey, 2008).

We aim to address the challenges in applying
question answering to biomedical question an-
swering for patients. We highlight that the cur-
rent gaps of biomedical QA research stem from
lack of clinical disambiguation tools, lack of high-
quality data, the quality of answer spans, weak
algorithms and clinical-patient lexical gaps. Our
goal is to present a patient biomedical QA system
that can address the gaps in biomedical research
and allows a patient to query their symptoms, dis-
eases or available treatment options accurately, but
will also abstain from providing answers in cases
where there is low confidence in the best answer,
question malformation or insufficiency of data to
answer the question.

“https://www.pewinternet.org/2013/01/15/health-online-
2013/



Type Example | Explanation

Temporally varying | Flu The Flu evolves every year and the cause is predicated on the
year it is contracted

Spatially varying Cancer Cancer is a disease that varies with severity based on location
(Late stage brain cancer is much worse than early stage skin
cancer)

Abbreviation HR A common clinical abbreviation that typically means heart
rate, but may mean hazard ratio depending on the context

Esoteric terminology | ¢.248T>C | A gene mutation that does not appear in any open-domain cor-
pus such as Wikipedia and has no layman definition

Table 1: Examples of ambiguity in biomedical text.

2 Literature Review

Here, we detail a review of question answering in
the open and biomedical domains.

2.1 Information Retrieval Approaches

Biomedical QA systems up until 2015 relied heav-
ily on Information Retrieval (IR) techniques such
as tf-idf ranking (Lee et al., 2006) and entity
extraction tools such as MetaMap (Aronson and
Lang, 2010) in order to obtain candidate answers
(by querying biomedical databases) and feature
extraction before using machine learning mod-
els such as logistic regression (Weienborn et al.,
2013). While other techniques included using
cosine similarity between one-hot encoded vec-
tors of answer and question for candidate re-
ranking (Mao et al., 2014). However, these tech-
niques were inherently bag-of-word approaches
that ignored the context of words. Furthermore,
these techniques relied on complete matches of
question terms and answer paragraphs, which is
not realistic in practice. Patients use different ter-
minology to that of medical experts and biomedi-
cal literature (Graham and Brookey, 2008).

In more recent years, more neural approaches to
IR have been used in the biomedical space (Nen-
tidis et al., 2017, 2018) such as Position-
Aware Convolutional Recurrent Relevance Match-
ing (Hui et al., 2017), Deep Relevance Match-
ing Model (Guo et al., 2017) and Attention Based
Convolutional Neural Network (Yin et al., 2015).
However, though these approaches do not rely on
complete matching of words and capture seman-
tics, they either ignore local or global contexts
which are useful for disambiguation of clinical ter-
minology and comprehension (McDonald et al.,
2018).
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2.2 Semantic-level Approach

QA requires the retrieval of long answers be-
fore summarisation or retrieval of answer spans.
Punyakanok et al. (2004) introduced the use of
a question’s dependency trees and candidate an-
swers’ dependency trees and aligning with the
Tree Edit Distance metric to augment statistical
classifiers such as Logistic Regression and Con-
ditional Random Fields. However, these meth-
ods failed to capture complex semantic informa-
tion due to a reliance on effective part-of-speech
tagging and were not attractive end-to-end solu-
tions. Otherwise, WordNet was utilised to extract
semantic relationships and estimate semantic dis-
tances between answers and questions (Terol et al.,
2007). However, WordNet suffered from being
open-domain focused and also was not able to cap-
ture complex semantic information such as poly-
semy (Molla and Gonzlez, 2007).

2.3 Neural Approaches

In recent years, approaches that use neural net-
works have become popular. Word embedding
techniques such as Word2vec and GloVe can
model the latent semantic distribution of language
through unsupervised learning (Chiu et al., 2016).
Furthermore, they are quickly adopted into neu-
ral networks as these models take fixed-sized
vector inputs, where embeddings could be used
as encoded inputs into neural networks such as
LSTM (Hochreiter and Schmidhuber, 1997) and
CNN (LeCun et al., 1999) in the biomedical do-
main (Nentidis et al., 2017, 2018).

Though these embedding techniques were use-
ful in capturing latent semantics, they did not dis-
tinguish between multiple meanings of clinical
text (Molla and Gonzlez, 2007; Vine et al., 2015).

There have been several solutions to this prob-



lem (Peters et al., 2018; Howard and Ruder,
2018; Devlin et al., 2019) proposed but they are
not relevant specifically to the biomedical do-
main. Instead, we highlight BioBERT (Lee et al.,
2019), a biomedical version of BERT (Devlin
et al., 2019) which is a deeply bidirectional trans-
former (Vaswani et al., 2017) that is able to incor-
porate rich context into the encoding or embed-
ding process that has pre-trained on the Wikipedia
and PubMed corpora. However, this model fails to
account for the spatial and temporal aspects of dis-
eases in biomedical literature as temporality is not
encoded into its input. Furthermore, Biobert uses
a WordPiece tokeniser (Wu et al., 2016) which
keeps a fixed-size vocabulary dictionary for learn-
ing new words. However, the vocabulary within
the model is derived from Wikipedia, a general
domain corpus, and thus Biobert is unable to learn
distinct morphological semantics of medical terms
like -phobia, where ’-* denotes suffixation, mean-
ing fear as it only has the internal representation
for -bia.

3 Research Plan

We list the research questions to address some
of the research gaps in biomedical QA and the
system we aim to design, alongside baseline ap-
proaches and methodology as starting points. We
will also mention future directions to address these
research questions.

RQ1: What are the limitations of current
biomedical QA? The Ilimitations in current
biomedical QA include the lack of: sufficient
ambiguity resolution tools (Wu et al., 2012),
robust techniques to using semantic neural ap-
proaches (Lee et al., 2019; Nentidis et al., 2018).
The lack of strong comprehension from systems
to produce sufficient answer spans that cross the
sentence boundary as reflected by poor results
in ideal answer production in BioASQ (Nentidis
et al., 2018, 2017) and addressing issues using
real-world patient queries rather than artificially
curated queries (Pampari et al., 2018; Guo et al.,
2006) which contain colloquial ambiguous non-
medical terminology such as hole in lung.

In our research, we aim to address each of these
gaps by researching into: higher coverage clini-
cal ambiguity tools that use contexts in the spatial
and temporal domains, summarisation techniques
that can translate from biomedical terminology to
patient language (Mishra et al., 2014; Shi et al.,,
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2018) and tuning biomedical models to solve com-
plex answer span tasks that cross sentence bound-
aries (Kocisky et al., 2017) or require common
sense (Talmor et al., 2018).

RQ2: Data-driven approaches require high-
quality datasets. How can we construct or
leverage existing datasets to mimic real-world
biomedical question answering? By leverag-
ing existing techniques such as variational auto-
encoder (Shen et al., 2018) and Snorkel (Bach
etal., 2018), we will be able to generate, label and
process additional data that can meet stringent data
requirements of neural approaches.

However, synthetic datasets generally perform
weaker than handcrafted datasets (Bach et al.,
2018). In order to bridge this gap in the re-
search, we propose augmenting these data gener-
ation methods via crowd-sourcing methods with
textual entailment (Abacha and Demner-Fushman,
2016) and natural language inference (Johnson
et al., 2016) to improve the quality of the gener-
ated labels and data. For instance, we can use fo-
rums like Quora or medical specific forums such
as Health24? and utilise techniques such as ques-
tion entailment to find questions that are related
to ones seen in the dataset in order to generate
higher-quality annotated labels.

We will then develop techniques that can com-
bine synthetic and higher-quality labelled datasets
that can be utilized downstream in a QA system.
We will compare this against baselines such as
majority voting and Snorkel to evaluate our ap-
proaches.

Allowing the model to abstain from a deci-
sion, through comprehension, has been the focus
of many datasets as of late (Rajpurkar et al., 2016;
Kocisky et al., 2017). We can use these datasets as
a starting problem to solve before applying these
techniques to the biomedical domain. However,
we will also develop and research further tech-
niques in order to allow for improved confidence
and low uncertainty from the model.

RQ3: How do we indicate the confidence of the
answer that the model has provided? Often re-
searchers interpret softmax or confidence scores
from the classifier models as direct correlations to
probability but often forget about uncertainties in
this measurement (Kendall and Gal, 2017). Due
to the real-world application and sensitivity of pre-

3https://www.health24.com/Experts



dictions in a health-based QA system, there needs
to be guarantees that predictions are of both high
accuracy and low uncertainty.

In order to account for uncertainty, techniques
such as Inductive Conformal Prediction (Pa-
padopoulos, 2008) and Deep Bayesian Learn-
ing (Siddhant and Lipton, 2018) can be used to
model epistemic uncertainty, which is not inher-
ently captured by the model during training, in or-
der to make the loss function more robust to noise
and uncertainty and thereby strengthen the predic-
tions of the model. This would then allow soft-
max scores to be used as confidence scores within
a reasonable level of uncertainty.

RQ4: How do we include temporality or lo-
cality of diseases into answers? Diseases are
non-static, they evolve such as the flu or are sea-
sonal such as the summer cold. Current models
utilise only static vector inputs, such as word em-
beddings, that do not account for this temporal as-
pect of the input. Furthermore, though diseases
are non-static, they may be more likely in different
countries as there is a spatiotemporal relationship
where countries will experience different seasons
and thus different diseases. In order to accommo-
date for these relationships, we can draw on prior
research as starting points such as space-time lo-
cal embeddings (Sun et al., 2015), dynamic word
embeddings (Bamler and Mandt, 2017) or time-
embeddings (Barbieri et al., 2018) as baselines and
extend them into the biomedical setting.

RQS5: How do we bridge the semantic gap be-
tween clinical text and terminology that a pa-
tient can understand? Most patients lack the
expertise in utilising resources such as biomed-
ical literature in order to self-diagnose. There-
fore, knowledge or answers should be presented
in a form that they can understand (Graham and
Brookey, 2008). Biomedical language and pa-
tient language can be construed as two sepa-
rate languages as biomedical language changes
and evolves over time (Yan and Zhu, 2018) and
also pose the same problems (Hunter and Cohen,
2006). Therefore, we can model this problem as
a language translation problem and thus can use
techniques in neural machine translation (Qi et al.,
2018; Chousa et al., 2018) based on word embed-
dings.

However, as biomedical language and patient
English are primarily borne of the same language,
this poses unique problems. For instance, a token
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in plain English may translate to several tokens in
the biomedical space or vice versa. This is known
as the alignment problem (Qi et al., 2018). We can
potentially remedy this by borrowing ideas from
n-gram embedding (Zhao et al., 2017) as a starting
point or using Biobert (Lee et al., 2019) projected
to a dual-language embedding space and use atten-
tion to produce the alignment. Furthermore, there
are biomedical abbreviations that need to be dis-
ambiguated before translation (Festag and Spreck-
elsen, 2017), for which we would use direct, rule-
based approaches using thesauri or tools such as
Metamap (Aronson and Lang, 2010) as our base-
line approaches and extend upon using data-driven
approaches (Wu et al., 2017).

4 Experimental Framework

4.1 Datasets

High-quality data is required to address the chal-
lenges we outlined. We therefore consider the
following datasets: (1) MEDNLI (Johnson et al.,
2016; Goldberger et al., 2000) for medical lan-
guage inference; (2) i2b2 in the form of em-
rQA (Pampari et al., 2018) for synthetic question-
answer pairs; (3) SQuAD (Rajpurkar et al.,
2016) for open-domain transfer learning; (4) the
question-answering datasets provided on MediQA
2019% (5) the question entailment dataset and
MedQuAD (Ben Abacha and Demner-Fushman,
2019); (5) CLEF eHealth (Suominen et al., 2018)
to utilize and evaluate IR methods; and (6) we will
supplement our datasets by generating labels for
unlabelled data by leveraging the signals from the
labelled datasets through the use of tools such as
Snorkel (Bach et al., 2018) and CVAE (Shen et al.,
2018).

4.2 Evaluation Metrics

In our experiments, we will evaluate our
summarisation strategies with metrics such as
ROGUE (Lin, 2004), in particular, rogue-
2 (Owczarzak and Dang, 2009) and BLEU (Pap-
ineni et al., 2002). For question-answering, we use
standard ranking metrics such as Mean Average
Precision and Mean Reciprocal Rank for evaluat-
ing candidate ranking and standard metrics such
as fl-score, Precision, Accuracy and more medi-
cal targeted metrics such as sensitivity and speci-
ficity (Parikh et al., 2008).

*https://sites.google.com/view/mediqa2019



4.3 Proposed Framework

From the research questions mentioned, we pro-
pose a framework to unify their solutions.

Embeddings To begin, we need to construct our
date/seasonal embeddings (Barbieri et al., 2018),
to do this, we will need datasets that have mentions
of the seasonality and locality of disease entities.
Also, we will require embeddings that are repre-
sentative of the text, we will consider state-of-the-
art word-level context sensitive embeddings (Lee
et al., 2019; Peters et al., 2018) and word-level
context insensitive embeddings (Chiu et al., 2016)
and ensure they properly represent the biomedi-
cal datasets. For instance, BERT will need to pre-
trained with a biomedical vocabulary rather than
a general purpose open-domain one, and, in doing
so, we will be able to resolve ambiguity in poly-
semy or abbreviations.

Furthermore, we will also be researching
methodologies to handle out-of-vocabulary words
as the current WordPiece tokenization (Devlin
etal., 2019) or character-level embeddings (Barbi-
eri et al., 2018) would not be sufficient to address
esoteric terminology (Lee et al., 2019). The time
embeddings and the word-level embeddings will
be concatenated and used as input to the model.

Model Architecture Given the success of multi-
task learning (Zhao et al., 2018; Liu et al., 2019),
and having been proposed as the blocking task in
NLP (McCann et al., 2018) that needs to be solved.
We therefore apply multi-task learning to this
problem. From the state of the art multi-task learn-
ing models, we borrow the fundamental building
blocks such as multi-headed self-attention (Liu
et al.,, 2019) and multi-pointer generation (Mc-
Cann et al., 2018) to be used as decisions in a
Neural Architecture Search (NAS) (Zoph and Le,
2016). NAS will use reinforcement learning tech-
niques to find a suitable architecture for multi-task
learning. We elect to find the architecture to rep-
resent our problem this way due to one main rea-
son. The reason is that the field of deep learning
in NLP is quickly changing, and thus the state-
of-the-art techniques will always change. There-
fore, by having a tool that builds architectures
from the building blocks of state-of-the-art mod-
els is vital. However, crucially, we must add Het-
eroscedastic Aleatoric Uncertainty and Epistemic
Uncertainty minimisation to the model by adjust-
ing the loss function and weight distribution which
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will allow the model to be more certain about deci-
sions (Kendall and Gal, 2017). One such decision
must be the ability to abstain from answering.

Concretely, we use NAS to discover models for
NMT from clinical text to the patient language
by conditioning to an encoder-decoder structure.
From here, using this model a starting point, NAS
will add task-specific layers that will minimise the
joint loss over the biomedical tasks such as ques-
tion answering (Nentidis et al., 2018), question
entailment (Abacha and Demner-Fushman, 2016)
and natural language inference (Johnson et al.,
2016). In doing so, multi-task learning will allow
for stronger generalisability and end-to-end train-
ing (McCann et al., 2018; Liu et al., 2019).

5 Summary

We highlight gaps within the literature in ques-
tion answering in the biomedical domain. We
outline challenges associated with implementing
these systems due to the limitations of current
work: lack of annotated data, ambiguity in clin-
ical text and lack of comprehension of ques-
tion/answer text by models.

We motivate this research in the area of patient
QA due to the high volume of medical queries in
search engines that are trusted by patients. Our re-
search aims to build upon the strengths of the cur-
rent state-of-the-art and research new strategies in
solving technical challenges to support a patient
in retrieving the answers they require with low un-
certainty and high confidence.
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Abstract

The unprompted patient experiences shared on
patient forums contain a wealth of unexploited
knowledge. Mining this knowledge and cross-
linking it with biomedical literature, could ex-
pose novel insights, which could subsequently
provide hypotheses for further clinical re-
search. As of yet, automated methods for open
knowledge discovery on patient forum text
are lacking. Thus, in this research proposal,
we outline future research into methods for
mining, aggregating and cross-linking patient
knowledge from online forums. Additionally,
we aim to address how one could measure the
credibility of this extracted knowledge.

1 Introduction

In the biomedical realm, open knowledge dis-
covery from text has traditionally been limited
to semi-structured data, such as electronic health
records, and biomedical literature (Fleuren and
Alkema, 2015). Patient forums (or discussion
groups), however, contain a wealth of unexploited
knowledge: the unprompted experiences of the pa-
tients themselves. Patients indicate that they rely
heavily on the experiences of others (Smailhodzic
et al., 2016), for instance for learning how to cope
with their illness on a daily basis (Burda et al.,
2016; Hartzler and Pratt, 2011).

In recent years, researchers have begun to ac-
knowledge the value of such knowledge from ex-
perience, also called experiential knowledge. It
is increasingly recognized as complementary to
empirical knowledge (Carter et al., 2013; Knot-
tnerus and Tugwell, 2012). Consequently, patient
forum data has been used for a range of health-
related applications from tracking public health
trends (Sarker et al., 2016b) to detecting adverse
drug responses (Sarker et al., 2015). In contrast to
other potential sources of patient experiences such
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as electronic health records or focus groups, pa-
tient forums offer uncensored and unsolicited ex-
periences. Moreover, it has been found that pa-
tients are more likely to share their experiences
with their peers than with a physician (Davison
et al., 2000).

Nonetheless, so far, the mining of experien-
tial knowledge from patient forums has been lim-
ited to the extraction of adverse drug responses
(ADRs) that patients experience when taking pre-
scription drugs. Yet, patient forums contain an
abundance of valuable information hidden in other
experiences. For example, patients may report ef-
fective coping techniques for side effects of med-
ication. Nevertheless, automated methods for
open knowledge discovery from patient forum
text, which could capture a wider range of expe-
riences, have not yet been developed.

Therefore, we aim to develop such automated
methods for mining anecdotal medical experi-
ences from patient forums and aggregating them
into a knowledge repository. This could then be
cross-linked to a comparable repository of curated
knowledge from biomedical literature and clini-
cal trials. Such a comparison will expose any
novel information present in the patient experi-
ences, which could subsequently provide hypothe-
ses for further clinical research, or valuable aggre-
gate knowledge directly for the patients.

Although hypothesis generation in this manner
could potentially advance research for all patient
groups, we expect it to be the most promising for
patients with rare diseases. Research into these
diseases is scarce (Aymé et al., 2008): their rar-
ity obstructs data collection and for-profit indus-
try considers this research too costly. Aggregation
of data from online forums could spur the coordi-
nated, trans-geographic effort necessary to attain
progress for these patients (Aymé et al., 2008).
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Problem statement Patient experiences are
shared in abundance on patient forums. Experi-
ential knowledge expressed in these experiences
may be able to advance understanding of the
disease and its treatment, but there is currently
no method for automatically mining, aggregating,
cross-linking and verifying this knowledge.

Research question To what extent can auto-
mated text analysis of patient forum posts aid
knowledge discovery and yield reliable hypothe-
ses for clinical research?

Contributions Our main contributions to the
NLP field will be: (1) methods for extracting of
aggregated knowledge from patient experiences
on online fora, (2) a method for cross-linking
curated knowledge and complementary patient
knowledge, and (3) a method for assessing the
credibility of claims derived from medical user-
generated content. We will release all code and
software related to this project. Data will be avail-
able upon request to protect the privacy of the pa-
tients.

2 Research Challenges

In order to answer this research question, five chal-
lenges must be addressed:

e Data Quality Knowledge extraction from so-
cial media text is complicated by colloquial
language, typographical errors, and spelling
mistakes (Park et al., 2015). The complex
medical domain only aggravates this chal-
lenge (Gonzalez-Hernandez et al., 2017).

e Named Entity Recognition (NER) Previous
work has been limited to extracting drug
names and adverse drug responses (ADRs).
Consequently, methods for extracting other
types of relevant entities, such as those re-
lated to coping behaviour, still need to be
developed. In general, layman’s terms and
creative language use hinder NER from user-
generated text (Sarker et al., 2018).

o Automatic Relation Annotation Relation ex-
traction from forum text has been explored
only for ADR-drug relations. A more open
extraction approach is currently lacking. The
typically small size of patient forum data
and the subsequent lack of redundancy is the
main challenge for relation extraction. Other
challenges include determining the presence,
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direction and polarity of relations and nor-
malizing relationships in order to aggregate
claims.

Cross-linking with Curated Knowledge In or-
der to extract novel knowledge, the extracted
knowledge should be compared with curated
sources. Thus, methods need to be developed
to build comparable enough knowledge bases
from both types of knowledge.

Credibility of Medical User-generated Con-
tent In order to assess the trustworthiness
of novel, health-related claims from user-
generated online content, a method for mea-
suring their relative credibility must be devel-
oped.

3 Prior work

In this section, we will highlight the prior work
for each of these research challenges. Hereafter, in
section 4, we will outline our proposed approach
to tackling them in light of current research gaps.

3.1 Data quality

The current state-of-the-art lexical normalization
pipeline for social media was developed by Sarker
(2017).  Their spelling correction method de-
pends on a standard dictionary supplemented with
domain-specific terms to defect mistakes, and on
a language model of generic Twitter data to cor-
rect these mistakes. For domains that have many
out-of-vocabulary terms compared to the available
dictionaries and language models, such as medical
social media, this is problematic and results in a
low precision for correct domain-specific words.

Besides improving data quality through spelling
normalization, it is essential to identify which
forum posts contain patient experiences before
knowledge can be extracted from these experi-
ences. Previous research into systematically dis-
tinguishing experiences on patient forums is lim-
ited to a single study on Dutch forum data (Ver-
berne et al., 2019). They identified narratives
using only lower-cased words as features. Fur-
thermore, specialized classifiers for differentiating
factual statements about ADRs and personal ex-
periences of ADRs on social media have also been
developed (e.g. Nikfarjam et al. (2015)). How-
ever, these are too specialized to be suited for iden-
tifying patient experiences in general.



3.2 NER on health-related social media

Named entity recognition on patient forums is cur-
rently restricted to the detection of ADRs to pre-
scription drugs (Sarker et al., 2015). Leaman et al.
(2010) were the first to extract ADRs from patient
forum data by matching tokens to a lexicon of side
effects compiled from three medical databases and
manually curated colloquial phrases. As lexicon-
based approaches are hindered by descriptive and
colloquial language use (O’Connor et al., 2014),
later studies attempted to use association mining
(Nikfarjam and Gonzalez, 2011). Although par-
tially successful, concepts occurring in infrequent
or more complex sentences remained a challenge.

Consequently, more recent studies have em-
ployed supervised machine learning, which can
detect inexact matches. The current state-of-the-
art systems use conditional random fields (CRF)
with lexicon-based mapping (Nikfarjam et al.,
2015; Metke-Jimenez and Karimi, 2015; Sarker
et al., 2016a). Key to their success is their ability
to incorporate textual information. Information-
rich semantic features, such as polarity (Liu et al.,
2016); and unsupervised word embeddings (Nik-
farjam et al., 2015; Sarker et al., 2016a), were
found to aid the supervised extraction of ADRs.
As of yet, deep learning methods have not been
explored for ADR extraction from patient forums.

For subsequent concept normalization of ADRs
i.e. their mapping to concepts in a controlled vo-
cabulary, supervised methods outperform lexicon-
based and unsupervised approaches (Sarker et al.,
2018). Currently, the state-of-the-art system is
an ensemble of a Recurrent Neural Network and
Multinomial Logistic Regression (Sarker et al.,
2018). In contrast to previous research, we aim
to extract a wider variety of entities, such as those
related to coping, and thus we will also extend
normalization approaches to a wider range of con-
cepts.

3.3 Automated relation extraction on
health-related social media

Research on relation extraction from patient fo-
rums has been explored to a limited extent in the
context of ADR-drug relations. Whereas earlier
studies simply used co-occurrence (Leaman et al.,
2010), Liu and Chen (2013) opted for a two-step
classifier system with a first classifier to determine
whether entities have a relation and a second to
define it. Another study used a Hidden Markov
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Model (Sampathkumar et al., 2014) to predict the
presence of a causal relationship using a list of
keywords e.g. ‘effects from’. More recently, Chen
et al. (2018) opted for a statistical approach: They
used the Proportional Reporting Ratio, a statistical
measure for signal detection, which compares the
proportion of a given symptom mentioned with a
certain drug to the proportion in combination with
all drugs. In order to facilitate more open knowl-
edge discovery on patient forums, we aim to inves-
tigate how other relations than ADR-drug relations
can be extracted.

3.4 Cross-linking medical user-generated
content with curated knowledge

Although the integration of data from different
biomedical sources has become a booming topic
in recent years (Sacchi and Holmes, 2016), only
two studies have cross-linked user-generated con-
tent from health-related social media with struc-
tured databases. Benton et al. (2011) compared
co-occurrence of side effects in breast cancer posts
to drug package labels, whereas Yeleswarapu et al.
(2014) combined user comments with structured
databases and MEDLINE abstracts to calculate
the strength of associations between drugs and
their side effects. We aim to develop cross-
linking methods with curated sources that go be-
yond ADR-drug relations in order to extract diver-
gent novel knowledge from user-generated text.

3.5 Credibility of medical user-generated
content

As the Web accumulates user-generated content, it
becomes important to know if a specific piece of
information is credible or not (Berti-Equille and
Ba, 2016). For novel claims, the factual truth can
often not be determined, and thus credibility is the
highest attainable.

So far, the approaches to automatically assess-
ing credibility of health-related information on so-
cial media has been limited to three studies (Vi-
viani and Pasi, 2017a). Firstly, Vydiswaran et al.
(2011) used textual features to compute trustwor-
thiness based on community support. They eval-
uated their approach using simulated data with
varying amounts of invalid claims, defined as dis-
approved or non-specific treatments, e.g. paraceta-
mol. Secondly, Mukherjee et al. (2014) developed
a semi-supervised probabilistic graph that uses an
expert medical database of known side effects as
a ground truth to assess the credibility of rare or
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Figure 1: Proposed pipeline

unknown side effects on an online health commu-
nity. Kinsora et al. (2017) was the first to not
focus solely on accessing relations of treatments
and side effects. They developed the first labeled
data set of misinformative and non-misinformative
comments from a health discussion forum, where
misinformation is defined as ‘medical relations
that have not been verified’. By definition, how-
ever, the novel health-related claims arising from
our knowledge discovery process will not be veri-
fied. Thus, so far, a methodology for assessing the
credibility of novel health-related claims on social
media is lacking. We aim to address this gap.

4 Proposed Pipeline

As can be seen in Figure 1, we propose a pipeline
that will automatically output a list of medical
claims from the knowledge contained in user-
generated posts on a patient forum. They will be
ranked in order of credibility to allow clinical re-
searchers to focus on the most credible candidate
hypotheses.

After preprocessing, we aim to extract relevant
entities and their relations from only those posts
that contain personal experiences. Therefore, we
need a classifier for personal experiences as well
as a robust preprocessing system. From the fil-
tered posts, we will subsequently extract a wider
range of entities than was done in previous re-
search, such as those related to coping with ad-
verse drug responses, medicine efficacy, comor-
bidity and lifestyle. Since patients with comor-
bities, i.e. co-occurring medical conditions, are
often excluded from clinical trials (Unger et al.,
2019), it is unknown whether medicine efficacy
and adverse drug responses might differ for these
patients. Moreover, certain lifestyle choices, such
as diet, are known to influence both the working of
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medication (Bailey et al., 2013) and the severity of
side effects. For instance, patients with the rare
disease Gastro-Intestinal Stromal Tumor (GIST)
provide anecdotal evidence that sweet potato can
influence the severity of side effects.! These is-
sues greatly impact the quality of life of patients
and can be investigated with our approach. How-
ever, extending towards a more open information
extraction approach instigates various questions.
Could, for instance, dependency parsing be em-
ployed? Should a pre-specified list of relations
be used and if so, which criteria should this list
conform to? Which approaches and insights from
other NLP domains could help us here?

Answering these questions is complicated by
our consecutive aim to cross-link the patient
knowledge with curated knowledge: the approach
to knowledge extraction and aggregation needs to
be similar enough to allow for filtering. A com-
pletely open approach may therefore not be pos-
sible. A key feature that impedes the generation
of comparable data repositories is the difference
in terminology. Extracting curated claims is also
not trivial, as biomedical literature is at best semi-
structured. Yet, comparable repositories are essen-
tial, as they will enable us to eliminate presently
known facts from our findings.

Finally, we aim to automatically assess the cred-
ibility of these novel claims in order to output
a ranked list of novel hypotheses to clinical re-
searchers. Our working definition of credibility is
the level of trustworthiness of the claim, or how
valid the audience perceives the statement itself to
be (Hovland et al., 1953). The development of a
method for measuring credibility raises interest-
ing points for discussion, such as: which linguistic
features could be used to measure the credibility of
a claim? And how could support of a statement, or
lack thereof, by other forum posts be measured?

In the next two sections, we will elaborate,
firstly, on initial results for improving data qual-
ity and, secondly, on implementation ideas for our
NER and relation extraction system; and for our
method for assessing credibility.

5 Initial results

To reduce errors in knowledge extraction, our re-
search initially focused on improving data quality
through (1) lexical normalization and (2) identify-

"https://liferaftgroup.org/
managing-side—-effects/



ing messages that contain personal experiences.’

Lexical normalization Since the state-of-the-
art lexical normalization method (Sarker, 2017)
functions poorly for social media in the health do-
main, we developed a data-driven spelling correc-
tion module that is dependent only on a generic
dictionary and thus capable of dealing with small
and niche data sets (Dirkson et al., 2018, 2019b).
We developed this method on a rare cancer fo-
rum for GIST patients® consisting of 36,722 posts.
As a second cancer-related forum, we used a sub-
reddit on cancer of 274,532 posts .

For detecting mistakes, we implemented a de-
cision process that determines whether a token is
a mistake by, firstly, checking if it is present in
a generic dictionary, and if not, checking for vi-
able candidates. Viable candidates, which are de-
rived from the data, need to have at least double
the corpus frequency and a high enough similarity.
This relative, as opposed to an absolute, frequency
threshold enables the system to detect common
spelling mistakes. The underlying assumption is
that correct words will occur frequently enough
to not have any viable correction candidates: they
will thus be marked as correct. Our method at-
tained an Fys score of 0.888. Additionally, it
manages to circumvent the absence of specialized
dictionaries and domain- and genre-specific pre-
trained word embeddings. For correcting spelling
mistakes, relative weighted edit distance was em-
ployed: the weights are derived from frequen-
cies of online spelling errors (Norvig, 2009). Our
method attained an accuracy of 62.3% compared
to 20.8% for the state-of-the-art method (Sarker,
2017). By pre-selecting viable candidates, this ac-
curacy was further increased by 1.8% point.

This spelling correction pipeline reduced out-
of-vocabulary terms by 0.50% and 0.27% in the
two cancer-related forums. More importantly, it
mainly targeted, and thus corrected, medical con-
cepts. Additionally, it increased classification ac-
curacy on five out of six benchmark data sets of
medical forum text (Dredze et al. (2016); Paul and
Dredze (2009); Huang et al. (2017); and Task 1
and 4 of the ACL 2019 Social Media Mining 4
Health shared task®).

?Code and developed corpora can be found on https:
//github.com/AnneDirkson

3https://www.facebook.com/groups/
gistsupport/

‘www.reddit.com/r/cancer

‘https://healthlanguageprocessing.org/
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Personal experience classification As research
into systematically distinguishing patient experi-
ences was limited to Dutch data with only one fea-
ture type (Verberne et al., 2019), we investigated
how they could best be identified in English forum
data (Dirkson et al., 2019a). Each post was classi-
fied as containing a personal experience or not. A
personal experience did not need to be about the
author but could also be about someone else.

We found that character 3-grams (F; = 0.815)
significantly outperform psycho-linguistic fea-
tures and document embeddings in this task.
Moreover, we found that personal experiences
were characterized by the use of past tense, health-
related words and first-person pronouns, whereas
non-narrative text was associated with the future
tense, emotional support words and second-person
pronouns. Topic analysis of the patient experi-
ences in a cancer forum uncovered fourteen medi-
cal topics, ranging from surgery to side effects. In
this project, developing a clear and effective an-
notation guideline was the major challenge. Al-
though the inter-annotator agreement was substan-
tial (x = 0.69), an error analysis revealed that an-
notators still found it challenging to distinguish a
medical fact from a medical experience.

6 Current and Future work

In the upcoming second year of the PhD project,
we will focus on developing an NER and relation
extraction (RE) system (Section 6.1). After that,
we will address the challenge of credibility assess-
ment (Section 6.2).

6.1 Extracting entities and their relations

For named entity recognition, we are currently ex-
perimenting with BiLSTMs combined with Con-
ditional Random Fields. Our system builds on the
state-of-the-art contextual flair embeddings (Ak-
bik et al., 2018) trained on domain-specific data
(Dirkson and Verberne, 2019). Our next step will
be to combine these with Glove or Bert Embed-
dings (Devlin et al., 2018). We may also incorpo-
rate domain knowledge from structured databases
in our embeddings, as this was shown to im-
prove their quality (Zhang et al., 2019). The ex-
tracted entities will be mapped to a subset of pre-
selected categories of the UMLS (Unified Medical
Language System) (National Library of Medicine,

smmé4h/challenge/



2009), as this was found to improve precision (Tu
et al., 2016).

For relation extraction (RE), our starting point
will also be state-of-the-art systems for various
benchmark tasks. Particularly the system by
Vashishth et al. (2018), RESIDE, is interesting as
it focuses on utilizing open IE methods (Angeli
et al., 2015) to leverage relevant information from
a Knowledge Base (i.e. possible entity types and
matching to relation aliases) to improve perfor-
mance. We may be able to employ similar meth-
ods using the UMLS. Nonetheless, as patient fo-
rums are typically small in size, recent work in
transfer learning for relation extraction (Alt et al.,
2019) is also interesting, as such systems may be
able to handle smaller data sets better. Recent
work on few-shot relation extraction (Han et al.,
2018) may also be relevant for this reason. Han
et al. (2018) showed that meta-learners, models
which try to learn how to learn, can aid rapid gen-
eralization to new concepts for few-shot RE. The
best performing meta-learner for their new bench-
mark FewRel was the Prototypical Network by
Snell et al. (2018): a few-shot classification model
that tries to learn a prototypical representation for
each class. We plan to investigate to what extent
these various state-of-the-art systems can be em-
ployed, adapted and combined for RE in domain-
specific patient forum data.

6.2 Assessing credibility

To assess credibility, we build upon extensive re-
search into rumor verification on social media. Zu-
biaga et al. (2018) consider a rumor to be: “an item
of circulating information whose veracity status is
yet to be verified at time of posting”. According to
this definition, our unverified claims would qualify
as rumors.

An important feature for verifying rumors is
the aggregate stance of social media users towards
the rumor (Enayet and El-Beltagy, 2017). This
is based on the idea that social media users can
collectively debunk inaccurate information (Proc-
ter et al., 2013), especially over a longer period
of time (Zubiaga et al., 2016b). In employing
a similar approach, we assume that collectively
our users, namely patients and their close rela-
tives, have sufficient expertise for judging a claim.
Stances of posts are generally classified into sup-
porting, denying, querying or commenting i.e.
when a post is either unrelated to the rumor or to
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its veracity (Qazvinian et al., 2011; Procter et al.,
2013). We plan to combine the state-of-the-art
LSTM approach by Kochkina et al. (2017) with
the two-step decomposition of stance classifica-
tion suggested by Wang et al. (2017): comments
are first distinguished from non-comments to then
classify non-comments into supporting, denying,
or querying. We will take into account the en-
tire conversation, as opposed to focusing on iso-
lated messages, since this has been shown to im-
prove stance classification (Zubiaga et al., 2016a).
We may employ transfer learning by using a pre-
trained language model tuned on domain-specific
data as input. Additional features will be derived
from previous studies into rumor stance classifica-
tion e.g. Aker et al. (2017).

For determining credibility, we plan to experi-
ment with the model-driven approach by Viviani
and Pasi (2017b), which was used to assess the
credibility of Yelp reviews. They argue that a
model-driven MCDM (Multiple-Criteria Decision
Analysis) grounded in domain knowledge can lead
to better or comparable results to machine learn-
ing if the amount of criteria is manageable on top
of allowing for better interpretability. According
to Zubiaga et al. (2018), interpretability is essen-
tial to make a credibility assessment more reli-
able for users. Alternatively, we may use inter-
pretable machine learning methods, such as Logis-
tic Regression or Support Vector Machines, simi-
lar to the state-of-the-art rumor verification system
(Enayet and El-Beltagy, 2017). Besides stance,
other linguistic and temporal features for deter-
mining credibility could be derived from rumor
veracity studies e.g. Kwon et al. (2013); Castillo
et al. (2011). We also plan to conduct a survey
amongst patients in order to include factors they
indicate to be important for judging credibility of
information on their forum.

A challenge we foresee is the absence of a
ground truth for the credibility of claims. To
solve this, we could make use of the ground truth
of claims that match curated knowledge through
distant supervised learning and extrapolate our
method to the unknown instances, comparable to
the work by Mukherjee et al. (2014). Likewise,
we could mirror Mukherjee et al. (2014) in our
evaluation of the credibility scores: we could ask
experts to evaluate ten random claims and the ten
most credible as determined by our method.
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Abstract

Speech deficits are common symptoms among
Parkinson’s Disease (PD) patients. The auto-
matic assessment of speech signals is promis-
ing for the evaluation of the neurological state
and the speech quality of the patients. Re-
cently, progress has been made in applying
machine learning and computational methods
to automatically evaluate the speech of PD pa-
tients. In the present study, we plan to an-
alyze the speech signals of PD patients and
healthy control (HC) subjects in three differ-
ent languages: German, Spanish, and Czech,
with the aim to identify biomarkers to discrim-
inate between PD patients and HC subjects and
to evaluate the neurological state of the pa-
tients. Therefore, the main contribution of this
study is the automatic classification of PD pa-
tients and HC subjects in different languages
with focusing on phonation, articulation, and
prosody. We will focus on an intelligibility
analysis based on automatic speech recogni-
tion systems trained on these three languages.
This is one of the first studies done that consid-
ers the evaluation of the speech of PD patients
in different languages. The purpose of this re-
search proposal is to build a model that can
discriminate PD and HC subjects even when
the language used for train and test is differ-
ent.

1 Introduction

Parkinsons disease (PD) (i.e. Shaking palsy
(Parkinson, 2002)) is the second most common
neurodegenerative disorder after Alzheimers dis-
ease. PD displays a great prevalence in individuals
of advanced age (Dexter and Jenner, 2013), espe-
cially, over the age of fifty (Fahn, 2003). The signs
and symptoms of PD can significantly influence
the quality of life of patients. They are grouped
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into two categories: motor and non-motor symp-
toms. Speech impairments are one of the earliest
manifestations in PD patients.

Early diagnosis of PD is a vital challenge in
this field. The first step in analyzing this disease
is the development of markers of PD progression
through collecting data from several cohorts. To
reach this aim, different clinical rating scales have
been developed, such as the Unified Parkinson’s
Disease Rating Scale (UPDRS), Movement Dis-
orders Society - UPDRS (MDS-UPDRS) ' (Goetz
et al., 2008) and Hoehn & Yahr (H & Y) staging,
(Visser et al., 2006).

The UPDRS is the most widely used rating tool
for the clinical evaluation of PD patients. The ex-
amination requires observation and interview by
a professional clinician. The scale is distributed
into 4 sections: (i) Mentation, behavior and mood,
(i) Activities of daily living (ADL), (iii) Motor
sections, and (iv) Motor complications.

One of the most common motor problems is
related to speech impairments in PD (Jankovic,
2008). Most of the patients with PD show dis-
abilities in speech production. The most common
speech disturbances are monotonic speech, hypo-
phonia (a speech weakness in the vocal muscula-
ture and vocal sounds) and hypokinetic dysarthria.
These symptoms reduce the intelligibility of the
patients, and affect different aspects of the speech
production such as articulation, phonation, nasal-
ity, and prosody (Little et al., 2009; Goetz et al.,
2008; Ramig et al., 2001). Therefore, there is a
great interest to develop tools or methods to eval-
uate and improve the speech production of PD pa-
tients.

'MDS-UPDRS is the most updated version of the UP-
DRS.
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Recently, there has been a proliferation of new
speech recognition-based tools for the acoustic
analysis of PD. The use of speech recognition
software in clinical examinations could make a
powerful supplement to the state-of-the-art sub-
jective reports of experts and clinicians that are
costly and time-consuming (e.g., Little et al.,
2009; Hernandez-Espinosa et al., 2002). In the
clinical field, the detection of PD is a complex task
due to the fact that the symptoms of this disease
are more related to clinicians’ observations and
perception of the way patients move and speak.

Recently, machine learning tools are used to de-
velop speech recognition systems that make the
whole process of objective evaluation and recogni-
tion faster and more accurate than analytical clini-
cians’ methods (Yu and Deng, 2016; Hernandez-
Espinosa et al., 2002). Using machine learning
techniques to extract acoustic features for detect-
ing the PD has become widely used in recent stud-
ies (e.g., Dahl et al., 2012; Little et al., 2009).

Automatic speech recognition (ASR) systems
are used to decode and transcribe oral speech. In
other words, the goal of ASR systems is to find and
recognize the words that best represent the acous-
tic signal. For example, automatic speech recog-
nition systems are used to evaluate how speech in-
telligibility is affected by the disease.

This study will seek to further investigate the
speech patterns of HC and PD groups using
recordings from patients speaking in German,
Spanish, and Czech. Most of the previous studies
only considered recordings in one language and
focused on it for detecting PD, but in this study,
we plan to evaluate the effect of the PD in three
different languages.

2 Related work: ASR for detecting PD
symptoms

Speech can be measured by acoustic tools sim-
ply using aperiodic vibrations in the voice. The
field of speech recognition has been improved
in recent years by research in computer-assisted
speech training system for therapy (Beijer and Ri-
etvel, 2012) machine learning techniques, which
can lead to establish efficient biomarkers to dis-
criminate HC from people with PD (e.g., Orozco-
Arroyave et al., 2013).

There are a vast number of advanced tech-
niques to design ASR systems: hybrid Deep Neu-
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ral Networks-Hidden Markov Models (DNN 2-
HMM) (Hinton et al., 2012) and Convolutional
Neural Networks (CNN) (Abdel-Hamid et al.,
2014). Deep neural networks have recently re-
ceived increasing attention in speech recognition
(Canevari et al., 2013). Other studies have high-
lighted the strength of the DNN-HMM framework
for speech recognition (e.g., Dahl et al., 2012).

On the other hand, regarding the assessment of
PD from speech, Skodda et al. (2011) assessed
the progression of speech impairments of PD from
2002 to 2012 in a longitudinal study by only using
a statistical test to evaluate changes in aspects re-
lated to voice, articulation, prosody, and fluency of
the recorded speech.

Orozco-Arroyave et al. (2016) considered more
than one language for producing isolated words
for discriminating PDs from HCs. The character-
ization and classification processes were based on
a method on the systematic separation of voiced
and unvoiced segments of speech in their study.
Vasquez-Correa et al. (2017) analyzed the ef-
fect of acoustic conditions on different algorithms.
The obtained detection accuracy of PD speech was
reported and shown that the background noise af-
fect the performance of the different algorithms.
However, most of these systems are not yet capa-
ble of automatically detecting speech impairment
of individual speech sounds, which are known
to have an impact on speech intelligibility (Zhao
et al., 2010; Ramaker et al., 2002).

Our goal is to develop robust ASR systems for
pathological speech and incorporate the ASR tech-
nology to detect their speech intelligibility prob-
lems. A major interest is to investigate acoustic
features in the mentioned languages (differences
and similarities), including gender differences be-
tween subject (HC & PD) groups. The overall pur-
pose of this project is to address the question of
whether cross-lingual speech intelligibility among
PDs and HCs can help the recognition system to
detect the correct disease. The classification of
PD from speech in different languages has to be
carefully conducted to avoid bias towards the lin-
guistic content present in each language. For in-
stance, Czech and German languages are richer
than Spanish language in terms of consonant pro-
duction, which may cause that it is easier to pro-
duce consonant sounds by Czech PD patients than

’DNN is a feed-forward neural network that has more

than one layer of hidden units between its inputs and its out-
puts (Hinton et al., 2012).



by Spanish PD patients. In addition, with the
use of transfer learning strategies, a model trained
with utterances from one language can be used as
a base model to train a model in a different lan-
guage.

After reviewing the aforementioned literature,
the main contribution of our research for modeling
speech signals in PD patients is twofold:

e This is one of the first cross-lingual stud-
ies done to evaluate speech of people with
PD. This work requires a database consisting
of recordings of different languages. There
is currently a lack of cross-lingual research,
which provides reliable classification meth-
ods for assessing PDs’ speech available in the
literature.

Using speech data is expected to help the de-
velopment of a diagnostic of PD patients.

This project seeks to bridge the gap in speech
recognition for speech of PD, with the hope of
moving towards a higher adoption rate of ASR-
based technologies in the diagnosis of patients.

3 The set-up of the ASR system

In this work, we will build an ASR system to rec-
ognize the speech of patients of Parkinson’s Dis-
ease. The task of ASR is to convert this raw au-
dio into text. The ASR system is created based
on three models: acoustic model (i.e. to recognize
phonemes), pronunciation model (i.e. to map se-
quence of phonemes into word sequences), and
language model (i.e. to estimate probabilities of
word sequences). We place particular emphasis
on the acoustic model portion of the system. We
also provide some acoustic models output features
that could be used in future speech recognition of
PD severity in the clinical field. Ravanelli et al.
(2019) stated that along with the improvement of
ASR systems, several deep learning frameworks
(e.g., TensorFlow (Abadi et al., 2016)) in machine
learning are also widely used.

The next section describes the process for mod-
eling the intelligibility of PD speech followed by
the description of processes whether the speech
signal is from PD patient or from HC subjects.

3.1 Training

The proposed ASR system will be developed us-
ing a standard state-of-the-art architecture hybrid
DNN-HMM (see Nassif et al., 2019 for more
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information about the existing models in ASR),
built using the Kaldi speech recognition toolkit
3. The preprocessing (i.e. Feature extraction) of
the acoustic signal into usable parameters (i.e. la-
bel computation) tries to remove any acoustic in-
formation that is not useful for the task; it will
be done before beginning to train the acoustic
model. In this study, we will use Mel-frequency
Cepstral coefficients (MFCC) and Mel filter bank
energies (e.g., compute-mfcc-feats and compute-
fbank-feats) to train the acoustic models of the
ASR systems. The task of calculating MFCCs
from acoustic features is to characterize an under-
lying signal using spectrograms and represent the
shape of the vocal tract including tongue, teeth etc.

It was observed that filter bank (fbank), one of
the most popular speech recognition features, per-
forms better than MFCCs when used with deep
neural networks (Hinton et al., 2012). The purpose
of using acoustic model is to help us to get bound-
aries of the phoneme labels. The acoustic models
will be trained based on different acoustic features
extracted in Kaldi "nnet3” recipes. The extracted
acoustic features and the observation probabilities
of our ASR system will be used to train the hybrid
DNN-HMM acoustic model. The performance of
an ASR system will be measured by Word Error
Rate (WER) of the transcript produced by the sys-
tem against the target transcript.

PyTorch: PyTorch is one of the most well
known deep learning toolkit that facilitates the de-
sign of neural architectures. This tool will be used
to design new DNN architectures to improve the
performance of the ASR system. We will addition-
ally use PyTorch-Kaldi (Ravanelli et al., 2019),
to train* deep neural network based models (e.g.,
DNNs, CNNs, and Recurrent Neural Networks
(RNNs) models) and traditional machine learning
classifier. Ravanelli et al. (2019) stated that this
PyTorch-Kaldi toolkit acts like an interface with
different speech recognition features in it and can
be used as a state-of-the-art in the field of ASR
(See Figure 1). Figure 1 is shown the general
methodology that will be applied in this research.

Kaldi: http://kaldi-asr.org/doc/
*PyTorch-Kaldichttps://github.com/
mravanelli/pytorch-kaldi
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Figure 1: ASR system architecture that will be used in
this study (Ravanelli et al., 2019).

4 Methods
4.1 Data

The data of this study comes from an extended ver-
sion of PC-GITA database for Spanish (Orozco-
Arroyave et al., 2014), German (Skodda et al.,
2011), and Czech (Rusz et al., 2011) with more
recordings from PDs and HCs. The database con-
sists of both PD and HC subjects.

All subjects were asked to do multiple types of
speaking tasks to understand how speech changes
in different conditions, due to the fact that voice
variation is difficult to identify without human ex-
perience (Jeancolas et al., 2017). The speech di-
mensions considered in this project are phonation,
articulation and prosody (See Figure 2).

Phonation Articyiation Pro§ody
][ | [ ]

H Larynx H Lips H Tongue H Palate HMonotnnocityH Ime\lwgib\hty|

[
| Respiration

Figure 2: Speech dimensions: Phonation, Articulation
and Prosody.

For each subject, speech material includes
(i) sustained vowel phonation; participants were
asked to phonate vowels for several seconds;,
(ii) rapid syllable repetition (ideally Diadochoki-
netic (DDK)); participants were asked to produce
such as /pa-ta-ka/, /pa-ka-ta/, /pe-ta-ka/, /pa/, /ta/,
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and /ka/, (iii) connected speech, consisting of:,
(iv) reading a specific text, and (v) spontaneous
speech.

This dataset consists of speech samples
recorded from 88 PD and 88 HC German speak-
ing participants, 50 PD and 50 HC Spanish
speaking participants (balanced in age and gen-
der), and 20 PD and 16 HC Czech speaking
participants. These speech samples were assessed
by expert neurologists using UPDRS-III and
H & Y scales. Their neurological labels were
reported based on the UPDRS-IIl and H & Y
scales (mean = S D) for each PD group:

o PD-German: UPDRS-III (22.7 £ 10.9), H&Y (2.4 &+
0.6)

e PD-Spanish: UPDRS-III (36.7 £+ 18.7), H&Y (2.3 &+
0.8)

o PD-Czech: UPDRS-III (17.9 4+ 7.3), H&Y (2.2 £ 0.5)

Further details are shown in Table 1:

I ge HC PD

b Female Male Female Male

German n=44 n=44 n=41 n= 47
(63.8 £ 12.7)[(62.6 £+ 15.2)[(66.2 +9.7)| (66.7 + 8.4)

Spanish n=25 n=25 n=25 n=25
(61.4 +7.0) |(60.3 £ 11.6)|(60.7 £ 7.3)|(61.6 + 11.2)

Czech o n= 16 o n=20

(61.8 +13.3) (61+£12)

Table 1: Age information of HC and PD subjects in
the study (n = number of participant) & the mean and
standard deviation are in the parenthesis (M ean+SD).

Although the size of the data is not big enough,
the vocabulary that was used by the patients in
the capture process of the speech was fixed. This
aspect compensates the need to have a huge cor-
pus to evaluate a vocabulary dependent task like
the assessment of pathological speech (see Parra-
Gallego et al., 2018).

4.2 Sample

Praat software (Boersma and Weenink, 2016) is
used for segmenting speech, extracting acoustics
features, removing silence from beginning and
end of speech file and visualization of speech
data. Generally, spoken words, represented as
sound waves, have two axes: time on the x-
axis and amplitude on the y-axis. Figure 3 illus-
trates the example of input feature maps extracted
from the speech signal which shows the selected
spectrograms (the audio waveform is encoded as
a representation) of PD and HC subjects when
they pronounce the syllable /pa-ta-ka/ that con-
vey 3-dimensional information in 2 dimensions
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Figure 3: Top: Raw waveforms of /pa-ta-ka/ (x-axis: time; y-axis: amplitude). Middle: Spectrograms (x-axis:
time; y-axis: frequency; shading: amplitude (energy), darker means higher). Bottom: the word-level annotation

of the signal.

(i.e. Time: x-axis, Frequency: y-axis, and Ampli-
tude: color intensity). The proposed model will
be able to identify specific aspects in the speech
related to the pronunciation of consonants, which
are the most affected aspects of the speech of the
patients due to the disease. The segmentation pro-
cess will be performed using a trained model to de-
tect phonological classes, like those ones used in
the previous studies (Vasquez-Correa et al., 2019;
Cernak et al., 2017). Figure 3 shows the possi-
ble differences in articulation and phonation in PD
and HC subjects. By using Praat, the speech sam-
ples of syllable /pa-ta-ka/ will be segmented into
vowel and consonant frames. The contour of HC
sample is more stable than the obtained contour
from PD sample. In each sample, silences will be
removed from the beginning and the end of each
token, using Praat.

5 Conclusion

In this research proposal, we introduced and de-
scribed the background for speech recognition of
PD patients. The focus is on Parkinsons disease
speech recognition based on the acoustic analysis
of their voice. A brief overview of clinical and
machine learning research in this field was pro-
vided. The goal is to improve the ASR system to
be able to model and detect PD patients indepen-
dently from their language by taking speech as an
input and using machine learning and natural lan-
guage processing technologies to advance health-
care and provide an overview of the patients men-
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tal health. All in all, the proposed method should
be able to detect the patient with PD and discrimi-
nate them from HC subjects.
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Abstract

This paper presents a more recent literature re-
view on Natural Language Generation. In par-
ticular, we highlight the efforts for Brazilian
Portuguese in order to show the available re-
sources and the existent approaches for this
language. We also focus on the approaches
for generation from semantic representations
(emphasizing the Abstract Meaning Represen-
tation formalism) as well as their advantages
and limitations, including possible future di-
rections.

1 Introduction

Natural Language Generation (NLG) is a promis-
ing area in Natural Language Processing (NLP)
community. NLG aims to build computer sys-
tems that may produce understandable texts in En-
glish or other human languages from some under-
lying non-linguistic representation of information
(Reiter and Dale, 2000). Tools generated by this
area are useful for other applications like Auto-
matic Summarization, Question-Answering Sys-
tems, and others.

There are several efforts in NLG for English!.
For example, one may see the works of Krahmer
et al. (2003) and Li et al. (2018), which focused
on referring expressions generation, and the work
of (Gatt and Reiter, 2009), focused on developing
a surface realisation tool called SimpleNLG. One
may also easily find other works that tried to gen-
erate text from semantic representations (Flanigan
et al., 2016; Ferreira et al., 2017; Puzikov and
Gurevych, 2018b).

For Brazilian Portuguese, there are few works,
some of them focused on representations like Uni-
versal Networking Language (UNL) (Nunes et al.,
2002) or Resource Description Framework (RDF)

"Most of the works may be found in the main NLP publi-
cation portal at https://www.aclweb.org/anthology/
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(Moussallem et al., 2018), and other ones that are
very specific to the Referring Expression Gener-
ation (Pereira and Paraboni, 2008; Lucena et al.,
2010) and Surface Realisation tasks (Oliveira and
Sripada, 2014; Silva et al., 2013).

More recently, several representations have
emerged in the NLP area (Gardent et al., 2017;
Novikova et al., 2017; Mille et al., 2018). In par-
ticular, Abstract Meaning Representation (AMR)
has gained interest from the research community
(Banarescu et al., 2013). It is a semantic formal-
ism that aims to encode the meaning of a sen-
tence with a simple representation in the form of
a directed rooted graph. This representation in-
cludes information about semantic roles, named
entities, wiki entities, spatial-temporal informa-
tion, and co-references, among other information.

AMR has gained attention mainly due to its
simplicity to be read by humans and computers,
its attempt to abstract away from syntactic id-
iosyncrasies (focusing only on semantic process-
ing) and its wide use of other comprehensive lin-
guistic resources, such as PropBank (Palmer et al.,
2005) (Bos, 2016).

For English, there is a large AMR-annotated
corpus that contains 39,260 AMR-annotated sen-
tences?, which allows deeper studies in NLG and
experiments with different approaches (mainly
statistical approaches). This may be evidenced
in the SemEval-2017 shared-task 9 (May and
Priyadarshi, 2017)3.

For Brazilian Portuguese, Anchiéta and Pardo
(2018) built the first corpus using sentences from
the “The Little Prince” book. The authors took
advantage of the alignment between the English
and Brazilian Portuguese versions of the book to
import the AMR structures from one language to

2 Available at https://catalog.Idc.upenn.edu/LDC2017T10.
3 Available at http:/alt.qcri.org/semeval2017/task9/.
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another (but also performing the necessary adap-
tations). They had to use the Verbo-Brasil reposi-
tory (Duran et al., 2013; Duran and Aluisio, 2015),
which is a PropBank-like resource for Portuguese.
Nowadays, there is an effort to build a larger
AMR-annotated corpus that is similar to the cur-
rent one available for English.

In this context, this study presents a litera-
ture review on Natural Language Generation for
Brazilian Portuguese in order to show the re-
sources (in relation to semantic representations)
that are available for Portuguese and the existent
efforts in the area for this language. We focus
on the NLG approaches based on semantic repre-
sentations and discuss their advantages and limi-
tations. Finally, we suggest some future directions
to the area.

2 Literature Review

The literature review was based on the following
research questions:

e What was the focus of the existent NLG
efforts for Portuguese and which resources
were used for this language?

e What challenges exist in the NLG ap-
proaches?

e What are the advantages and limitations in
the approaches for NLG from semantic repre-
sentations, specially Abstract Meaning Rep-
resentation?

Such issues are discussed in what follows.

2.1 Natural Language Generation for
Portuguese

In general, we could find few works for Por-
tuguese (considering the existing works for En-
glish). These works focus mainly on the refer-
ring expression generation (Pereira and Paraboni,
2008; Lucena et al., 2010) and surface realiza-
tion tasks (Silva et al., 2013; Oliveira and Sri-
pada, 2014), usually restricted to specific domains
and applications (like undergraduate test scoring).
Nevertheless, there are some recent attempts fo-
cused on other tasks and in more general domains
(Moussallem et al., 2018; Sobrevilla Cabezudo
and Pardo, 2018).

Among the NLG approaches, we may highlight
the use of templates (Pereira and Paraboni, 2008;
Novais et al., 2010b), rules (Novais and Paraboni,
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2013) and language models (LM) (Novais et al.,
2010a). In general, these approaches were suc-
cessful because they were focused on restricted
domains. Specifically, template-based methods
used basic templates to build sentences. Simi-
larly, some basic rules involving noun and verbal
phrases were defined to build sentences. Finally,
LM-based methods applied a two-stage strategy to
generate sentences. This strategy consisted in gen-
erating surface realization alternatives and select-
ing the best alternative according to the language
model.

In the case of LM-based methods, we may point
out that classical LMs (based on n-grams) were
not suitable because it was necessary to use a large
corpus to deal with sparsity of data. Sparsity is a
big problem in morphologically marked languages
like Portuguese. In order to solve the sparsity of
the data, some works used Factored LMs, obtain-
ing better results than the classical LMs (de Novais
etal., 2011).

In relation to NLG from semantic representa-
tions for Portuguese, we may point out the work
of Nunes et al. (2002) (focused on Universal Lan-
guage Networking), and Moussallem et al. (2018)
(focused on ontologies). Another representation
was the one proposed by Mille et al. (2018) (based
on Universal Dependencies), which is based on
syntax instead of semantics.

In relation to NLG tools, we highlight PortNLG
(Silva et al., 2013) and SimpleNLG-BP (Oliveira
and Sripada, 2014) as surface realisers that were
based on SimpleNLG initiative (Gatt and Reiter,
2009)*. Finally, other NLG works aimed to build
NLP applications, e.g., for structured data visual-
ization and human-computer interaction purposes
(Pereira et al., 2012, 2015).

2.2 Natural Language Generation from
Semantic Representations

Recently, the number of works on NLG
from semantic representations has increased.
This increase is reflected in the shared tasks
WebNLG (Gardent et al., 2017), E2E Challenge
(Novikova et al., 2017), Semeval Task-9 (May
and Priyadarshi, 2017) and Surface Realization
Shared-Task (Belz et al., 2011; Mille et al., 2018).

In general, there is a trend to apply methods
based on neural networks. However, methods

4Speciﬁcally, SimpleNLG-BP was built using the French

version of SimpleNLG due to the similarities between both
languages.



based on templates, transformation to intermediate
representations and language models have shown
interesting results. It is also worthy noticing that
most of these methods have been applied to En-
glish, except for the methods presented in the
shared-task proposed by Mille et al. (2018).

In relation to the shared-tasks mentioned before,
we point out that the one proposed by Belz et al.
(2011) and Mille et al. (2018) (based on Univer-
sal Dependencies) used syntactic representations.
Specifically, they presented two tracks, one fo-
cused on word reordering and inflection genera-
tion (superficial track), and other that focused on
generating sentences from a deep syntactic repre-
sentation that is similar to a semantic represen-
tation (deep track). Furthermore, these tasks fo-
cused on several languages in the superficial task
(including Portuguese) and three languages in the
deep track (English, Spanish, and French).

Among the methods used for the superficial
track in these shared-tasks, we may highlight the
use of rule-based methods and language models in
the early years (Belz et al., 2011) and a wide ap-
plication of neural models in recent years (Mille
etal., 2018). In the case of the deep track, it is pos-
sible to notice that rule-based methods were ap-
plied in the first competition, and methods based
on transformation to intermediate representations
and based on neural models were applied in the
last competition.

The results in these tasks showed that ap-
proaches based on transformation to intermediate
representations obtained poor results in the auto-
matic evaluation due to the great effort in building
transformation rules for their own systems. How-
ever, they usually showed better results in human
evaluations. This may be explained by the matu-
rity of the original proposed systems. This way,
although the coverage of the rules was not good,
the results were good from a human point of view.

Differently from the approach mentioned be-
fore, methods based on neural models (deep learn-
ing) obtained the best results. However, some
methods used data augmentation strategies to deal
with data sparsity (Elder and Hokamp, 2018; So-
brevilla Cabezudo and Pardo, 2018).

One point to highlight is that the results for Por-
tuguese were poor (compared to similar languages
like Spanish). Two reasons to explain this issue are
related to the amount of data for Portuguese in this
task (less than English or Spanish) and the quality
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of the existing models for related tasks that were
used. Another point to highlight is the division of
the general task into two sub-tasks: linearisation
and inflection generation. Puzikov and Gurevych
(2018a) pointed out that there is a strong relation
between the linearisation and the inflection gener-
ation, and, thus, both sub-tasks should be treated
together.

In contrast to Puzikov and Gurevych (2018a),
(Elder and Hokamp, 2018) showed that incorpo-
rating syntax and morphological information into
neural models did not bring significant contribu-
tion in the generation process, but incorporated
more difficulty in the task.

Finally, it is important to notice the proposal of
Madsack et al. (2018), which trained linearisation
models using the dataset for each language inde-
pendently and in a joint way, using multilingual
embeddings. Although the results of this work did
not present a lot of variation when used for all lan-
guages together, this work suggests that it is pos-
sible to train systems with similar languages (for
example, Spanish and French) in order to take ad-
vantage of the syntax similarities and to overcome
the problems of lack of data.

In relation to other used representations (Gar-
dent et al., 2017; Novikova et al., 2017), a large
number of works based on deep learning strategies
were proposed, obtaining good results. However,
the use of pipeline-based methods yielded promis-
ing results regarding grammar and fluency criteria
in a joint evaluation (for RDF representation), but
these methods (which usually use rules) obtained
the worst results in the E2E Challenge.

Methods based on Statistical Machine Transla-
tion kept a reasonable performance (ranking 2nd
in RDF Shared-Task), obtaining good results when
evaluating the grammar. The explanation for this
result comes from the ability to learn complete
phrases. Thus, these methods may generate gram-
matically correct phrases, but with poor general
fluency and dissimilarity to the target output. Fi-
nally, methods based on template obtained promis-
ing results in restricted domains, like in the E2E
Challenge.

2.3 Natural Language Generation from
Abstract Meaning Representation

In relation to generation methods from Abstract
Meaning Representation, it was possible to high-
light approaches based on machine translation



(Pourdamghani et al., 2016; Ferreira et al., 2017),
on transformation to intermediate representations
(Lampouras and Vlachos, 2017; Mille et al.,
2017), on deep learning models (Konstas et al.,
2017; Song et al., 2018), and on rule extraction
(from graphs and trees) (Song et al., 2016; Flani-
gan et al., 2016).

Methods based on transformation into inter-
mediate representations focused on transforming
AMR graphs into simpler representations (usu-
ally dependency trees) and then using an appro-
priate surface realization system. Authors usually
took advantage of the similarity between depen-
dency trees and AMR graphs to map some results.
However, some problems in this approach were
the need to manually build transformation rules
(excepting for Lampouras and Vlachos (2017),
who automatically perform this) and the need of
alignments between the AMR graph and inter-
mediate representations, which could bring noise
into the generation process. Overall, this ap-
proach presented poor results (compared to other
approaches) in automatic evaluations®

Methods based on rule extraction obtained bet-
ter results than the approach mentioned previ-
ously. This approach tries to learn conversion
rules from AMR graphs (or trees) to the final text.
First methods of this approach tried to transform
the AMR graph into a tree before learning rules.
As (Song et al., 2017) mentioned, these methods
suffer with the loss of information (by not using
graphs and being restricted to trees), due to its
projective nature. Likewise, (Song et al., 2016)
and (Song et al., 2017) could suffer from the same
problem (ability to deal with non-projective struc-
tures) due to their nature to extract and apply the
learned rules. Furthermore, these methods used
some manual rules to keep the text fluency. How-
ever, these rules did not produce a statistically sig-
nificant increase in the performance, when com-
pared to learned rules.

Some problems of this approach are related to:
(1) the need of alignments between AMR graph
and the target sentence, as the aligners could lead
to more errors (depending of the performance) in
the rule extraction process; (2) the argument re-
alization modeling (Flanigan et al., 2016; Song
et al., 2016); and (3) the data sparsity in the rules,
as some rules are too specific and there is a need

SExcept for the work of Gruzitis et al. (2017), who incor-

porated the system proposed by Flanigan et al. (2016) into
their pipeline.
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to generalize them.

Methods based on Machine Translation usu-
ally outperformed other methods. Specifically,
methods based on Statistical Machines Transla-
tion (SMT) outperformed methods based on Neu-
ral Machine Translation (NMT), which use data
augmentation strategies to improve their perfor-
mance (Konstas et al.,, 2017). In general, both
SMT and NMT-based methods explored some pre-
processing strategies like delexicalisation®, com-
pression’ and graph linearisation® (Ferreira et al.,
2017)

In relation to the linearisation, the proposals
of Pourdamghani et al. (2016) and Ferreira et al.
(2017) depended on alignments to perform lineari-
sation. Both works point out that the way lineari-
sation is carried out affects performance, thus, lin-
earisation is an important preprocessing strategy
in NLG. However, Konstas et al. (2017) show that
linearisation is not that important in NMT-based
methods, as the authors propose a data augmenta-
tion strategy, decreasing the effect of the linearisa-
tion.

In relation to compression, the dependency of
alignments also occurred. Moreover, it is neces-
sary a deep analysis to determine the usefulness
of compression. On the one hand, compression
contributed positively in the SMT-based methods
but, on the other hand, it was harmful in NMT-
based methods (Ferreira et al., 2017). It is also
important to point out that both compression and
linearisation processes were executed in sequence
in these works. This could be harmful, as the order
of execution could lead to loss of information.

Finally, according to (Ferreira et al., 2017),
delexicalisation produces an increase and decrease
of performance in NMT-based and SMT-based
methods, respectively. An alternative to deal with
data sparsity is to use copy mechanisms, which
have shown performance increase in NLG meth-
ods (Song et al., 2018).

Some limitations of these methods were the
alignment dependency (similar to the previous ap-
proaches) and the linearisation of long sentences.
NMT-based methods could not represent or cap-
ture information for long sentences, producing un-

Delexicalisation aims to decrease the data sparsity by re-
placing some common tokens by constants.

"Compression tries to keep important concepts and rela-
tions in the text generation process.

8Linearisation tries to transform the graph into a sequence
of tokens.



satisfactory results.

In order to solve these problems, methods based
on neural models proposed Graph-to-Sequence
architectures to better capture information from
AMR graphs. This architecture showed better re-
sults than its predecessors, requiring less training
data (augmented data) (Beck et al., 2018).

The main difficulty associated to deep learning
is the need of large corpora to get better results.
Thus, this could be hard to get for languages like
Portuguese, as there are no large available corpora
as there are for English.

3 Conclusions and Future Directions

This work showed a more recent literature re-
view on NLG, specially those based on semantic
representations and for Brazilian Portuguese lan-
guage. As it may be seen, NLG works for Por-
tuguese were mainly focused on Referring Expres-
sion Generation and Surface Realisation. There
were a few recent works about NLG from se-
mantic representations like ontologies or Univer-
sal Dependencies (although this last one is of syn-
tactic nature), producing poor results.

Some resources for Portuguese were found (ad-
ditional to AMR-annotated corpus), as corpora for
generation from RDF (Moussallem et al., 2018)
and from Universal Dependencies (Mille et al.,
2018). This opens the possibility to explore the
use of other resources for similar tasks in order
to improve the AMR-to-Text generation. There
are also corpora for languages that are relatively
similar to Portuguese. Considering the proposal
of Madsack et al. (2018), to learn realisations
from languages that share some characteristics
with Portuguese (like French or Spanish) is a rea-
sonable alternative.

Among other strategies to deal with lack of data,
it is possible to consider Unsupervised Machine
Translation and back-translation strategies. The
first one tries to learn without parallel corpora
(these would be a corpus of AMR graphs and a
corpus of sentences). This strategy has proven to
be useful in this context (Lample et al., 2018a,b;
Freitag and Roy, 2018). In this case, it would be
necessary to extend the corpus of AMR annota-
tions, which could represent one of the challenges.
The second one aims to generate corpus in a target
language (Portuguese) from other languages (as
English) in order to increase the corpus size and
reduce the data sparseness. In this case, it is nec-
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essary to evaluate the influence of the quality of
translations and how this affects the performance
of the text generator.

Additionally to the above issue, there are cur-
rently large corpora for Portuguese (for example,
the corpus used by Hartmann et al. (2017)), which
may allow to train robust language models.

The main challenges for Portuguese are its mor-
phologically marked nature and its high syntac-
tic variation®. These challenges contribute to data
sparseness. Thus, two-stage strategies might not
be useful, producing an explosion in the search
for the best alternative. Moreover, to treat syn-
tactic ordering and inflection generation together
could lead to the introduction of more complexity
into the models. Therefore, to tackle NLG for Por-
tuguese as two separate tasks seems to be a good
alternative, reducing the complexity of the syntac-
tic ordering and treating inflection generation as a
sequence labeling problem.

Among the challenges associated to the meth-
ods found in the literature, we may highlight two:
(1) the alignment dependency, and (2) the need to
better understand the semantic representations (in
our case, the AMR graphs) to be able to deduce
how they may be syntactically and morphologi-
cally realized.

Several approaches need alignments to learn
rules and ways to linearise and compress data in
AMR graphs. This is a problem because there is
a need to manually align AMR graphs and target
sentences in order to allow the tools to learn to
align by themselves and, then, to introduce these
tools into some existent NLG pipeline. Thus, lim-
itations in the aligners may lead to errors in the
NLG pipeline. This problem could be bigger in
NLG for Portuguese as there is limited resources,
and some of these do not present alignments. To
solve this, it is possible to use approaches those
are not constrained by explicit graph-to-text align-
ments (for example, graph-to-sequence architec-
tures). Furthermore, this could help to join all the
available resources for similar tasks (i. e., cor-
pora for other semantic representations), with no
need of alignments, in a easy way and train a se-
mantic representation-independent text generation
method. However, it is necessary to measure the
usefulness of this approach, comparing it with tra-
ditional methods.

°The interested reader may find an overview

of Portuguese characteristics at  http://www.meta-
net.eu/whitepapers/volumes/portuguese.



Finally, to better understand a semantic repre-
sentation (and what it means) is very important, as
one may better learn the possible syntactic realisa-
tions and, therefore, to give a better clue of how
sentences may be morphologically constructed.
For Portuguese, there is a challenge to deal with
different semantic representations. Although the
concepts may be shared among different semantic
representations, relations are not the same, and the
decision on how to code them could generate some
problems in the NLG training.
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Abstract

Neural models at the sentence level often op-
erate on the constituent words/tokens in a way
that encodes the inductive bias of processing
the input in a similar fashion to how humans
do. However, there is no guarantee that the
standard ordering of words is computationally
efficient or optimal. To help mitigate this, we
consider a dependency parse as a proxy for
the inter-word dependencies in a sentence and
simplify the sentence with respect to combi-
natorial objectives imposed on the sentence-
parse pair. The associated optimization re-
sults in permuted sentences that are provably
(approximately) optimal with respect to min-
imizing dependency parse lengths and that
are demonstrably simpler. We evaluate our
general-purpose permutations within a fine-
tuning schema for the downstream task of sub-
jectivity analysis. Our fine-tuned baselines re-
flect a new state of the art for the SUBJ dataset
and the permutations we introduce lead to fur-
ther improvements with a 2.0% increase in
classification accuracy (absolute) and a 45%
reduction in classification error (relative) over
the previous state of the art.

1 Introduction

Natural language processing systems that operate
at the sentence level often need to model the in-
teraction between different words in a sentence.
This kind of modelling has been shown to be nec-
essary not only in explicit settings where we con-
sider the relationships between words (GuoDong
et al., 2005; Fundel et al., 2006) but also in opinion
mining (Joshi and Penstein-Rosé, 2009), question
answering (Cui et al., 2005), and semantic role la-
belling (Hacioglu, 2004). A standard roadblock
in this process has been trying to model long-
distance dependencies between words. Neural
models for sentence-level tasks, for example, have
leveraged recurrent neural networks (Sutskever

&9

et al., 2014) and attention mechanisms (Bahdanau
et al., 2015; Luong et al., 2015) as improvements
in addressing this challenge. LSTMs (Hochreiter
and Schmidhuber, 1997) in particular have been
touted as being well-suited for capturing these
kinds of dependencies but recent work suggests
that the modelling may be insufficient to vari-
ous extents (Linzen et al., 2016; Liu et al., 2018;
Dangovski et al.,, 2019). Fundamentally, these
neural components do not restructure the chal-
lenge of learning long-distance dependencies but
instead introduce computational expressiveness as
a means to represent and retain inter-word rela-
tionships efficiently (Kuncoro et al., 2018).
Models that operate at the sentence level in nat-
ural language processing generally process sen-
tences word-by-word in a left-to-right fashion.
Some models, especially recurrent models, con-
sider the right-to-left traversal (Sutskever et al.,
2014) or a bidirectional traversal that combines
both the left-to-right and right-to-left traversals
(Schuster and Paliwal, 1997). Other models
weaken the requirement of sequential processing
by incorporating position embeddings to retain the
sequential nature of the data and then use self-
attentive mechanisms that don’t explicitly model
the sequential nature of the input (Vaswani et al.,
2017). All such approaches encode the prior that
computational processing of sentences should ap-
peal to a cognitively plausible ordering of words.
Nevertheless in machine translation, re-
orderings of both the input and output sequences
have been considered for the purpose of im-
proving alignment between the source and target
languages. Specifically, preorders, or permuting
the input sequence, and postorders, or permuting
the output sequence, have been well-studied in
statistical machine translation (Xia and McCord,
2004; Goto et al., 2012) and have been recently in-
tegrated towards fully neural machine translation
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(De Gispert et al., 2015; Kawara et al., 2018). In
general, these re-ordering methods assume some
degree of supervision (Neubig et al., 2012) and
have tried to implicitly maintain the original struc-
ture of the considered sequence despite modifying
it to improve alignment. Similar approaches have
also been considered for cross-lingual transfer
in dependency parsing (Wang and Eisner, 2018)
based on the same underlying idea of improving
alignment.

In this work, we propose a general approach for
permuting the words in an input sentence based
on the notion of simplification, i.e. reducing the
length of inter-word dependencies in the input. In
particular, we appeal to graph-based combinato-
rial optimization as an unsupervised approach for
producing permutations that are provably optimal,
or provably approximately optimal, in minimizing
inter-word dependency parse lengths.

Ultimately, = we  hypothesize that our
simplification-based permutations over input
sentences can be incorporated as a lightweight,
drop-in preprocessing step for neural models to
improve performance for a number of standard
sentence-level NLP problems. As an initial case
study, we consider the task of sentence-level
subjectivity classification and using the SUBJ
dataset (Pang and Lee, 2004), we first introduce
baselines that achieve a state of the art 95.8%
accuracy and further improve on these baselines
with our permutations to a new state of the art of
97.5% accuracy.

2 Limitations

This work considers simplifying inter-word de-
pendencies for neural models. However, we mea-
sure inter-word dependencies using dependency
parses and therefore rely on an incomplete de-
scription of inter-word dependencies in general.
Further, we assume the existence of a strong
dependency parser, which is reasonably well-
founded for English which is the language stud-
ied in this work. This assumption is required for
providing theoretical guarantees regarding the op-
timality of sentence permutations with respect to
the gold-standard dependency parse.! In spite of
these assumptions, it is still possible for the subse-
quent neural models to recover from errors in the

!The generated permutations are always (approximately)
optimal with respect to the system-generated dependency
parse.
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initial sentence permutations.

Beyond this, we consider dependency parses
which graph theoretically are edge-labelled di-
rected trees. However, in constructing optimal
sentence permutations, we simplify the graph
structure by neglecting edge labels and edge di-
rections. Both of these are crucial aspects of a de-
pendency parse tree and in §6 we discuss possible
future directions to help address these challenges.

Most concerningly, this approach alters the or-
der of words in a sentence for the purpose of sim-
plifying one class of dependencies — binary inter-
word dependencies marked by dependency parses.
However, in doing so, it is likely that other crucial
aspects of the syntax and semantics of a sentence
that are a function of word order are obscured.
We believe the mechanism proposed in §3.3 helps
to alleviate this by making use of powerful ini-
tial word representations that are made available
through recent advances in pretrained contextual
representations and transfer learning (Peters et al.,
2018; Devlin et al., 2018; Liu et al., 2019).

3 Model

Our goal is to take a dependency parse of a sen-
tence and use it is as scaffold for permuting the
words in a sentence. We begin by describing two
combinatorial measures on graphs that we can use
to rank permutations of the words in a sentence
by, and therefore optimize with respect to, in or-
der to find the optimal permutation for each mea-
sure. Given the permutation, we then train a model
end-to-end on a downstream task and exploit pre-
trained contextual word embeddings to initialize
the word representations for our model.

3.1 Input Structure

Given a sentence as an input for some down-
stream task, we begin by computing a depen-
dency parse for the sentence using an off-the-
shelf dependency parser. This endows the sen-
tence with a graph structure corresponding to an
edge-labelled directed tree G* = (V*,£*) where
the vertices correspond to tokens in the sentence
V* = {wi,wy,...,w,}) and the edges corre-
spond to dependency arcs. We then consider the
undirected tree G = (V,€) where V = V* and
& = &* without the edge labels and edge direc-
tions.



3.2 Combinatorial Objectives

We begin by defining a linear layout on G to be a
bijective, i.e. one-to-one, ordering on the vertices
m:V — {1,2,...,n}. For a graph associated
with a sentence, we consider the identity linear
layout my to be given by 77(w;) = i: the linear
layout of vertices is based on the word order in the
input sentence. For any given linear layout m we
can further associate each edge (u,v) € £ with an
edge distance d,, ,, = |w(u) — 7 (v)].2

By considering the modified dependency parse
G alongside the sentence, we recognize that a
computational model of the sentence may need
to model any given dependency arc (w;, w;) €
E. As a result, for a model that processes sen-
tences word-by-word, information regarding this
arc must be stored for a number of time-steps
given by du,; = |m1(w;) — 7r(wy)] = |j — .
This implies that a model may need to store a
dependency for a large number of time-steps (a
long-distance dependency) and we instead con-
sider finding an optimal linear layout 7* (that is
likely not to be the identity) to minimize these
edge distances with respect to two well-studied
objectives on linear layouts.

Bandwidth Problem The bandwidth problem
on graphs corresponds to finding an optimal lin-
ear layout 7* under the objective:

argmin max dy, , (1)
rell (u,w)eE

The bandwidth problem is a well known prob-
lem dealing with linear layouts with applications
in sparse matrix computation (Gibbs et al., 1976)
and information retrieval (Botafogo, 1993) and has
been posed in equivalent ways for graphs and ma-
trices (Chinn et al., 1982). For dependency parses,
it corresponds to finding a linear layout that min-
imizes the length of the longest dependency. Pa-
padimitriou (1976) proved the problem was NP-
hard and the problem was further shown to re-
main NP-hard for trees and even restricted classes
of trees (Unger, 1998; Garey et al., 1978). In
this work, we use the better linear layout of those
produced by the guaranteed O(logn) approxima-
tion of Haralambides and Makedon (1997) and the
heuristic of Cuthill and McKee (1969) and refer to
the resulting linear layout as 7.

Refer to Diaz et al. (2002) for a survey of linear layouts,
related problems, and their applications.
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Minimum Linear Arrangement Problem
Similar to the bandwidth problem, the minimum
linear arrangement (minLA) problem considers
finding a linear layout given by:

argmin Z dy,v

mell (u,v)e€

While less studied than the bandwidth problem,
the minimum linear arrangement problem con-
siders minimizing the sum of the edge lengths
of the dependency arcs which may more closely
resemble how models need to not only handle
the longest dependency well, as in the bandwidth
problem, but also need to handle the other de-
pendencies. Although the problem is NP-hard for
general graphs (Garey et al., 1974), it admits poly-
nomial time exact solutions for trees (Shiloach,
1979). We use the algorithm of Chung (1984),
which runs in O(n!%%), to find the optimal lay-
out 7.

2

3.3 Downstream Integration

Given a linear layout 7, we can define the associ-
ated permuted sentence s’ of the original sentence
s = wy wy ... w, where the position of w; in
s’ is given by 7(w;). We can then train models
end-to-end taking the permuted sentences as di-
rect replacements for the original input sentences.
However, this approach suffers from the facts that
(a) the resulting sentences may have lost syntac-
tic/semantic qualities of the original sentences due
to the permutations and (b) existing pretrained
embedding methods would need to be re-trained
with these new word orders, which is computa-
tionally expensive, and pretraining objectives like
language modelling may be less sensible given the
problems noted in (a). To reconcile this, we lever-
age a recent three-step pattern for many NLP tasks
(Peters et al., 2019):

1. Pretrained Word Representations: Repre-
sent each word in the sentence using a pre-
trained contextualizer (Peters et al., 2018;
Devlin et al., 2018).

. Fine-tuned Sentence Representation:
Learn a task-specific encoding of the sen-
tence using a task-specific encoder as a
fine-tuning step on top of the pretrained word
representations.

. Task Predictions: Generate a prediction for
the task using the fine-tuned representation.



As a result, we can introduce the permutation be-
tween steps 1 and 2. What this means is the initial
pretrained representations model the sentence us-
ing the standard ordering of words and therefore
have access to the unchanged syntactic/semantic
properties. These properties are diffused into the
word-level representations and therefore the fine-
tuning encoder may retrieve them even if they are
not observable after the permutation. This allows
the focus of the task-specific encoder to shift to-
wards modelling useful dependencies specific to
the task.

4 Experiments

Using our approach, we begin by studying how
optimizing for these combinatorial objectives af-
fects the complexity of the input sentence as mea-
sured using these objective functions. We then
evaluate performance on the downstream task of
subjectivity analysis and find our baseline model
achieves a new state of the art for the dataset which
is improved further by the permutations we intro-
duce.

For all experiments, we use the spaCy depen-
dency parser (Honnibal and Montani, 2017) to
find the dependency parse. In studying properties
of the bandwidth optimal permutation 7, and the
minLA optimal permutation 7,, we compare to
baselines where the sentence is not permuted/the
identity permutation 7y as well as where the words
in the sentence are ordered using a random permu-
tation mr. A complete description of experimen-
tal and implementation details is provided in Ap-
pendix A.

Our permutations do not introduce or change
the size or runtime of existing models while pro-
viding models with dependency parse information
implicitly. The entire preprocessing process, in-
cluding the computation of permutations for both
objectives, takes 21 minutes in aggregate for the
10000 examples in the SUBJ dataset. A complete
description of changes in model size, runtime, and
convergence speed is provided in Appendix B.

Data and Evaluation To evaluate the direct
effects of our permutations on input sentence
simplification, we use 100000 sentences from
Wikipedia; to evaluate the downstream impacts we
consider the SUBJ dataset (Pang and Lee, 2004)
for subjectivity analysis. The subjectivity anal-
ysis task requires deciding whether a given sen-
tence is subjective or objective and the dataset is
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the reject , unlike the highly celebrated actor , won
— J

highly celebrated the , actor won unlike , reject the
- 7

—~

the , reject unlike the actor celebrated highly won ,
\ / \;/ N—— \—/\—/ N—

Figure 1: Example of the sentence permutation along
with overlayed dependency parses. Blue indicates the
standard ordering, green indicates the bandwidth opti-
mal ordering, and red indicates the minLA optimal or-
dering. Black indicates the longest dependency arc in
the original ordering.

balanced with 5000 subjective and 5000 objective
examples. We consider this task as a starting point
as it is well-studied and dependency features have
been shown to be useful for similar opinion min-
ing problems (Wu et al., 2009).

Examples In Figure 1, we present an example
sentence and its permutations under 7,7, and
m.. Under the standard ordering, the sentence has
bandwidth 8 and minLA score 22 and this is re-
duced by both the bandwidth optimal permutation
to 3 and 17 respectively and similarly the minL A
permutation also improves on both objectives with
scores of 6 and 16 respectively. A model process-
ing the sequence word-by-word may have strug-
gled to retain the long dependency arc linking ‘re-
ject’ and ‘won’ and therefore incorrectly deemed
that ‘actor’ was the subject of the verb ‘won’ as
it is the only other viable candidate and is closer
to the verb. If this had occured, it would lead an
incorrect interpretation (here the opposite mean-
ing). While both of the introduced permutations
still have ‘actor’ closer to the verb, the distance
between ‘reject’ and ‘won’ shrinks (denoted by the
black arcs) and similarly the distance between ‘un-
like” and ‘actor’ shrinks. These combined effects
map help to mitigate this issue and allow for im-
proved modelling. Across the Wikipedia data, we
see a similar pattern for the minLLA optimal per-
mutations in that they yield improvements on both
objectives but we find the bandwidth optimal per-
mutations on average increase the minLLA score
as is shown in Table 1. We believe this is nat-
ural given the relationship of the objectives; the
longest arc is accounted for in the minLLA objec-
tive whereas the other arcs don’t contribute to the



Bandwidth minLA
7 (Standard) 17.64 82.39
7r (Random) 20.94 294.43
7, (Bandwidth) 6.75 101.23
7, (minLA) 9.43 54.57

Table 1: Bandwidth and minimum linear arrange-
ment scores for the specified permutation type averaged
across 100000 Wikipedia sentences.

Accuracy
71 (Standard) 95.8
7r (Random) 94.8
m, (Bandwidth) 96.2
). (minLA) 97.5
AdaSent (Zhao et al., 2015)7 95.5
CNN+MCFA (Amplayo et al., 2018)f 94.8

Table 2: Accuracy on the SUBJ dataset using the spec-
ified ordering of pretrained representations for the fine-
tuning LSTM. T indicates prior models that were evalu-
ated using 10-fold cross validation instead of a held-out
test set.

bandwidth cost. We also find the comparison of
the standard and random orderings to be evidence
that human orderings of words to form sentences
(at least in English) are correlated with these ob-
jectives, as they are significantly better with re-
spect to these objectives as compared to random
orderings. Refer to Figure 3 for a larger example.

Downstream Performance In Table 2, we
present the results on the downstream task. De-
spite the fact that the random permutation LSTM
encoder cannot learn from the word order and im-
plicitly is restrained to permutation-invariant fea-
tures, the associated model performs comparably
with previous state of the art systems, indicating
the potency of current pretrained embeddings and
specifically ELMo. When there is a deterministic
ordering, we find that the standard ordering is the
least helpful of the three orderings considered. We
see a particularly significant spike in performance
when using permutations that are minLA optimal
and we conjecture that this may be because minLA
permutations improve on both objectives on aver-
age and empirically we observe they better main-
tain the order of the original sentence (as can be
seen in Figure 1).
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5 Related Work

This work draws upon inspiration from the liter-
ature on psycholinguistics and cognitive science.
Specifically, dependency lengths and the existing
minimization in natural language has been studied
under the dependency length minimization (DLM)
hypothesis (Liu, 2008) which posits a bias in hu-
man languages towards constructions with shorter
dependency lengths.?

In particular, the relationship described between
random and natural language orderings of words
to form sentences as in Table 1 has been stud-
ied more broadly across 37 natural languages in
Futrell et al. (2015). This work, alongside Gildea
and Temperley (2010); Liu et al. (2017); Futrell
et al. (2017) helps to validate the extent and per-
vasiveness of DLM in natural languages. More
generally, this literature body has proposed a num-
ber of reasons for this behavior, many of which
center around the related notions of efficiency
(Gibson et al., 2019) and memory constraints
(Gulordava et al., 2015) for humans. Recent
research at the intersection of psycholinguistics
and NLP that has tried to probe for dependency-
oriented understanding in neural networks (pri-
marily RNNs) does indicate relationships with
specific dependency-types and RNN understand-
ing. This includes research considering specific
dependency types (Wilcox et al., 2018, 2019a),
word-order effects (Futrell and Levy, 2019), and
structural supervision (Wilcox et al., 2019b).

Prompted by this, the permutations considered
in this work can alternatively be seen as lin-
earizations (Langkilde and Knight, 1998; Filip-
pova and Strube, 2009; Futrell and Gibson, 2015;
Puzikov and Gurevych, 2018) of a dependency
parse in a minimal fashion which is closely related
to Gildea and Temperley (2007); Temperley and
Gildea (2018). While such linearizations have not
been well-studied for downstream impacts, the us-
age of dependency lengths as a constraint has been
studied for dependency parsing itself. Towards
this end, Eisner and Smith (2010) showed that us-
ing dependency length can be a powerful heuristic
tool in dependency parsing (by either enforcing a
strict preference or favoring a soft preference for
shorter dependencies).

3In this work, we partially deviate from this linguistic ter-
minology, which primarily deals with the measure defined
in Equation 2, and prefer algorithmic terminology to accom-
modate the measure defined in Equation 1 and disambiguate
these related measures more clearly.



6 Future Directions

Graph Structure Motivated by recent work on
graph convolutional networks that began with
undirected unlabelled graphs (Kipf and Welling,
2016; Zhang et al., 2018) that was extended to
include edge direction and edge labels (Marcheg-
giani and Titov, 2017), we consider whether these
features of a dependency parse can also lever-
aged in computing an optimal permutation. We
argue that bidirectionally traversing the permuted
sequence may be sufficient to address edge direc-
tion. A natural approach to encode edge labels
would be to define a mapping (either learned on an
auxiliary objective or tuned as a hyperparameter)
from categorical edge labels to numericals edge
weights and then consider the weighted analogues
of the objectives in Equation 1 and Equation 2.

Improved Objective The objectives introduced
in Equation 1 and Equation 2 can be unified by
considering the family of cost functions:
fm =3 Ir() = n(@)”
(u,v)e€
Here, minLLA correspond to p = 1 and the band-
width problem corresponds to p = oco. We can
then propose a generalized objective that is the
convex combination of the individual objectives,
i.e. finding a permutation that minimizes:

floo(m) = afi(m) + (1 — @) foo(m)  (4)
Setting o to 0 or 1 reduces to the original objec-
tives. This form of the new objective is reminis-
cent of Elastic Net regularization in statistical op-
timization (Zou and Hastie, 2005). Inspired by
this parallel, a Lagrangian relaxation of one of the
objectives as a constraint may be an approach to-
wards (approximate) optimization.

3)

Task-specific Permutations The permutations
produced by these models are invariant with re-
spect to the downstream task. However, differ-
ent tasks may benefit from different sentence or-
ders that go beyond task-agnostic simplification.
A natural way to model this in neural models is
to learn the permutation in a differentiable fashion
and train the permutation model end-to-end within
the overarching model for the task. Refer to Ap-
pendix C for further discussion.

7 Conclusion

In this work, we propose approaches that permute
the words in a sentence to provably minimize com-
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binatorial objectives related to the length of depen-
dency arcs. We find that this is a lightweight pro-
cedure that helps to simplify input sentences for
downstream models and that it leads to improved
performance and state of the art results (97.5%
classification accuracy) for subjectivity analysis
using the SUBJ dataset.
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A Implementation Details

We implement our models in PyTorch (Paszke
et al., 2017) using the Adam optimizer (Kingma
and Ba, 2014) with its default parameters in Py-
Torch. We split the dataset using a 80/10/10
split and the results in Table 2 are on the test
set whereas those in Figure 2 are on the devel-
opment set. We use ELMo embeddings (Peters
etal., 2018)*, for the initial pretrained word repre-
sentations by concatenating the two 1024 dimen-
sional pretrained vectors, yielding a 2048 dimen-
sional initial pretrained representation for each to-
ken. These representations are frozen based on the
results of Peters et al. (2019) and passed through
a single-layer bidirectional LSTM with output di-
mensionality 256. The outputs of the forward and
backward LSTMs at position ¢ are concatenated
and a sentence representation is produced by max-
pooling as was found to be effective in Howard
and Ruder (2018) and Peters et al. (2019). The
sentence representation is passed through a linear
classifier M € R?2%2 and the entire model is
trained to minimize cross entropy loss. All mod-
els are trained for 13 epochs with a batch size of

“Specifically, we use embeddings available at:
https://s3-us-west-2.amazonaws.com/
allennlp/models/elmo/2x4096_512_2048cnn_
2xhighway/elmo_2x4096_512_2048cnn_

2xhighway_options. json
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Figure 2: Development set performance for each or-
dering. Values are reported beginning at epoch 1 in
intervals of 3 epochs.

16 with the test set results reported being from
the model checkpoint after epoch 13. We also ex-
perimented with changing the LSTM task-specific
encoder to be unidirectional but found the results
were strictly worse.

B Efficiency Analysis

Model Size The changes we introduce only im-
pact the initial preprocessing and ordering of the
pretrained representations for the model. As a re-
sult, we make no changes to the number of model
parameters and the only contribution to the model
footprint is we need to store the permutation on a
per example basis. This can actually be avoided
in the case where we have frozen pretrained em-
beddings as the permutation can be computed in
advance. Therefore, for the results in this paper,
the model size is entirely unchanged.

Runtime The wall-clock training time, i.e. the
wall-clock time for a fixed number of epochs, and
inference time are unchanged as we do not change
the underlying model in any way and the permuta-
tions can be precomputed. As noted in the paper,
on a single CPU it takes 21 minutes to complete
the entire preprocessing process and 25% of this
time is a result of computing bandwidth optimal
permutations and 70% of this time is a result of
computing minLLA optimal permutations. The pre-
processing time scales linearly in the number of
examples and we verify this as it takes 10 minutes
to process only the subjective examples (and the
dataset is balanced). Figure 2 shows the develop-
ment set performance for each of the permutation
types over the course of the fine-tuning process.
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C End-to-End Permutations

In order to approach differentiable optimization
for permutations, we must specify a representa-
tion. A standard choice that is well-suited for lin-
ear algebraic manipulation is a permutation ma-
trix, i.e Py € R™ ™, where P,[i,j] = 1if 7(i) =
7 and O otherwise. As a result, permutation matri-
ces are discrete, and therefore sparse, in the space
of real matrices. As such they are poorly suited
for the gradient-based optimization that supports
most neural models. A recent approach from vi-
sion has considered a generalization of permu-
tation matrices to the associated class of doubly
stochastic matrices and then considered optimiza-
tion with respect to the manifold they define (the
Sinkhorn Manifold) to find a discrete permutation
(Santa Cruz et al., 2017). This approach cannot
be immediately applied for neural models for sen-
tences since the algorithms exploits that images,
and therefore permutations of the pixels in an im-
age, are of fixed size between examples. That be-
ing said we ultimately see this as being an impor-
tant direction of study given the shift from discrete
optimization to soft/differentiable alternatives for
similar problems in areas such as structured pre-
diction.
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Abstract

As liberal states across the world face a decline
in political participation by citizens, deliber-
ative democracy is a promising solution for
the publics decreasing confidence and apathy
towards the democratic process (Dahl et al.,
2017). Deliberative dialogue is method of
public interaction that is fundamental to the
concept of deliberative democracy. The abil-
ity to identify and predict consensus in the di-
alogues could bring greater accessibility and
transparency to the face-to-face participatory
process. The paper sets out a research plan
for the first steps at automatically identifying
and predicting consensus in a corpus of Ger-
man language debates on hydraulic fracking.
It proposes the use of a unique combination
of lexical, sentiment, durational and further
derivative features of adjacency pairs to train
traditional classification models. In addition
to this, the use of deep learning techniques to
improve the accuracy of the classification and
prediction tasks is also discussed. Preliminary
results at the classification of utterances are
also presented, with an F1 between 0.61 and
0.64 demonstrating that the task of recognis-
ing agreement is demanding but possible.

1 Introduction

Liberal states across the world are facing a signif-
icant decline in political participation by citizens.
The global voter turnout rate has dropped by more
than 10% over the last 25 years (Groupe de la
Banque mondiale, 2017), and this trend does not
appear to be slowing down. The public have re-
ported decreasing confidence and apathy towards
the democratic process (Dahl et al., 2017). De-
liberative Democracy represents a potential solu-
tion to these problems. Through the evaluation
of different policy proposals using a process of
truthful and rational discussion between citizens
and authority, Deliberative democracy can enable
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consensual, well-justified, decision making. It can
improve the political competence of citizens by;
facilitating the exchange of arguments and shar-
ing of ideas on proposals from authority (Estlund
et al., 1989); reconfiguring democracy as a pro-
cess of ‘public reasoning’ and connecting citizens
with each other and with their governing institu-
tions (Parkinson and Mansbridge, 2012; Dryzek,
2012).

Deliberative Dialogue is a structured, face-to-
face method of public interaction. As a form
of participatory process, it is fundamental to the
concept of Deliberative Democracy (McCoy and
Scully, 2002). There are many different forms of
deliberative dialogue, including, but not limited to:
citizens’ assemblies, citizens’ juries and planning
cells. The European Commission’s ‘Future of Eu-
rope debates’ (Directorate-General for Communi-
cation, 2017b) are an exemplar of hosting deliber-
ative dialogue successfully at large scale.

The ‘Future of Europe debates’ are due to come
to their natural conclusion after a two year long
process that started with the release of the ‘“White
paper on the future of Europe’ in March of 2017
(ibid.). This white paper set out the main chal-
langes and opportunities facing the 27 European
Union (EU) member states for the next decade. To
encourage citizens’ participation, the Commission
hosted a series of debates across cities and regions
within Europe (Directorate-General for Commu-
nication, 2017a). At the debates, all members of
the Commission engaged in dialogue with citizens
and listened to their views and expectations con-
cerning the future of Europe. The debates were
well received, with 129 debates in more than 80
towns, attended by over 21,000 citizens (ibid.).

In the deliberative democratic process, one of
the main aims is for informed agreement to be
reached among all involved parties. However, in
dialogues with larger citizenry, it is less likely that



consensus is reached between all participants (Pe-
ter, 2016). As can be seen with the ‘Future of Eu-
rope debates’, numbers in attendance can be high.
Therefore, the ability to automatically identify, or
even predict, consensus between participants in
these dialogues can make the participatory process
even more transparent and accessible. In the fu-
ture, it could even provide authority with a tool for
deciding when to move to an aggregative mecha-
nism for deciding the outcome, such as majority
voting.

2 Related Work

Previous work has reported some levels of success
in the automatic classification of agreement and no
agreement using machine learning techniques.

Galley et al. (2004) used a statistical approach,
with Bayesian networks to model agreements and
disagreements in conversational interaction. Sim-
ple Bayesian networks were trained with contex-
tual features of adjacency pairs identified in an an-
notated corpus of meetings. With the recent ad-
vances in deep learning techniques, there is an op-
portunity to apply the techniques from this paper
to multi-speaker debates

On the use of sentiment analysis to aid in the
detection of agreement, as employed in this pa-
per, a number of previous works have success-
fully applied the technique. For example, Thomas
et al. (2006) used sentiment property for classi-
fying support or opposition of proposed legisla-
tive speeches in transcripts from United States’
Congress debates. Further work by Balasubra-
manyan et al. (2011) investigated classifying senti-
ment polarity of comments on a blog post, towards
the topics in the blog.

Abbott et al. (2011) reported on automatically
recognising disagreement between online posts.
The paper presented the ARGUE corpus, contain-
ing thousands of quote and response pairs posted
to an online debate forum. Abbott et al. pro-
posed the use of simple classifiers to label a quote
and response pair as in either agreement or dis-
agreement. An improvement over baseline was
achieved by the authors, though this was limited
to informal, online political arguments.

The majority of research into the classification
of agreement and disagreement has been heavily
focused on postings in online forums and social
networks. There has been very little work on the
classification of agreement in face-to-face partici-

patory process; the research area of this paper.

3 Data Set

The data set for the task is drawn from a total of 34
German language dialogues which all took place
in an experimentally controlled environment. In
each of the dialogues, there are four participants
who were recorded discussing the topic of hy-
draulic fracking in Germany. The participants are
tasked with coming to consensus around allowing
or disallowing fracking within a time period of 60
minutes. Whole dialogues within the data set are
annotated with either agreement or no agreement,
by trusted annotators. These annotators also ex-
plicitly mark the utterance at which consensus oc-
curs. All utterances are plain text, with a limited
number of attributes, including the utterance iden-
tifier and speaker name.

This data set is composed of 20 dialogues where
consensus is reached by the participants, 9 dia-
logues where no consensus took place and 5 di-
alogues where the session ‘timed out’ before any
consensus was reached. By extracting single ut-
terances from each dialogue, this is broken down
into 1,376 utterances of agreement, 458 with no
agreement and 240 with timeout. A manual inves-
tigation into the dialogues revealed that there was
no clear difference in text between the dialogues
of time out and no agreement.

For training and testing of the classifier, the data
set was split into multiple subsets, with cross val-
idation (Mosteller and Tukey, 1968) used to eval-
uate performance. The risk of overfitting by the
classifier is minimised through the use of a 5-fold
cross validation method.

4 Methodology

4.1 Tasks

There are two main goals of research which pro-
vide the body of work proposed in this paper.
These two goals are:

o To identify where consensus has occurred be-
tween participants

e Prediction of whether it is likely that consen-
sus between participants is going to occur

Of note is that these tasks are performed on a
corpus of lower resource language.



4.2 Features

Work has already begun on the extraction of fea-
tures from the data set in its current form without
any further embellishment, such as the identifica-
tion of argumentation structure, discussed in fur-
ther detail in section 5of this paper.

Three distinct feature sets have been created
from the data for use in machine learning tech-
niques, these are termed:

e Base Features — Attributes connected to a sin-
gle utterance

e Derivative Features — The change of Base
Features across a pair of utterances

e Second Derivative Features — The change of
Derivative Features between pairs of utter-
ance pairs.

Base Features

A number of attributes from each singular utter-
ance were extracted for input into the classifier re-
sponsible for identifying agreement and disagree-
ment of utterances.

Lexical In order to capture basic lexical infor-
mation, unigram and bigram features are extracted
from each utterance. Text of an utterance is
first processed before tokenisation and occurrence
counting. In the text pre-processing: speaker
names and punctuation are removed from the text,
unicode characters normalised, German diacritics
and ligatures translated!, and finally words lem-
matised.

Sentiment Prior work has shown that sentiment
features can provide some value in the prediction
of speakers’ position on a topic, such as what
the speaker supports or opposes (Pang and Lee,
2008). To access this information, an analysis of
speaker sentiment within each utterance is under-
taken. The SentimentWortschatz (SentiwS) (Re-
mus et al., 2010) resource for German-language
is used. The latest version’ of the resource con-
tains over 1,600 positive words and 1,800 negative
words, or over 16,000 positive and 17,500 negative
words when calculated to include inflections of ev-
ery word. For each word in the resource, a polar-
ity score, weighted between [-1; 1] is provided. It
should be noted, that in cases where a word can-
not be found in the resource, a ‘neutral’ score of

!"Translation as per the DIN 5007-2 standard.
2SentiWs v2.0 at the time of writing.
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0 is used. For this work, a method was developed
using SentiWS to give a score for each utterance
in the corpus. By summing up the sentiment score
for each word in the utterance, a total score for the
utterance can be calculated. This total is then used
as a feature for the classification model.

Durational Durational features for each utter-
ance are also calculated. This includes, word
count and character count, average word length
and number of stop words.

Derivative Features

Adjacency Pairs Adjacency pairs, composed of
two utterances from two speakers in succession
are extracted from the dialogues and similarity
measures are calculated for the features of each
utterance in a pair.

Durational The change in Durational features
between utterances in an adjacency pair.

Sentiment The change in Sentiment features be-
tween utterances in an adjacency pair to capture
any possible shift in sentiment between speaker
turns.

Similarity Measures To test the hypothesis that
utterance pairs in agreement, are higher in simi-
larity, this paper proposes using a similarity mea-
sure calculated between utterance pairs as a fea-
ture variable. An example of term based simi-
larity, cosine similarity uses the cosine angle be-
tween the two vectors as a similarity measure. The
spaCy> open-source software library for Natural
Language Processing (NLP) will be used to cal-
culate the similarity between the utterance text of
two adjacency pairs.

Further Adjacency Pairs

Collection of Adjacency Pairs Similarity mea-
sures are calculated between a collection of two or
more adjacency pairs.

4.3 Techniques

To classify an utterance as either agreement or no
agreement, some work has already been under-
taken using traditional machine learning models.

Traditional Classification Models

Support Vector Machine A Support Vector
Machine (SVM) is a classifier that can be used to

3Git repository for the library is hosted at:
https://github.com/explosion/spaCy/.



perform identification of agreement on each utter-
ance. SVMs are a versatile, supervised learning
method that are well-suited to classification and
regression tasks. The method produces non-linear
boundaries using a linear boundary in a trans-
formed version of the input feature space (Hastie
et al., 2009). For the work in this paper, an
SVM from the Scikit-learn open-source project
(Pedregosa et al., 2011) was used. The input fea-
tures to the classifier are from the aforementioned
set, whilst the output is the binary label of agree-
ment or no agreement.

Random Decision Forest The Random Deci-
sion Forest is a machine learning algorithm that is
particularly suited for problems of both classifica-
tion and regression. They operate by constructing
and then average the results of a large collection of
de-correlated decision trees (Hastie et al., 2009).
The algorithm is particularly attractive for its high
speed of classification and straight-forward train-
ing (Ho, 1995). A Random Decision Forest classi-
fier from the Scikit-learn project (Pedregosa et al.,
2011) is used for this work.

Naive Bayes Another family of machine learn-
ing algorithms that remain popular and receives
continuous levels of high usage, are Naive Bayes.
This is a method of classification that simplifies
estimation by assuming that every attribute or fea-
ture contributes independently to the probability of
a class (McCallum and Nigam, 1998). The family
can often outperform more sophisticated alterna-
tives (Hastie et al., 2009). However, when classi-
fying text there is the potential for the model to ad-
versely affect results if some adjustments are not
made (Rennie et al., 2003).

Naive Bayes Another family of machine learn-
ing algorithms that remain popular and receives
continuous levels of high usage, are Naive Bayes.
This is a method of classification that simplifies
estimation by assuming that every attribute or fea-
ture contributes independently to the probability of
a class (McCallum and Nigam, 1998). The family
can often outperform more sophisticated alterna-
tives (Hastie et al., 2009). However, when classi-
fying text there is the potential for the model to ad-
versely affect results if some adjustments are not
made (Rennie et al., 2003).
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Deep Learning Models

For the second task discussed in this paper —
predicting the point at which consensus between
speakers is likely to occur — the use of a super-
vised, deep structured learning technique could
possibly offer an advantage over the more tradi-
tional machine learning algorithms discussed pre-
viously.

RNN The Recurrent Neural Network (RNN)
overcomes the shortcomings of traditional neural
networks when dealing with sequential data, such
as text. A class of artificial neural network, it uses
connections between nodes to form a direct graph
along a sequence (Graves, 2012). RNNs are lim-
ited to a short-term memory due to the ‘vanishing
gradient problem’ (Bengio et al., 1994).

LSTM A class of RNN, Long Short Term Mem-
ory (LSTM) networks are capable of learning
long-term dependencies. The repeating module of
an LSTM has four neural network layers which in-
teract to enable an RNN to remember inputs over
a longer period of time (Graves, 2012). LSTMs
reduce the problem of vanishing gradient (Chung
et al., 2014). This will prove particularly impor-
tant, due to the sequential nature of the adjacency
pairs in the dialogues.

S Proposed Work

Whilst work has been done using traditional ma-
chine learning algorithms to classify utterances, as
per the first task described in section 4.1 of this
paper, there remains work to be done in the use
of deep learning models as a means for improved
accuracy and performance in classification.

At present, the data set is mostly represented as
plain text, with no further dimension to the utter-
ances. One opportunity that could bring another
dimension and realise unknown relationships in
this data, is through the identification of argument
structure within the discourse.

Argument structures are associated with, and
constructed from, basic ‘building blocks’, and
these components could also be identified. The
blocks can come in the form of a premise, con-
clusion or argumentation scheme. There also ex-
ists a further opportunity for diversification of data
through the analysis of relationships between ar-
gument pairs and their components. By modelling
these structures, there arises the ability to gather a
deeper understanding of what is being uttered by a



speaker (Lawrence et al., 2015). So, not only can
the views expressed by a speaker be drawn from
the argument structure, but it can also expose why
these particular views are held.

Automatic identification or ‘mining’ of such ar-
gument structures would provide a significant time
saving, allowing almost immediate use of the ex-
tracted model as features in a machine learning al-
gorithm. However, despite the enormous growth
in the field of Argument Mining, it is still diffi-
cult to identify argument structures with accuracy
and reliability (Stede and Schneider, 2018). As
a consequence of this, before the aforementioned
advantages can be applied to this data set, it must
be manually annotated by a human.

Manual annotation of the dialogues in this data
set is not an insignificant cost, with regards to time
and funding. As to guarantee the accuracy of the
modelled arguments, annotation must follow pre-
defined schemes, such as those set out by Reed and
Budzynska (2011). The annotators carrying out
the analysis must be trained to a sufficient level
on the necessary schemes and also trusted. This
work must be undertaken before the data can be
put through the process responsible for identifica-
tion and prediction of consensus. The manual an-
notation process of dialogues in the corpus is still
ongoing.

Once the dialogues have been annotated, ex-
traction of argumentative structure showing ‘con-
flict’ between two propositions should take place.
The presence, count and exact arrangement of the
propositions in conflict can then be used as an ad-
ditional feature for training of the classifiers.

6 Preliminary Results

Classifier Precision Recall F-
measure

Naive 0.63 0.66 0.61

Bayes

SVM 0.64 0.67 0.61

(Linear)

Random  0.66 0.69 0.64

Forest

Table 1: Results of classification using traditional clas-
sifiers

Preliminary results related to the identification
of agreement and no agreement in utterances can
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be seen in Table 1. This was a classification pro-
cess using only the Base Features set and with tra-
ditional machine learning algorithms. These re-
sults suggest that the task as framed is feasible,
though there is still significant opportunity for im-
provement.

7 Conclusion

The potential benefits resulting from the automatic
identification and prediction of consensus between
participants can be of significant advantage to gov-
ernment around the world. With only the prelim-
inary results from classification of utterances into
agreement and disagreement, it can be seen that
the accuracy is nearing useable values. With the
addition of advanced neural network models, such
as LSTM, there is the possibility to increase the
accuracy even further. The immediate goal after
successfully classifying agreement and no agree-
ment will be to predict where it is likely that agree-
ment between participants is likely to occur.
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Abstract

Reading comprehension (RC) through ques-
tion answering is a useful method for evaluat-
ing if a reader understands a text. Standard ac-
curacy metrics are used for evaluation, where a
high accuracy is taken as indicative of a good
understanding. However, literature in quality
learning suggests that task performance should
also be evaluated on the undergone process to
answer. The Question-Answer Relationship
(QAR) is one of the strategies for evaluating
a reader’s understanding based on their ability
to select different sources of information de-
pending on the question type. We propose the
creation of a dataset to learn the QAR strategy
with weak supervision. We expect to comple-
ment current work on reading comprehension
by introducing a new setup for evaluation.

1 Introduction

Computer system researchers have long been try-
ing to imitate human cognitive skills like mem-
ory (Hochreiter and Schmidhuber, 1997; Chung
et al., 2014) and attention (Vaswani et al., 2017).
These skills are essential for a number of Natural
Language Processing (NLP) tasks including read-
ing comprehension (RC). Until now, the method
for evaluating a system’s understanding imitated
the common classroom setting where students are
evaluated based on their number of correct an-
swers. In the educational assessment literature
this is known as product-based evaluation and is
one of the performance-based assessments types
(McTighe and Ferrara, 1994). However, there
is an alternative form: process-based evaluation.
Process-based evaluation does not emphasize the
output of the activity. This assessment aims to
know the step-by-step procedure followed to re-
solve a given task.

When a reading comprehension system is not
able to identify the correct answer, product-based

evaluation can result in the false impression of
weak understanding (i.e., misunderstanding of the
text, the question, or both) or the absence of re-
quired knowledge. However, the system could
have failed to arrive at the correct answer for some
other reasons. For example, consider the reading
comprehension task shown in Figure 1. For the
question “What were the consequences of Eliza-
beth Choy's parents and grandparents being ‘more
advanced for their times’?” the correct answer
is in the text but it is located in different sen-
tences. If the system only identifies “They wanted
their daughters to be educated” as an answer, it
would be judged to be incorrect when it did not
fail at finding the answer, it failed at connecting
it with the fact “we were sent to schools away
from home” (linking problem). Similarly, any an-
swer the system infers from the text for the ques-
tion “What do you think are the qualities of a war
heroine?” would be wrong because the answer is
not in the text, it relies exclusively on background
knowledge (wrong choice of information source).
We propose to adopt the thesis that reading is not
a passive process by which readers soak up words
and information from the text, but an active pro-
cess! by which they predict, sample, and confirm
or correct their hypotheses about the text (Weaver,
1988). One of these hypotheses is which source
of information the question requires. The reader
might think it is necessary to look in the text to
then realize she could have answered without even
reading or, on the contrary, try to think of an an-
swer even though it is directly in the text. For
this reason, Raphael (1982) devised the Question-
Answer Relation (QAR) strategy, a technique to
help the reader decide the most suitable source
of information as well as the level of reasoning

"Not to be confused with active learning, a machine learn-
ing concept for a series of methods that actively participate in
the collection of training examples. (Thompson et al., 1999)
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Interviewer: Mrs. Choy, would you like to tell us something
about your background before the Japanese invasion?

Elizabeth Choy: 1. Oh, it will go back quite a long way, you
know, because | came to Singapore in December 1929 for
higher education. 2. | was born in North Borneo which is Sabah
now. 3. My ancestors were from China. 4. They went to Hong
Kong, and from Hong Kong, they came to Malaysia. 5. They
started plantations, coconut plantations, rubber plantations. 6.
My parents and grandparents were more advanced for their
times and when they could get on a bit, they wanted their
daughters to be educated too.

7. So, we were sent to schools away from home. 8. First, we
went to Jesselton which is Kota Kinabalu now. 9. There was a
girls’ school run by English missionaries. 10. My aunt and |
were there for half a year. 11. And then we heard there was
another better school — bigger school in Sandakan also run by
English missionaries. 12. So we went to Sandakan as
boarders.

13. When we reached the limit, that is, we couldn’t study
anymore in Malaysia, we had to come to Singapore for higher
education. And | was very lucky to be able to get into the
Convent of the Holy Infant Jesus where my aunt had been for a
year already.

In the text

Right there question: When did Elizabeth Choy come
to Singapore for higher education?
Answer: December 1929

Think and search: What were the consequences of
Elizabeth Choy’s parents and grandparents being ‘more
advanced for their times’?

Answer: They wanted their daughters to be educated
so they sent them to schools away from home.

In my head

Author and me: What do you think of Elizabeth Choy's
character from the interview?

On my own: What do you think are the qualities of a
war heroine?

Figure 1: Example of reading comprehension applying the Question-Answer Relationship strategy to categorize

the questions.

needed based on the question type.

In this work, we introduce a new evaluation
setting for reading comprehension systems. We
overview the QAR strategy as an option to move
beyond a scenario where only the product of com-
prehension is evaluated and not the process. We
discuss our proposed approach to create a new
dataset for learning the QAR strategy using exist-
ing reading comprehension datasets.

2 Related work

Reading comprehension is an active research area
in NLP. It is composed of two main components:
text and questions. This task can be found in many
possible variations: setups where no options are
given and the machine has to come up with an
answer (Yang et al., 2015; Weston et al., 2015;
Nguyen et al., 2016; Rajpurkar et al., 2016) and
setups where the question has multiple choices
and the machine needs to choose one of them
(Richardson et al., 2013; Hill et al., 2015; On-
ishi et al., 2016; Mihaylov et al., 2018). In either
case, standard accuracy metrics are used to eval-
uate systems based on the number of correct an-
swers retrieved; a product-based evaluation. In ad-
dition to this evaluation criteria, the current read-
ing comprehension setting constrains systems to
be trained on a particular domain for a specific
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type of reasoning. As a result, the good perfor-
mance of a model drops when it is tested on a
different domain. For example, the knowledge-
able reader of Mihaylov and Frank (2018) was
trained to solve questions from children narra-
tive texts that require commonsense knowledge,
achieving competitive results. However, it did not
perform equally well when tested on basic science
questions that also required commonsense knowl-
edge (Mihaylov et al., 2018). Systems have been
able to match human performance but it has also
been proven by Jia and Liang (2017) that they can
be easily fooled with adversarial distracting sen-
tences that would not change the correct answer
or mislead humans.

The motivation behind introducing adversarial
examples for evaluating reading comprehension is
to discern to what extent systems truly understand
language. Mudrakarta et al. (2018) followed the
steps of Jia and Liang (2017) proposing a tech-
nique to analyze the sensitivity of a model to ques-
tion words, with the aim to empower investigation
of reading models’ performance. With the same
goal in mind, we propose a process-based evalu-
ation that will favor a closer examination of the
process taken by current systems to solve a read-
ing comprehension task. In the educational assess-
ment literature, this approach is recommended to



identify the weaknesses of a student. If we trans-
fer this concept to computers, we would be able
to focus on the comprehension tasks a computer is
weak in, regardless of the data in which the system
has been trained.

3 Question-answer relationship

Raphael (1982) devised the Question-Answer Re-
lationship as a way of improving children reading
performance across grades and subject areas. This
approach reflects the current concept of reading as
an active process influenced by characteristics of
the reader, the text, and the context within which
the reading happens (McIntosh and Draper, 1995).
Since its publication, several studies have explored
its positive effects (Benito et al., 1993; MclIntosh
and Draper, 1995; Ezell et al., 1996; Thuy and
Huan, 2018; Apriani, 2019).

QAR states that an answer and its source of in-
formation are directly related to the type of ques-
tion being asked. It emphasizes the importance
of being able to locate this source to then identify
the level of reasoning the question requires. QAR
defines four type of questions categorized in two
broad sources of information:

In the text

* Right There questions: The answer can be
literally found in the text.

* Think and Search questions: The answer
can be found in several sentences in the text
that need to be pieced together.

In my head

e Author and Me questions: The answer is
not directly stated in the text. It is neces-
sary to fit text information with background
knowledge.

* On My Own questions: The answer can be
given without reading the text. The answer
relies solely on background knowledge.

Each one of the QAR categories requires a dif-
ferent level of reasoning. For Right there ques-
tions, the reader only needs to match the ques-
tion with one of the sentences within the text.
Think and search requires simple inference to re-
late pieces of information contained in different
parts of the text. In my head questions introduce
the use of background knowledge. Thus, deeper
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thinking is required to relate the information pro-
vided in the text with background information. Fi-
nally, On my own questions ask the reader to only
use their background knowledge to come up with
an answer. Figure 1 shows how QAR is applied
to a reading comprehension task. Note that for
both In the text questions, one can easily match the
words in the question with the words in the text.
However, Think and search goes beyond matching
ability; the reader should be able to conclude that
the information in sentences 6 and 7 are equally re-
quired to answer the question being asked. Thus,
the correct answer is a combination of these two.
For the Author and me question, the readers need
to merge the information given in the text with
their own background knowledge since the ques-
tion explicitly asks for an opinion “from the inter-
view.” Without this statement, the question could
be considered as On my own if the reader is already
familiar with Elizabeth Choy. This is not the case
in the last question, where even though the topic
of the interview is related, the qualities of a war
heroine are not in the text. The readers need to use
their own background knowledge about heroes.

In the case of computers, In my head questions
can be understood as In a knowledge base. We hy-
pothesize that once the system establishes that the
source of information is not in the text, it could
trigger a connection to a knowledge base. For
the time being, the type of knowledge needed is
fixed for RC datasets by design (e.g., general do-
main, commonsense, elementary science) and the
source is chosen accordingly in advance by the au-
thor (e.g., Wikipedia, ConceptNet). Automatically
selecting the appropriate external resource for a
reading comprehension task is a problem that we
would like to explore in the future.

3.1 QAR use cases

As a process-based evaluation strategy, QAR can
be used to understand a reader's ability in terms of
the reasoning level applied and the elected source
of information to answer a given question. In the
case of humans, this outcome is later used as feed-
back to improve performance on a particular pro-
cess. The incorporation of general reading strate-
gies to a RC system has been recently proven ef-
fective by Sun et al. (2018) and we aim to explore
QAR in the same way. However, our short-term
objective is to test the QAR strategy as a comple-
mentary evaluation method for existing machine



Sentence

Answer needed

Sentence

1 Mary moved to the bathroom.

2 John went to the hallway

3 Where is Mary?

4 Daniel went back to the hallway.

5 Sandra moved to the garden.

6 Where is Daniel?

7 John moved to the office.

8 Sandra journeyed to the bathroom.
9 Where is Daniel?

bathroom

hallway

hallway

QAR

Answer category

Sentence

1 Mary moved to the bathroom.

2 John went to the hallway

3 Where is Mary?

4 Daniel went back to the hallway.

5 Sandra moved to the garden.

6 Where is Daniel?

7 John moved to the office.

8 Sandra journeyed to the bathroom.
9 Where is Daniel?

bathroom 1

hallway

hallway

Sentence
Sentence Answer needed
1 Mary moved to the bathroom.
2 Sandra journeyed to the bedroom.
3 John went to the kitchen.
4 Mary took the football there.
5 How many objects is Mary carrying? one 4
6 Sandra went back to the office.
7 How many objects is Mary carrying? one 4
8 Mary dropped the football.
9 How many objects is Mary carrying? none 48
QAR
Sentence Answer category

1 Mary moved to the bathroom.

2 Sandra journeyed to the bedroom.

3 John went to the kitchen.

4 Mary took the football there.

5 How many objects is Mary carrying?
6 Sandra went back to the office.

7 How many objects is Mary carrying?
8 Mary dropped the football.

9 How many objects is Mary carrying?

one

one

none

Figure 2: Example of bAbI annotations for the single supportive fact task (left) and the counting task (right).

Below, our proposed annotations with QAR category.

reading comprehension models, somewhat simi-
lar to PROTEST (Guillou and Hardmeier, 2016),
a test suite for the evaluation of pronoun transla-
tion by Machine Translation systems.

In the next section, we discuss how the QAR
strategy can be imported from the educational lit-
erature to the NLP domain by using existing read-
ing comprehension datasets to create a new re-
source for active reading comprehension evalua-
tion.

4 Research plan
4.1 Dataset

We propose to model QAR learning as a mul-
ticlass classification task with weak supervision.
The dataset would contain labels corresponding to
each one of the QAR categories and the annotation
process will depend on the two sources of infor-
mation Raphael (1982) defined.

In recent years, we have seen a lot of effort
from the NLP community in creating datasets to
test different aspects of RC, like bAbl (Weston
et al., 2015), SQuAD (Rajpurkar et al., 2016),
NarrativeQA (Kocisky et al., 2018), QAngaroo
(Welbl et al., 2018), HotpotQA (Yang et al., 2018),
MCScript (Ostermann et al., 2018), MultiRC
(Khashabi et al., 2018) and CommonsenseQA
(Talmor et al., 2018). In the following sections,
we will briefly overview these datasets and explain
how they can be adapted for our proposed task.

4.1.1 In the text questions

For this type of questions, we can rely on the bAbI
dataset (Weston et al., 2015), a set of synthetically
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generated, simple narratives for testing text under-
standing. The dataset has several tasks with 1000
questions each for training and 1000 for testing.
For our purposes, we will focus on the annotations
of Task 8 and 7. Task 8 is a “single supporting
fact” task that shows a small passage in which each
sentence describes the location of a character (e.g.
“Mary moved to the bathroom. John went to the
hallway.”). After some sentences, there is a ques-
tion asking where the character is (e.g. “Where is
Mary?”) and the goal is to give a single word an-
swer to it (e.g. “bathroom”). Task 7 is a “count-
ing” task describing the same situation, but it ag-
gregates a sentence where one of the characters ei-
ther takes (e.g. “Mary took the football there.”) or
drops (e.g. “Mary dropped the football.”’) an ob-
ject. This time, the question asks how many ob-
jects is the character carrying and the answer is
also a single word (e.g. “none”). As shown in
Figure 2, bAbI annotations enumerate each one of
the sentences. The number next to the single word
answer is the number of the sentence needed to
answer the question. Instead of the number of the
sentence, we will use as label the number of the
QAR category. This can be done following this

rule:

Where n is the number of sentences and the cat-
egories /, 2 correspond to Right there and Think
and Search, respectively. The bottom of Figure 2
shows how the new annotations will look like.
This annotations can be generated automatically

forn=1
forn >1

L,

QARcategory = { 9



/

T

macaroni and cheese. .

once we were at the picnic location.

Q1 What type of food did they pack?

\ a. Meat, drinks and side dishes b. Pasta salda only

It was time to prepare for the picnic that we had plans for the last
couple weeks. . . . | needed to set up the cooler, which included
bottles of water, soda and juice to keep every- one hydrated. Then
| needed to ensure that we had all the food we intended to bring or
cook. So at home, | prepared baked beans, green beans and
.. But in a cooler, | packed chicken,
hotdogs, hamburgers and rots that were to be cooked on the grill

~

T | wanted to plant a tree. | went to the home and
garden store and picked a nice oak. Afterwards, |
planted it in my garden.

What was used to dig the hole?
a. a shovel b. his bare hands

When did he plant the three?
a. after watering it b. after taking_ it home

/

Figure 3: MCScript annotations for text-based questions (left) and common sense questions (right). In blue, key
words and phrases necessary to arrive at the correct answer.

using a script that implements the aforementioned
rule.

The same approach can be applied to HotpotQA
and MultiRC. HotpotQA is a dataset with 113k
Wikipedia-based question-answer pairs for which
reasoning over multiple documents is needed
to answer. Its annotations already identify the
sentence-level supporting facts required for rea-
soning, making this dataset a perfect match for
our subset of Think and search questions. SQuAD
(100,000+ questions) has a very similar design and
format, although questions are designed to be an-
swered by a single paragraph. Since the correct
answer is literally contained in one part of the text,
questions will fall under the Right there category.
The annotations only include the start-offset of the
answer in the text, but we can easily use this infor-
mation to identify the answer's position at a sen-
tence level. In the same line of multiple-sentence
reasoning, MultiRC presents ~6k multiple-choice
questions from paragraphs across 7 different do-
mains. The additional challenge of this dataset is
that multiple correct answers are allowed. Since
the supporting sentences are already annotated,
this dataset can be used entirely as a Think and
search instance.

The multi-hop nature of QAngaroo and Narra-
tiveQA questions also match the Think and search
category. However, no span or sentence-level an-
notation is provided, making this datasets unsuit-
able for our approach.

4.1.2 In my head questions

For these questions we will use the MCScript
dataset (Ostermann et al., 2018). This dataset is
intended to be used in a machine reading com-
prehension task that requires reasoning over script
knowledge, sequences of events describing stereo-
typical human activities. MCScript contains 2,100
narrative texts annotated with two types of ques-
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tions: Text-based questions and commonsense
questions with 10,160 and 3,827 questions each.
Text-based questions match Author and me cat-
egory since the answer is not directly contained
within the text; it is necessary to combine the text
information with background knowledge (script
knowledge). Commonsense questions, on the
other hand, depend only on background knowl-
edge. Thus, there is no need to read the text to
answer if the script activity is known.

Consider the example annotations shown in Fig-
ure 3. For the text on the left, the reader cannot
give an answer even if it has knowledge of types
of foods. It is necessary to read the text to identify
the types of food the characters in the text packed.
In contrast, the questions for the text on the right
can be answered if the reader is familiar with the
scenario of planting a tree.

The MCScript training annotations identify the
correct answer and whether this can be found in
the text or if commonsense knowledge is needed.
All questions where commonsense is required can
be assumed to be On my own questions. However,
there are some Text-based questions in which the
answer is explicitly contained in the text. It would
be necessary to review these questions to manu-
ally annotate the Author and me QAR type. This
could be achieved in a crowd-sourcing process, in-
structing the annotators on script knowledge and
asking them to label a question as Author and me
if they first are not able to answer without reading
the text.

With a major focus on background knowl-
edge, CommonsenseQA shifts from the common
text-question-answer candidates setting to only
question-answer candidates. This dataset could in
principle complement the On my own questions
type, but the absence of a passage makes Com-
monsenseQA inconsistent for a RC task.



To ensure the integrity of our resulting dataset,
we will take a subset for manual inspection.

S Summary

We introduced process-based evaluation as a new
setting to evaluate systems in reading comprehen-
sion. We propose to model QAR learning as a
weak supervision classification task and discussed
how existing RC datasets can be used to generate
new data for this purpose. Our work is inspired
by the findings of the educational assessment field
and we expect it to complement current work in
reading comprehension. We will leave the details
on how to use the QAR classification task for a RC
model’s evaluation performance to future work.
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Abstract

Paraphrases, the rewordings of the same se-
mantic meaning, are useful for improving gen-
eralization and translation. However, prior
works only explore paraphrases at the word
or phrase level , not at the sentence or corpus
level. Unlike previous works that only explore
paraphrases at the word or phrase level, we use
different translations of the whole training data
that are consistent in structure as paraphrases
at the corpus level. We train on parallel para-
phrases in multiple languages from various
sources. We treat paraphrases as foreign lan-
guages, tag source sentences with paraphrase
labels, and train on parallel paraphrases in the
style of multilingual Neural Machine Transla-
tion (NMT). Our multi-paraphrase NMT that
trains only on two languages outperforms the
multilingual baselines. Adding paraphrases
improves the rare word translation and in-
creases entropy and diversity in lexical choice.
Adding the source paraphrases boosts per-
formance better than adding the target ones.
Combining both the source and the target para-
phrases lifts performance further; combining
paraphrases with multilingual data helps but
has mixed performance. We achieve a BLEU
score of 57.2 for French-to-English translation
using 24 corpus-level paraphrases of the Bible,
which outperforms the multilingual baselines
and is +34.7 above the single-source single-
target NMT baseline.

1

Paraphrases, rewordings of texts with preserved
semantics, are often used to improve generaliza-
tion and the sparsity issue in translation (Callison-
Burch et al., 2006; Fader et al., 2013; Ganitkevitch
et al., 2013; Narayan et al., 2017; Sekizawa et al.,
2017). Unlike previous works that use paraphrases
at the word/phrase level, we research on different
translations of the whole corpus that are consis-
tent in structure as paraphrases at the corpus level;
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(a) multilingual NMT

Has your sake turned cold?

Has your sake turned cold?
Votre amour est-il devenu
froid?

{RANEEIR T 157 {RETEEIR T 157

HEROFE U LR? BBERDE LI LR?

Has your sake turned cold? Has your sake turned cold?

Is your sake warm enough? Is your sake warm enough?

BBEZBDNTITH?

BBEZBDNTITH?

==

HiFERDE LIeLR? HERDE LT LR?

(b) multi-paraphrase NMT
Figure 1: Translation Paths in (a) multilingual NMT (b)
multi-paraphrase NMT. Both form almost a complete bipar-
tite graph.

we refer to paraphrases as the different transla-
tion versions of the same corpus. We train para-
phrases in the style of multilingual NMT (Johnson
et al., 2017; Ha et al., 2016) . Implicit parameter
sharing enables multilingual NMT to learn across
languages and achieve better generalization (John-
son et al., 2017). Training on closely related lan-
guages are shown to improve translation (Zhou
et al., 2018). We view paraphrases as an extreme
case of closely related languages and view multi-
lingual data as paraphrases in different languages.
Paraphrases can differ randomly or systematically
as each carries the translator’s unique style.

We treat paraphrases as foreign languages, and
train a unified NMT model on paraphrase-labeled
data with a shared attention in the style of multi-
lingual NMT. Similar to multilingual NMT’s ob-
jective of translating from any of the N input lan-
guages to any of the M output languages (Firat
etal., 2016), multi-paraphrase NMT aims to trans-
late from any of the N input paraphrases to any
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of the M output paraphrases in Figure 1. In Fig-
ure 1, we see different expressions of a host show-
ing courtesy to a guest to ask whether sake (a type
of alcohol drink that is normally served warm in
Asia) needs to be warmed. In Table 6, we show
a few examples of parallel paraphrasing data in
the Bible corpus. Different translators’ styles give
rise to rich parallel paraphrasing data, covering
wide range of domains. In Table 7, we also show
some paraphrasing examples from the modern po-
etry dataset, which we are considering for future
research.

Indeed, we go beyond the traditional NMT
learning of one-to-one mapping between the
source and the target text; instead, we exploit the
many-to-many mappings between the source and
target text through training on paraphrases that
are consistent to each other at the corpus level.
Our method achieves high translation performance
and gives interesting findings. The differences be-
tween our work and the prior works are mainly the
following.

Unlike previous works that use paraphrases at
the word or phrase level, we use paraphrases at the
entire corpus level to improve translation perfor-
mance. We use different translations of the whole
training data consistent in structure as paraphrases
of the full training data. Unlike most of the mul-
tilingual NMT works that uses data from multi-
ple languages, we use paraphrases as foreign lan-
guages in a single-source single-target NMT sys-
tem training only on data from the source and the
target languages.

Our main findings in harnessing paraphrases in
NMT are the following.

1. Our multi-paraphrase NMT results show sig-
nificant improvements in BLEU scores over
all baselines.

. Our paraphrase-exploiting NMT uses only
two languages, the source and the target lan-
guages, and achieves higher BLEUs than the
multi-source and multi-target NMT that in-
corporates more languages.

. We find that adding the source paraphrases
helps better than adding the target para-
phrases.

We find that adding paraphrases at both the
source and the target sides is better than
adding at either side.
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Vmix

Figure 2: Examples of different ways of adding 5 para-
phrases. e [?n] and f[?n] refers to different English and
French paraphrases, es refers to the Spanish (an example
member of Romance family) data. We always evaluate the
translation path from £0 to e0.

5. We also find that adding paraphrases with ad-
ditional multilingual data yields mixed per-
formance; its performance is better than
training on language families alone, but is
worse than training on both the source and
target paraphrases without language families.

. Adding paraphrases improves the sparsity is-
sue of rare word translation and diversity in
lexical choice.

In this paper, we begin with introduction and re-
lated work in Section 1 and 2. We introduce our
models in Section 3. Finally, we present our re-
sults in Section 4 and conclude in Section 5.

2 Related Work
2.1 Paraphrasing

Many works generate and harness paraphrases
(Barzilay and McKeown, 2001; Pang et al., 2003;
Callison-Burch et al., 2005; Mallinson et al., 2017;
Ganitkevitch et al., 2013; Brad and Rebedea,
2017; Quirk et al., 2004; Madnani et al., 2012;
Suzuki et al., 2017; Hasan et al., 2016). Some are
on question and answer (Fader et al., 2013; Dong
et al., 2017), evaluation of translation (Zhou et al.,
2006) and more recently NMT (Narayan et al.,
2017; Sekizawa et al., 2017). Past research in-
cludes paraphrasing unknown words/phrases/sub-
sentences (Callison-Burch et al., 2006; Narayan
et al., 2017; Sekizawa et al., 2017; Fadaee et al.,
2017). These approaches are similar in transform-
ing the difficult sparsity problem of rare words
prediction and long sentence translation into a
simpler problem with known words and short sen-
tence translation. It is worthwhile to contrast para-
phrasing that diversifies data, with knowledge dis-
tillation that benefits from making data more con-

sistent (Gu et al., 2017).
Our work is different in that we exploit para-
phrases at the corpus level, rather than at the word



[Data | 1 [6 [11 [13 ]
Vsrc | 225 414 489 488
Vegt | 225 405 47.0 474

Table 1. Comparison of adding source paraphrases and
adding target paraphrases. All acronyms including data are
explained in Section 4.3.

[dam [T [6 [11 [16 [22 [24 |
WMT 225 | 30.8 | 29.8 | 30.8 | 293 | -
Family | 22.5 | 393 | 454 | 492 | 46.6 | -
Vmix 225 | 448 | 50.8 | 53.3 | 55.4 | 57.2
vmf - - 493 | - - -

Table 2: Comparison of adding a mix of the source para-
phrases and the target paraphrases against the baselines. All
acronyms including data are explained in Section 4.3.

or phrase level.

2.2 Multilingual Attentional NMT

Machine polyglotism which trains machines to
translate any of the N input languages to any
of the M output languages from many languages
to many languages, many languages is a new
paradigm in multilingual NMT (Firat et al., 2016;
Zoph and Knight, 2016; Dong et al., 2015; Gillick
et al., 2016; Al-Rfou et al., 2013; Tsvetkov et al.,
2016). The objective is to translate from any of
the NV input languages to any of the M output lan-
guages (Firat et al., 2016).

Many multilingual NMT systems involve multi-
ple encoders and decoders (Ha et al., 2016), and it
is hard to combine attention for quadratic language
pairs bypassing quadratic attention mechanisms
(Firat et al., 2016). An interesting work is training
a universal model with a shared attention mech-
anism with the source and target language labels
and Byte-Pair Encoding (BPE) (Johnson et al.,
2017; Ha et al., 2016). This method is elegant in
its simplicity and its advancement in low-resource
language translation and zero-shot translation us-
ing pivot-based translation mechanism (Johnson
et al., 2017, Firat et al., 2016).

Unlike previous works, our parallelism is across
paraphrases, not across languages. In other words,
we achieve higher translation performance in the
single-source single-target paraphrase-exploiting
NMT than that of the multilingual NMT.

3 Models

We have four baseline models. Two are single-
source single-target attentional NMT models, the
other two are multilingual NMT models with a
shared attention (Johnson et al., 2017; Ha et al.,
2016). In Figure 1, we show an example of
multilingual attentional NMT. Translating from
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all 4 languages to each other, we have 12 trans-
lation paths. For each translation path, we la-
bel the source sentence with the source and tar-
get language tags. Translating from “{% fY{E
R T 152 to “Has your sake turned cold?”,
we label the source sentence with __opt_src_zh
__opt_tgt_en. More details are in Section 4.

In multi-paraphrase model, all source sentences
are labeled with the paraphrase tags. For ex-
ample, in French-to-English translation, a source
sentence may be tagged with __opt_src_fl
__opt_tgt_e0, denoting that it is translating from
version “f1” of French data to version “e0” of En-
glish data. In Figure 1, we show 2 Japanese and 2
English paraphrases. Translating from all 4 para-
phrases to each other (N = M = 4), we have
12 translation paths as N x (N — 1) = 12. For
each translation path, we label the source sentence
with the source and target paraphrase tags. For the
translation path from “BS P E L /=& a2’ to
“Has your sake turned cold?”, we label the source
sentence with __opt_src_jl __opt_tgt_elin
Figure 1. Paraphrases of the same translation path
carry the same labels. Our paraphrasing data is
at the corpus level, and we train a unified NMT
model with a shared attention. Unlike the para-
phrasing sentences in Figure 1, We show this ex-
ample with only one sentence, it is similar when
the training data contains many sentences. All sen-
tences in the same paraphrase path share the same
labels.

4 Experiments and Results

4.1 Data

Our main data is the French-to-English Bible cor-
pus (Mayer and Cysouw, 2014), containing 12
versions of the English Bible and 12 versions of
the French Bible !. We translate from French to
English. Since these 24 translation versions are
consistent in structure, we refer to them as para-
phrases at corpus level. In our paper, each para-
phrase refers to each translation version of whole
Bible corpus. To understand our setup, if we use
all 12 French paraphrases and all 12 English para-
phrases so there are 24 paraphrases in total, i.e.,
N = M = 24, we have 552 translation paths be-

"We considered the open subtitles with different scripts
of the same movie in the same language; they covers many
topics, but they are noisy and only differ in interjections. We
also considered the poetry dataset where a poem like “If” by
Rudyard Kipling is translated many times, by various people
into the same language, but the data is small.



Source Sentence

| Machine Translation

| Correct Target Translation

Comme de I’eau fraiche pour une per-
sonne fatigué, Ainsi est une bonne
nouvelle venant d’une terre lointaine.

As cold waters to a thirsty soul, so is
good news from a distant land.

Like cold waters to a weary soul, so is
a good report from a far country.

Lorsque tu seras invité par quelqu’un a
des noces, ne te mets pas a la premiére
place, de peur qu’il n’y ait parmi les
invités une personne plus considérable
que toi,

When you are invited to one to the
wedding, do not be to the first place,
lest any one be called greater than you.

When you are invited by anyone to
wedding feasts, do not recline at the
chief seat lest one more honorable than
you be invited by him,

Car chaque arbre se connait a son fruit.
On ne cueille pas des figues sur des
épines, et I’on ne vendange pas des
raisins sur des ronces.

For each tree is known by its own fruit.
For from thorns they do not gather figs,
nor do they gather grapes from a bram-
ble bush.

For each tree is known from its own
fruit. For they do not gather figs from
thorns, nor do they gather grapes from
a bramble bush.

Vous tous qui avez soif, venez aux
eaux, Méme celui qui n’a pas d’argent!
Venez, achetez et mangez, Venez,
achetez du vin et du lait, sans argent,
sans rien payer!

Come, all you thirsty ones, come to the
waters; come, buy and eat. Come, buy
for wine, and for nothing, for without
money.

Ho, everyone who thirsts, come to the
water; and he who has no silver, come
buy grain and eat. Yes, come buy
grain, wine and milk without silver and
with no price.

Oui , vous sortirez avec joie , Et vous
serez conduits en paix ; Les montagnes
et les collines éclateront d’allégresse
devant vous , Et tous les arbres de la
campagne battront des mains .

When you go out with joy , you shall
go in peace ; the mountains shall re-
joice before you , and the trees of the
field shall strike all the trees of the field

For you shall go out with joy and be led
out with peace . The mountains and the
hills shall break out into song before
you , and all the trees of the field shall
clap the palm .

Table 3: Examples of French-to-English translation trained using 12 French paraphrases and 12 English paraphrases.

cause N x (N — 1) = 552. The original cor-
pus contains missing or extra verses for different
paraphrases; we clean and align 24 paraphrases of
the Bible corpus and randomly sample the train-
ing, validation and test sets according to the 0.75,
0.15, 0.10 ratio. Our training set contains only
23K verses, but is massively parallel across para-

phrases.
For all experiments, we choose a specific En-

glish corpus as €0 and a specific French corpus
as £0 which we evaluate across all experiments to
ensure consistency in comparison, and we evalu-
ate all translation performance from £0 to e0.

4.2 Training Parameters

In all our experiments, we use a minibatch size of
64, dropout rate of 0.3, 4 RNN layers of size 1000,
a word vector size of 600, number of epochs of
13, a learning rate of 0.8 that decays at the rate of
0.7 if the validation score is not improving or it is
past epoch 9 across all LSTM-based experiments.
Byte-Pair Encoding (BPE) is used at preprocess-
ing stage (Ha et al., 2016). Our code is built on
OpenNMT (Klein et al., 2017) and we evaluate our
models using BLEU scores (Papineni et al., 2002),
entropy (Shannon, 1951), F-measure and qualita-
tive evaluation.

4.3 Baselines

We introduce a few acronyms for our four base-
lines to describe the experiments in Table 1,
Table 2 and Figure 3. Firstly, we have two
single-source single-target attentional NMT mod-
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els, Single and WMT. Single trains on £0 and
e0 and gives a BLEU of 22.5, the starting point for
all curves in Figure 3. WMT adds the out-domain
WMT’ 14 French-to-English data on top of £0 and
e0; it serves as a weak baseline that helps us to
evaluate all experiments’ performance discounting
the effect of increasing data.

Moreover, we have two multilingual baselines?
built on multilingual attentional NMT, Family
and Span (Zhou et al., 2018). Fami 1y refers to
the multilingual baseline by adding one language
family at a time, where on top of the French cor-
pus £0 and the English corpus e0, we add up
to 20 other European languages. Span refers to
the multilingual baseline by adding one span at
a time, where a span is a set of languages that
contains at least one language from all the fami-
lies in the data; in other words, span is a sparse
representation of all the families. Both Family
and Span trains on the Bible in 22 Europeans
languages trained using multilingual NMT. Since
Span is always suboptimal to Fami 1y in our re-
sults, we only show numerical results for Family
in Table 1 and 2, and we plot both Family and
Span in Figure 3. The two multilingual baselines
are strong baselines while the fwMT baseline is a
weak baseline that helps us to evaluate all exper-
iments’ performance discounting the effect of in-
creasing data. All baseline results are taken from

2 For multilingual baselines, we use the additional Bible
corpus in 22 European languages that are cleaned and aligned
to each other.



[data  [6 [ 11 |16 [22 [24 ]

Entropy | 5.6569 | 5.6973 | 5.6980 | 5.7341 | 5.7130
Bootstr. | 5.6564 | 5.6967 | 5.6975 | 5.7336 | 5.7125
95% CI | 5.6574 | 5.6979 | 5.6986 | 5.7346 | 5.7135
WMT - 5.7412 | 5.5746 | 5.6351 | -

Table 4: Entropy increases with the number of paraphrase
corpora in Vmix. The 95% confidence interval is calculated
via bootstrap resampling with replacement.

[data [6 [ 11|16 |22 [24 |
Fi(freql] 043 | 054 | 057 [ 058 [ 0.62
WMT | - 000 [001 |00 |-

Table 5: F1 score of frequency 1 bucket increases with the
number of paraphrase corpora in Vmix, showing training on
paraphrases improves the sparsity at tail and the rare word
problem.

a research work which uses the grid of (1, 6, 11,
16, 22) for the number of languages or equiva-
lent number of unique sentences and we follow the
same in Figure 3 (Zhou et al., 2018). All experi-
ments for each grid point carry the same number
of unique sentences.

Furthermore, Vsrc refers to adding more
source (English) paraphrases, and Vtgt refers to
adding more target (French) paraphrases. Vmix
refers to adding both the source and the target
paraphrases. Vmf refers to combining Vmix with
additional multilingual data; note that only Vmf,
Family and Span use languages other than
French and English, all other experiments use only
English and French. For the x-axis, data refers
to the number of paraphrase corpora for Vsrc,
Vtgt, Vmix; data refers to the number of lan-
guages for Fami 1y; data refers to and the equiv-
alent number of unique training sentences com-
pared to other training curves for WMT and Vmf.

4.4 Results

Training on paraphrases gives better perfor-
mance than all baselines: The translation per-
formance of training on 22 paraphrases, i.e., 11
English paraphrases and 11 French paraphrases,
achieves a BLEU score of 55.4, which is +32.9
above the Single baseline, +8.8 above the
Fami 1y baseline, and +26.1 above the WMT base-
line. Note that the Fami 1y baseline uses the grid
of (1, 6, 11, 16, 22) for number of languages, we
continue to use this grid for our results on num-
ber of paraphrases, which explains why we pick
22 as an example here. The highest BLEU 57.2 is
achieved when we train on 24 paraphrases, i.e., 12
English paraphrases and 12 French paraphrases.
Adding the source paraphrases boosts trans-
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Figure 3: BLEU plots showing the effects of different ways
of adding training data in French-to-English Translation. All
acronyms including data are explained in Section 4.3.

get paraphrases: The translation performance of

lation performance more than adding the tar-

adding the source paraphrases is higher than that
of adding the target paraphrases. Adding the
source paraphrases diversifies the data, exposes
the model to more rare words, and enables better
generalization. Take the experiments training on
13 paraphrases for example, training on the source
(i.e., 12 French paraphrases and the English para-
phrase e0) gives a BLEU score of 48.8, which
has a gain of +1.4 over 47.4, the BLEU score of
training on the target (i.e., 12 English paraphrases
and the French paraphrase £0). This suggests that
adding the source paraphrases is more effective
than adding the target paraphrases.

Adding paraphrases from both sides is better
than adding paraphrases from either side: The
curve of adding paraphrases from both the source
and the target sides is higher than both the curve
of adding the target paraphrases and the curve of
adding the source paraphrases. Training on 11
paraphrases from both sides, i.e., a total of 22 para-
phrases achieves a BLEU score of 50.8, which
is +3.8 higher than that of training on the target
side only and +1.9 higher than that of training on
the source side only. The advantage of combin-
ing both sides is that we can combine paraphrases
from both the source and the target to reach 24
paraphrases in total to achieve a BLEU score of
57.2.

Adding both paraphrases and language fam-
ilies yields mixed performance: We conduct one
more experiment combining the source and target
paraphrases together with additional multilingual
data. This is the only experiment on paraphrases
where we use multilingual data other than only
French and English data. The BLEU score is 49.3,
higher than training on families alone, in fact, it
is higher than training on eight European fami-




lies altogether. However, it is lower than training
on English and French paraphrases alone. Indeed,
adding paraphrases as foreign languages is effec-
tive, however, when there is a lack of data, mixing
the paraphrases with multilingual data is helpful.

Adding paraphrases increases entropy and
diversity in lexical choice, and improves the
sparsity issue of rare words: We use bootstrap
resampling and construct 95% confidence inter-
vals for entropies (Shannon, 1951) of all models of
Vmix, i.e., models adding paraphrases at both the
source and the target sides. We find that the more
paraphrases, the higher the entropy, the more di-
versity in lexical choice as shown in Table 4. From
the word F-measure shown in Table 5, we find
that the more paraphrases, the better the model
handles the sparsity of rare words issue. Adding
paraphrases not only achieves much higher BLEU
score than the WMT baseline, but also handles the
sparsity issue much better than the WMT baseline.

Adding paraphrases helps rhetoric transla-
tion and increases expressiveness: Qualitative
evaluation shows many cases where rhetoric trans-
lation is improved by training on diverse sets of
paraphrases. In Table 3, Paraphrases help NMT
to use a more contemporary synonym of “silver”,
“money”, which is more direct and easier to un-
derstand. Paraphrases simplifies the rhetorical or
subtle expressions, for example, our model uses
“rejoice” to replace “break out into song”, a per-
sonification device of mountains to describe joy,
which captures the essence of the meaning being
conveyed. However, we also observe that NMT
wrongly translates “clap the palm” to “strike”.
We find the quality of rhetorical translation ties
closely with the diversity of parallel paraphrases
data. Indeed, the use of paraphrases to improve
rhetoric translation is a good future research ques-
tion. Please refer to the Table 3 for more qualita-
tive examples.

5 Conclusion

We train on paraphrases as foreign languages
in the style of multilingual NMT. Adding para-
phrases improves translation quality, the rare word
issue, and diversity in lexical choice. Adding the
source paraphrases helps more than adding the
target ones, while combining both boosts perfor-
mance further. Adding multilingual data to para-
phrases yields mixed performance. We would like
to explore the common structure and terminology
consistency across different paraphrases. Since
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structure and terminology are shared across para-
phrases, we are interested in a building an ex-
plicit representation of the paraphrases and extend
our work for better translation, or translation with
more explicit and more explainable hidden states,
which is very important in all neural systems.

We are interested in broadening our dataset in
our future experiments. We hope to use other par-
allel paraphrasing corpora like the poetry dataset
as shown in Table 7. There are very few poems
that are translated multiple times into the same
language, we therefore need to train on extremely
small dataset. Rhetoric in paraphrasing is impor-
tant in poetry dataset, which again depends on the
training paraphrases. The limited data issue is also
relevant to the low-resource setting.

We would like to effectively train on extremely
small low-resource paraphrasing data. As dis-
cussed above about the potential research poetry
dataset, dataset with multiple paraphrases is typi-
cally small and yet valuable. If we can train us-
ing extremely small amount of data, especially in
the low-resource scenario, we would exploit the
power of multi-paraphrase NMT further.

Cultural-aware paraphrasing and subtle expres-
sions are vital (Levin et al., 1998; Larson, 1984).
Rhetoric in paraphrasing is a very important too.
In Figure 1, “is your sake warm enough?” in Asian
culture is an implicit way of saying “would you
like me to warm the sake for you?”. We would
like to model the culture-specific subtlety through
multi-paraphrase training.
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Appendix A Supplemental Materials

We show a few examples of parallel paraphras-
ing data in the Bible corpus. We also show some
paraphrasing examples from the modern poetry
dataset, which we are considering for future re-
search.
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Consider the lilies, how they grow: they neither toil nor spin, yet I tell you, even Solomon in
all his glory was not arrayed like one of these. English Standard Version.

Look how the wild flowers grow! They don’t work hard to make their clothes. But I tell you
Solomon with all his wealth wasn’t as well clothed as one of these flowers. Contemporary
English Version.

Consider how the wild flowers grow. They do not labor or spin. Yet I tell you, not even
Solomon in all his splendor was dressed like one of these. New International Version.

English Paraphrases

Considérez les lis! Ils poussent sans se fatiguer a tisser des vétements. Et pourtant, je vous
I’assure, le roi Salomon lui-méme, dans toute sa gloire, n’a jamais été€ aussi bien vétu que I’'un
d’eux! La Bible du Semeur.

Considérez comment croissent les lis: ils ne travaillent ni ne filent; cependant je vous dis que
Salomon méme, dans toute sa gloire, n’a pas été vétu comme 1’un d’eux. Louis Segond.
Observez comment poussent les plus belles fleurs: elles ne travaillent pas et ne tissent pas;
cependant je vous dis que Salomon lui-méme, dans toute sa gloire, n’a pas eu d’aussi belles
tenues que I'une d’elles. Segond 21.

French Paraphrases

Wariin ninyo ang mga lirio, kung paano silang nagsisilaki: hindi nangagpapagal, o nangag-
susulid man; gayon ma’y sinasabi ko sa inyo, Kahit si Salomon man, sa buong kaluwalhatian
niya, ay hindi nakapaggayak na gaya ng isa sa mga ito. Ang Biblia 1978.

Isipin ninyo ang mga liryo kung papaano sila lumalaki. Hindi sila nagpapagal o nag-iikid.
Gayunman, sinasabi ko sa inyo: Maging si Solomon, sa kaniyang buong kaluwalhatian ay
hindi nadamitan ng tulad sa isa sa mga ito. Ang Salita ng Diyos.

Tingnan ninyo ang mga bulaklak sa parang kung paano sila lumalago. Hindi sila nagtatrabaho
ni humahabi man. Ngunit sinasabi ko sa inyo, kahit si Solomon sa kanyang karangyaan ay
hindi nakapagdamit ng singganda ng isa sa mga bulaklak na ito. Magandang Balita Biblia.

Tagalog Paraphrases

Considerad los lirios, como crecen; no trabajan ni hilan; pero os digo que ni Salomén en toda
su gloria se vistié como uno de éstos. La Biblia de las Américas.

Fijense cdmo crecen los lirios. No trabajan ni hilan; sin embargo, les digo que ni siquiera
Salomoén, con t