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Abstract

With the growing integration of AI in daily life,
ensuring the robustness of systems to inference-
time attacks is crucial. Among the approaches
for certifying robustness to such adversarial ex-
amples, randomized smoothing has emerged as
highly promising due to its nature as a wrapper
around arbitrary black-box models. Previous
work on randomized smoothing in natural lan-
guage processing has primarily focused on spe-
cific subsets of edit distance operations, such as
synonym substitution or word insertion, without
exploring the certification of all edit operations.
In this paper, we adapt Randomized Deletion
(Huang et al., 2023) and propose, CERTified
Edit Distance defense (CERT-ED) for natural
language classification. Through comprehen-
sive experiments, we demonstrate that CERT-
ED outperforms the existing Hamming distance
method RanMASK (Zeng et al., 2023) in 4 out
of 5 datasets in terms of both accuracy and
the cardinality of the certificate. By covering
various threat models, including 5 direct and 5
transfer attacks, our method improves empirical
robustness in 38 out of 50 settings.

1 Introduction

Deep nets, transformers, and other modern ma-
chine learning approaches have recently achieved
significant performance on many natural language
processing (NLP) tasks thanks to their ability to gen-
eralize to complex and unseen data. However, the
well-documented vulnerability of these models to
evasion attacks (a.k.a. adversarial examples) raises
concerns about their use in practice. For example,
numerous previous works have developed attacks
that can misguide models by perturbing text at the
word-level (Alzantot et al., 2018; Li et al., 2020;
Ren et al., 2019; Zang et al., 2020; Jin et al., 2020;
Li et al., 2021; Garg and Ramakrishnan, 2020),
character-level (Karpukhin et al., 2019; Gao et al.,
2018; Ebrahimi et al., 2018) or sentence-level (Iyyer

et al., 2018; Wang et al., 2020; Qi et al., 2021; Guo
et al., 2021), while preserving consistent semantics.

Although a wide range of defenses have been
proposed against adversarial examples, they are
routinely broken by subsequent attacks: Eger and
Benz (2020) and Morris et al. (2020) showed that
while adversarial training typically yields good ro-
bustness against a target attack, it is less robust
against unseen attacks. Consequently, certified ro-
bustness has gained considerable interest as a result
of competition between attackers and defenders,
where a classifier’s prediction can be guaranteed to
be invariant to a specified set of adversarial pertur-
bations (Cohen et al., 2019; Wang et al., 2021a).

Certified robustness methods have been well stud-
ied for continuous data that is fixed-dimensional
like images (Wong and Kolter, 2018; Dvijotham
et al., 2018; Mirman et al., 2018; Weng et al., 2018;
Lecuyer et al., 2019; Cohen et al., 2019). Among
certification approaches, randomized smoothing
(Lecuyer et al., 2019; Cohen et al., 2019; Levine
and Feizi, 2020) has attained state-of-the-art per-
formance in many tasks. Due to the discrete nature
of text inputs, however, developing randomized
smoothing mechanism for NLP tasks is more chal-
lenging. Ye et al. (2020) and Wang et al. (2021a)
were the first to investigate randomized smoothing
under a synonym substitution threat model. Simi-
larly, Zeng et al. (2023) proposed RanMASK that
adapts Randomized Ablation (Levine and Feizi,
2020) to NLP and is provably verifiable for Ham-
ming distance under a fixed number of word substi-
tutions. However, such robustness certificates fall
short in defending against general perturbations as
inserting a single word (Garg and Ramakrishnan,
2020) would void any of these substitution-based
certificates. To remedy this, Huang et al. (2023)
proposed a method for producing certifiable pre-
dictions under edit distance perturbations, called
Randomized Deletion. However, their method is
limited to binary classification tasks, and has only
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Figure 1: Top: Clean sample from Spam-assassin dataset. Middle: CERT-ED applied to the perturbed input to
produce edit distance certified prediction of “Spam” and certified radius of 3. Bottom: Real adversarial sample
generated by, Clare (Li et al., 2021), against a model without CERT-ED. The green words are adversarially inserted
words. CERT-ED is certifiably robust to this adversarial example as the edit distance between the clean and
adversarial inputs is 2, less than the certified radius.

been applied to the malware detection domain. In
this paper we address this limitation.

Our contributions are summarized as follows:

• We propose and implement CERTified Edit Dis-
tance defense (CERT-ED), a multi-class extension
of Randomized Deletion (Huang et al., 2023), that
can provably certify multi-class predictions for
NLP classification tasks1. It smooths input text
by adding deletion noise to produce predictions
that are certifiably robust under arbitrary attacks
within a computed edit distance radius 𝑟 (Fig-
ure 1).

• To compare our edit distance certificates with
Hamming distance certificates used in previous
work, we define certified cardinality, a discrete
analogue of certified volume that has been used
to compare certificates with different geometries
in the vision domain. We evaluate CERT-ED
using 5 datasets and find significant improvement
of over the RanMASK baseline, both in certified
accuracy and certified cardinality.

• We conduct a comprehensive empirical evaluation
of robustness against five state-of-the-art direct
attacks and transfer attacks. Our results show
improved robust accuracy in 20 out of 25 settings
1Our implementation is available at https://github.

com/Dovermore/nlp-smoothing-software.

for direct attacks and 18 out of 25 settings for
transfer attacks.

2 Edit distance robustness
We consider text sequence classification tasks,
where a model 𝑓 predicts the class 𝑦 ∈ Y of input
text 𝒙 ∈ X. For example, in fake news detection
the input text is a news article and the possible
classes are “fake” and “real” (Rashkin et al., 2017).
We are interested in studying robustness under an
adversary that can make a bounded number of edits
to the text.

We define an edit to be an operation that deletes
(del), inserts (ins) or substitutes (sub) a single
token in the text. A token is a contiguous chunk of
characters—e.g., a word or sub-word. The mapping
from text to tokens is determined by the adversary’s
tokenizer t. While our method is compatible with
any choice of t, we set t to be a whitespace tokenizer
in our experiments for comparison with prior work
on attacks (Garg and Ramakrishnan, 2020; Jin et al.,
2020; Li et al., 2020, 2021) and robustness (Zeng
et al., 2023; Zhang et al., 2024b) at the word-level.
We note that t is solely used to model the adversary’s
edits, and is distinct from any tokenizer that may
appear in model 𝑓 itself.

For generality, we consider adversaries whose
edit operations are constrained to the set o ⊆
{del, ins, sub}. For instance, o = {ins, sub} for
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an adversary that cannot perform deletions. Given
the adversary’s tokenizer t and allowed edit opera-
tions o, we measure the extent of the adversary’s
perturbation using edit distance disto,t(�̄�, 𝒙), which
counts the minimum number of edits required to
transform original text �̄� into perturbed text 𝒙.

Our objective is to design text sequence classifi-
cation models that are certifiably robust under this
threat model. Formally, given input text 𝒙 ∈ X
to model 𝑓 , we would like to guarantee that 𝑓 ’s
prediction is unchanged even if 𝒙 was modified by
an adversary that made up to 𝑟 edits:

∀�̄� ∈ 𝐵𝑟 (𝒙; o, t) : 𝑓 (𝒙) = 𝑓 (�̄�). (1)

Here

𝐵𝑟 (𝒙; o, t) := {�̄� ∈ X : disto,t(�̄�, 𝒙) ≤ 𝑟} (2)

is the set of text inputs that can be transformed into
𝒙 via at most 𝑟 edits. As is typical for randomized
smoothing, we will develop mechanisms that pro-
duce a randomized radius 𝑟 given input sequence
𝒙, such that with some chosen high probability at
least 1 − 𝛼, this radius is a valid certificate at 𝒙.

3 Certified robustness via randomized
smoothing

Our approach for achieving certified robustness un-
der bounded edit distance perturbations is based on
randomized smoothing. Specifically, we apply the
randomized smoothing mechanism of Huang et al.
(2023), which was originally formulated for binary
classification of generic sequences. We review the
mechanism in a text classification context in Sec-
tion 3.1 and propose, CERT-ED, a certifiably robust
extension to the multi-class setting in Section 3.2.
Our derived certificates cover attacks BAE-I (Garg
and Ramakrishnan, 2020) and Clare (Li et al., 2021)
not covered by prior work.

3.1 Randomized deletion smoothing
Randomized smoothing has emerged as a general
purpose method for constructing certifiably robust
classifiers (Kumari et al., 2023). Consider a base
classifier 𝑓b : X → Y and a randomized mechanism
𝜙 : X → 𝑃(X) that generates perturbed inputs. In
the following we construct a smoothed classifier 𝑓
that assigns a probabilistic score to class 𝑦 given
input 𝒙:

𝑝𝑦 (𝒙) = E𝒛∼𝜙 (𝒙) [1 𝑓b (𝒛 )=𝑦] . (3)

The smoothed classifier’s prediction is then the class
with the highest score: 𝑓 (𝒙) = arg max𝑦∈Y 𝑝𝑦 (𝒙).

Huang et al. (2023) instantiate randomized
smoothing with a deletion mechanism for sequences
that achieves certified edit distance robustness. In
the text domain, we apply their deletion mech-
anism at the level of tokens determined by tok-
enizer t. Specifically, given input text 𝒙 ∈ X
containing 𝑛 tokens, the deletion mechanism gen-
erates 𝑛 indicator variables 𝝐 = (𝜖1, . . . , 𝜖𝑛) where
𝜖𝑖

iid∼ Bernoulli(𝑝del). The perturbed text is then
obtained by deleting any token 𝑖 for which 𝜖𝑖 = 1
and keeping the remaining tokens (in order).

Practicalities Exact computation of the scores
in (3) scales exponentially in the number of tokens 𝑛.
We therefore follow standard practice in random-
ized smoothing and obtain upper/lower confidence
bounds on the scores using Monte Carlo sampling.
When constructing a smoothed classifier 𝑓 , we fine-
tune the base classifier 𝑓b on inputs perturbed by the
mechanism 𝜙, as this results in better performance.

3.2 CERT-ED: Multi-class edit distance
certification

We extend the edit distance certificate of Huang
et al. (2023) to the multi-class setting. We refer
to randomized deletion smoothing with this new
certificate as CERT-ED. We discuss the setup and
assumptions here and present two key results, which
demonstrate how a certificate can be obtained for
a bounded Levenshtein (edit) distance adversary
whose edit operations o are unconstrained. All
proofs are provided in Appendix A.

We adopt a standard setup for certification of
smoothed classifiers. Given input text 𝒙, we let
𝑦 = arg max𝑐 𝑝𝑐 (𝒙) be the class that achieves the
highest score and 𝑦′ = arg max𝑐≠𝑦 𝑝𝑐 (𝒙) be the
class that achieves the second-highest score. We
assume that 𝜇𝑦 ≤ 𝑝𝑦 (𝒙) is a lower bound on the
highest score and 𝜇𝑦′ ≥ 𝑝𝑦′ (𝒙) is an upper bound on
the second highest score. Apart from this minimal
information, we do not assume any knowledge of
the base classifier 𝑓b. We begin by obtaining upper
and lower bounds on the smoothed classifier’s score
at a neighboring input �̄�.
Theorem 1 (General pairwise certificate). Con-
sider a pair of text inputs 𝒙, �̄� ∈ X. Suppose �̄�
can be transformed into 𝒙 using a minimal number
of edit operations by deleting 𝑛del tokens, insert-
ing 𝑛ins tokens and substituting 𝑛sub tokens—i.e.,
disto,t(�̄�, 𝒙) = 𝑛sub+𝑛ins+𝑛del. Then the smoothed
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Adversary’s ops

del ins sub Certified radius (↓)

✓ ✓ ✓
⌊
log𝑝del

2+𝜇𝑦′−𝜇𝑦

2

⌋
✓ ✓

⌊
log𝑝del

2+𝜇𝑦′−𝜇𝑦

2

⌋
✓ ✓

⌊
log𝑝del

2+𝜇𝑦′−𝜇𝑦

2

⌋
✓

⌊
log𝑝del

2+𝜇𝑦′−𝜇𝑦

2

⌋
✓ ✓

⌊
log𝑝del

1
1−𝜇𝑦′+𝜇𝑦

⌋
✓

⌊
log𝑝del

1
1−𝜇𝑦′+𝜇𝑦

⌋
✓

⌊
log𝑝del

(1 + 𝜇𝑦′ − 𝜇𝑦)
⌋

Table 1: Certified radii as a function of the types of edit
operations the adversary can perform.

classifier’s scores for any class 𝑦 ∈ Y satisfy

𝑝𝑛del−𝑛ins
del

(
𝑝𝑦 (𝒙) − 1 + 𝑝𝑛sub+𝑛ins

del

)
≤ 𝑝𝑦 (�̄�)

≤ 𝑝𝑛del−𝑛ins
del 𝑝𝑦 (𝒙) + 1 − 𝑝𝑛sub+𝑛del

del .

The above result is not immediately useful on its
own. However, it can be used to derive edit distance
certificates under various constraints on the num-
ber of edit operations of each type (𝑛del, 𝑛ins, 𝑛sub)
the adversary can perform. Below we present a
Levenshtein distance certificate, which covers an
adversary that can perform up to 𝑟 edits of any type
(insertions, deletions or substitutions).
Theorem 2 (Levenshtein distance certificate). Con-
sider a text input 𝒙 ∈ X for which a lower bound on
the smoothed classifier’s highest score 𝜇𝑦 and an
upper bound on the smoothed classifier’s runner-up
score 𝜇𝑦′ satisfy 𝜇𝑦 ≥ 𝜇𝑦′ . Then the smoothed
classifier predicts 𝑦 for any neighboring text in-
put �̄� ∈ X such that disto,t(�̄�, 𝒙) ≤ 𝑟 with o =
{del, ins, sub} and 𝑟 = ⌊log𝑝del

1
2 (2 + 𝜇𝑦′ − 𝜇𝑦)⌋.

If the upper and lower bounds hold jointly with
confidence 1 − 𝛼, then the certificate holds with
probability 1 − 𝛼.

This result is readily adapted for adversaries that
are constrained in the kinds of edit operations they
can perform. We provide certificates for seven
constrained settings in Table 1.

4 Experiments
To evaluate the effectiveness of our methods, we
train and evaluate models with CERT-ED cer-
tification across a variety of English datasets

and compare observed performance against Ran-
MASK (Zeng et al., 2023) and FreeLB (Zhu et al.,
2020). We show that our method uniformly domi-
nates RanMASK in certified radius and accuracy for
4 out of 5 datasets in Section 4.1. We then conduct 5
direct and 5 transfer attacks on the certified models
and show that CERT-ED is also empirically the
most robust in 38 out of 50 settings in Section 4.2
and Appendix D. Though CERT-ED is empirically
more robust than RanMASK against word substi-
tution and character-level attacks, the performance
is more mixed for attacks that induce edit distance
perturbations. Finally, we also report a 3 times
speedup of our method compared to RanMASK in
Appendix E.

Datasets We present results on five diverse
datasets listed in Table 2. All datasets are par-
titioned into training, validation and test sets. AG-
News (Zhang et al., 2015) and IMDB (Maas et al.,
2011) are standard datasets for topic classifica-
tion and sentiment analysis respectively, that have
been used for evaluation in prior work (Zeng et al.,
2023). However, since adversaries may lack incen-
tive to target these models, we follow recommen-
dations of Chen et al. (2022), and consider Spam-
assassin (Chen et al., 2022) for spam detection, and
SatNews (Yang et al., 2017) and LUN (Rashkin
et al., 2017; Chen et al., 2022) for unreliable news
detection, which are arguably more attractive targets
for attackers2. We collect all data from Hugging-
Face Datasets3 and the AdvBench repository4 (Chen
et al., 2022).

Number of samples

Dataset Avg words Train Valid Test

AG-News 37.8 108 000 12 000 7 600

IMDB 231.2 22 500 2 500 25 000

Spam-assassin 228.2 2 152 239 2 378

LUN 269.9 13 416 1 490 6 454

SatNews 384.8 22 738 2 526 7 202

Table 2: Summary of datasets.

Models We use the Hugging Face Transformers
library (Wolf et al., 2020) to load a pre-trained
RoBERTa model (Zhuang et al., 2021) as a base

2These datasets might contain offensive or inappropriate
languages due to their adversarial nature

3https://github.com/huggingface/datasets
4https://github.com/thunlp/Advbench
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classifier for CERT-ED and as a non-certified base-
line. We include RanMASK (Zeng et al., 2023) as
a certified baseline for Hamming distance. This
baseline covers a bounded number of word sub-
stitutions only. Since RanMASK is also based
on randomized smoothing, albeit with a different
masking mechanism, we use the same base classi-
fier, training procedure and parameter settings as
CERT-ED where possible. While evaluating em-
pirical robustness, we additionally compare against
FreeLB (Zhu et al., 2020), a adversarial training
method that is not based on randomized smoothing.
We use perturbation strength to refer to the deletion
rate parameter 𝑝del of CERT-ED and the masking
rate parameter 𝑝mask of RanMASK. We note that
TextCRS (Zhang et al., 2024a) claims to certify
against limited word substitution, insertion, and
deletion operations of a single type, however we do
not include it as a baseline since the resulting edit
distance certificates are vacuous (𝑟 = 0) for text
greater than 2 words in length (see Appendix F).

For both CERT-ED and RanMASK, we use a
white-space tokenizer for smoothing and fine-tune
the base RoBERTa model on the training set where
inputs are perturbed by the corresponding smooth-
ing mechanism. We report our training parameter
settings in Table 5 of Appendix B.

4.1 Certified accuracy and robustness
Setup Our first set of experiments compares the
accuracy and certificates generated by CERT-ED
and RanMASK. Following prior work (Huang et al.,
2023; Zeng et al., 2023), we use 1000 Monte Carlo
samples for prediction, 4000 samples for estimat-
ing the certified radius and a confidence level of
95%. In the unlikely case where the prediction and
certificate disagree, we report the prediction, and
report a certified radius of zero. Table 3 presents
a summary of the results, where we highlight the
best of three perturbation strengths (80%, 90% and
95%) for each dataset. Results for all three pertur-
bation strengths (80%, 90% and 95%) are provided
in Table 6 of Appendix C.1.

Clean accuracy To assess performance in a non-
adversarial setting, we report accuracy on the clean
(unperturbed) test set. For both CERT-ED and Ran-
MASK, we observe a slight degradation in clean
accuracy of 0.2–5.2% across all datasets compared
to the non-smoothed baseline, where the highest
degradation is seen on the IMDB dataset. This may
be due to the fact that IMDB is a sentiment classifi-

Clean Median Median
Model 𝑝del/𝑝mask Accuracy CR log CC

AG-News dataset (avg length 37.84)

Baseline — 94.84% — —

RanMASK 80% 93.91% 2 12.25
CERT-ED 80% 93.33% 2 12.65

IMDB dataset (avg length 231.16)

Baseline — 93.47% — —

RanMASK 90% 86.87% 2 14.02
CERT-ED 90% 88.26% 2 14.49

Spam-assassin dataset (avg length 228.16)

Baseline — 98.02% — —

RanMASK 90% 97.65% 6 37.49
CERT-ED 90% 97.81% 6 38.66

LUN dataset (avg length 269.93)

Baseline — 99.16% — —

RanMASK 90% 97.91% 6 34.51
CERT-ED 90% 98.28% 6 37.94

SatNews dataset (avg length 384.84)

Baseline — 94.22% — —

RanMASK 95% 90.10% 7 47.09
CERT-ED 95% 92.07% 8 54.76

Table 3: Key certification results drawn from Table 6.
All metrics are computed on the entire test set. “Median
CR” is the median certified radius and “median log CC”
is the base-10 logarithm of the median certified cardi-
nality. The certified cardinality is exact for RanMASK,
however a lower bound is used for CERT-ED. CERT-ED
outperforms RanMASK in terms of certified accuracy
for 4 out of 5 datasets and specifically excels on datasets
with longer average length. Highlighted values are the
better of the two smoothed mechanisms.

cation task, where sensitivity to small perturbations
such as names (Prabhakaran et al., 2019) and the
presence or absence of single words (e.g., “not”)
is more likely. CERT-ED outperforms RanMASK
in both clean accuracy and the size of the certifi-
cate for the four datasets with longer text. While
CERT-ED fuzzes the input length, RanMASK pre-
serves it, and may therefore have an advantage for
short text where the length conveys information.
However, for datasets with longer text like LUN
and SatNews, RanMASK may introduce too many
masking tokens and confuse the base model.

Certified accuracy and certified cardinality We
report certified radius (CR) as a measure of robust-
ness, where a larger radius indicates robustness
to larger perturbations. However, the certified ra-
dius is not comparable between CERT-ED and
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Figure 2: Certified accuracy for CERT-ED and Ran-
MASK as a function of the log-cardinality of the cer-
tificate for the SatNews dataset. We see that CERT-ED
certifies a set up to 1010 times larger than RanMASK
for the same accuracy.

RanMASK, as the metric used to define the certifi-
cate for CERT-ED is Levenshtein (edit) distance
whereas the metric for RanMASK is Hamming dis-
tance. As an alternative, we therefore also measure
the cardinality of the certificate, that is the number
of perturbed textual inputs it contains, which we
refer to as the certified cardinality (CC). This is
analogous to certified volume, used in prior work
in the vision domain (Pfrommer et al., 2023). For a
given radius and vocabulary size5, we compute the
cardinality exactly for RanMASK and use a lower
bound for CERT-ED based on a result of Charalam-
popoulos et al. (2020, Fact 17). We note that it
is possible to compute the exact cardinality for a
Levenshtein distance certificate using a Levenshtein
automaton (Touzet, 2016), however the computa-
tion is expensive and only improves on the lower
bound by approximately one order of magnitude.
Despite the under-estimated certified cardinality of
CERT-ED, we find it dominates RanMASK across
all datasets, with a widening gap for datasets with
longer text. To assess trade-offs between robustness
and accuracy, we plot the certified accuracy as a
function of the log-cardinality. The certified accu-
racy at a given log-cardinality 𝑐 is the fraction of
instances in the test set for which the model’s predic-
tion is correct and the cardinality of the certificate
is at least 𝑐. Figure 2 plots the certified accuracy

5We assume a vocabulary size of 50 265 (matching
RoBERTa), although this is a property of the threat model.

for the SatNews dataset, demonstrating an improve-
ment up to 1010 times in the certified cardinality for
CERT-ED compared to RanMASK. Due to space
constraints, we present certified accuracy plots for
the remaining datasets in Appendix C.2, where a
strict domination of CERT-ED over RanMASK can
be observed for 4 out of 5 datasets.

4.2 Empirical robustness
Attack setup We evaluate the empirical robust-
ness of CERT-ED and baselines using a modified
version of TextAttack6 (Morris et al., 2020) and
attack recipes implemented by Zhang et al. (2024a).
We select five representative attacks that cover a
variety of perturbations: Clare (Li et al., 2021),
BAE-I (Garg and Ramakrishnan, 2020), BERT-
Attack (Li et al., 2020), TextFooler (Jin et al., 2020)
and DeepWordBug (Gao et al., 2018). We describe
these attacks further in Section 5.1. We randomly
select 1000 samples (200 for FreeLB) from the
test set to evaluate the robustness of the models.
For CERT-ED and RanMASK, we estimate the
prediction using a Monte Carlo sample size of 100
to speed up the attack process. We impose a 10
minute timeout for each attack and treat timeout as
a failed attack. As CERT-ED is about 3 times faster
than RanMASK (Appendix E) for prediction and
certification, this puts CERT-ED at a disadvantage
as attacks against it may use up to a 3 times as many
queries. Hence, we also include selected results for
query-constrained (rather than time-constrained) at-
tacks in Appendix D. For Clare, due to the excessive
amount of querying, we also limit the maximum
number of queries to 10 000. Further details on our
categorization of attack outcomes are provided in
Appendix D.

Threat models We consider two distinct threat
models: direct attacks which have access to the
model’s confidence; and transfer attacks for which
attacks are generated against the non-certified base-
line and if successful, transferred to the target model
(Appendix D). This means the robust accuracy for
the non-certified baseline will always be 0%. We
report both the clean accuracy (ClA) on original
instances, and robust accuracy (RoA) on attacked
instances.

Results We present direct attack results in Ta-
ble 4. Compared to the non-certified baseline and
FreeLB, CERT-ED sacrifices a small amount of

6https://github.com/QData/TextAttack
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Clean Clare BAE-I BERT-Attack TextFooler DeepWordBug
Method Accuracy % RoA% RoA% RoA% RoA% RoA%

AG-News dataset

Baseline 94.7 26.9 58.5 29.0 22.1 43.5
FreeLB† 96.0 41.0 73.0 42.0 27.5 49.5
RanMASK 91.7 77.3 79.6 48.5 47.7 45.1
CERT-ED 92.0 67.9 78.1 56.1 56.9 54.4

IMDB dataset

Baseline 94.8 50.3 28.1 9.2 8.0 30.0
FreeLB† 94.0 60.5 38.5 6.0 7.5 47.5
RanMASK 86.9 85.5 81.9 53.0 45.9 52.4
CERT-ED 87.9 82.3 71.1 54.0 49.9 55.3

Spam-assassin dataset

Baseline 97.7 91.8 93.0 51.2 36.2 80.2
FreeLB† 97.0 94.0 95.5 57.5 44.5 81.0
RanMASK 97.0 95.4 96.0 93.5 92.1 93.5
CERT-ED 97.2 95.2 94.9 95.5 94.3 94.7

LUN dataset

Baseline 99.2 89.0 80.1 57.2 64.6 78.5
FreeLB† 99.5 94.0 93.5 85.0 89.0 89.5
RanMASK 98.7 93.8 96.4 90.5 90.5 88.8
CERT-ED 99.3 95.3 96.6 93.9 93.3 92.4

SatNews dataset

Baseline 94.7 85.0 58.6 51.3 50.7 61.4
FreeLB† 97.0 93.0 86.0 63.0 61.5 73.5
RanMASK 91.2 91.2 91.2 80.7 80.8 74.5
CERT-ED 93.2 93.2 91.7 83.5 81.8 83.3

Table 4: Empirical attack results against Baseline, FreeLB, RanMASK and CERT-ED under direct attacks. Both
RanMASK and CERT-ED use a 90% perturbation strength. Highlighted values are the best in each column for that
dataset. CERT-ED outperforms RanMASK in all substitution and character-level attacks. For edit distance attacks,
the performance is mixed, with CERT-ED performing better for datasets with longer text. † FreeLB uses a smaller
subset of 200 samples (of the original 1000 samples) for evaluation for all settings.

clean accuracy to achieve a significant improvement
in robust accuracy across all settings. For word sub-
stitution and character-level attacks (BERT-Attack,
TextFooler, DeepWordBug), CERT-ED uniformly
outperforms RanMASK and FreeLB in all datasets
by up to 8.8% and 49.8% robust accuracy. Surpris-
ingly, we find that CERT-ED is less effective against
edit distance attacks (Clare and BAE-I), perform-
ing well on datasets with longer input sizes, but
worse on AG-News and IMDB. We attribute this
to the difference in query efficiency between Ran-
MASK and CERT-ED. For Clare on the AG-News
dataset, the mean number of queries to RanMASK
and CERT-ED are 4 253 and 8 891, respectively,
meaning CERT-ED is subject to a stronger attack
than RanMASK. Due to the longer text size, all
Clare attacks timed out on the SatNews dataset for
CERT-ED and RanMASK.

5 Related work

Despite the rapid advancement of neural networks
for many important tasks, their vulnerability to
adversarial examples has long been known (Szegedy
et al., 2014; Goodfellow et al., 2015) and continues
to be a liability for current large-scale models (Qi
et al., 2024; Raina et al., 2024). While early work
focused on the vision domain, where attacks can
leverage continuous optimizers, methods have been
proposed to generate adversarial examples in the
language domain across a variety of tasks including
text classification (Alzantot et al., 2018; Garg and
Ramakrishnan, 2020; Li et al., 2020) and machine
translation (Zhang et al., 2021; Belinkov and Bisk,
2018). These adversarial examples are especially
concerning when applied to high stakes tasks such
as content moderation and fake news detection
(Chen et al., 2022). Alongside research on attacks,
certified defenses have been proposed as a strong
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counter-measure that can guarantee that the most
pernicious adversarial examples do not exist within
a specified threat model (Lecuyer et al., 2019; Cohen
et al., 2019). However, their application in NLP has
been limited, in part due to the discrete nature of
text (Ye et al., 2020; Wang et al., 2021a; Zeng et al.,
2023; Wang et al., 2023; Zhang et al., 2024b).

5.1 Attacks
Character-level attacks focus on perturbing charac-
ters within words to maintain the imperceptibility
of attacks to human inspection. Karpukhin et al.
(2019) augmented training data with orthographic
noise (character-level insertions, substitutions, dele-
tions, and swaps) to improve the robustness of ma-
chine translation models. The DeepWordBug (Gao
et al., 2018) and HotFlip (Ebrahimi et al., 2018)
attacks rank character and token importance in the
input text, then greedily search for perturbations
using the importance ranking to achieve misclassi-
fication.

Word-level attacks generate adversarial examples
by perturbing individual words in text to maximize
the model loss while preserving the semantics and
syntax of the original sentence. Synonym substi-
tution is one of the most common approaches for
maintaining semantic consistency. These attacks
typically start by ranking the words by their im-
portance and then sequentially substituting words
with synonyms generated using a similarity metric
(Alzantot et al., 2018; Li et al., 2020; Ren et al.,
2019; Zang et al., 2020; Jin et al., 2020). While
powerful, these attacks do not fully represent the
capabilities of an adversary, as they do not con-
sider insertion or deletion of words. Subsequent
work has investigated edit distance-constrained ad-
versarial attacks. Both Clare (Li et al., 2021) and
BAE-I (Garg and Ramakrishnan, 2020) explored
the use of edit perturbations beyond substitution
and found them successful against NLP models.

Our method CERT-ED can certify robustness
against word- and character-level attacks by setting
t to be a white-space or character-level tokenizer,
accordingly.

Unlike word- or character-level attacks, that per-
form a limited number of localized perturbations
to preserve semantics, sentence-level attacks ad-
versarially paraphrase entire sentences, typically
using LLMs (Iyyer et al., 2018; Wang et al., 2020;
Qi et al., 2021), or using a parametrized adversar-
ial distribution that enables gradient-based search
(Guo et al., 2021).

5.2 Defenses
Starting with adversarial training (Goodfellow et al.,
2015), numerous empirical defense methods have
been proposed to improve robustness of NLP mod-
els (Ren et al., 2019; Zang et al., 2020; Wang et al.,
2021b; Zhu et al., 2020; Ivgi and Berant, 2021; Li
et al., 2020). In the language domain, adversarial
training perturbs inputs either in the text space (Ren
et al., 2019; Jin et al., 2020; Zang et al., 2020; Li
et al., 2020; Ivgi and Berant, 2021; Wang et al.,
2021b) or in the embedding space using bounded
adversarial noise (Miyato et al., 2017; Zhu et al.,
2020). Although empirical defenses may provide
excellent robustness against attacks they are tailored
for, they cannot guarantee effectiveness against an
adaptive attacker.

To mitigate issues with empirical defenses, certi-
fied defenses aim to provide a robustness guarantee
against arbitrary attacks within a specified threat
model. Huang et al. (2019) and Jia et al. (2019)
first used interval bound propagation to certify
robustness under synonym substitutions. More re-
cently, works have applied randomized smoothing
to achieve certified robustness under synonym or
word substitution threat models (Ye et al., 2020;
Wang et al., 2021a). Despite the use of insertion and
deletion operations in published attacks, achieving
certified robustness against these operations has
not been well-studied. To date, only TextCRS
(Zhang et al., 2024a) has made progress on this
front. TextCRS certifies against word-level permu-
tations and perturbations in the embedding space,
which can provide robustness guarantees against
limited word-level substitutions, deletions or in-
sertions. However, TextCRS only partially covers
the edit distance ball at a given radius, meaning
its certificates are vacuous for our threat model
(see Appendix F). In the malware detection domain,
Huang et al. (2023) proposed a deletion-based mech-
anism to achieve certified edit distance robustness
for malware binary classification models. Our pro-
posed method CERT-ED adapts their mechanism
for the language domain and extends the certificate
to support multi-class classification.

6 Conclusion

In this work, we investigated certified robustness for
natural language classification tasks, where adver-
saries can perturb input text by adding, deleting, or
substituting words. We adapted randomized dele-
tion smoothing (Huang et al., 2023) to the language
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domain, and derived an edit distance robustness
certificate for the multi-class setting. We refer to
our certified method as CERT-ED and conducted
comprehensive experiments on five datasets. Our
results show that CERT-ED outperforms the exist-
ing randomized smoothing method (RanMASK)
for word substitution robustness in terms of both
accuracy and certified cardinality on 4 out of 5
datasets. Our method also excels in robustness
against direct and transfer attacks, demonstrating
significant improvements over existing methods.

7 Ethical considerations
This study focuses on enhancing the robustness of
NLP models. Although adversarial examples are
generated during the research, their use is strictly
for evaluation purposes. We also acknowledge
the assistance of ChatGPT and GitHub Copilot for
scaffolding code in released artifacts.

8 Limitations
Robustness certification aims to measure the risk of
adversarial examples, while randomized smoothing
provides both certification and mitigation against
such attacks. However, our results show that at
higher smoothing levels, randomized smoothing
can reduce the benign accuracy compared to unde-
fended models. While our experiments are compre-
hensive and cover a wide range of datasets, attacks
and threat models, results might differ on other base
model architectures and natural language tasks. Al-
though our edit distance threat model covers a
boarder range of attacks than prior work on certifi-
cations for NLP, and threat models better aligned
for sequence data than the bounded ℓ𝑝-norm threat
models popular for image research, attackers may
opt to make many edits to input data, and in some
NLP tasks input semantics could be changed with
few edits. For example, sentiment analysis can
be local in nature, relying on the sentiment of a
single adjective. By contrast, tasks like fake news
detection typically rely on more global features to
distinguish task classes. Lastly, while our approach
is more scalable than alternative certification strate-
gies, it does introduce computational overheads.
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A Proofs of results in Section 3.2
In this appendix, we provide proofs of the certifi-
cation results presented in Section 3.2. Our proofs
follow (Huang et al., 2023), however we additionally
provide an upper bound on the smoothed classifier’s
score, which is needed to support certification of
multi-class classifiers.

We begin by defining notation to express the
deletion mechanism symbolically. Recall from
Section 3.1 that 𝝐 = (𝜖1, . . . , 𝜖𝑛) is a vector of
deletion indicator variables for input text 𝒙 con-
taining 𝑛 = |t(𝒙) | tokens, where 𝜖𝑖 = 1 if the
𝑖-th token is to be deleted and 𝜖𝑖 = 0 otherwise.
The space of possible deletion indicators for in-
put text 𝒙 is denoted E(𝒙) = {0, 1} |t(𝒙) | . We let
𝑞(𝝐) = ∏

𝑖 𝑝
𝜖𝑖
del(1− 𝑝del)1−𝜖𝑖 denote the (Bernoulli)

probability mass for a given 𝝐 . We write apply(𝒙, 𝝐)
to denote the resultant text after deleting the tokens
referenced in 𝝐 from text 𝒙.

Using this notation, we can express the smoothed
classifier’s score defined in (3) as a sum over the
space of deletion indicator variables:

𝑝𝑦 (𝒙) =
∑︁

𝝐∈E (𝒙)
𝑠(𝝐 , 𝒙) (4)

with 𝑠(𝝐 , 𝒙) = 𝑞(𝝐)1 𝑓b (apply(𝒙,𝝐 ) )=𝑦 . (5)

The first step in our analysis is to identify a
correspondence between deletions for neighboring
text. Let

⊑ = { (𝝐 , 𝝐 ′) ∈ E(𝒙) × E(𝒙) : ∀𝑖, 𝜖𝑖 ≤ 𝜖 ′𝑖 }.

be a partial order on the space of deletion indicators
E(𝒙). We can then write 𝝐 ⊑ 𝝐 ′ if 𝝐 ′ can be
obtained from 𝝐 by deleting additional tokens. This
allows us to define a set of deletions building on 𝝐 :

E(𝒙, 𝝐) ≔ { 𝝐 ′ ∈ E(𝒙) : 𝝐 ⊑ 𝝐 ′ }. (6)

The following result adapted from (Huang et al.,
2023, Lemma 4) identifies pairs of deletions 𝝐 to �̄�
and 𝝐 to 𝒙 such that the terms 𝑠(�̄�, 𝝐) and 𝑠(𝒙, 𝝐)
are proportional.
Lemma 3 (Huang et al., 2023). Let 𝒛★ be a
longest common subsequence (Wagner and Fis-
cher, 1974) of t(�̄�) and t(𝒙), and let 𝝐★ ∈ E(�̄�)
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and 𝝐★ ∈ E(𝒙) be any deletions such that
apply(�̄�, 𝝐★) = apply(𝒙, 𝝐★) = t−1(𝒛★). Then
there exists a bijection 𝑚 : E(�̄�, 𝝐★) → E(𝒙, 𝝐★)
such that apply(�̄�, 𝝐) = apply(�̄�, 𝝐★) for any
𝝐 ⊒ 𝝐★. Furthermore for 𝝐 = 𝑚(𝝐) we have

𝑠(𝝐 , �̄�) = 𝑝 |t( �̄�) |− |t(𝒙) |
del 𝑠(𝝐 , 𝒙).

Using the above result, we can relate the
smoothed classifier’s score at �̄� and 𝒙 as follows:

𝑝𝑦 (�̄�) =
∑︁

𝝐∈E ( �̄�)
𝑠(𝝐 , �̄�)

= 𝑝 |t( �̄�) |− |t(𝒙) |
del

©
«
𝑝𝑦 (𝒙) −

∑︁
𝝐∉E(𝒙,𝝐★)

𝑠(𝝐 , 𝒙)ª®
¬

+
∑︁

𝝐∉E( �̄�,𝝐★)
𝑠(𝝐 , �̄�). (7)

We can bound the sums in the above expression
using the following result.
Lemma 4. We have

0 ≤
∑︁

𝝐∉E(𝒙,𝝐★)
𝑠(𝝐 , 𝒙) ≤ 1 − 𝑝

∑
𝑖 𝜖

★
𝑖

del .

Proof. The lower bound is straightforward, since
the summand is non-negative. For the upper bound,
observe that∑︁

𝝐∉E(𝒙,𝝐★)
𝑠(𝝐 , 𝒙; ℎ)

= 1 −
∑︁

𝝐∈E (𝒙,𝝐★)
𝑠(𝝐 , 𝒙; ℎ)

≤ 1 −
∑︁

𝝐∈E (𝒙,𝝐★)
𝑞(𝝐)

= 1 − 𝑝
∑

𝑖 𝜖
★
𝑖

del

∑︁
𝝐∈E (𝒙,𝝐★)

𝑞(𝝐 − 𝝐★)

≤ 1 − 𝑝
∑

𝑖 𝜖
★
𝑖

del

□

Combining these results yields upper and lower
bounds on the smoothed classifier’s score for neigh-
boring text �̄� to input text 𝒙.
Theorem 1 (General pairwise certificate). Con-
sider a pair of text inputs 𝒙, �̄� ∈ X. Suppose �̄�
can be transformed into 𝒙 using a minimal number
of edit operations by deleting 𝑛del tokens, insert-
ing 𝑛ins tokens and substituting 𝑛sub tokens—i.e.,
disto,t(�̄�, 𝒙) = 𝑛sub+𝑛ins+𝑛del. Then the smoothed
classifier’s scores for any class 𝑦 ∈ Y satisfy

𝑝𝑛del−𝑛ins
del

(
𝑝𝑦 (𝒙) − 1 + 𝑝𝑛sub+𝑛ins

del

)
≤ 𝑝𝑦 (�̄�)

≤ 𝑝𝑛del−𝑛ins
del 𝑝𝑦 (𝒙) + 1 − 𝑝𝑛sub+𝑛del

del .

Proof. We obtain upper and lower bounds on the
expression for 𝑝𝑦 (�̄�) in (7) using Lemma 4. Re-
placing the sum over 𝝐 by a lower bound and the
sum over 𝝐 by an upper bound yields:

𝑝𝑦 (�̄�) ≥ 𝑝 |t( �̄�) |− |t(𝒙) |
del

(
𝑝𝑦 (𝒙) − 1 + 𝑝

∑
𝑖 𝜖

★
𝑖

del

)
.

Similarly, replacing the sum over 𝝐 by an upper
bound and the sum over 𝝐 by a lower bound yields:

𝑝𝑦 (�̄�; ℎ) ≤ 𝑝 |t( �̄�) |− |t(𝒙) |
del 𝑝𝑦 (𝒙) + 1 − 𝑝

∑
𝑖 𝜖

★
𝑖

del

The final result is obtained by observing |t(𝒙) | =
|t(�̄�) | +𝑛ins −𝑛del,

∑
𝑖 𝜖

★
𝑖 = 𝑛sub +𝑛del and

∑
𝑖 𝜖

★
𝑖 =

𝑛sub + 𝑛ins. □

Finally we extend the pairwise certificate to a
certificate over a Levenshtein (edit) distance ball.
Theorem 2 (Levenshtein distance certificate). Con-
sider a text input 𝒙 ∈ X for which a lower bound on
the smoothed classifier’s highest score 𝜇𝑦 and an
upper bound on the smoothed classifier’s runner-up
score 𝜇𝑦′ satisfy 𝜇𝑦 ≥ 𝜇𝑦′ . Then the smoothed
classifier predicts 𝑦 for any neighboring text in-
put �̄� ∈ X such that disto,t(�̄�, 𝒙) ≤ 𝑟 with o =
{del, ins, sub} and 𝑟 = ⌊log𝑝del

1
2 (2 + 𝜇𝑦′ − 𝜇𝑦)⌋.

If the upper and lower bounds hold jointly with
confidence 1 − 𝛼, then the certificate holds with
probability 1 − 𝛼.

Proof. By definition, the smoothed classifier is
robust in the Levenshtein distance neighborhood
𝐵𝑟 (𝒙; o, t) iff the difference between the score for
the predicted class 𝑦 and any other class 𝑦′′ ≠ 𝑦 is
positive for all �̄� ∈ 𝐵𝑟 (𝒙; o, t):

min
�̄�∈𝐵𝑟 (𝒙;o,t)

{
𝑝𝑦 (�̄�) − max

𝑦′′≠𝑦
𝑝𝑦′′ (�̄�)

}
> 0. (8)

This condition is satisfied if a lower bound on the
LHS is positive. We obtain a lower bound on the
LHS using bounds on 𝑝𝑦 (�̄�) from Theorem 1 and
bounds on 𝑝𝑦 (𝒙) from the theorem statement:

LHS of (8) ≥ min
𝑛del,𝑛ins,𝑛sub≥0

s.t.𝑛del+𝑛ins+𝑛sub≤𝑟
𝜓(𝑛del, 𝑛ins, 𝑛sub)

where the objective is

𝜓(𝑛del, 𝑛ins, 𝑛sub) = 𝑝𝑛del−𝑛ins
del (𝜇𝑦 − 1 + 𝑝𝑛sub+𝑛ins

del )
− 𝑝𝑛del−𝑛ins

del 𝜇𝑦′ − 1 + 𝑝𝑛sub+𝑛del
del .

It is straightforward to show that this objective is
monotonically decreasing in 𝑛sub, hence the mini-
mum occurs at (𝑛del, 𝑛ins, 𝑛sub) = (0, 0, 𝑟). Recall-
ing that the lower bound 𝜓(0, 0, 𝑟) must be positive
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to guarantee robustness, and solving for 𝑟 , yields

𝑟 ≤ log𝑝del
(2+𝜇𝑦′−𝜇𝑦/2) . (9)

Enforcing the constraint that 𝑟 is an integer yields
the required result. □

B Parameter settings

We fine-tune the RoBERTa model for the non-
certified baseline, CERT-ED and RanMASK on the
respective training datasets. The default parameter
settings for the experiments are shown in Table 5.
We do not explicitly calibrate the optimizer or
training schedule for each model, as we find the
default settings work well across all datasets. When
approximating the smoothed models (CERT-ED
and RanMASK) we use a Monte Carlo sample
of 1000 perturbed inputs for prediction and 4000
perturbed inputs for certification, while setting the
significance level to 0.05.

C Certified robustness

C.1 Certification statistics
We first present results of CERT-ED and RanMASK
on the AG-News, LUN, and SatNews datasets (Ta-
ble 6). In general, we see a minor drop in clean
accuracy with increasing perturbation strength for
both methods. Although in one case RanMASK
suffers a catastrophic drop in accuracy to to 50%
for IMDB with a perturbation strength of 95%.
Surprisingly on SatNews, the smoothed classifiers
achieve a higher clean accuracy than the baseline
model. While smoothing does not significantly
impact accuracy on the AG-News, LUN and Sat-
News datasets, it does have a pronounced impact
on the IMDB dataset. This is likely due to the
fact that the IMDB sentiment classification task is
more sensitive to small perturbations such as names
(Prabhakaran et al., 2019).

We observe that CERT-ED dominates RanMASK
in terms of clean accuracy and certified cardinality
for 4 out of 5 datasets. However, for the shorter AG-
News dataset with an average input length of 37.84
words, the results are more mixed, with RanMASK
coming out on top when the perturbation strength
is above 90%. This is to be expected, as masking
preserves more spatial information compared to
deletion, and it becomes advantageous when the
input text sequence is shorter. We provide a more
detailed analysis in Section C.4.

C.2 Certified accuracy plots
Figure 3 plots the certified accuracy as a function
of the log certified cardinality and perturbation
strength for 4 datasets: AG-News, IMDB, Spam-
assassin, and LUN. The corresponding plot for
SatNews is featured in Figure 2. Note that we
are varying the cardinality of the certificate, rather
than the radius, so that we can reasonably compare
the size of CERT-ED and RanMASK certificates,
which are defined using different distance metrics
(Levenshtein distance for CERT-ED, and Hamming
distance for RanMASK). We compute the cardinal-
ity exactly for Hamming distance and use a lower
bound for Levenshtein distance, which typically
underestimates the exact value by 1 order of magni-
tude. Similar to the results in Table 3, CERT-ED
outperforms RanMASK on both LUN and SatNews
for all perturbation strengths. For AG-News, the
results are more mixed with RanMASK outper-
forming CERT-ED at a perturbation strength of
90%.

C.3 Impact of deletion rate
We present a comprehensive ablation study of
CERT-ED with varying deletion rates in Table 7.
We observe that for shorter sequences, the deletion
rate has a more significant impact on the clean
accuracy. For IMDB, the maximum possible cer-
tified cardinality is much lower compared to other
datasets, further demonstrating the sensitivity of
sentiment classification to perturbations. Being
the simplest dataset, Spam-assassin has the highest
certified cardinality among all datasets.

C.4 Impact of input text length
The results of clean accuracy and certified cardi-
nality, grouped by text length quintiles, are shown
in Table 8. For the AG-News dataset, which has
a shorter average text length, RanMASK suffers
a minor drop in clean accuracy from Q1 to Q2,
while CERT-ED is impacted more significantly.
This supports our hypothesis that RanMASK is
more advantageous when the input text sequence is
shorter.

D Details on attacks
D.1 Attack setup
Attacks covered We evaluate empirical robust-
ness under various attacks using a modified version
of TextAttack (Morris et al., 2020) and attack
templates implemented by Zhang et al. (2024a).
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(a) AG-News dataset (b) IMDB dataset

(c) Spam-assassin dataset (d) LUN dataset

Figure 3: Certified accuracy for CERT-ED and RanMASK as a function of log certified cardinality and perturbation
strength 𝑝del and 𝑝mask (line styles). The certified cardinality is exact for RanMASK but a lower bound is used for
CERT-ED. CERT-ED dominates RanMASK in terms of certified accuracy for 3 out of 4 datasets. See Figure 2 for
certified accuracy on SatNews.
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Parameter Values

Base model Model AutoModelForSequenceClassification("roberta-base")

Tokenizer AutoTokenizer("roberta-base")

Scheduler Python command transformers.get_linear_schedule_with_warmup

Warmup epochs 10

Optimizer
Python class torch.optim.AdamW

Learning rate 2.0E-5

Weight decay 1.0E-6

Gradient clipping clip_grad_norm_(model.parameters(), 1.0)

Training
Batch size 32

Max. epoch 200

Early stopping No improvement in validation loss after 25 epochs

Table 5: Parameter settings for RoBERTa, the optimizer and training procedure. Parameter settings are consistent
across all models (Baseline, CERT-ED, RanMASK) except where specified.

We select five representative attacks which can be
categorized as follows:

• Clare (Li et al., 2021) and BAE-I (Garg and
Ramakrishnan, 2020) both cover a token-wise
edit distance threat model;

• BERT-Attack (Li et al., 2020) and TextFooler (Jin
et al., 2020) operate by substituting words in the
input text;

• DeepWordBug (Gao et al., 2018) modifies the
input text by altering characters within each word.

Attack results Each attack can yield one of four
distinct outcomes, namely, success, fail, skipped or
timeout, Their meanings are as follows:

• success indicates the attack was able to generate
an adversarial example by perturbing the predic-
tion from the correct label to a false label.

• fail indicates the attack was unable to generate
an adversarial example. This can happen for
the following reasons: firstly, the attack was
unable to find a perturbation that changes the
prediction; secondly, the attack was unable to
find a perturbation that changes the prediction
after exhausting all options; or, lastly, the attack
reached the maximum number of queries on the
target model. We enforce a maximum limit of
10000 queries for Clare, but place no limit on the
other attacks.

• skipped indicates the attack was skipped because
the model’s prediction was incorrect in the first
place.

• timeout indicates the attack was skipped because
it took too long to generate an adversarial example.
In our experiments, we set the timeout to be 600
seconds. Note that this generally puts CERT-
ED at a disadvantage compared to RanMASK,
because CERT-ED can process queries roughly
3 times faster than RanMASK. Unless otherwise
specified, we treat timeout as fail.

The robust accuracy is defined as the fraction
of instances for which the attack outcome is either
fail or timeout—i.e., the fraction of instances for
which the model’s prediction remains correct after
the attack.

D.2 Transfer attack on ag-news

We perform transfer attacks by applying successful
attack examples against the non-certified baseline
to the smoothed models (CERT-ED, RanMASK).
Table 9 reports both clean and robust accuracy since
the successful example against each attack will be
slightly different. Unlike the direct attack results,
CERT-ED does not have a strict dominance over
RanMASK against BERT-Attack, TextFooler, and
DeepWordBug. While for Clare and BAE-I, CERT-
ED is marginally better rather than tied. These
results demonstrate the robustness of CERT-ED to
transfer attacks, showing that CERT-ED is more
robust to adversarial examples for the non-certified
baseline than RanMASK.

D.3 Query constrained attack results
To complement the results for time-constrained
attacks in Table 4, we report results for query-
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Clean Median Median
Model 𝑝del/𝑝mask Accuracy CR log CC

AG-News dataset (avg length 37.84)

Baseline — 94.84% — —

RanMASK
80% 93.91% 2 12.25
90% 92.43% 4 22.91
95% 88.86% 4 23.67

CERT-ED
80% 93.33% 2 12.65
90% 91.72% 3 18.65
95% 87.75% 3 18.65

IMDB dataset (avg length 231.16)

Baseline — 93.47% — —

RanMASK
80% 90.23% 1 7.41
90% 86.87% 2 14.02
95% 50.00% 2 9.40

CERT-ED
80% 89.60% 1 7.50
90% 88.26% 2 14.49
95% 85.58% 3 21.20

Spam-assassin dataset (avg length 228.16)

Baseline — 98.02% — —

RanMASK
80% 97.86% 3 19.99
90% 97.65% 6 37.49
95% 96.05% 11 67.06

CERT-ED
80% 97.81% 3 20.63
90% 97.81% 6 38.66
95% 97.81% 10 67.04

LUN dataset (avg length 269.93)

Baseline — 99.16% — —

RanMASK
80% 98.67% 3 19.73
90% 97.91% 6 34.51
95% 95.62% 10 60.45

CERT-ED
80% 98.85% 3 20.62
90% 98.28% 6 37.94
95% 96.11% 10 61.44

SatNews dataset (avg length 384.84)

Baseline — 94.22% — —

RanMASK
80% 93.10% 2 14.30
90% 92.09% 4 27.84
95% 90.10% 7 47.09

CERT-ED
80% 95.60% 2 14.83
90% 93.18% 5 35.08
95% 92.07% 8 54.76

Table 6: Full certification results supplementing Table 3.
All metrics are computed using the entire test set. “Me-
dian CR” is the median certified Levenshtein distance
radius and “median log CC” is the median log-certified
cardinality. The certified cardinality is exact for Ran-
MASK, however a lower bound is used for CERT-ED.
CERT-ED outperforms RanMASK in terms of certified
accuracy for for 4 out of 5 datasets and 22 out of 30
metrics, and it specifically excels on datasets with longer
average text length.

CERT-ED Clean Median Median
𝑝del Accuracy CR log CC

AG-News dataset (avg length 37.84)

50% 94.76 0 0.00
60% 95.07 1 6.55
70% 94.58 1 6.56
80% 93.33 2 12.65
90% 91.72 3 18.65
95% 87.75 3 18.65
99% 25.05 0 0.00

IMDB dataset (avg length 231.16)

50% 94.34 0 0.00
60% 93.16 1 7.11
70% 93.00 1 7.14
80% 89.60 1 7.50
90% 88.26 2 14.49
95% 85.58 3 21.20
99% 68.02 6 39.64

Spam-assassin dataset (avg length 228.16)

50% 98.19 0 0.00
60% 98.49 1 7.32
70% 98.23 1 7.32
80% 97.81 3 20.63
90% 97.81 6 38.66
95% 97.81 10 67.04
99% 84.19 25 152.84

LUN dataset (avg length 269.93)

50% 99.29 0 0.00
60% 99.33 1 7.48
70% 99.40 1 7.48
80% 98.85 3 20.62
90% 98.28 6 37.94
95% 96.11 10 61.44
99% 86.89 19 118.78

SatNews dataset (avg length 384.84)

50% 94.97 0 0.00
60% 96.53 1 7.59
70% 95.03 1 7.59
80% 95.60 2 14.83
90% 93.18 5 35.08
95% 92.07 8 54.76
99% 85.81 16 104.73

Table 7: Ablation study of CERT-ED with varying
deletion rates 𝑝del. All metrics are computed using the
entire test set. “Median CR” is the median certified
Levenshtein distance radius and “median log CC” is the
median log-certified cardinality. The certified cardinality
is estimated using a lower bound. For datasets with
longer text, the deletion rate has less impact on accuracy.
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Baseline RanMASK 80% RanMASK 90% CERT-ED 80% CERT-ED 90%

Quartile Avg. length ClA% log CC ClA% log CC ClA% log CC ClA% log CC ClA% log CC
AG-News dataset

Q1 27.25 93.62 — 92.33 11.95 90.85 17.71 91.22 12.39 89.37 12.60
Q2 35.03 94.93 — 93.90 12.18 92.99 17.99 93.90 12.65 92.54 18.58
Q3 40.38 95.21 — 94.00 12.32 92.33 23.72 93.74 12.79 92.43 18.81
Q4 50.74 95.88 — 95.82 12.49 94.00 24.17 94.94 12.93 93.06 24.72

IMDB dataset

Q1 92.32 94.74 — 92.12 6.79 89.56 13.18 90.76 7.05 88.94 13.48
Q2 147.20 95.46 — 92.56 13.31 89.06 13.55 90.51 7.21 89.20 13.98
Q3 215.62 94.17 — 90.91 13.59 86.88 20.05 89.30 7.41 87.61 14.40
Q4 461.22 89.51 — 85.31 7.40 81.93 14.42 87.83 14.51 87.28 21.61

Spam-assassin dataset

Q1 74.23 98.01 — 97.51 18.59 97.84 31.80 98.18 13.78 97.68 30.93
Q2 171.62 99.32 — 99.49 19.97 99.49 38.35 99.15 20.54 99.49 39.10
Q3 281.63 96.80 — 96.80 20.55 96.13 39.50 96.63 21.14 97.14 40.51
Q4 395.60 97.97 — 97.64 21.07 97.13 40.72 97.30 21.70 96.96 41.70

LUN dataset

Q1 84.65 99.26 — 98.64 18.62 98.21 35.79 98.70 16.87 97.16 32.02
Q2 226.05 99.57 — 99.57 20.24 99.19 39.07 99.32 20.83 99.50 39.88
Q3 363.68 98.32 — 97.58 14.26 96.40 34.24 98.07 21.55 97.20 41.21
Q4 404.00 99.50 — 98.88 21.09 97.83 34.43 99.32 21.72 99.26 41.75

SatNews dataset

Q1 353.34 95.23 — 96.12 14.24 94.51 27.71 97.06 14.73 95.23 34.93
Q2 384.64 94.97 — 93.76 14.28 92.87 27.77 95.69 14.76 93.98 35.11
Q3 398.19 93.32 — 92.05 14.30 91.20 27.82 95.60 14.79 92.10 35.19
Q4 416.96 93.36 — 90.36 14.34 89.66 27.91 93.95 14.86 91.36 35.27

Table 8: Clean accuracy (ClA) and median log-certified cardinality (log CC) for RanMASK and CERT-ED as a
function of perturbation strength grouped by input text length quintiles. The entire test set is used to compute all
metrics. Q1 refers to the first quintile while Q4 refers to the fourth quintile. The certified cardinality is exact for
RanMASK but a lower bound is used for CERT-ED.
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Clare BAE-I BERT-Attack TextFooler DeepWordBug
Method ClA% RoA% ClA% RoA% ClA% RoA% ClA% RoA% ClA% RoA%

AG-News dataset

RanMASK 93.51 90.41 89.50 86.46 93.30 88.28 94.08 90.77 91.41 82.81
CERT-ED 93.66 90.27 90.06 86.74 93.46 89.04 94.21 89.67 91.60 81.45

IMDB dataset

RanMASK 79.33 75.51 85.31 82.31 87.73 81.66 87.67 77.30 84.26 76.54
CERT-ED 82.02 75.28 86.81 82.76 89.02 83.06 88.94 78.57 85.96 76.70

Spam-assassin dataset

RanMASK 94.92 91.53 95.74 91.49 98.49 95.27 98.21 94.47 96.57 88.57
CERT-ED 94.92 89.83 95.74 89.36 98.71 96.34 98.70 94.31 98.86 93.14

LUN dataset

RanMASK 92.16 90.20 95.29 93.72 97.14 88.57 96.53 87.86 94.20 86.47
CERT-ED 96.08 94.12 96.86 96.86 98.33 94.76 98.27 92.49 96.62 91.79

SatNews dataset

RanMASK 72.16 69.07 86.15 83.38 88.48 82.95 87.95 82.05 85.59 79.88
CERT-ED 80.41 77.32 89.20 86.98 91.24 87.33 90.45 87.50 88.89 86.19

Table 9: Empirical attack results when transferring successful adversarial examples against the non-certified baseline
to CERT-ED and RanMASK. Both CERT-ED and RanMASK use a perturbation strength of 90%. Clean and robust
accuracy are abbreviated ClA and RoA, respectively. Highlighted values are the best in each column for that dataset.
CERT-ED outperforms RanMASK in all word substitution and character-level attacks.

Clean Clare BAE-I
Method Accuracy % BoA% BoA%

AG-News dataset

Baseline 94.5 71.0 64.0
RanMASK 95.0 85.0 83.0
CERT-ED 94.5 83.5 83.5

IMDB dataset

Baseline 94.0 67.0 70.0
RanMASK 88.0 68.0 68.0
CERT-ED 88.0 67.5 69.0

Table 10: Empirical attack results against Baseline, RanMASK, and CERT-ED under attacks where the number of
queries is constrained to 3000.

constrained attacks in Table 10. We limit the num-
ber of queries to 3000 and run the attacks on a
smaller subset of 200 instances. We focus on the
two time-constrained attacks where our model is
less competitive in Table 4: Clare and BAE-I for
AG-News and IMDB. We see that, for the query-
constrained setting, CERT-ED is significantly more
robust compared to the time-constrained setting.
In particular, the performance gaps between Ran-
MASK and CERT-ED in Table 10 are diminished
compared to Table 4.

E Efficiency and computation
requirements

In this appendix, we document the computation
requirements to train, certify, and attack models
used in our work. We also compare and contrast the
efficiency of CERT-ED and RanMASK in terms of
training and certification. We show that CERT-ED
is more efficient than RanMASK in both aspects.

E.1 Hardware
All experiments in this paper are conducted using
a private cluster with Intel(R) Xeon(R) Gold 6326
CPU @ 2.90GHz and NVIDIA A100 GPUs. Unless
otherwise specified, we use a single GPU for all
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experiments.

E.2 Train
Table 11 shows the number of epochs used to train
each model/dataset (with early stopping) and the
training time per epoch. CERT-ED is about 2–
3 times faster to train than the non-smoothed base-
line, and 2–5 times faster to train than RanMASK.
The total computation used across all datasets for
certification is estimated to be 70 hours A100 GPU
time.

E.3 Certification
Table 12 shows the average certification time per test
instance, including overheads. We see CERT-ED
is about 3 times faster than RanMASK on average
across all datasets. The total computation used
across all datasets for certification is estimated to
be 250 hours A100 GPU time.

E.4 Empirical robustness
Table 13 reports the average attack time per instance
for a subset of the IMDB test set. Attack times on
other datasets follow a similar pattern. We note
that the time taken to attack RanMASK is longer
than for the non-smoothed baseline and CERT-
ED. Combined with the max timeout window of
10 minutes, this partially explains the lower robust
accuracy of CERT-ED compared to RanMASK in
Table 4. We utilized parallelized attacks to speed
up the process. The total computation used across
all datasets for attacks is estimated to be 200 days
A100 GPU time.

F Edit distance certificates for Text-CRS
In this appendix, we analyze two robustness certifi-
cates from the Text-CRS framework (Zhang et al.,
2024a), which cover deletion/insertion perturba-
tions to text represented as a sequence of token
embedding vectors. Each certificate is parameter-
ized by two radii: one bounds the perturbation to
the token embedding vectors and the other bounds
the extent of token-level reordering. We obtain
lower bounds on these two radii such that each cer-
tificate covers up to 𝑟 arbitrary edits of a single type
(deletion/insertion). Using these bounds, we can
immediately convert a Text-CRS deletion/insertion
certificate to an edit distance certificate where the
allowed edit operations are deletions/insertions to
input tokens. We find that the resulting edit dis-
tance certificates are vacuous (𝑟 = 0) for sequences
greater than 2 tokens in length when instantiated

with the Text-CRS smoothing mechanisms. As a
result, we have opted not to include Text-CRS as a
baseline in our experiments.

F.1 Preliminaries
Text-CRS indirectly bounds edits to input text by
instead bounding numerical additive perturbations
and permutations in word embedding space. This
is not in one-to-one correspondence as we see input
edits are not easily bounded. Concretely, input text
is represented as an array of embedding vectors
𝒘 ∈ R𝑛×𝑘 , where the first dimension corresponds
to words and the second dimension corresponds
to dimensions in the embedding space. Input text
with 𝑚 < 𝑛 actual words is represented by filling
the last 𝑛 − 𝑚 rows with padding words/vectors.
Robustness is studied under input transformations
that are a composition of: (1) perturbations to the
embedding vectors and (2) word-level permutations
of the embedding vectors. Here we define notation
to represent these transformations.

Embedding perturbations An embedding per-
turbation is an array 𝜹 of the same type as the input
𝒘. The result of applying 𝜹 to 𝒘 is simply 𝒘 + 𝜹.
We consider two norms to measure the magnitude
of the perturbation:

• ∥𝜹∥0 :=
∑𝑛

𝑖=1 1∑𝑛
𝑗=1 | 𝛿𝑖, 𝑗 |≠0 is the sum of non-zero

rows in 𝜹, i.e., the number of perturbed words/
vectors; and

• ∥𝜹∥2 :=
√︃∑𝑛

𝑖=1 𝛿
2
𝑖, 𝑗 is the Frobenius norm.

Permutations A word-level permutation of an
input 𝒘 is parameterized by a permutation matrix
𝝅 ∈ P𝑛. Here P𝑛 = {𝝅 ∈ {0, 1}𝑛×𝑛 :

∑𝑛
𝑖′=1 𝜋𝑖′ , 𝑗 =

1,
∑𝑛

𝑗′=1 𝜋𝑖, 𝑗′ = 1∀𝑖, 𝑗} denotes the set of 𝑛 × 𝑛
permutation matrices. The result of applying 𝝅
to 𝒘 is simply 𝜋 · 𝒘 where · denotes matrix mul-
tiplication. The magnitude of the perturbation
∥𝝅∥1 is measured in terms of the ℓ1 distance be-
tween the new word locations and the original
locations. We can equivalently express this as the
row-wise sum of the absolute distance of each 1
from the diagonal in the permutation matrix 𝝅:
∥𝝅∥1 =

∑𝑛
𝑖=1 |𝑖 −

∑𝑛
𝑗=1 𝑗1𝜋𝑖, 𝑗=1 |.

Composition The composition of the embed-
ding perturbation 𝜹 and permutation 𝝅 is an in-
put transformation 𝑇𝜹,𝝅 : R𝑛×𝑑 → R𝑛×𝑑 such that
𝑇𝜹,𝝅 (𝒘) = 𝝅 · (𝒘 + 𝜹).
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Train Baseline RanMASK, 90% CERT-ED, 90%
Dataset #samples epochs sec/epoch epochs sec/epoch epochs sec/epoch

AG-News 108 000 65 517 105 476 100 231
IMDB 22 500 30 258 60 341 65 128
Spam-assassin 2 152 40 27 50 35 40 13
LUN 13 416 55 143 65 258 60 55
SatNews 22 738 55 260 80 461 95 101

Table 11: Training time statistics for each dataset and model. The number of epochs varies due to early stopping.

Test RanMASK, 90% CERT-ED, 90%
Dataset #samples ms / sample ms/sample

AG-News 7 600 3 969 2 367
IMDB 25 000 13 331 3 311
Spam-assassin 2 378 13 899 3 319
LUN 6 454 14 641 4 819
SatNews 7 202 17 767 5 778

Table 12: Certification time on the test set for each dataset, including overheads. We use 1000 Monte Carlo samples
for prediction and 4000 samples for estimating certified radii. During attacks, we use 100 samples for prediction,
which cuts the prediction time by 1/40 ignoring overheads.

Baseline RanMASK, 90% CERT-ED, 90%
Dataset sec / sample sec / sample sec / sample

Clare 192 527 504
BAE-I 268 502 461
BERT-Attack 34 333 234
TextFooler 12 302 173
DeepWordBug 7 155 62

Table 13: Attack time per instance on a subset of 1000 instances from the IMDB test set. The timeout window is set
to be 10 minutes. Note that most Clare and BAE-I attacks targeting RanMASK timed out. This partially explains
the lower robust accuracy of CERT-ED compared to RanMASK in Table 4.
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F.2 Word-level deletion
Text-CRS covers deletion using a certificate that
constrains the number of modified embedding vec-
tors and the sum of word position changes.
Definition 1. A Text-CRS deletion certificate at
input 𝒘 ∈ R𝑛×𝑑 is a set of inputs parameterized by
two radii 𝑟𝑅, 𝑟𝐷 ≥ 0:

𝐶𝐷 (𝒘; 𝑟𝑅, 𝑟𝐷) = {𝑇𝜹,𝝅 (𝒘) ∈ R𝑛×𝑑 : 𝝅 ∈ P𝑛,

𝜹 ∈ R𝑛×𝑑 , ∥𝝅∥1 < 𝑟𝑅, ∥𝜹∥0 < 𝑟𝐷 }.

We note that this form of certificate is not tight
for deletion. For example, it includes invalid inputs
that contain padding in the middle of the sequence,
and it also includes inputs where words are replaced
by ordinary (non-padding) words.

We are interested in determining values of 𝑟𝑅 and
𝑟𝐷 such that the Text-CRS deletion certificate covers
a standard edit distance certificate constrained to
deletions (see (1)). This will allow us to compare
Text-CRS and CERT-ED.
Proposition 5. The Text-CRS deletion certificate
contains a deletion-based edit distance certificate
for any input 𝒘 ∈ R𝑛×𝑑 , meaning𝐶𝐷 (𝒘; 𝑟𝑅, 𝑟𝐷) ⊇
𝐵𝑟 (𝒘; {del}), if

𝑟𝐷 = 𝑟 and 𝑟𝑅 ≥
{

2𝑟 (𝑛 − 𝑟), 𝑛 ≥ 2𝑟,
𝑛2/2, 𝑛 < 2𝑟.

Proof. Let 𝒘′ ∈ 𝐵𝑟 (𝒘; {del}) be an input obtained
from 𝒘 by deleting 𝑙 ≤ 𝑟 elements. We observe
that 𝒘′ requires the greatest sum of word position
changes (as measured by ∥𝝅∥1 for the permutation
matrix 𝝅) when 𝑙 elements are deleted at the begin-
ning of the sequence and 𝒘 contains no padding
words at the end. In this case the permutation
matrix is

𝝅 =

(
0 𝐼𝑙

𝐼𝑛−𝑙 0

)

with ∥𝝅∥1 = 2𝑙 (𝑛 − 𝑙). Taking the worst-case
number of deletions 𝑙 ≤ 𝑟 , we have

𝑟𝑅 ≥ max
𝑙∈{0,...,𝑟 }

2𝑙 (𝑛 − 𝑙) =
{

2𝑟 (𝑛 − 𝑟), 𝑛 ≥ 2𝑟,
𝑛2/2, 𝑛 < 2𝑟.

□

Zhang et al. (2024a) instantiate the Text-CRS
deletion certificate for a smoothed classifier where
the smoothing mechanism permutes the embedding
vectors uniformly at random and randomly replaces

embedding vectors with padding with fixed proba-
bility 𝑝. For this mechanism, the largest possible
value of 𝑟𝑅 is 𝑛, which is achieved when the classi-
fier’s confidence is 100%. Combining 𝑟𝑅 ≤ 𝑛 with
the inequality in Proposition 5 implies

𝑛 ≥
{

2𝑟 (𝑛 − 𝑟), 𝑛 ≥ 2𝑟,
𝑛2/2, 𝑛 < 2𝑟.

⇔ 𝑟 ≤
{
𝑛, 𝑛 ≤ 2,
0, 𝑛 > 2.

Hence the edit distance certificate is vacuous (𝑟 = 0)
when the maximum sequence length 𝑛 > 2.

F.3 Word-level insertion
Text-CRS covers insertion using a certificate that
constrains the perturbation of the embedding vec-
tors (in ℓ2-distance) and the sum of word position
changes.
Definition 2. A Text-CRS insertion certificate at
input 𝒘 ∈ R𝑛×𝑑 is a set of inputs parameterized by
two radii 𝑟𝑅, 𝑟𝐼 ≥ 0:

𝐶𝐼 (𝒘; 𝑟𝑅, 𝑟𝐼 ) = {𝑇𝜹,𝝅 (𝒘) ∈ R𝑛×𝑑 : 𝝅 ∈ P𝑛,

𝜹 ∈ R𝑛×𝑑 , ∥𝝅∥1 < 𝑟𝑅, ∥𝜹∥2 < 𝑟𝐼 }.
We are interested in determining values of 𝑟𝑅 and

𝑟𝐼 such that the Text-CRS insertion certificate cov-
ers a standard edit distance certificate constrained
to insertions (see (1)).
Proposition 6. Let 𝐸 denote the set of 𝑑-
dimensional embedding vectors (covering all pos-
sible words) and let 𝐷★ := max𝒆1,𝒆2∈𝐸 ∥𝒆1 −
𝒆2∥2. The Text-CRS insertion certificate con-
tains an insertion-based edit distance certificate
for any input 𝒘 ∈ 𝐸𝑛, meaning 𝐶𝐼 (𝒘; 𝑟𝑅, 𝑟𝐼 ) ⊇
𝐵𝑟 (𝒘; {ins}), if

𝑟𝐼 ≥
√
𝑟𝐷★ and 𝑟𝑅 ≥ 2𝑟 (𝑛 − 𝑟), when 𝑛 ≥ 2𝑟,√︁

𝑛/2𝐷★ and 𝑟𝑅 ≥ 𝑛2/2, when 𝑛 < 2𝑟.

Proof. Let 𝒘′ ∈ 𝐵𝑟 (𝒘; {ins}) be an input obtained
from 𝒘 by inserting 𝑙 ≤ 𝑟 elements. We observe
that the corresponding ∥𝜹∥2 is maximized when
the 𝑙 inserted vectors are a distance 𝐷★ away from
the 𝑙 vectors at the end of the original input 𝒘. In
this case ∥𝛿∥2 =

√︁
𝑙𝐷★

2 =
√
𝑙𝐷★.

We observe that 𝒘′ requires the greatest sum of
word position changes (as measured by ∥𝝅∥1 for
the permutation matrix 𝝅) when the 𝑙 elements are
inserted at the beginning of the sequence. In this
case the permutation matrix is

𝝅 =

(
0 𝐼𝑛−𝑙
𝐼𝑙 0

)
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with ∥𝝅∥1 = 2𝑙 (𝑛 − 𝑙).
Taking the worst case ∥𝝅∥1 with respect to the

number of insertions 𝑙 ≤ 𝑟 we have

𝑟𝑅 ≥ max
𝑙∈{0,...,𝑟 }

2𝑙 (𝑛 − 𝑙) =
{

2𝑟 (𝑛 − 𝑟), 𝑛 ≥ 2𝑟,
𝑛2/2, 𝑛 < 2𝑟,

where the maximizer is 𝑙 = 𝑟 for the first case and
𝑙 = 𝑛/2 for the second case. Hence we have

𝑟𝐼 ≥
{√

𝑟𝐷★, 𝑛 ≥ 2𝑟,√︁
𝑛/2𝐷★, 𝑛 < 2𝑟.

□

Zhang et al. (2024a) instantiate the Text-CRS
insertion certificate for a smoothed classifier where
the smoothing mechanism permutes the embedding
vectors uniformly at random and perturbs the em-
bedding vectors with Gaussian noise with fixed
scale parameter 𝜎. For this mechanism, the largest
possible value of 𝑟𝑅 is 𝑛, which is achieved when the
classifier’s confidence is 100%. Combining 𝑟𝑅 ≤ 𝑛
with the inequalities in Proposition 6 implies

𝑟 ≤
{

min{𝑛, ⌊(𝑟𝐼/𝐷★)2⌋} 𝑛 ≤ 2,
0, 𝑛 > 2.

For the values of 𝑟𝐼 and 𝐷★ reported by Zhang et al.,
𝑟𝐼/𝐷★ < 1. Hence the edit distance certificate is
vacuous (𝑟 = 0) for all sequences.
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