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Abstract

The evaluation of the problem-solving capa-
bility under incomplete information scenar-
ios of Large Language Models (LLMs) is in-
creasingly important, encompassing capabil-
ities such as questioning, knowledge search,
error detection, and path planning. Current
research mainly focus on LLMs’ problem-
solving capability such as “Twenty Questions”.
However, these kinds of games do not require
recognizing misleading cues which are neces-
sary in the incomplete information scenario.
Moreover, the existing game such as “Who
is undercover” are highly subjective, making
it challenging for evaluation. Therefore, in
this paper, we introduce a novel game named
BrainKing based on the “Who is undercover”
and “Twenty Questions” for evaluating LLM
capabilities under incomplete information sce-
narios. It requires LLMs to identify target
entities with limited yes-or-no questions and
potential misleading answers. By setting up
easy, medium, and hard difficulty modes, we
comprehensively assess the performance of
LLMs across various aspects. Our results re-
veal the capabilities and limitations of LLMs
in BrainKing, providing significant insights of
LLM problem-solving levels.

1 Introduction
Incomplete information scenarios include missing
information, uncertainty, and misinformation, en-
countered in fields such as business negotiations,
military strategy, medical diagnosis, and legal judg-
ments (Gibbons and Gibbons, 1992). The problem-
solving capability under incomplete information
refer to the capability to effectively handle avail-
able information, make rational inferences, and
decisions in situations lacking comprehensive data.
This capability is crucial in real life as we cannot

Figure 1: A sample of the “Who is undercover” game
(a) and the “Twenty Questions” game (b).

possess all the necessary information for decision-
making. It’s also important for large language mod-
els (LLMs), which not only tests LLMs’ logical
reasoning capabilities but also involves adjusting
strategies in constantly changing environments, sig-
nificantly enhancing their robustness and quality
of decision-making in various fields. Therefore, a
natural question arises: Do LLMs have problem-
solving capability under incomplete information
scenarios?

Previous research on problem-solving capabil-
ity under incomplete information scenarios focus
on simulating complex decision-making environ-
ments through games, such as “Werewolf” (Xu
et al., 2023; Ri et al., 2022; Toriumi et al.,
2017), “Poker” (Brown and Sandholm, 2019) and
“Avalon” (Light et al., 2023), etc. These games
require players to make decisions without full in-
formation, often involving deception and strate-
gic planning to conceal their real identities. As
shown in Fig. 1(a), “Who is undercover” is an-
other incomplete information game which requires
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players to deduce whether they are the spy based
on others’ descriptions. In this running example,
player with “bread” is the spy in this game and he
needs to hide himself against being caught through
twist the facts in his description like “It typically
requires more sugar, fats, and eggs.”. However,
even advanced LLMs like GPT-3 and GPT-3.5,
while excelling in general NLP tasks (Saad-Falcon
et al., 2023; Liu et al., 2023; Kojima et al., 2022;
Chung et al., 2023), revealing limitations in effec-
tive decision-making under incomplete information
environments (Gigerenzer and Gaissmaier, 2011;
Binz and Schulz, 2023).

Information processing is a crucial problem-
solving capability under incomplete informa-
tion scenarios, exemplified by the Minesweeper
game (Li et al., 2023), the Twenty Questions
game (Walsorth, 1882; Giordano et al., 1998),
etc. As shown in Fig. 1(b), the Twenty Ques-
tions game requests the player to pose a series
of yes-or-no questions to guess the given entity
(i.e. “George clooney”), which can effectively eval-
uate LLMs’ creativity (Hu et al., 2018), knowl-
edge retrieval (Williams and Klamen, 2015; Szy-
mański and Duch, 2012), multi-hop reasoning capa-
bilities (Noever and McKee, 2023; Siegler, 1977).
However, the above-mentioned games, such as
Twenty Questions, do not adequately assess LLMs’
capabilities in processing information and solving
problems because it lacks deception and strate-
gic complexity that require recognizing misleading
cues and formulating adaptive strategies based on
limited or false information. Moreover, games like
“Werewolf” and “Who is undercover” are highly
subjective, making it challenging to evaluate LLMs’
capabilities under incomplete information scenar-
ios effectively.

Therefore, in this paper, we introduce a new
game named BrainKing by combining the “Who
is undercover” and “Twenty Questions” game to
assess LLMs’ information processing and problem-
solving capabilities under incomplete information
scenarios. BrainKing challenges LLM participants
to identify entities amidst potential misinformation
through a limited set of yes-or-no questions across
easy, medium, and hard difficulty modes. This
game objectively assesses LLMs’ world knowl-
edge, reverse thinking, and error detection capabil-
ities. Our results explore five key questions regard-
ing LLM performance in BrainKing, investigating
the relationship between accuracy and rounds, the
impact of starting point difficulty and the number

of wrong answers, and the correlation between ac-
curacy and the ability to recognize confusion. This
assessment, including questioning, knowledge re-
trieval, misinformation recognition, and planning
abilities, effectively evaluates LLMs’ capabilities
under incomplete information scenarios through a
simple-yet-effective game with objective metrics.
In summary, our research makes three key contri-
butions:

• We propose a simple-yet-effective game
named BrainKing to evaluate LLMs’ informa-
tion processing and problem-solving capabili-
ties under incomplete information scenarios.

• Based on the BrainKing game, we introduce
an automated evaluation methodology that ob-
jectively measures LLMs’ performance.

• We conduct experiments to comprehensively
assess existing LLMs’ capabilities under in-
complete information scenarios, yielding sig-
nificant conclusions for enhancing their capa-
bilities and limitations.

2 Datasets and Task Setups
The proposed BrainKing game, inspired by the
Twenty Questions game, requires LLM participants
to identify an entity with a limited number of yes-
or-no questions despite potentially misleading an-
swers. It contains three difficulty modes: easy,
medium, and hard, as illustrated in Fig. 2. These
modes are designed to thoroughly assess an LLM’s
world knowledge, reverse thinking, and error detec-
tion capabilities in identifying the target entity.

Specifically, we utilize an open-source Twenty
Questions dataset 1, which comprises 78,890 en-
tities. To ensure the task is manageable and not
hindered by a lack of knowledge by all LLM par-
ticipants, we adopt GPT3.5 2 to score each entity
for commonness from 1 (less common) to 3 (more
common), retaining the top 10,000 common enti-
ties. Next, we also adopt GPT3.5 to generate a
hierarchical concept list for each entity. This list
must include at least three concepts, where each
subsequent concept is a broader or more abstract
category of the preceding one. We avoid strict
academic classifications to maintain the concep-
tual hierarchy’s logic and clarity. For instance,
the hierarchical concept list for the entity “Dog”

1https://github.com/allenai/twentyquestions
2https://chat.openai.com/
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Q1: Is it large in size? 
Q2: Does it have stripes?
Q3: Is it often active on the ground?

A1: Yes
A2: Yes
A3: Yes

①Easy 
mode

②Medium mode

Q1: Does it have stripes? 
Q2: Is it often active on the tree?
Q3: Does it capture large prey?
Q4: Is it often active at dusk?

A1: Yes
A2: Yes
A3: Yes
A4: Yes

③Hard mode

Q1: Does it have stripes? 
Q2: Is it often active on the ground?

A1: Yes
A2: Yes

SpotStripe TreeSmall PreyNightGround Large Prey Dusk

SimilarTarget

①

Simple 
Starting 
Point

Harder Starting  Point

Confusion Error

Figure 2: The overview of the proposed BrainKing benchmark, including three modes.

is “[Household pets, Terrestrial mammals,
Mammals]” instead of the strict biological hierar-
chy “[Canis, Canidae, Carnivora]”, as start-
ing with Canis makes it too easy to guess the dog
based on prior knowledge. After that, GPT3.5 is
also used to provide the most similar entity for each
entity in the dataset. For example, the entity most
similar to a “dog” is identified as a “wolf”.

2.1 Difficulty Modes

Easy mode is to provide a simple starting point
which is the first concept from the hierarchical con-
cept list of the target entity. It requires LLM partic-
ipants to generate at most 20 yes-or-no questions
to identify the target entity, which is the same as
traditional Twenty Question game. For example, in
Fig. 2, the simple starting point for the target entity
“Tiger” is “Pantherinae”, which directly guides
the LLMs to focus its inference within the realm
of Pantherinae. The possible question is “Does it
have stripes?”, etc.

Medium mode is to provide a harder starting
point which is set as the second concept in our
task from the hierarchical concept list of the target
entity. It requires LLM participants to identify the
target entity with a broader realm. For example, in
Fig. 2, the harder starting point for the target entity
tiger is Felidae, which directly guides the LLMs to
focus its inference within the realm of Felidae. The
possible question is “Is it large in size?” to confirm
whether it belongs to Pantherinae.

Hard mode introduces a similar entity for gener-
ating wrong answers which is set as two in our task
besides providing the simple starting point same
as the easy mode. It requires LLM participants to
generate at most 20 yes-or-no questions to identify
the target entity with misleading information. For

example, in Fig. 2, a possible question is “Does it
often engage in activities in trees?” and the cor-
rect answer is “No” because the target entity tiger
is usually active on the ground instead of the tree
which indicates the similar entity “Leopard”. LLM
participants are expected not to navigate through
this wrong answer and rethink the correct inference
path.

2.2 Evaluation Metrics

We adopt accuracy and rounds as metrics to evalu-
ate LLMs’ performance in the proposed BrainKing.
Accuracy measures whether an LLM can infer the
target entity within 20 rounds of questioning, with
a successful guess scored as 1 and an unsuccessful
one as 0. Rounds measures how many questions it
takes to infer the entity. Once the entity is inferred,
the game stops regardless of whether it is correct or
incorrect, preventing the LLMs from exploring the
full range of possible entities. If the entity is not
inferred within Twenty Questions, we set its rounds
as 30, as it is not feasible to continue BrainKing
indefinitely. We multiply the accuracy and the re-
ciprocal of the rounds by 100 to obtain the accuracy
win rate and rounds win rate, respectively. The av-
erage of the accuracy win rate and rounds win rate
is then calculated to determine the total win rate.
The optimal score for accuracy win rate, rounds
win rate, and total win rate is 100. The higher the
value, the higher the win rate.

Moreover, we also introduce the ability to recog-
nize confusion as an evaluation metric to determine
whether an LLM can backtrack from misleading
information in an answer and returns to the cor-
rect path of questioning. We use GPT4 to analyze
the whole question-and-answer process of an LLM.
If it exclusively follows the misleading direction
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without returning to the correct path, it is marked
as 1; otherwise, it is marked as 0.

3 Experiments
In this section, we conduct extensive experiments
to evaluate different LLMs’ performance in the
proposed BrainKing.

3.1 Experimental Setups

Our experiments are conducted on 8 Nvidia A100
GPUs, each with 80GB of memory, and we use
PyTorch 3 in Python 4. We set the maximum se-
quence length for both input and output sequences
to maximum 200 tokens. we use GPT4 to respond
to the questions posed by each LLM.

3.2 Datasets, Baselines and Metrics

The baseline LLMs for this evaluation are BLOOM-
7B (Workshop et al., 2023) BLOOM-176B (Work-
shop et al., 2023), Claude2 (Bai et al., 2022),
Falcon-7B (Almazrouei et al., 2023), Falcon-
180B (Almazrouei et al., 2023), GPT3.5 (Brown
et al., 2020), GPT4 (OpenAI, 2023), LLaMA2-
7B (Touvron et al., 2023), LLaMA2-70B (Touvron
et al., 2023), Vicuna-7B (Chiang et al., 2023), and
Vicuna-33B (Zheng et al., 2023). The prompt for
playing the BrainKing is shown in Table 1.

We recruit nine volunteers to participate in
BrainKing. First, we select three entities, each
representing a different mode of difficulty to test
each volunteer’s ability. Then, we rank their com-
prehensive scores from high to low. The top three
scorers are assigned to hard mode, the middle three
to medium mode, and the last three to easy mode.
We then randomly distribute 1,000 entities, other
than the initial three, among the nine volunteers
and calculate their accuracy win rate, rounds win
rate and total win rate. The highest total win rate
from each of the three modes are averaged again to
obtain the Human performance. Volunteers partici-
pate on a voluntary basis without compensation.

3.3 Main results

Question 1:Which LLM is the winner of the BrainK-
ing? Answer 1: GPT4!

The performance of different LLMs under three
difficulty modes are shown in Table 2 and Fig. 3.
We observe that in the easy mode, Claude2 stands
out with an accuracy of 85.4% and an average of

3https://pytorch.org/
4https://www.python.org/

only 5.7 rounds. GPT4, GPT3.5, and BLOOM-
176B also perform well with high accuracy above
70% and few rounds below 11. In the medium
mode, GPT4 outperforms among all LLMs with an
accuracy of 81.2% and an average of 10.2 rounds,
suggesting its powerfulness even with a harder start-
ing point. Claude2, GPT3.5 and BLOOM-176B,
despite a decrease in accuracy, still maintain around
70%, showing good reasoning capabilities. In the
hard mode, further escalates the challenge by pro-
viding the same starting point as Easy Mode and
introducing a similar entity that could cause confu-
sion. Under these conditions, GPT4 also leads with
an accuracy of 78.8% and 15.8 rounds, followed
by Claude2 and BLOOM-176B around 70%. This
suggests that GPT4 has strong robustness when
facing with misleading information. Across all
modes, Falcon-7B and Vicuna-7B show poorer per-
formance, especially in hard mode, which are be-
low 20%. This suggests that these LLMs are less
capable of handling complex reasoning and resist-
ing misleading information.
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Figure 3: The comparison of the performance (accuracy
and rounds) of different LLMs across three modes.

We calculate the win rates for accuracy and
rounds, as well as the total win rate, and rank them
accordingly. These rankings are displayed in Ta-
ble 3. Figure 4 displays three tiers of performance,
from strongest to weakest, across the three win
rates. We observe that GPT4 consistently performs
best across accuracy win rate, rounds win rate, and
total win rate, demonstrating its strong capabili-
ties. Claude2 follows closely, ranking second with
a 75% accuracy win rate and a 9.0 rounds win
rate, and a total win rate of 42.0%. This indicates
that Claude2 is a very powerful model, effectively
competing with GPT4. Human also performs well,
ranking in the top three for accuracy win rate and
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Mode Prompt

Easy
Mode

Let’s play a game of Twenty Questions. I have a hidden thing in mind and you need to guess it. This time, the thing belongs to {a simple and straightforward starting
point}. You may only ask yes/no questions for information and I will only answer with yes or no, note that I will say yes when it is likely. When you make a
final guess, say "Guess:(Your guess)". You’re not allowed to make another guess after making the final guess. Now begin your first question, count the number of
questions like this: "Q1:(Your question)"

Medium
Mode

Let’s play a game of Twenty Questions. I have a hidden thing in mind and you need to guess it. This time, the thing belongs to {a harder starting point}. You
may only ask yes/no questions for information and I will only answer with yes or no, note that I will say yes when it is likely. When you make a final guess, say
"Guess:(Your guess)". You’re not allowed to make another guess after making the final guess. Now begin your first question, count the number of questions like this:
"Q1:(Your question)"

Hard
Mode

Let’s play a game of Twenty Questions. I have a hidden thing in mind and you need to guess it. This time, the thing belongs to {a simple and straightforward starting
point}. You may only ask yes/no questions for information and I will only answer with yes or no, note that I will say yes when it is likely. During the process, I will
confuse the real item with another in the field, so some questions may not have been correctly answered, especially those more detailed. You may ask more questions
and propose a new guess. When you make a final guess, say "Guess:(Your guess)". You’re not allowed to make another guess after making the final guess. Now
begin your first question, count the number of questions like this: "Q1:(Your question)"

Table 1: The instruction prompts of three modes in guiding LLMs to generate questions.

Easy Mode Medium Mode Hard Mode
Accuracy Rounds Accuracy Rounds Accuracy Rounds

BLOOM-7B 43.3 12.6 36.5 19.9 12.3 26.1
BLOOM-176B 76.5 10.8 69.3 14.1 65.5 19.0
Claude2 85.4 5.7 78.7 11.4 68.3 16.1
Falcon-7B 26.6 12.8 19.7 17.5 12.5 24.9
Falcon-180B 55.0 7.9 54.4 13.7 51.0 17.5
GPT3.5 78.8 7.3 69.4 13.5 63.7 16.4
GPT4 82.9 5.6 81.2 10.2 78.8 15.8
LLaMA2-7B 37.2 13.5 32.4 19.8 24.8 23.8
LLaMA2-70B 68.4 8.2 61.2 12.4 55.7 15.9
Vicuna-7B 32.2 13.1 24.8 18.2 17.4 25.5
Vicuna-33B 57.6 9.6 52.0 15.6 47.8 20.3

Table 2: The accuracy and rounds of different LLMs in
the proposed BrainKing benchmark.

total win rate, but fall to sixth place in rounds
win rate, which may suggest that while human
participants can infer the entity but not much effi-
cient compared with GPT4 and Claude2. GPT3.5,
BLOOM-176B, LLaMA2-70B and Falcon-180B
have moderate performances, while BLOOM-7B,
Vicuna-33B, and Vicuna-7B lag behind, especially
in the accuracy win rate. LLaMA2-7B and Falcon-
7B are at the bottom, ranking low in all metrics,
particularly in the total win rate, which have more
room for optimization.

Question 2: Are accuracy and rounds in a com-
pletely inverse relationship? Answer 2: No, just
inversely correlated!

We also analyze the relationship between ac-
curacy and rounds in three modes as shown in
Fig. 5. We find that the accuracy and the rounds
do not show a strict inverse relationship. In the
easy mode, most LLMs achieve high accuracy with
fewer rounds. However, some LLMs, such as those
with 7B size, still show low accuracy after many
rounds, which suggests that not every round of
answers is effectively used for reasoning. In the
medium and hard mode, there’s a more notice-
able trend of accuracy decreasing as the number of
rounds increases, which suggests that LLMs need
more information to make accurate reasoning and
are more susceptible to being misled. Therefore,
the relationship between accuracy and rounds is

Accuracy Rounds Total
Win Rate Rank Win Rate Rank Win Rate Rank

GPT4 77.5 1 9.5 1 43.5 1
Claude2 75.0 2 9.0 2 42.0 2
Human 74.2 3 7.5 6 40.9 3
GPT3.5 67.8 5 8.1 4 37.9 4
BLOOM-176B 68.1 4 6.8 7 37.5 5
LLaMA2-70B 58.7 6 8.2 3 33.5 6
Falcon-180B 48.9 7 7.7 5 28.3 7
Vicuna-33B 47.3 8 6.6 8 26.9 8
BLOOM-7B 29.8 9 5.1 12 17.5 9
LLaMA2-7B 27.8 10 5.3 11 16.5 10
Vicuna-7B 21.7 11 5.3 10 13.5 11
Falcon-7B 19.1 12 5.4 9 12.3 12

Table 3: The win rate of different LLMs in the proposed
BrainKing benchmark.

not strictly inverse but a more complex interplay
where many factors can affect the outcome.

Question 3: Does the difficulty of starting points
significantly affect LLMs’ performance? Answer 3:
More significant for weaker LLMs!

We also analyze the change in model perfor-
mance with the increase in the difficulty of starting
points as shown in Table 4 and Fig. 6. As the start-
ing point difficulty goes up, most LLMs tend to
show a significant decrease in accuracy. At easy
starting points, Claude2 and GPT4 demonstrate
higher accuracy, and although their accuracy drops
at hard starting points, they still maintain relatively
high levels. Additionally, as the difficulty increases,
the number of rounds needed tends to go up. For ex-
ample, BLOOM-176B requires 10.8 rounds at the
easy starting point, which increases to 21.9 rounds
at the hard starting point. Overall, the difficulty
of the starting point has a clear impact on LLMs’
performance. Strong LLMs still demonstrate their
reasoning capabilities even at hard starting points,
while LLMs with weaker performance are more
significantly affected in both accuracy and number
of rounds.

Question 4: Does the number of wrong answers
significantly affect LLMs’ performance? Answer
4: Yes, most LLMs are nearing the upper limit of
rounds!
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Figure 4: The win rate of different LLMs in the proposed BrainKing benchmark.
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Figure 5: The relationship between accuracy and rounds across three modes of different LLMs.

Easy Starting Point Medium Starting Point Hard Starting Point
Accuracy Rounds Accuracy Rounds Accuracy Rounds

BLOOM-7B 43.3 12.6 36.5 19.9 11.5 29.2
BLOOM-176B 76.5 10.8 69.3 14.1 43.1 21.9
Claude2 85.4 5.7 78.7 11.4 48.8 17.3
Falcon-7B 26.6 12.8 19.7 17.5 9.8 29.1
Falcon-180B 55.0 7.9 54.4 13.7 38.8 24.2
GPT3.5 78.8 7.3 69.4 13.5 42.1 20.8
GPT4 82.9 5.6 81.2 10.2 51.2 16.9
LLaMA2-7B 37.2 13.5 32.4 19.8 14.7 29.2
LLaMA2-70B 68.4 8.2 61.2 12.4 40.7 22.5
Vicuna-7B 32.2 13.1 24.8 18.2 13.2 29.3
Vicuna-33B 57.6 9.6 52.0 15.6 32.4 26.8

Table 4: The performance (accuracy and rounds) of
different LLMs with different difficulties of starting
points.
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Figure 6: The performance (accuracy and rounds) of
different LLMs with different difficulties of starting
points.

We also analyze whether the number of wrong
answers significantly affect LLMs’ performance as
shown in Table 5 and Fig. 7. We observe that with
an increase in the number of wrong answers, the
accuracy of all LLMs generally decreases, while
the number of rounds needed increases or remains

Two Wrong Answers Three Wrong Answers Four Wrong Answers
Accuracy Rounds Accuracy Rounds Accuracy Rounds

BLOOM-7B 12.3 26.1 9.5 29.3 3.6 29.5
BLOOM-176B 65.5 19.0 58.4 23.4 53.5 27.4
Claude2 68.3 16.1 61.0 20.0 58.3 23.1
Falcon-7B 12.5 24.9 10.9 28.6 7.1 29.3
Falcon-180B 51.0 17.5 37.2 22.5 31.5 26.8
GPT3.5 63.7 16.4 55.2 22.6 45.7 26.4
GPT4 78.8 15.8 68.4 19.5 62.5 24.5
LLaMA2-7B 24.8 23.8 13.8 26.5 7.2 29.4
LLaMA2-70B 55.7 15.9 46.6 19.4 40.5 23.6
Vicuna-7B 17.4 25.5 8.0 29.0 3.3 29.5
Vicuna-33B 47.8 20.3 32.3 25.8 26.7 28.3

Table 5: The performance (accuracy and rounds) of dif-
ferent LLMs with different number of wrong answers.

relatively stable. The lack of change of rounds is
mainly because the limit of rounds (that is 20) has
been reached. For example, GPT4 has an accu-
racy rate of 78.8% with just two wrong answers,
but this drops to 62.5% with four wrong answers.
Particularly for poorly performing LLMs, such as
Falcon-7B and Vicuna-7B, their accuracy dramati-
cally drop almost to the point of indistinction as the
number of wrong answers increases, demonstrating
their vulnerability in processing misleading infor-
mation. In terms of rounds, most models either
need more rounds to answer or show no signifi-
cant change when the number of wrong answers
increases. For instance, BLOOM-176B needs 19.0
rounds with two wrong answers, but this number
increases to 27.4 rounds with four wrong answers.

Question 5: In the hard mode, is there a strict
proportional relationship between accuracy and
the rethink ability? Answer 5: No, they are only
positively correlated and the rating of rethink abil-
ity is generally higher than accuracy!

We adopt Pearson correlation coefficient that
normalized to a 1-100 scale to analyze the rela-
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Figure 7: The performance (accuracy and rounds) of dif-
ferent LLMs with different number of wrong answers.

tionship between the accuracy of LLMs and their
rethink abilities that backtrack from misleading
information as shown in Fig. 8. The closer the col-
ors, the higher the correlation. We find that most
LLMs show similar shades, indicating a positive
correlation but not a strict proportional relation-
ship between their accuracy and their rethink abil-
ities to detect the confusion. Specifically, GPT4
and Claude2 score high in both accuracy and re-
think abilities, with a deeper blue color indicat-
ing a strong relationship between the two perfor-
mances. In contrast, LLaMA2-7B, Falcon-7B, and
BLOOM-7B score lower in both metrics and show
lighter colors, suggesting weaker performance and
lower correlation. Furthermore, the scores for the
ability to rethink are generally higher than those
for accuracy, which implies that even though a
language model can backtrack when faced with
misleading information, it does not always result
in high accuracy in the final judgment. This might
be because language models still struggle to effec-
tively utilize this information, particularly in cases
where the information is ambiguous.
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Figure 8: The Pearson correlation coefficient that nor-
malized to a 1-100 scale between accuracy and rethink
capabilities of different LLMs.

3.4 Case study

We show a good running example with questions
generated by the top two LLMs (i.e. GPT4 and
Claude2) and human in Fig. 9 and Fig. 10, respec-

tively. More cases are shown in Fig. 11, Fig. 12.
In Fig. 9, we find that both GPT4 and Claude2

make correct reasoning with just three questions in
the easy mode. GPT4 focuses on determining the
type of musical instrument and excluding percus-
sion instruments, while Claude2 directly asks if it is
a string instrument and if it belongs to classical mu-
sic instruments. This shows that both are efficient
in identifying with basic questions. In the medium
mode with a harder starting point, GPT4 needs ten
questions, while Claude2 only needs four. GPT4
starts by confirming it is a string instrument and
narrows down to a guitar, including questions about
whether it is played with a bow and if it is common
in rock music. In contrast, Claude2’s questions are
more direct, quickly moving from whether it is a
string instrument and played with a bow to identi-
fying it as a guitar. This suggests that Claude2 is
slightly more efficient and accurate in a more com-
plex situation. In the hard mode, both GPT4 and
Claude2 show the ability to narrow down gradually
to identify the guitar. GPT4 takes ten questions,
starting with confirming it is a string instrument
and then asking if it is common in rock music and
if it has frets to exclude the violin. Claude2 needs
twelve questions, also starting with confirming it
is a string instrument, but focusing more on phys-
ical characteristics like size and whether it has a
hollow body, eventually asking if it is part of the
guitar family. In this situation, GPT4 shows higher
efficiency, although both are accurate.

Overall, the differences between them may stem
from their specific ways of processing information
and decision-making. However, there are also some
bad cases, including wrong logic reasoning that ask
same questions which have been answered before,
not following instructions that asks non-yes-or-no
questions or self-questioning as shown in Fig. 12.

4 Related Work
4.1 Gaming abilities of LLMs

Recent research shows the capabilities of LLMs
in various gaming scenarios. For example, Zhao
and Anderson (2023) evaluate LLMs in solving
and creating puzzles for the NPR Sunday Puzzle
game show; Jiang et al. (2023) introduce BRAIN-
TEASER to assess lateral thinking in LLMs; Lorè
and Heydari (2023) investigate strategic decision-
making in LLMs through game theory; Egan et al.
(2022) propose new summary evaluation metrics
using the Shannon Game; Brookins and DeBacker
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Entity: Guitar Simple starting point: Musical instrument Harder starting point: Music related things Similar entity: Violin

Q1: Is it a stringed instrument? 
Q2: Is it typically played with a 
bow? 
Q3: Is it a guitar? Guess: Guitar. 

A1: Yes
A2: No

A3: Correct

GPT4

Q1:Is it a string instrument
Q2:Is it typically considered a 
classical music instrument?
Q3:Is it a guitar? Guess: Guitar. 

A1: Yes
A2: No

A3: Correct

Claude2

Q1: Is the thing you're thinking of a 
musical instrument?
Q2: Is the musical instrument you're 
thinking of part of the percussion 
family?
Q3: Does the musical instrument you're 
thinking of a guitar? Guess: Guitar.

A1: Yes

A2: No

A3: Correct

Q1:Is it an instrument?
Q2:Is it a string instrument?
Q3:Is it played with a bow?
Q4:Is it a guitar? Guess: Guitar.

A1: Yes
A2: Yes
A3: No
A4: Correct

Q1: Is it a string instrument?
Q2: Is it typically played with a bow?
Q3: Is it larger than a violin?
...
Q8: Is it commonly used in rock music?
Q9: Does it have frets?
Q10: Is it an electric guitar? Guess: Guitar.

A1: Yes
A2: Yes
A3: No
...
A8: Yes
A9: Yes
A10: Correct

Q1:Is it a string instrument?
Q2:Is it typically held against the shoulder 
when playing?
Q3:Is it larger than a violin?
...
Q10:Does it have a hollow body?
Q11:Does it have a fretted neck?
Q12:Is it one of the instruments in the guitar 
family (guitar, bass guitar, etc.)? Guess: Guitar.

A1: Yes
A2: Yes

A3: No
...
A10: Yes
A11: Yes
A12: Correct

Easy Mode Medium Mode Hard Mode

Figure 9: Questions posed by the top2 LLMs, i.e. GPT4 and Claude2, among three modes for a given entity.

Easy Mode (Simple starting point: Musical instrument)

Q1: Is it modern? A1: Yes

Q2: Does it have strings? A2: Yes

Q3: Does it hang on the body? A3: Yes

Q4: Does it have six strings? A4: Yes

Q5: Is it a guitar? A5: Correct

Medium Mode (Harder starting point: Music related things)

Q1: Is it a physical item?; A1: Yes

Q2: Is it an item that plays music?; A2: No

...

Q6: Is it a musical instrument?; A6: Yes

Q7: Is it a violin?; A9: No

Q8: Is it a Western musical instrument?; A10: Yes

Q9: Is it a guitar?; A9: Correct

Hard Mode (Similar entity: Violin)

Q1: Is it an abstract thing?; A1: No

Q2: Does it have a specific manifestation in the real world?; A2: Yes

Q3: Is it an audio clip?; A3: No

Q4: Is the object that produces this sound artificial?; A4: No

...

Q8: Can it be played both acoustically and electrically? A8: Yes.

Q9: Is it commonly used in rock music? A9: Yes.
Q10: Is it a guitar? Guess: Guitar. ; A10: Yes.

Human
Entity: Guitar

Figure 10: Questions posed by human among three
modes for a given entity.

(2023) study LLM preferences in strategic games
like the dictator game and the prisoner’s dilemma;
O’Gara (2023) explore deception and lie detection
in LLMs through the game Hoodwinked; Liga and
Pasetto (2023) investigate the spatial reasoning of
LLMs in the game of tic-tac-toe. Inspired but differ-
ent from the previous work, our research evaluates
the information processing and problem-solving ca-
pability of LLMs under the incomplete information
scenario including but not limited to their knowl-
edge retrieval, misleading information recognition
capabilities through one simple game.

4.2 Evaluation for LLMs’ Capabilities
Recent research has extensively explored the ca-
pabilities of LLMs across various domains. For
example, Ziems et al. (2023) demonstrate that
LLMs can significantly contribute to Computa-
tional Social Science by classifying and explaining
social phenomena; Zheng et al. (2023) explore
the use of LLMs as judges to evaluate chat as-
sistants, introducing benchmarks like MT-bench

and Chatbot Arena; Zhong et al. (2023) focus
on comparing the understanding ability of Chat-
GPT with fine-tuned BERT-style models using the
GLUE benchmark; Laskar et al. (2023) present a
comprehensive evaluation of ChatGPT on diverse
academic datasets, including question-answering,
text summarization, code generation, common-
sense reasoning; Valmeekam et al. (2023a) in-
troduce PlanBench, a benchmark for evaluating
LLMs on planning and reasoning; Del and Fishel
(2023) introduce a benchmark consisting of long-
form mystery narratives in assessing LLMs’ ad-
vanced reasoning abilities; Sawada et al. (2023)
propose a benchmark containing advanced reason-
ing problems across multiple domains to evalu-
ate the advanced reasoning capabilities of LLMs;
Valmeekam et al. (2023b) investigate the planning
abilities of LLMs in commonsense tasks and as
heuristic guidance for other agents; While the afore-
mentioned studies design different benchmarks in
evaluating LLMs’ capabilities, there is lack of a
benchmark for evaluating the information process-
ing and problem-solving capability of LLMs under
incomplete information scenarios.

5 Conclusions and Future Work
In conclusion, our study highlights the importance
of a multifaceted approach to evaluating the infor-
mation processing and problem-solving capability
of LLMs under incomplete information scenarios.
The BrainKing game, as a novel benchmark, suc-
cessfully challenges LLMs in various cognitive as-
pects, from basic knowledge retrieval to complex
reasoning and confusion recognition. Our find-
ings offer a detailed understanding of the strengths
and limitations of current LLMs, underscoring the
need for LLMs to not only process information
accurately but also navigate through misleading
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information effectively. For future work, there is
potential to extend the complexity and scope of the
BrainKing, introducing more challenging scenarios
to better mimic real-world conditions.

Limitations
There are a few key limitations. First, the Twenty
Questions dataset used may not fully represent all
possible types of entities. Moreover, selecting only
the top 10,000 most common entities might limit
the breadth and depth of the assessment. Second,
in the hard mode of the game, LLMs are required
to correctly identify the target entity based on po-
tentially misleading information. This might be an
overly challenging demand, especially for LLMs
not yet fully trained to handle such complex tasks.
Third, determining whether an LLM can recover
from misleading information and return to the cor-
rect line of questioning can be a complex process.
It involves a detailed analysis of the entire question-
and-answer session, which could add to the com-
plexity and subjectivity of the evaluation.
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GPT3.5

Easy Mode:
Q1:Is the musical instrument you're thinking of commonly found in
orchestras?; A1:No
Q2:Is the musical instrument you have in mind typically made of
wood?; A2:No
...
Q5:Is the musical instrument you're thinking of stringed?; A5:Yes
Q6:Is the musical instrument you're thinking of commonly
associated with folk music?; A6:Yes
Q7:Is the musical instrument you have in mind a type of guitar?
Guess: Guitar; A7:Correct
Medium Mode:
Q1:Is the thing you're thinking of a musical instrument?; A1:Yes
Q2:Is the instrument you're thinking of part of the percussion
family?; A2:No
Q3:Is the instrument you're thinking of a string instrument?;
A3:Yes
...
Q11:Is the instrument you're thinking of often played with
fingerpicking technique; A11:Yes
Q12:Is the instrument you're thinking of commonly used in blues
music?; A12:Yes
Q13:Is the instrument you're thinking of a resonator guitar with a
wooden body? Guess: Guitar; A13:Correct
Hard Mode:
Q1:Is the musical instrument you're thinking of typically made of
wood?; A1:Yes
...
Q3:Is the musical instrument you have in mind commonly used in
classical music?; A3:Yes
Q4:Is this musical instrument typically played with a bow?; A4:Yes
...
Q6:Is the musical instrument you're thinking of typically larger
than a violin?; A6:Yes
...
Q12:Is the musical instrument you have in mind a piano?; A12:No
Q13:Is the musical instrument you're thinking of a percussion
instrument?; A13:No
Q14:Is the musical instrument you're thinking of a guitar? Guess:
Guitar; A14:Correct

Entity : Guitar
Simple starting point: Musical instrument Harder starting point: Music related things Similar entity: Violin

Easy Mode:
Q1:Is the musical instrument you're thinking of a string
instrument?; A1:Yes
Q2:Is this instrument typically played with a bow?; A2:No
...
Q6:Does this instrument have six strings?; A6:Yes
Q7:Is this instrument typically played while being held
horizontally across the body?; A7:Yes
Q8:Based on your responses, it seems like the instrument you're
thinking of might be a guitar. Is that correct? Guess: Guitar;
A8:Correct
Medium Mode:
Q1:Is the thing you're thinking of a musical instrument?; A1:Yes
Q2:Is this musical instrument typically found in a classical
orchestra?; A2:No
Q3:Is this musical instrument primarily used in modern or
popular music genres?; A3:Yes
...
Q12:Is this musical instrument typically played with a pick?;
A12:Yes
Q13:Is this musical instrument electric?; A13:Yes
Q14:It seems like you're thinking of an electric guitar. Am I
correct? Guess: Guitar; A14:Correct

Hard Mode:
Q1:Is the musical instrument you're thinking of a string
instrument?; A1:Yes
Q2:Is this instrument typically played with a bow?; A2:Yes
Q3:Is this instrument larger than a violin?; A3:No
...
Q12:Does this instrument have strings?; A12:Yes
Q13:Is this instrument primarily made of wood?; A13:Yes
Q14:Is the instrument you're thinking of a guitar? Guess: Guitar;
A14:Correct

BLOOM-176B

Easy Mode:
Q1: Is the musical instrument you're thinking of a stringed
instrument?; A1: Yes
Q2: Does the instrument have a neck?; A2: Yes
...
Q9: Is the instrument an electric guitar? Guess: Guitar; A9: Correct
Medium Mode:
Q1: Is the thing you're thinking of a musical instrument?; A1: Yes
Q2: Does the instrument you're thinking of have strings?;
A2: Yes
Q3: Does the instrument you're thinking of have a neck?;
A3: Yes
...
Q14: Does the instrument you're thinking of have frets?;
A14: Yes
Q15: Does the instrument you're thinking of have a pickup?;
A15: Yes
Q16: Is the instrument you're thinking of an electric guitar? Guess:
Guitar;
A16: Correct
Hard Mode:
Q1: Is the musical instrument you're thinking of a stringed
instrument?; A1:Yes
Q2: Does the instrument have a neck?; A2:Yes
Q3: Does the instrument have frets?; A3:No
Q4: Is the instrument typically played with a bow?; A4:Yes
...
Q15:This time, I'm going to guess that the musical instrument
you're thinking of is a guitar. Is that correct? Guess: Guitar;
A15:Correct

LLaMA2-70B

Easy Mode:
Q1: Is the instrument made of wood?; A1: Yes
Q2: Is it a string instrument?; A2: Yes
...
Q7:Is it smaller than a guitar?; A7:No
Q8:Is it an acoustic instrument?; A8:Yes
Q9: Is it a type of guitar? Guess: Guitar; A9: Correct
Medium Mode:
Q1: Is the music related thing a physical object?; A1: Yes
Q2: Is the music related thing a musical instrument?; A2: Yes
Q3: Is the musical instrument a string instrument?; A3: Yes
...
Q13:Is the musical instrument you have in mind commonly used
in classical music?; A13:Yes
Q14:Is this musical instrument typically played with a bow?;
A14:Yes
Q15: Is the string instrument a type of guitar? Guess: Guitar;
A15: Correct
Hard Mode:
Q1: Is the entity a string instrument?; A1: Yes
...
Q7: Is the entity a member of the violin family?; A7: Yes
Q9: Is the entity a member of the cello family?; A9: Yes
...
Q15: Is the entity a fretted string instrument?; A15: Yes
Q16: Is the entity a plucked fretted string instrument?; A16: Yes
Q17: Is the entity an acoustic guitar? Guess: Guitar; A17: Correct

Falcon-180B

Figure 11: Questions posed by different LLMs among three modes for a given entity.
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Easy Mode:
Q1: Is this musical instrument played with a bow?; A1: No
Q2: Is this musical instrument a string instrument?; A2: Yes
...
Q8:Is this instrument often used in rock music?; A8:Yes
Q9:Is this instrument played by plucking the strings with
fingers or a pick?; A9:Yes
Q10: Is this musical instrument an electric guitar? Guess:
Guitar;
A10: Correct
Medium Mode:
Q1: Is the thing a song?; A1: No
Q2: Is the thing an album?; A2: No
Q3: Is the thing a musician or a band?; A3: No
Q4: Is the thing a music festival?; A4: No
...
Q13: Is the thing a musical instrument?; A13: Yes
Q14: Does the instrument have a neck?; A14: Yes
Q15: Is the thing an acoustic guitar? Guess: Guitar;
A15: Correct

Hard Mode:
Q1: Is this musical instrument a string instrument?; A1:Yes
Q2:Is the musical instrument you have in mind commonly
used in classical music?; A2:Yes
Q3:Is this musical instrument typically played with a bow?;
A3:Yes
...
Q18: Is this musical instrument a keyboard instrument?;
A18:No
Q19: Is this musical instrument a vocal instrument?; A19:No
Q20: Is this musical instrument a reed instrument?; A20:No

EXCEEDING THE LIMIT OF ROUNDS

Vicuna-33B

Easy Mode:
Q1: Is the musical instrument you're thinking of a stringed
instrument?;
A1: Yes
Q2: Does the instrument have a neck?;
A2: Yes
...
Q8: Is this a Fender instrument?;
A8:Yes
Q9: Is it electric guitar? Guess: Guitar;
A9:Correct

Medium Mode:
Q1: Is the music thing you're thinking of a vocal-based
genre?;
A1: No
Q2: Is the music thing you're thinking of a type of
instrument?;
A2: Yes
...
Q11: Is the instrument a wind instrument?;
A11: No
Q12: Does the instrument have strings?;
A12: Yes
Q13: Is the instrument a guitar? Guess: Guitar;
A13:Correct

Hard Mode:
Q1: Is the musical instrument you're thinking of a wind
instrument?;
A1:No
Q2: Is the musical instrument you're thinking of a stringed
instrument?;
A2:Yes
Q3: Does the musical instrument you're thinking of have six
strings?;
A3:No
Q4: Does the musical instrument you're thinking of have a
neck?; A4:Yes
...
Q17: Does the musical instrument you're thinking of have an
electronic components?; A17:No
Q18: Does the musical instrument you're thinking of have a
bow?; A18:Yes
Q19:Does the musical instrument you're thinking of have a
round body?; A19:No
Q20:Is that the musical instrument you're thinking of a cello?
Guess: Cello;
A20: No

EXCEEDING THE LIMIT OF ROUNDS

BLOOM-7B

Easy Mode:
Q1: How many questions are there?

NON-COMPLIANCE WITH YES OR NO INSTRUCTIONS.

Medium Mode:
Q1: What's the thing like?

NON-COMPLIANCE WITH YES OR NO INSTRUCTIONS.

Hard Mode:
Q1: Do you like it?

NON-COMPLIANCE WITH YES OR NO INSTRUCTIONS.

LLaMA2-7B

Easy Mode:
Q1: Is it a string instrument?; A1: Yes

SELF-QUESTIONING

Medium Mode:
Q1: Is it a singer?; A1: No

SELF-QUESTIONING

Hard Mode:
Q1: Is it a string instrument?; A1: Yes

SELF-QUESTIONING

Vicuna-7B

Easy Mode:
Q1: What musical instrument has 4 strings?

NON-COMPLIANCE WITH YES OR NO INSTRUCTIONS.

Medium Mode:
Q1: What is the musical related things?

NON-COMPLIANCE WITH YES OR NO INSTRUCTIONS.

Hard Mode:
Q1: What is this musical instrument?

NON-COMPLIANCE WITH YES OR NO INSTRUCTIONS.

Falcon-7B

Entity : Guitar
Simple starting point: Musical instrument Harder starting point: Music related things Similar entity: Violin

Figure 12: Questions posed by different LLMs among three modes for a given entity.
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