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Abstract

There are three problems existing in the popu-
lar data-to-text datasets. First, the large-scale
datasets either contain noise or lack real appli-
cation scenarios. Second, the datasets close
to real applications are relatively small in size.
Last, current datasets bias in the English lan-
guage while leaving other languages underex-
plored. To alleviate these limitations, in this
paper, we present CATS, a pragmatic Chinese
answer-to-sequence dataset with large scale and
high quality. The dataset aims to generate tex-
tual descriptions for the answer in the practi-
cal TableQA system. Further, to bridge the
structural gap between the input SQL and table
and establish better semantic alignments, we
propose a Unified Graph Transformation ap-
proach to establish a joint encoding space for
the two hybrid knowledge resources and con-
vert this task to a graph-to-text problem. The
experiment results demonstrate the effective-
ness of our proposed method. Further analysis
on CATS1 attests to both the high quality and
challenges of the dataset.

1 Introduction

Data-to-text (D2T) generation (Kukich, 1983; Re-
iter and Dale, 1997) aims to generate a natural
language description conditioned on structured or
semi-structured data, such as graphs (Song et al.,
2018; Wang et al., 2020c) or tables (Lebret et al.,
2016; Wiseman et al., 2017). It helps people get the
key points of the input data and makes the stored
information accessible to a broader range of end-
users. A large number of datasets have been pro-
posed as the testbed for neural D2T models and are
driving the domain.

However, as shown in Table 1, we note three
problems existing in the popular datasets. First,
the large-scale datasets either contain noises (e.g.,
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The names, fields and maximum ages of 
the winners of the three Nobel Prizes that 
were awarded the earliest for the first time 
are 1. Chemistry, where the maximum age 
to receive the Nobel Prize in Chemistry is 
77; 2. Physics, where the maximum age to 
receive the Nobel Prize in Physics is 87; 3. 
Physiology and Medicine, where the 
maximum age to receive the Nobel Prize 
in Physiology or Medicine is 77.

Figure 1: An example for a practical TableQA system.
The red dotted lines denote the input data for answer-to-
sequence.

WEATHERGOV (Liang et al., 2009)) or lack prac-
tical application scenarios, e.g., ToTTo (Parikh
et al., 2020). The shortcoming leads to a separa-
tion between research and application. Second, the
datasets close to practical scenarios are relatively
small in size. For example, ROTOWIRE (Wise-
man et al., 2017) only contains 4.9K training ex-
amples, and CoSQL (Yu et al., 2019) is consist of
7.8K training pairs. The small training size can
easily lead to overfitting and is not conducive to
training a reliable neural network model. Lastly,
most of the existing datasets are built for English,
which leads to advanced work on D2T generation
primarily focusing on English and leaving other
languages underexplored. These limitations hinder
the progress of D2T generation. We therefore need
to investigate possible remedies.

The crucial step to improving the above limi-
tations is digging out a data-to-text task with a
practical scenario. Recently, CoSQL (Yu et al.,
2019) has proposed a practical controlled D2T task:
answer-to-sequence. As shown in Figure 1, the task
takes a SQL query generated by a semantic parsing
module, i.e., text-to-SQL (Zettlemoyer and Collins,
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2012), and its corresponding execution result (in
the form of a table) as the model input and aims
to produce a natural language description as the
response to users in a real-world TableQA system.
The SQL gives explicit signals for models on what
to generate. The generated description could pro-
vide a concise and easy-to-understand summary
of the result table and help users verify whether
the queried result is consistent with the original
question (Fang et al., 2022). Moreover, the task
also contributes to a more user-friendly human-
computer interaction. Nevertheless, CoSQL con-
tains only 7.8K answer-to-sequence examples for
training. Additionally, it is a dataset with SQL-
grounded dialogue state tracking as the core, and
the generation annotations are very rough. The
scale and quality of CoSQL limit further exploring
the answer-to-sequence task.

In this paper, to bridge the gap between research
and application of data-to-text datasets and en-
rich their language diversity, we comply with the
CoSQL setting and present CATS, a large-scale and
high-quality Chinese answer-to-sequence dataset.
We manually annotate all collected SQL-table pairs
to obtain their descriptions. We make two efforts to
improve the quality and scale of the collected SQL-
Table pairs and guarantee they are close to practical
scenarios. First, we annotate the SQL-table pairs
from DuSQL (Wang et al., 2020b), a large-scale
Chinese Text-to-SQL dataset with a SQL query
distribution close to real applications. Data col-
lected in this way are named CATS-D. Second,
we adopt an automatic data construction pipeline
to collect a large number of SQL-table pairs for
annotation. The basic idea is automatically crawl-
ing a mount of tables from the Internet to build
multi-table databases and then automatically gen-
erating SQL queries based on the SQL grammar
and constrained by the given database. Data col-
lected with this method are referred to as CATS-S.
Compared to CATS-D, CATS-S expands the data
scale while reducing the share of easy SQLs to
make the dataset more challenging. In total, CATS

is made up of both CATS-D and CATS-S, and con-
tains 43,369 answer-to-sequence examples, which
is an order of magnitude larger than CoSQL.

The input SQL and table in answer-to-sequence
are heterogeneous, and there is a structural gap
between them. To bridge the gap and establish
better semantic alignments, we propose a Unified
Graph Transformation approach (UGT), which first

converts the two sources to two undirected graphs,
then builds the connection between the nodes in
different graphs to obtain a unified graph. In this
way, we convert this task to a graph-to-text prob-
lem (Gardent et al., 2017b). Previous graph-to-text
work (Ribeiro et al., 2021) transforms the input
graph into a new token graph to apply pretrained
language models, such as T5 (Raffel et al., 2020).
We consider that this transformation breaks the
original input graph structure and may bring in ex-
tra noises into graph encoding. Hence, we further
introduce a Node Segment Embedding (NSE) to
preserve original structure information.

Our contributions are three-fold as follows:

• We present a large-scale and high-quality
Chinese answer-to-sequence dataset (CATS),
which narrows the gap between research and
application of data-to-text generation datasets
and enriches the language diversity.

• We propose UGT and NSE to better model the
input of two heterogeneous structured input
data sources.

• Experiments and analysis on CATS attest to
both the high quality and challenges of the
dataset. The results also demonstrate the ef-
fectiveness of our proposed method.

2 Related Works

2.1 Answer-to-Sequence Generation
In a real-world setting, a TableQA system com-
prises a table semantic parsing (text-to-SQL) com-
ponent and an answer-to-sequence component. The
semantic parsing component converts a natural lan-
guage question into a SQL query (Guo et al., 2019;
Wang et al., 2020a; Hui et al., 2021) and the answer-
to-sequence component aims generating a natural
language description of the SQL and the execution
result. CoSQL (Yu et al., 2019) first proposes the
answer-to-response task and refers to it as response
generation. Intuitively, response generation should
encompass both answer acquisition and answer de-
scription, which could easily be confused with the
role of the whole Table QA system. Therefore, to
make the task more clearly related to its definition
and function, we rename it as answer-to-sequence
generation. In this paper, the proposed CATS fol-
lows the same task setting in CoSQL. Specifically,
the task’s input consists of a SQL query and its cor-
responding execution result (in the form of a table),
and the output is a natural language description.
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Dataset Train Size Domain Target Application Language

WEATHERGOV (Liang et al., 2009) 25K Weather Crawled Weather Report English
WikiBio (Lebret et al., 2016) 583K Wikipedia Crawled - English
WebNLG (Gardent et al., 2017a) 25.3K DBPedia Annotated - English
LogicNLG (Chen et al., 2020) 28.5K Wikipedia Annotated - English
ToTTo (Parikh et al., 2020) 120K Wikipedia Annotated - English

Rotowire (Wiseman et al., 2017) 4.9K NBA Annotated (Noisy) NBA English
AdverGeneration (Shao et al., 2019) 115K Chinese E-commerce Crawled Advertising Text Generation Chinese
CoSQL (Yu et al., 2019) 7.8K Cross-Domain Annotated TableQA English
Map2seq (Schumann and Riezler, 2021) 7.6K OpenStreetMap Annotated Navigation English

CATS 34.7K Cross-Domain Annotated TableQA Chinese
CATS-D 6.7K Cross-Domain Annotated TableQA Chinese
CATS-S 26.4K Cross-Domain Annotated TableQA Chinese

Table 1: Comparison of popular data-to-text datasets in different aspects. Application represents the practical
application scenario associated with the dataset.

Especially, using SQL query as input rather than
natual language question is more practical in multi-
turn TableQA scenarios because the SQL query can
easily represent the context state (Yu et al., 2019).

2.2 Structure Modeling in Data-to-Text

Recently, some works in D2T generation have
shown that the structure modeling for the input data
can dramatically improve the model performance.
For table data, Liu et al. (2019); Li et al. (2021) pro-
pose to utilize a hierarchal encoder to model the ta-
ble’s representation from the row and column levels.
For graph structure modeling, early works (Song
et al., 2018; Damonte and Cohen, 2019) introduce
Graph Neural Networks as the structure encoder,
which only considers the relations between neigh-
bor nodes. Unlike the local encoding strategies,
Zhu et al. (2019); Cai and Lam (2020) propose the
Graph Transformer that uses explicit relation en-
coding and allows direct communication between
two distant nodes. Newly, some works enable the
pretrained language models the structure model-
ing capabilities and achieve SOTA results on many
D2T tasks. Especially, Ribeiro et al. (2021) at-
tempt to insert structural adapters into T5’encoder
to model the graph structure. Wang et al. (2022)
modify the T5’s attention masking matrix to encode
table with a structure-aware self-attention mecha-
nism. In this paper, we propose to utilize UGT to
convert the input SQL and table to a graph and
utilize a graph-to-model to model it. Our model
refers to Ribeiro et al. (2020b, 2021)’ works and
further improves them by introducing NSE to better
preserve the graph structure.

3 Dataset Construction

Considering the limitations of existing D2T
datasets, we present CATS, a massive and prag-
matic Chinese answer-to-sequence dataset. CATS

is constructed by two phases: SQL-table pairs col-
lection and manual data annotation. To balance
the data quality and scale and bring it closer to
the practical scenario, we collect the SQL-table
pairs in two ways. First, we derive SQL-table pairs
from DuSQL (Wang et al., 2020b), a text-to-SQL
dataset that generates the SQL queries by referring
to the SQL query distribution in real-life applica-
tions. The dataset obtained by annotating these
pairs is referred to as CATS-D. Besides, we im-
plement an automatic data construction pipeline to
collect massive high-quality SQL-table pairs. Data
collected with this method are referred to as CATS-
S, which increases the proportion of complicated
SQL queries to make the dataset more challenging.
Ultimately, both CATS-D and CATS-S make up
CATS. We first describe how to obtain SQL-table
pairs for subsequent annotation and then introduce
the annotation details.

Database Building To mimic the practical
TableQA system, we first follow Wang et al.
(2020b) to build a multi-table database Dd by col-
lecting all databases in DuSQL. In addition, we
also build another multi-table database Ds for ex-
panding the size and domain of our dataset through
a table collection pipeline. Specifically, 100,000
high-frequency words are first summarized from
the CLUE (Xu et al., 2020) corpus. Then, we query
these words in Google and download all the queried
spreadsheet files. Subsequently, the available ta-
bles in these spreadsheets are extracted by a table
parser that can identify the potential table in a work-
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sheet. To protect personal privacy, we use prede-
fined unique words to replace sensitive information
in these tables, such as passwords, ID numbers,
credit card numbers, etc. Finally, these tables are
used to construct the database Ds. Please refer to
Appendix A.1 for more details.

SQL and Table Collection We execute all the
SQL queries in DuSQL in the database Dd to get
their corresponding tables. This is consistent with
how a practical Table QA system answers user
questions after parsing it to SQL. Then we discard
SQL-table pairs containing SQLs that execute with
empty results to obtain a SQL-table pair set CATS-
Dun = {sdi , tdi }ni=1. DuSQL does not release the
code for generating synthetic queries. Therefore,
to increase the annotation examples, we reimple-
ment a SQL generator similar to the one in DuSQL.
Notably, the generated SQL contains both single-
table and multi-table queries. Please refer to Ap-
pendix A.2 for more detailed information on the
SQL generator. The sampled SQLs which cannot
execute in database Ds or execute with empty re-
sults are deserted. In this way, we obtain another
SQL-table pair set CATS-Sun = {ssi , tsi}mi=1.

Data Annotation Process We employ 20 well-
educated crowd workers to annotate the SQL-table
pairs in CATS-Dun and CATS-Sun. In particular,
the annotators are asked to write a description y
given a SQL s and table t pair. They must fol-
low the requirements: (1) avoiding template-like
language and trying to write a natural, fluent, and
grammatically correct description; (2) the descrip-
tion must summarize all the content in the table; (3)
the description must be logically consistent with
the input SQL; (4) filtering the incomprehensible
examples that are semantically unclear. Further-
more, to guarantee data quality, another 4 work-
ers are asked to review the annotated data. Data
with poor annotation quality will be required to
be relabeled. Finally, the annotated CATS-Dun is
named as CATS-D. To guarantee data consistency,
we sample a subset from the annotated CATS-Sun

following a similar complexity distribution with
CATS-D. We name the sampled dataset CATS-S.
However, we find that easy SQL queries account
for a large-scale proportion (47.87%) in CATS-D.
Therefore, we reduce the proportion of easy SQLs
(14.50%) in CATS-S to make it more challenging.

COLUMN NUMBER 1 2 3 >=4

CoSQL 6,329 1057 459 0
CATS 8,966 20,862 3242 1627
CATS-D 2,883 2,977 820 0
CATS-S 6,157 17,813 2,394 1,653

ROW NUMBER 1 2 3 >=4

CoSQL 4740 610 2,495 0
CATS 14,909 6,158 3,671 9,959
CATS-D 2,123 656 1,129 2,772
CATS-S 12,754 5,538 2,510 7,215

SQL HARDNESS Easy Medium Hard Extra Hard

CoSQL 2,788 1,826 1,717 1,514
CATS 7,223 13,000 12,016 2,458
CATS-D 3,198 1709 1,264 509
CATS-S 4,063 11,214 10,787 1,953

TARGET LENGTH < 20 < 40 < 60 >= 60

CoSQL 7,005 825 15 0
CATS 10,319 12,862 5,864 5,652
CATS-D 1,893 2,026 1,912 849
CATS-S 8,401 10,873 3,962 4,781

Table 2: Complexity distribution comparison between
CATS and CoSQL.

3.1 Dataset Analysis
The final CATS contains 43,369 examples, includ-
ing 8,350 examples in CATS-D and 33,019 exam-
ples in CATS-S. Each annotated example contains
a triple of SQL s, table t, and descriptive sen-
tences y. We split the training/development/test
sets by 34,697/4,336/4,336 randomly. To under-
stand the characteristics of the data collected in
CATS-D and CATS-S, we also split them accord-
ingly. The training, development, and test sets of
CATS-D and CATS-S contain 6,680/835/835 and
28,017/3,501/3,501 examples, respectively.

Data Complexity To better understand our
dataset, we compare its complexity with CoSQL
in four dimensions, including the input tables’ row
and column number, SQL hardness, and the target
length. Following Guo et al. (2021), we adopt SQL
hardness to measure the complexity of SQL queries
from the following four-level: easy, medium, hard,
and extra hard, according to the number of compo-
nents, selections, and conditions in a SQL query
(Yu et al., 2018). Considering CoSQL only release
the training and delvelopment sets, we only show
the training set comparision. The results are sum-
marized in Table 2. First, we find that the tables in
CoSQL are small, such as 60% of the tables with
only one row and more than 80% with only one
column. Second, we notice that most of the de-
scriptions in CoSQL are less than 20 in length. The
first reason is that most of the input tables are small.
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Figure 2: Illustration of the proposed method. (a) is an example of a unified graph transformed by Unified Graph
Transformation. (b) is an overview of our model. L-NE and G-NE denote Local Node Encoder and Global Node
Encoder, respectively. (c) is an example of token graph transformation.

By manually checking the data in CoSQL, we find
the second reason is that CoSQ describes the table
with more than two rows through a generic tem-
plate, such as “Here are the ...”. Last, we
observe that easy SQL queries in CoSQL account
for 35.54%, far more than 20.84% in CATS. These
features make CoSQL only suitable for simple sce-
narios and less challenging. By contrast, CATS has
a broader distribution than CoSQL, which is more
in line with real TableQA applications.

4 Structure-Aware Approach

Given an input SQL s and a table t, the model aims
to generate a response ỹ. To bridge the gap between
the two sources of information, we first propose a
Unified Graph Transformation approach (UGT),
which explicitly connects the input SQL and table
in a unified structure. In this way, we can obtain a
joint graph representation of the two sources and
convert the answer-to-sequence task to a graph-
to-text problem. And then, we utilize a varietal
transformer architecture (Ribeiro et al., 2020b) that
employs the original transformer encoder as the
Global Node Encoder (G-NE) and introduces a
GNN based layer into each transformer encoder
layer as the Local Node Encoder (L-NE). G-NE
allows explicit communication between two distant
nodes, taking advantage of a large node context
range. And L-NE has an advantage in modeling
the graph topology. As shown in Figure 2 (b), this
architecture cascaded performs global and local
node aggregation, which gathers the benefits from
both strategies. In the rest of this section, we will
describe the proposed Unified Graph Transforma-
tion and the Local Node Encoder in detail.

4.1 Unified Graph Transformation

Given a SQL s and its execution result (in the form
of a table) t as input (shown in Figure 1), the Uni-
fied Graph Transformation takes two steps to trans-
form the input two sources of data into a unified
graph (shown in Figure 2 (a)). First, it converts the
SQL and table into two undirected graphs: SQL
graph Gs and table graph Gt. In particular, for a
SQL, we follow the previous method (Xu et al.,
2018) and convert it to a tree. For a table, we treat
each column name and table cell as a node and
divide the nodes in the table into two categories:
table header node and table cell node. And then,
we connect each header node with the cell node in
the same column. We also build the connections
between the cell nodes in the same row. Second,
we add connections between the nodes that indicate
the same column in Gs and Gt to build the unified
graph. we also add a self-loop connection for each
node. The transformed unified graph is formulated
as Gh = (Vh, Eh), where V represents the nodes set
and Eh = {(n, v)|n, v ∈ V}. Figure 2 (a) shows
an example of the transformed unified graph.

We expect that developing generation model
should benefit from the recent advance on pre-
trained language models (PLMs). Following previ-
ous work (Ribeiro et al., 2021), we represent each
Gh using subword tokens, and convert it into a new
token graph G = (V, E). Specifically, each token
of a node in Vh becomes a node ṽ in N . For each
edge (n, v) ∈ Eh, we connect each token between
n and v to obtain the new edges set E (as shown
in Figure 2 (c)). However, we notice that the new
token graph G breaks the structure of the original
graph Gh and may make the encoder pay too much
attention to the feature of nodes at the token level
instead of the original node level. This may bring
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extra noise into graph encoding. To preserve the
original structural information, we introduce the
Node Segment Embedding (NSE), which assigns
the same symbol to the nodes in the token graph
G which belong to the same node in the original
unified graph Gh. Figure 2 (c) gives an example.

4.2 Local Node Encoder
Given {hv|v ∈ V} as the outputs of the Global
Node Encoder at the L-th encoder layer, we next de-
scribe how the Local Node Encoder (L-NE) works.
As shown in Figure 2 (b), L-NE consists of two
main modules: a Node Embedding Layer and a
Graph Attention Network (GAT) (Velickovic et al.,
2018) Layer. The former enriches the features of
the nodes, and the latter explicitly models the graph
structure. Formally, given hv, we obtain the feature-
enhanced node representation by:

hev = LayerNorm(hv) + esv, (1)

where LayerNorm represents layer normalization
(Ba et al., 2016). esv denote the node segment em-
bedding for node v. After the Node Embedding
Layer, we utilize a GAT layer to model the graph
structure. Formally, it aggregates the representa-
tions of node v in a multi-head self-attention layer
(Vaswani et al., 2017) as follows:

shv,n =
hevW

h
Q(h

e
nW

h
K)⊤

√
d/H

,

αh
v,n =

es
h
v,n

∑
ñ∈N (v) e

shv,ñ
,

zh =
∑

n∈N (v)

αh
v,n(h

e
nW

h
V ),

hr = Concat(z1, ..., zH),

(2)

where 1 ≤ h ≤ H , and W h
Q, W h

K , W h
V ∈

Rd×(d/H). N (v) denotes the immediate neighbor-
hood of node v in graph G.

The transformer parameters are initialized with
the pretrained T5 (Raffel et al., 2020), and the oth-
ers are randomly initialized. Given each gold in-
stance (s, t, y), we fine-tune the model to optimize
the following cross-entropy objective:

L = −
|y|∑

i=1

pθ(yi|y1:i−1; s, t). (3)

5 Experiment

5.1 Experiment Settings
Baselines Due to current datasets bias in the En-
glish language, the D2T methods for others are

SQL Components Descriptions

Min 最小的 (minimum)
Max 最大的 (maximum)
Count 数量 (the number of)
Sum 总共 (total)
Average 平均 (average)

= 等于 (is)
!= 不等于 (is not)
> 大于 (more than)
>= 大于等于 (no less than)
< 小于 (less than)
<= 不小于 (no more than)

And 并且 (and)
Or 或者 (or)

Asc 从低到高 (in the ascending)
Desc 从高到低 (in the descending)

Table 3: Natual language descriptions for different SQL
components.

rarely explored. Meanwhile, PLMs-based models,
such as T5, have achieved SOTA results (Ribeiro
et al., 2020a, 2021; Wang et al., 2022; Jolly et al.,
2022) on many D2T tasks. Therefore, we exper-
iment with T5-based models to understand their
performance on CATS-D, CATS-S, and CATS:

• TEMP automatically generates descriptions
based on the predefined template. Specifically,
we first manually write a template for SQL
queries replacing the values, columns, table
names, and conditions with slots. Meanwhile,
we also create a list of descriptions for each
component in SQL queries (Table 3 reports
the descriptions of partial SQL components).
Then we enumerate all cells in the table row
by row to obtain the description for a table.
Lastly, we join the two parts of descriptions
as the final output.

• POINTER-GEN is an RNN-based Seq2Seq
model with attention and copy mechanism
(See et al., 2017). We concatenate the SQL
and linearized table as input.

• T5 denotes finetuning the T5 model on the
proposed CATS. The input is the same as that
used in the POINTER-GEN. Notably, to make
a fair comparison with our proposed method,
we add a fully connected feed-forward net-
work (FNN) on top of each transformer layer
and make its parameters equal with the L-NE
layer. We denote this as T5 + FNN.

• T5-GRAPH is also a finetuning T5 method.
Different from T5, it uses the sample graph
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MODELS
CATS CATS-D CATS-S

BLEU ROUGE-L COVERAGE BLEU ROUGE-L COVERAGE BLEU ROUGE-L COVERAGE

Development

GOLD - - 75.56 - - 69.59 - - 77.30

TEMP 40.04 57.20 81.48 18.05 47.37 77.93 42.71 59.82 83.24

POINTER-GEN 51.26±0.20 73.70±0.14 68.73±0.13 48.33±0.91 67.95±0.96 56.96±0.90 49.77±0.16 73.79±0.26 69.26±0.24

T5 53.60±0.13 74.42±0.06 72.87±0.04 52.47±0.28 68.5±0.32 68.20±0.25 51.43±0.10 73.77±0.04 73.08±0.03

T5 + FNN 54.14±0.21 74.80±0.16 72.85±0.18 52.10±0.17 68.28±0.17 68.02±0.31 51.67±0.22 73.75±0.17 73.08±0.17

T5-GRAPH 52.21±0.17 73.68±0.04 72.03±0.10 49.89±0.40 66.72±0.10 66.65±0.26 50.12±0.18 73.11±0.13 72.05±0.04

T5-GRAPH + FNN 52.30±0.17 73.71±0.20 71.87±0.05 48.81±0.27 66.35±0.13 66.10±0.30 50.42±0.09 73.22±0.12 72.07±0.05

UGT 54.75±0.15 75.72±0.06 72.68±0.16 54.23±0.49 69.82±0.35 68.07±0.63 52.54±0.16 74.84±0.12 72.99±0.07

UGT + NSE 56.34±0.13 76.72±0.09 73.41±0.05 58.79±0.51 73.16±0.31 68.94±0.31 53.54±0.15 75.36±0.19 73.67±0.10

Test

GOLD - - 76.35 - - 68.67 - - 76.98

TEMP 41.39 57.82 82.40 17.76 46.21 77.83 42.69 60.16 82.96

POINTER-GEN 50.77±0.56 73.25±0.14 68.47±0.31 47.34±0.81 66.46±0.80 56.93±1.21 50.37±0.27 74.21±0.20 69.98±0.24

T5 53.49±0.13 74.22±0.08 72.36±0.12 51.32±0.22 66.81±0.28 67.93±0.18 52.91±0.07 74.51±0.08 73.33±0.08

T5 + FNN 53.87±0.18 74.42±0.16 72.34±0.10 50.71±0.12 66.42±0.24 67.06±0.24 52.71±0.14 74.32±0.11 73.32±0.16

T5-GRAPH 51.82±0.13 73.28±0.05 71.33±0.03 47.91±0.28 64.75±0.20 65.51±0.31 51.40±0.22 73.78±0.13 72.15±0.08

T5-GRAPH + FNN 52.04±0.22 73.58±0.15 71.37±0.13 47.45±0.33 64.60±0.25 65.69±0.31 51.35±0.21 78.78±0.14 72.32±0.12

UGT 54.27±0.24 75.13±0.10 72.13±0.16 52.48±0.43 67.96±0.45 67.19±0.72 53.03±0.37 75.38±0.11 73.18±0.13

UGT + NSE 55.95±0.23 76.10±0.06 72.84±0.18 57.10±0.42 71.74±0.43 68.40±0.23 54.21±0.17 75.93±0.20 74.04±0.08

Table 4: Automatic evaluation results on the development and test sets. Mean (±s.d.) over 4 seeds.

representation with our method (described in
Section 4.1) as input. Again, we add FNN to
make a fair comparison, which is denoted as
T5-GRAPH + FNN.

Evaluation Metrics We evaluate our models by
applying both automatic and human evaluations.
For automatic evaluation, we employ the widely
used metric, BLEU (Papineni et al., 2002) and
ROUGE-L (Lin, 2004), to evaluate the fluency of
generated text. And we utilize SacreBLEU (Post,
2018) to calculate the BLEU after segmenting the
sentcne by jieba 2. Additionally, we utilize COVER-
AGE (Shao et al., 2019) to evaluate the faithfulness
of generated text. COVERAGE measures the aver-
age proportion of input tables that are covered by
a generated text. The table headers are also con-
sidered. We use string matching rules to determine
whether a cell exists in the generated text. We con-
duct experiments over 4 different seeds and report
the average scores on them.

We display examples of input representation for
different models and provide the implementation
details in Appendix C.1 and C.2.

5.2 Main Result

Table 4 presents the experimental results on CATS,
CATS-D, and CATS-S, from which we make three
main observations.

2http://pypi.python.org/pypi/jieba

First, we can see that all neural network mod-
els outperform TEMP on BLEU by a large margin.
This suggests that neural models are better at gen-
erating fluent expressions. We consider this thanks
to the language modeling task (Equation 3), which
trains the neural models to predict the next token,
given the previous history. Nevertheless, we find
that TEMP achieves the best COVERAGE scores on
all sets, even better than GOLD. We consider this is
because, when annotating the references, to make
the presentation more reasonable and fluent, anno-
tators summarize the contents of the table, such as
merging some cells, etc. On the other hand, TEMP
copies all the contents of the table directly.

Second, adding extra trainable parameters (+
FNN) does not always improve the performance
on T5 and T5-GRAPH. For example, T5 + FNN

performs better than T5 on both CATS and CATS-
S, but worse than T5 on CATS-D. Moreover, we
notice that T5 performs better than T5-GRAPH

given the fact that the sizes of their parameters are
equal. We speculate this is because, compared to
T5-GRAPH, T5 uses the original SQL and the flat-
tened table as input, which preserves the partial
structural information of the input SQL and table
by the segment symbols “,” and “|” (please refer
to Appendix C.1 for the example of input data lin-
earizations). However, T5-GRAPH still treats the
input as a sequence and ignores the unified graph’s
structure, leading to its performance degradation.

2989



MODEL CATS CATS-D CATS-S

T5 + FNN 54.14±0.21 52.10±0.17 51.67±0.22

w/o SQL 40.90±0.24 39.75±0.08 40.00±0.30

w/o TABLE 17.83±0.13 24.25±0.33 14.51±0.11

OURS 56.34±0.13 58.79±0.51 53.54±0.15

w/o SQL 45.16±0.26 47.92±0.50 43.89±0.38

w/o TABLE 19.59±0.16 26.91±0.11 16.20±0.62

Table 5: Effect of input SQL and TABLE. w/o SQL and
w/o TABLE denote removing the SQL and table from
the input, respectively. OURS denotes UGT + NSE.

Lastly, by explicitly modeling the unified graph
structures, UGT dramatically outperforms the size-
comparable models T5-GRAPH + FNN and T5-
FNN on all metrics. The results display UGT’s
superiority in capturing essential structural knowl-
edge for this task. Additionally, Node Segment
Embedding (+ NSE) further improves the perfor-
mance. This verifies that NSE can help the encoder
better preserve the original structural information.

5.3 Analysis and Discussion

Effects of input SQL and Table To examine the
effects of different input data, we conduct ablation
studies on the input side by removing the input SQL
and table. The results on three development sets
are summarized in Table 5. We observe that, after
removing the SQL and only utilizing the table as in-
put, both T5 + FNN and our method (UGT + NSE)
perform poorly on all metrics. The performance
degrades even more if only SQL is employed. The
results demonstrate that both input SQL and table
are essential for the answer-to-sequence task. Addi-
tionally, our method clearly outperforms T5 + FNN

on all ablation settings. It reveals the effectiveness
of our method compared to vanilla T5 architecture
even under extreme input conditions.

Effects of Data Complexity We further explore
the performances on different levels of data com-
plexity. We use BLEU as the metric in this section.
The results are shown in Table 6. We first explore
the effect of the table size. Unsurprisingly, the
BLEU scores of all models decrease as the number
of table rows or columns grows. The more rows
or columns the table contains, the more difficult
it is for a model to process it. Compared to two
baseline models, our method is better at handling
large tables. Furthermore, we investigate the im-
pact of SQL complexity on model performances.
With respect to the SQL complexity, our model

COLUMN NUMBER 1 2 3 >=4
# EXAMPLES 1,138 2,580 403 215

POINTER-GEN 53.21 50.74 42.20 35.29
T5 + FNN +2.28 +1.16 +7.08 +4.29
OURS +5.61 +4.69 +7.54 +5.28

ROW NUMBER 1 2 3 >=4
# EXAMPLES 1,899 769 467 1201

POINTER-GEN 56.72 49.71 49.05 44.30
T5 + FNN +3.57 -0.58 +1.68 +6.24
OURS +5.75 +1.54 +5.16 +7.62

SQL HARDNESS Easy Medium Hard Extra Hard
# EXAMPLES 915 1,588 1,531 302

POINTER-GEN 60.92 54.99 42.78 43.17
T5 + FNN +0.92 +0.60 +6.79 +3.65
OURS +3.98 +3.75 +7.80 +9.22

TARGET LENGTH < 20 < 40 < 60 >= 60
# EXAMPLES 1,275 1,635 724 702

POINTER-GEN 52.67 51.97 52.02 41.64
T5 + FNN +2.93 -0.31 -0.06 +7.54
OURS +6.08 +3.19 +3.33 +7.82

Table 6: BLEU scores of different models in the CATS
test set on different levels of data complexity. Relative
results of T5 + FNN and our method are reported com-
pared against the POINTER-GEN.

achieves larger improvement against baseline mod-
els, especially on extra hard SQLs. It shows that
our approach can better encode the complex in-
put data than others. Lastly, we study the model
performance concerning different ground-truth de-
scription lengths. The POINTER-GEN struggles on
longer descriptions, where the performance drops
over 10 BLEU scores on responses longer than 60.
In this scenario, T5-based models dramatically out-
perform the POINTER-GEN, while our method can
still beat T5 + FNN.

5.4 Human Evaluation

To reach a deeper understanding of the qualities
of the generated descriptions, we conduct human
evaluation following Parikh et al. (2020). We com-
pare our method with TEMP, POINTER-GEN, and
T5 + FNN. Specifically, we first randomly select
100 examples from the CATS test set and the cor-
responding outputs generated by each model. And
then, five native Chinese annotators (three females
and two males) with master’s degrees or above en-
gaged in NLP research are invited to evaluate the
quality from the four axes. Specifically, FLUENCY
measures whether the description is fluent. FAITH-
FULNESS estimates whether the description is log-
ically consistent with input SQL, and all pieces
of information are supported by the input table.
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MODEL Flu. ↑ Fai. ↑ Cov.(%)↑ Rep. ↓
GOLD 8.42 9.15 95.32 0.14
TEMP 5.27 6.87 99.41 0.02

POINTER-GEN 6.13 6.32 83.27 0.74
T5 + FNN 6.82 7.16 89.27 0.39
OURS 7.14 7.48 90.26 0.27

Table 7: Human evaluation over references (denoted
as GOLD) and model outputs. Flu., Fai., Cov., Rep.
denote FLUENCY, FAITHFULNESS, COVERAGE and
REPETITION. ↑ indicates higher is better and ↓ denotes
lower is better.

They are scores range from 1 to 10, the higher the
better. COVERAGE is the percentage of cells in
the input table the candidate sentence covers. It is
different from the one in Table 4 (please refer to
Appendix C.4). REPETITION is number of cells
the candidate sentence repeats. We also introduce
the reference as one candidate (denoted as GOLD).
And its results can be regarded as the upper bound.

The results summarized in Table 7 show that the
GOLD consistently achieves high performance than
generation methods. It attests to the high quality of
our human annotations. We report FLUENCY and
FAITHFULNESS score for TEMP because they are
sensitive evaluation. We can see that TEMP gets
a high FAITHFULNESS score but is poor on FLU-
ENCY. Our method outperforms baseline models
on almost all axes with an agreement kappa score
(van der Lee et al., 2020) more than 0.86. It demon-
strates the effectiveness of our proposed method.
Although our model achieves a high coverage rate
(90.26%), its FAITHFULNESS score is relatively
low (only 7.48), and there is a considerable gap
compared with GOLD. It indicates simply copy-
ing content from the input table can not guarantee
the faithfulness of the generated response. It may
be necessary for the model to understand the deep
semantics of SQL and table, which is the biggest
challenge in this dataset.

6 Conclusion

We present CATS, a large-scale and high-quality
Chinese answer-to-sequence dataset, along with a
series of baselines. It helps alleviate the problem
of current D2T datasets’ bias towards the English
language. We propose a Unified Graph Transforma-
tion method to bridge the structural gap between
the SQL and table. In this way, we convert the
task to a graph-to-text problem. Furthermore, we

introduce the Node Segment Embedding to solve
the problem that transforming the input graph to a
new token graph breaks the original graph’s struc-
ture. Experiments on CATS show that our proposed
model outperforms existing baseline models. We
conduct further analysis on CATS, which attests to
both the high quality and challenges of the dataset.

Limitations

This work presents CATS, a large-scale and high-
quality Chinese answer-to-sequence dataset. It is
a free and open dataset. One of most important
motivations for presenting this dataset is that most
of the existing datasets are built for English, which
leads to advanced work on D2T generation primar-
ily focusing on English and leaving other languages
underexplored. However, CATS only alleviates the
dataset language bias rather than solving it. And it
is limited to the study of Chinese methods. Regard-
ing methodology, the proposed UGT converts the
answer-to-sequence task to a graph-to-text problem
to bridge the gap between two heterogeneous input
data (SQL and table). However, UGT works only
for answer-to-sequence task rather than graph-to-
text task. Additionally, though the proposed NSE

can help the graph-to-text model better preserve
the original structural information, the contribution
may be limited to the graph-to-text task.

Ethics Statement

This work presents CATS, a free and open dataset
for the research community to study the answer-to-
sequence problem in the practical TableQA system.
And it helps enrich the D2T languages and alleviate
the datasets’ bias in English. To balance the data
quality and scale and bring it closer to the practi-
cal scenario, data in CATS are collected from two
sources, which are manually annotated as CATS-
D and CATS-S. In other words, CATS consists of
CATS-D and CATS-S. The data in CATS-D is col-
lected from DuSQL (Wang et al., 2020b) dataset, a
free and open dataset for the Chinese Text-to-SQL
problem. Meanwhile, to enlarge our dataset, we
adopt an automatic data construction pipeline to
collect a large number of high-quality SQL-table
pairs for annotation. To ensure the quality of our
dataset, we manually annotate the SQL-table pairs.
We hire 24 native annotators with undergraduate
degrees to annotate the data. Specifically, 20 anno-
tators are responsible for annotations, and another
4 workers are asked to review the annotated data.
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We pay 2.1 yuan ($0.31 USD) for annotating each
SQL-table pair.

To avoid our dataset leakages personal privacy,
we replace the sensitive information in the collected
tables with predefined unique words. Furthermore,
we ask the annotators to filter out the examples that
leak personal privacy and contain social bias and
harmful content.
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SQLs ::= SQL | SQL interaction SQLs |
SQL union SQLs | ...

SQL ::= Select | Select Where |
Select Order | Select Order Filter

Select ::= Select A | Select AA | ...

Where ::= Where Conditions

Conditions ::= A op value | A op SQL

A ::= C | MIN C | MAX C | AVG C |
COUNT C | SUM C

C ::= T.column | T.column mathop T.column

T ::= table in current database

mathop ::= + | - | * |

op ::= == | != | > | >= | < | <= | like | in | not in

Table 8: SQL generation grammar rules.

A Dataset Construction Details

A.1 Database Building Details

To build the database, we first clean the collected ta-
bles. We build a rule-based table cleaning pipeline
to guarantee table quality. We filter out noise tables
via rules as follows: (1) We first build a blacklist
including special chars, dirty words, emojis, and
HTML words. And filter tables if the headers or
the values include any word in the blacklist; (2) We
recognize all of the header types in each table in-
cluding Text, Number, Time, and Bool. If the
proportion of Text type is less than 30%, we filter
out the table; (3) We filter out tables with less than
2 columns or rows; (4) We will filter out the table,
if a value repeats more than 50% in it. Finally, we
obtain 24K high-quality tables.

The original crawled data are in the form of inde-
pendent tables, which need to be linked with other
tables to form databases. We build a database cre-
ation pipeline and link different tables based on
the header overlap (Wang et al., 2020b) to acquire
multi-table databases. Finally, 600 databases are
selected in the dataset.

A.2 Automatic SQL Generator

The SQL generator utilizes production rules from
the SQL grammar to automatically generate SQL
queries. Specifically, a SQL query can be rep-
resented as an abstract syntax tree (AST) using
the rules, such as SQLs = SQL, SQL = Select
Where, Select = SELECT A, Where = WHERE
Conditions..., all of which are production rules
of the SQL grammar. By exploiting every rule of
the grammar, we can generate SQL queries cov-
ering patterns of different complexity along with

Media Electricity Public ServiceTraffic Bank
24% 2% 11% 2% 18%

Media
23%

Electricity
2%
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11%

Traffic
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Resource
4%

Insurance
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Manufacture
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Figure 3: Topic distribution of CATS.

corresponding tables. We illustrate some SQL pro-
duction rules in Table 8.

A.3 SQL Hardness

Following Guo et al. (2021), we adopt SQL hard-
ness to measure the complexity of SQL queries
from the following four-level: easy, medium, hard,
and extra hard (Yu et al., 2018). The SQL difficulty
is defined based on the number of SQL components,
selections, and conditions. Therefore, queries that
contain more SQL keywords (GROUP BY, OR-
DER BY, INTERSECT, nested subqueries, column
selections, and aggregators, etc.) are considered
harder. For example, a query is considered hard
if it includes more than two SELECT columns,
more than two WHERE conditions, and GROUP
BY two columns, or contains EXCEPT or nested
queries. A SQL with more additions on top of that
is considered extra hard.

B Topics Distribution of CATS

Following Parikh et al. (2020), we build a topic cat-
egorization model for tables in CATS to investigate
the topic distribution. We first ask the annotators
to label 10,000 tables and then train a table topic
classifier built on a table-aware encoder (Bao et al.,
2018). We apply the classifier to label other ta-
ble topics. Figure 3 presents an aggregated topic
analysis of our dataset. We find that 61% of CATS

is made up of the Media, Insurance, and Bank
topics, and the other 39% is composed of broader
topics, such as Public Service, Technology, and
Finance. The proposed CATS is limited to topics
that are presented in CLUE and DuSQL.
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C Experimental Details

C.1 Example of SQL and Table
Linearizations

We display the input representations for different
models in Figure 4. For POINTER-GEN, T5, and
T5 + FNN, we directly concatenate the SQL and
linearized table as input, where table is linearized
row by row. For T5-GRAPH, T5-GRAPH + FNN

and OURS, follow previous work (Ribeiro et al.,
2021), we linearize the SQL graph Gs into a se-
quence of nodes by the depth-first traversal and
concatenate it with the linearized table as input.
Especially, instead of segmenting the nodes with
special symbol |, we build a connection matrix for
the token graph G. The connection matrix is used
by the Local Node Encoder to encoding the graph
structure.

C.2 Implementation Details
We employ the POINTER-GEN implemented by
OpenNMT (Klein et al., 2017). POINTER-GEN is
built based on LSTM (Hochreiter and Schmidhu-
ber, 1997). We set the layers of the encoder and
decoder as 2 and 1, respectively. And we set the
embedding and decoder hidden size as 512. T5-
based methods are implemented using Hugging-
Face (Wolf et al., 2020) and inintilized by T5base3.
And the hidden size of the GAT layer in the Local
Node Encoder is set to 512. For T5-based meth-
ods, we set the dropout rate to 0.1, use AdamW
optimizer (Loshchilov and Hutter, 2018) and em-
ploy a linear learning rate decay schedule without
warm-up. We use BLEU (Papineni et al., 2002) for
the early stopping criterion. Moreover, the learning
rate is 3e-5 and batch size is 4 for all experiments.
During decoding, we employ beam search with a
beam size 5. All experiments are trained on Nvidia
Tesla V100 32GB GPUs.

C.3 Human Evaluation Details
The detailed information about the four human eval-
uation metrics are as following:

• Fluency: a sentence is fluent if it is gram-
matical and natural. And it is scored from 1
to 10, where 1 represents not Fluent, and 10
represents Mostly Fluent.

• Faithfulness: a sentence is considered faithful
if it is logically consistent with the input SQL

3https://huggingface.co/uer/t5-base-chinese-
cluecorpussmall

SQL Query

Execution Result

SELECT ⻐璼 , 뀖㔔 , 裯㞝脢劅㝕䌑볝 FROM 騢鯪㸸㞝 
ORDER BY 睘┞姍뀑㞝僓ꭊ ASC LIMIT 3 | ⻐璼 | 뀖㔔 | 裯
㞝脢劅㝕䌑볝騢 | 騢鯪㸸㳔㞝㳔 | 77 | 騢鯪㸸朮槏㳔㞝 | 
朮槏 | 87 | 騢鯪㸸气槏㳔䧶ⶖ㳔㞝气槏ⶖ㳔 | 77 

SELECT Name,  Field, The maximum age of the winner FROM
Nobel Prize ORDER BY The first award time ASC LIMIT 3

⻐璼
Name

뀖㔔
Field

裯㞝脢劅㝕䌑볝
The maximum 

age of the winner

騢鯪㸸㳔㞝 
Nobel Prize in Chemistry 

㳔
chemistry 77

騢鯪㸸朮槏㳔㞝
Nobel Prize in Physics 

朮槏
physics 87

騢鯪㸸气槏㳔䧶ⶖ㳔㞝 
Nobel Prize in 

Physiology or Medicine

气槏ⶖ㳔 
physiology 

and medicine
77

SELECT ⻐璼 , 뀖㔔 , 裯㞝脢劅㝕䌑볝 FROM 騢鯪㸸㞝뀉 
ORDER BY 睘┞姍뀑㞝僓ꭊ ASC LIMIT 3

SELECT Name,  Field, The maximum age of the winner FROM
Nobel Prize ORDER BY The first award time ASC LIMIT 3 | 
Name | Field | The maximum age of the winner | Nobel Prize in 
Chemistry | chemistry | 77 | Nobel Prize in Physics physics |  Nobel 
Prize in Physiology or Medicine physiology and medicine | 77 

The concatenation of SQL and  linearized Table 

Linearized Unified Graph

SQL SELECT Name Field The maximum age of the winner FROM
Nobel Prize ORDER BY ASC The first award time LIMIT 3 
Name Field The maximum age of the winner Nobel Prize in 
Chemistry chemistry 77 Nobel Prize in Physics physics  Nobel Prize 
in Physiology or Medicine physiology and medicine 77 

SQL SELECT ⻐璼 뀖㔔 裯㞝脢劅㝕䌑볝 FROM 騢鯪㸸㞝 
ORDER BY ASC 睘┞姍뀑㞝僓ꭊ LIMIT 3 ⻐璼 뀖㔔 裯㞝
脢劅㝕䌑볝騢 騢鯪㸸㳔㞝㳔 77 騢鯪㸸朮槏㳔㞝 朮槏
87 騢鯪㸸气槏㳔䧶ⶖ㳔㞝气槏ⶖ㳔 77 

Figure 4: Different linearizations for an input SQL and
Table.

and all pieces of information are supported by
the table. The score ranges from 1 to 10.

• Coverage is the percentage of cells in the
input table the candidate sentence covers. It is
calculated by nc

nt , where nt denotes all cells in
the input table, and nc represents the number
of cells covered by the sentence.

• Repetition number of cells the candidate sen-
tence repeats. If a cell is repeated n times, it
will be recorded n times.

For each sample, the annotators need to evalu-
ate four candidates based on the input data. And
they do not know which model generates these
sentences.

C.4 Differences in COVERAGE between
Automatic Evaluation and Human
Evaluation

The COVERAGE in Table 4 is calculated by cova =
nc

na , where na denotes all cells in the input table and
include the cells in the table header. nc represents
the number of cells covered by the generated text.
We use string matching rules to determine whether
a cell exists in the generated text. cova does not
consider semantic matching between cells. There-
fore, it will miss some cells that are summarized or
paraphrased cells.

The COVERAGE in human evaluation is calcu-
lated covh = nc

nt , where nt denotes all cells in the
input table and does not include the cells in the
table header. nc represents the number of cells
covered by the sentence. nc is counted by manual
checking. Therefore, the cells that are summarized
or paraphrased in the generated text will counted.

Overall, cova is more rigorous and inflexible
than covh, and it takes more account of the able
headers, so it scores lower.
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D Case Study

In Figure 5, we display two decoder output exam-
ples from the baselines on the development set of
CATS. We find that the model can generate text
with high coverage when the input table is simple,
such as the number of columns being small. Sec-
ond, when the input table is complex, such as con-
taining multiple rows and columns, simple models,
such as POINTER-GEN, tend to miss some content.
Meanwhile, the complex models, such as T5-based
ones, only simply enumerate the table cells rather
than describe them like humans. Finally, the de-
scriptions generated by models are not faithful to
the input, even though they contain most of the
input table content. For example, in the second
case, all the models do not describe the “earliest”
correctly. That is, the descriptions are not logically
consistent with the input SQL, which is one of the
biggest challenges of this task.

Case A

Input
SQL

SELECT⻐璼 FROM⪨㝕鉿儘 ORDER BY 劅둛廛䍳 - 劅⛽廛䍳 ASC 
LIMIT 3

SELECT name FROM the plants ORDER BY maximum temperature –
minimum temperature ASC LIMIT 3

Table
⻐璼 <br> 㐌槊 <br> 勏儘<br>寊儘

Name <br>  Earth <br> Jupiter <br> Mercury

Output

GOLD

㐃⪨㝕鉿儘╚廛䈽劅㸰溸3╗鉿儘儱㐌槊յ勏儘յ寊儘ն

In the eight plants, the three planets with smallest temperature different are: 
Earth, Jupiter, Mercury.

TEMP

㐃⪨㝕鉿儘╚劅둛廛䍳 - 劅⛽廛䍳溸⻐璼⮕⯋儱㐌槊⾕勏儘⾕寊
儘ն

In the eight plants, the names of maximum temperature – minimum 
temperature are: Earth, Jupiter, and Mercury.

POINTER
-GEN

䭶廛䍳-廛䍳劅㝕溸3╗⪨㝕鉿儘⮕⯋儱1յ㐌槊2յ勏儘3յ寊儘ն

The three eight planets with the largest temperature-temperature are: 1. 
Earth; 2. Jupiter; 3. Mercury.

T5-FNN

⪨㝕鉿儘溸劅둛廛䍳劅둛溸3╗鉿儘⮕⯋儱1յ㐌槊2յ勏儘3յ
寊儘ն

The three planets with the highest maximum temperatures of the eight 
planets are: 1. Earth; 2. Jupiter; and 3. Mercury.

OURS

廛䈽劅㸰溸3╗鉿儘⮕⯋儱1յ㐌槊2յ勏儘3յ寊儘ն

The three planets with smallest temperature different are: 1. Earth, 2. 
Jupiter, 3. Mercury.

Case B

Input

SQL

SELECT⻐璼 , 뀖㔔 , 裯㞝脢劅㝕䌑볝 FROM騢鯪㸸㞝뀉 ORDER BY 睘
┞姍뀑㞝僓ꭊ ASC LIMIT 3

SELECT name,  field, the maximum age of the winner FROMNobel Prize 
ORDER BY the first award time DESC LIMIT 3

Table

⻐璼 | 뀖㔔 | 裯㞝脢劅㝕䌑볝 <br> 騢鯪㸸㳔㞝 | 㳔 | 77 <br> 騢鯪㸸
朮槏㳔㞝 | 87 | <br> 騢鯪㸸气槏㳔䧶ⶖ㳔㞝 | 气槏ⶖ㳔 | 77

name | field | the maximum age of the winners <br> Nobel Prize in 
Chemistry | chemistry | 77 <br> Nobel Prize in Physics | physics | 87 <br> 
Nobel Prize in Physiology or Medicine | physiology and medicine | 77

Output

Gold

睘┞姍뀑㞝僓ꭊ劅僃溸3╗騢鯪㸸㞝溸뀖㔔⾕裯㞝☭溸劅㝕䌑볝⮕⯋儱
1.㳔뀖㔔裯䕒騢鯪㸸㳔㞝溸劅㝕䌑볝儱77㻹2.朮槏뀖㔔裯䕒
騢鯪㸸朮槏㳔㞝溸劅㝕䌑볝儱87㻹3.气槏ⶖ㳔뀖㔔裯䕒騢鯪㸸气
槏㳔䧶ⶖ㳔㞝溸劅㝕䌑볝儱77㻹ն

The fields and maximum ages of the winners of the three Nobel Prizes that 
were awarded the earliest for the first time are 1. Chemistry, where the 
maximum age to receive the Nobel Prize in Chemistry is 77; 2. Physics, 
where the maximum age to receive the Nobel Prize in Physics is 87; 3. 
Physiology and Medicine, where the maximum age to receive the Nobel 
Prize in Physiology or Medicine is 77.

TEMP

䭶攍睘┞姍뀑㞝溸⻐璼,뀖㔔,裯㞝脢劅㝕䌑볝⮕⯋儱騢鯪㸸㳔㞝յ
㳔յ77⾕騢鯪㸸朮槏㳔㞝յ朮槏յ87⾕騢鯪㸸气槏㳔䧶ⶖ㳔㞝յ
气槏ⶖ㳔յ77ն

According to the name of the first award, the fields and the maximum age 
of the winners are Nobel Prize in Chemistry, Chemistry, 77, and Nobel 
Prize in Physics, Physics, 87, and Nobel Prize in Physiology or Medicine, 
Physiology and Medicine, 77, respectively.

POINTER
-GEN

睘┞姍뀑㞝僓ꭊ劅㸵溸3╗騢鯪㸸㞝뀉溸⻐璼,뀖㔔,裯㞝脢劅㝕䌑볝⮕
⯋儱1.騢鯪㸸㳔㞝㳔22.騢鯪㸸朮槏㳔㞝朮槏33.騢
鯪㸸气槏㳔䧶ⶖ㳔㞝气槏ⶖ㳔77ն

The names, fields, and maximum ages of the winners of the three Nobel 
Prizes that are awarded the minimum for the first time are 1. the Nobel 
Prize in chemistry, chemistry, 2; 2. Nobel Prize in physics, physics, 3 ; 3. 
Nobel Prize in physiology or medicine, physiology, and medicine, 77.

T5-FNN

睘┞姍뀑㞝僓ꭊ劅ꪍ溸3╗騢鯪㸸㞝뀉⻐璼,뀖㔔,裯㞝脢劅㝕䌑볝劔3╗
⮕⯋儱1.騢鯪㸸㳔㞝㳔772.騢鯪㸸朮槏㳔㞝朮槏87
3.騢鯪㸸气槏㳔䧶ⶖ㳔㞝气槏ⶖ㳔77ն

The fields and maximum ages of the winners of the three Nobel Prizes that 
are awarded the longest for the first time are 1. the Nobel Prize in 
Chemistry, Chemistry, 77; 2. the Nobel Prize in Physics, Physics,  87; 3. the 
Nobel Prize in Physiology or Medicine, Physiology and Medicine, 77.

OURS

睘┞姍뀑㞝僓ꭊ劅焝溸3╗騢鯪㸸㞝뀉溸뀖㔔⾕裯㞝脢劅㝕䌑볝⮕⯋儱
1.騢鯪㸸㳔㞝㳔772.騢鯪㸸朮槏㳔㞝朮槏873.騢鯪㸸
气槏㳔䧶ⶖ㳔㞝气槏ⶖ㳔77ն

The fields and maximum ages of the winners of the three Nobel Prizes that 
are awarded the shortest for the first time are 1. the Nobel Prize in 
Chemistry, Chemistry, 77; 2. the Nobel Prize in Physics, Physics,  87; 3. the 
Nobel Prize in Physiology or Medicine, Physiology and Medicine, 77.

Figure 5: Answer-to-sequence examples in CATS. Er-
ror words are in red. Confusing and incomprehensible
phrases are in blue.
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