Applying an Information-theoretic Approach for Automatic Identification
of German Multi-word Expressions

Sergei Bagdasarov
Saarland University, Germany
sergeiba@lst.uni-saarland.de

Abstract

In this study, we apply a largely information-
theoretic approach to identify and extract German
multi-word expressions (MWEs) from selected
corpora. We analyze the register-specific use of
MWEs, comparing medical scientific abstracts and
newspaper articles. Our results show that the two
registers vary in the use of MWEs both structurally
and semantically. For instance, scientific texts ex-
hibit more discourse-related MWEs and expres-
sions that denote objects or phenomena, whereas
in newspaper texts we observe more MWEs denot-
ing persons or functioning as references to time or
place. Furthermore, we interpret these differences
in terms of the situational context, i.e. field (topic),
tenor (attitude), and mode (discourse).

1 Introduction

Multi-word expressions (MWEs), formulaic se-
quences of at least two words that tend to co-
occur together, make up a considerable proportion
of language. MWEs vary greatly in their nature,
ranging from highly opaque idiomatic expressions
like da liegt der Hund begraben, complex prepo-
sitions (in Bezug auf) to light verb constructions
(zur Verfiigung stellen) and terminological patterns
(lokale Tumorkontrolle). Despite their heterogene-
ity, MWEs seem to share a common property of
being processed holistically as whole units or at
least providing predictable transitions from one
token to the other. This results in a processing ad-
vantage in comparison to non-formulaic sequences
of comparable length (Tremblay and Baayen, 2010;
Siyanova-Chanturia et al., 2017).

This processing advantage make MWEs an im-
portant factor influencing the formation of an ef-
ficient code of communication, especially within
clearly distinguishable functional varieties of lan-
guage, i.e., registers. However, the functional vari-
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ation in the use of formulaic language, particu-
larly in languages other than English, seems to be
an under-researched topic in linguistics. Another
yet unresolved question, despite more than two
decades of active research, is the accurate identifi-
cation, extraction, and classification of MWE:s.

Our goal here is, therefore, twofold. First, we
test a novel information-theoretic approach for
MWE extraction (Gries, 2022a) that, to the best
of our knowledge, has not been used on German
data yet. Second, we aim to analyze the formulaic
language in German scientific and newspaper texts
and establish how the contextual differences be-
tween these two registers impact the use of MWEs.

The remainder of the paper is structured as fol-
lows. Section 2 offers an overview of related work
on register variation in English and German, as
well as different approaches to MWE identification.
Section 3 presents our data and briefly describes the
MWE identification procedure used in this study.
In Sections 4 and 5 we present the MWEs extracted
from our data and discuss the use of formulaic lan-
guage in German scientific and newspaper texts.
And finally, Section 6 summarizes the present work
and outlines the potential for future research.

2 Related Work

2.1 Register Variation

Conceptually, our work is rooted in register theory,
register being defined as a language variety that
can be described in terms of its context of situa-
tion (field, tenor, and mode (Halliday and Hasan,
1985)). The field of discourse refers to the topic
of a text as well as to the overall purpose of com-
munication (e.g., transmit information, describe
world phenomena, etc.). Thus, variation in field
is especially evident at the lexical level including
specific terminology in specialized texts (such as
scientific texts). The tenor of discourse describes
the relationship between the author and the audi-
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ence (e.g., professional vs. layperson) as well as
the author’s attitude towards the subject matter of
a text. Finally, the mode refers to the channel and
medium of communication (spoken vs. written) as
well as to the general discourse organization of a
text.

Building on this theoretical framework, Biber
and Gray (2010) and Biber and Conrad (2019) con-
ducted extensive research on English scientific writ-
ing, comparing it to other registers. There are also
numerous studies that adopt a diachronic perspec-
tive showing the evolution and formation of a regis-
ter. For instance, Biber and Gray (2011) show how
scientific English evolved towards a more nominal
style of writing. Similarly, Degaetano-Ortlieb and
Teich (2022) and Degaetano-Ortlieb (2021) apply
information-theoretic methods to trace how scien-
tific English became more conventionalized and
informationally denser over a period of 300+ years.

While the research on register variation is mostly
focused on English, the German language has been
studied from this perspective as well. For example,
Neumann (2014) carried out a comprehensive study
of eight registers in German and English based on a
broad selection of linguistic features; or Kunz and
Lapshinova-Koltunski (2015) and Krielke (2021)
explore discourse-related and syntactic aspects of
register variation in German, also drawing a com-
parison with English.

However, register-based studies on MWEs seem
to be rather limited. Conrad and Biber (2005) ana-
lyze lexical bundles in different English registers.
Similarly, Breeze (2013) studies the same type of
MWE:s in several legal subregisters. Adopting a
broader perspective on MWEs, Alves et al. (2024a)
and Alves et al. (2024b) conducted diachronic anal-
yses of different MWE types in English scientific
writing. However, to our knowledge, no compar-
ative register-based study of German MWEs has
been carried out yet.

2.2 MWE Identification

In MWE research, the problem of identification
and extraction of MWEs is of key importance. De-
spite diverse and persistent efforts invested into
developing extraction solutions in recent decades,
this problem still remains a "pain in the neck" for
linguists and NLP scholars (Sag et al., 2002).

The proposed approaches vary greatly in their
conceptual basis and implementation. Some schol-
ars rely on frequency as their criterion for MWE
identification, extracting all sequences of n words
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that are more frequent than a defined threshold
(lexical bundles) (Conrad and Biber, 2005; Breeze,
2013). Frequency is sometimes combined with
some type of association measure such as mu-
tual information (Simpson-Vlach and Ellis, 2010).
Building on the idea of co-occurrence and associa-
tion, Brunner and Steyer (2015) designed a corpus-
driven MWE extraction approach based on collo-
cation profiles. Again with a focus on German,
Weller and Heid (2010) leverage syntactic relations
to extract verbal MWEs by combining syntactic
dependencies and association measures.

A variety of more computational extraction meth-
ods can also be found in the literature. For instance,
Klyueva et al. (2017) use neural networks to ex-
tract verbal MWEs in 15 languages. In turn, Cap
et al. (2013) trained a Conditional Random Fields
classifier to detect light verb constructions in Ger-
man. Moreover, a number of works rely on word
embeddings for this task (Scherbakov et al., 2016;
Loukachevitch and Parkhomenko, 2018).

While all these approaches have their advantages,
they are subject to certain limitations. Methods
that prioritize lexical bundles overlook less fre-
quent MWESs or shorter word sequences that, how-
ever, might still be worthy of analysis (e.g., some
named entities, terminological patterns). Syntactic
approaches rely on previous parsing of texts and,
therefore, are language-sensitive. Moreover, they
often focus only on one specific type of MWE:s.
Automatic approaches are limited by the data sets
used for training. For instance, systems that par-
ticipated in the PARSEME shared task (Ramisch
et al., 2020) only cover verbal MWE:s in different
languages, while works presented in the DIMSUM
shared task (Schneider et al., 2016) focus only on
English MWEs.

To overcome these limitations, some scholars
combine different state-of-the-art methods in their
MWE research (Alves et al., 2024a,b), which im-
proves recall. Alternatively, one could apply a
statistically motivated and language-independent
extraction procedure that is capable of retrieving
MWE:s of different types. Such a procedure was
developed by Gries (2022a) and will be described
in the next section.

3 Data and Methods
3.1 Data

For the analysis of MWESs in German newspaper
texts we use the Tiger corpus (version 2.2) (Brants



et al., 2004). The Tiger corpus contains newspa-
per articles extracted from Frankfurter Rundschau,
consisting of over 800,000 tokens.

To cover texts of the medical domain, we use
the German part of the Springer medical corpus
available through the MuchMore project.! The
corpus was compiled using medical abstracts from
41 different domains ranging from arthroscopy to
legal medicine, with the German part containing
roughly 1,000,000 tokens. General corpus statistics
are summarized in Table 1

Corpus | Texts | Sentences Tokens

Tiger 2,163 50,474 843,232

Springer | 7,808 54,839 | 1,137,843
Table 1: Corpus statistics for Tiger and Springer

datasets.

3.2 Extraction Method

We use a largely information-theoretic method pro-
posed by Gries (2022a) to automatically identify
and extract MWEs. The core idea of the method
boils down to splitting a corpus into bigrams, iter-
ating through the bigrams, and selecting the best
MWE candidates based on eight dimensions. The
best candidates are then merged into one single unit,
and the process is repeated N number of iterations.

The eight dimensions? involved in this method
capture different aspects of formulaicity that char-
acterize MWEs. Given a hypothetical bigram ab,
these dimensions are as follows:

Dimension 1 (frequency): total bigram fre-
quency; here, we apply a threshold of at least 10
occurrences.

Dimension 2 (dispersion): how well a bigram is
distributed throughout the corpus, as measured by
normalized Kullback-Leibler divergence (KLD):

P(z)
Q(x)

KLD(P || Q) =) _ P(x)log (1)

KLDporm = 1 — e KEP 2)

Dimensions 3 and 4 (type frequency): how
many unique token types occur after @ and before
b.

"https://muchmore.dfki.de/resources1.htm

Here, we just give a general overview of these dimensions.
For more information on calculations and reasons for selecting
the dimensions, see Gries (2022a), Gries (2020) and Gries
(2022b).
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Dimensions 5 and 6 (normalized entropy):
how much uncertainty there is about what follows
the token a and precedes the token b:

> iey pi X logy pi
logy n

3)

Hnorm = -

Dimensions 7 and 8 (association): how strongly
a is attracted to b and vice versa, as measured by
normalized KLD (see again Equation 2).

After calculating the dimensions, they are nor-
malized to range from O to 1 (if not already), cre-
ating an eight-dimensional vector. Euclidean dis-
tance (ED) is then computed to measure the dis-
tance of each bigram from the center of the eight-
dimensional space and select the most suitable
MWE candidate.

We implemented this extraction algorithm in
Python, adding a preprocessing step in which all
numbers, special characters and punctuation marks
except for hyphens are removed. No lemmatiza-
tion was performed during the preprocessing. For
now, we limit the number of iterations to 200 due
to the high computational load, with each iteration
yielding 5 MWEs.

200 Iterations

. c ing 8 Euclidean
‘ G Preprocessing o 5 — o

l Top §
Figure 1: MWE extraction pipeline.

MWEs

This extraction logic is visualized in Figure 1
and can be further illustrated with the example
of the MWE in der laufenden Periode. First, an
MWE candidate composed of tokens laufenden
and Periode was ranked second by ED in iteration
29 and merged into one unit laufenden Periode.
Then, an MWE candidate consisting of elements
der and laufenden Periode was ranked third by
ED in iteration 32 and merged into the unit der
laufenden Periode. And finally, in iteration 151,
an MWE candidate consisting of elements in and
der laufenden Periode was ranked second by ED
and merged into the final MWE in der laufenden
Periode.

For the follow-up analysis of the extracted
MWESs, we rely on the association measure again
(Equations 1 and 2). However, instead of calcu-
lating the strength of the forward and backward



association, we obtain one measure for the whole
MWE. For instance, if an MWE consists of two
elements, we calculate the association a—>b and
b—>a and take the mean of both values. If an MWE
has more than two elements, we calculate the asso-
ciation for each MWE part as described above and
then take the mean of the resulting values. For ex-
ample, the association strength of the MWE in der
laufenden Periode would be the mean of the associ-
ation scores of in <—> der, in der <—> laufenden,
and in der laufenden <—> Periode.

4 Results
4.1 Extraction Results

The extraction procedure applied as described
above yielded 1,000 potential MWEs for each cor-
pus. However, thorough filtering was still required
to reduce noise. First, we automatically removed
all MWE candidates that were included in longer
sequences. For example, jeden Fall was rejected
because it also occurs in auf jeden Fall. This led
to the exclusion of 194 MWE candidates from the
Springer corpus and 176 MWE candidates from
the Tiger corpus.

Subsequently, a human annotator with a solid
linguistic background was tasked with the manual
evaluation of the remaining MWE candidates. The
annotator labeled the potential MWEs as success-
ful and unsuccessful with 1s and Os respectively
according to the following criteria:

¢ A successful MWE consists of at least two
words.

¢ A successful MWE constitutes a semantic unit
but not necessarily a non-compositional one.

* A successful MWE does not consist only of
two tokens that are grammatically or syntacti-
cally inherently bound to each other.

¢ A successful MWE can be allocated to one of
the 10 predefined categories.?

The categories used for the classification of the
extracted MWEs are:

Object/Phenomenon: material objects, ab-
stract concepts, world phenomena (der koronaren
Herzkrankheit, moderne Wirtschaftspolitik);

Person: persons’ names or MWEs referring to
individuals or groups and/or their function or status

3These criteria are an adapted version of the annotation
guidelines used in Youssef (2024)
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Bundestagsprdsidentin Rita Siissmuth, ein Sprecher
des);

Organization: political/economic entities (der
Bundesrepublik Deutschland, der Europdischen
Union);

Action/Process/Condition: verbal or nominal
MWE:s denoting actions and processes or describ-
ing persons or objects (scharf kritisiert, zur Verfii-
gung gestellt, die statistische Auswertung);

Discourse organizer: MWEs used to create text
cohesion (Ziel dieser Arbeit, aus diesem Grund,
vor allem);

Place: geographic locations, directions, refer-
ences to places with varying degree of specificity
(in den USA, an unserer Klinik, in der Ndhe);

Time: time references with varying degree of
specificity (im ndchsten Jahr, unmittelbar vor, nach
Herztransplantation);

Quantity: MWEs indicating the amount of mea-
surable objects (Milliarden Mark, ein paar, eine
Vielzahl von);

Attribute: characteristics or features of persons
or objects (im Alter von, Kilometer langen, statis-
tisch signifikanten);

Mode of Action: MWEs describing an action or
process (in vitro, immer wieder, aus Protest gegen).

After the filtering according to these criteria, we
retained 609 MWEs extracted from the Tiger cor-
pus and 553 MWEs extracted from the Springer
corpus, resulting in a precision of 60.9% and 55.3%
respectively. Youssef (2024) reported a compara-
ble precision of 48% for English data. Note that
the higher precision values in our results are likely
due to the exclusion of all bigrams containing sym-
bols or punctuation during preprocessing, reducing
the number of unsuccessful MWE candidates. Re-
call could not be calculated, as the total number of
MWE:s present in the corpora is unknown.

We grouped the successful MWEs into several
broad syntactic patterns based on the Universal
Dependencies POS tags (de Marneffe et al.) of
their components (see Table 2). We found more
nominal and adjectival MWESs and in the Springer
corpus, structures that reflect terminology forma-
tion patterns typical of scientific language (einer
retrospektiven Studie). Verbal MWEs are also
more prominent in the Springer corpus. These
are mostly expressions used for topic introduction
or method description (retrospektiv analysiert, wir
untersuchten).

In contrast, the most common MWEs extracted
from the Tiger corpus are prepositional phrases,



probably due to the need for very specific time and
place references in newspaper texts (im Ausland,
am heutigen Dienstag).

Pattern | Tiger | Springer
NP 257 279
PP 255 117
AdjP 3 23
VP 50 101
AdvP 24 15
Misc 20 18

Table 2: MWEs POS patterns. NP: noun phrase, PP:
prepositional phrase, AdjP: adjectival phrase, VP: verb
phrase, AdvP: adverbal phrase

Among unsuccessful MWESs, the most com-
monly encountered POS patterns are: determiner
+ noun (der Kunde, des Parteitags),* determiner
+ adjective (ein neues, ein wichtiges ), reflexive
pronoun + verb (einigten sich), and particle + in-
fitive (zu finanzieren). These four patters account
for 87% and 84% of rejected MWEs in Tiger and
Springer corpora respectively (see Table 3 for a
more detailed overview).

Pattern Tiger | Springer
DET NOUN | 102 89
DET ADJ 39 42
PART VERB | 33 49
VERB PRON | 14 33
Misc 27 40

Table 3: POS patterns of unsuccessful MWEs. Category
"Misc" includes POS patters that correspond to less than
10 unique MWEs.

In successful MWEzs, the first component tends
to be more strongly connected to the second compo-
nent than vice versa. The opposite trend is observed
in unsuccessful MWEs. This pattern is reflected in
both forward and backward association measures,
as well as in the distribution of items following
the first component and preceding the second com-
ponent (see Figures 2 and 3). These differences
are in line with the POS patterns of the excluded
MWEs most of which are determiner+noun or de-
terminer+adjective sequences. No differences in
frequency and dispersion between successful and
unsuccessful MWEs were observed.

“However, we opted to keep some cases where determiner
and noun/adjective do form a fossilized construction (ein Vier-
tel, dieses Jahres).
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4.2 MWE Categories

The most common MWE categories in the Tiger
corpus are Place, Time, Person, Discourse or-
ganizer and Action/Process/Condition (see Fig-
ure 4). The latter two are also prominently at-
tested in the Springer corpus. However, Ob-
ject/Phenomenon is the most common MWE type
in scientific texts. In the following paragraphs, we
will have a closer look at the most relevant MWE
categories in both corpora.

Object/Phenomenon. In the Springer cor-
pus, this MWE type is mostly represented by
terminology referring to (a) diseases (koronare
Herzkrankheit), (b) body parts (langen Rohren-
knochen, unteren Extremitdten), (c) substances (Vi-
tamin E, mit Antikorpern gegen), or (d) abstract
concepts (therapeutische Konsequenzen, ein bre-
ites Spektrum). Many of the Springer MWESs of
this type are Latin or English terms (Ramus inter-
ventricularis anterior, Injury Severity Score). In the
Tiger corpus, this MWE type is much less frequent
and consists primarily of MWESs that denote ab-
stract concepts from the field of politics, economy
or sociology (die absolute Mehrheit, rote Zahlen,
gute Chancen).

Discourse organizers. Springer data features
MWEs that (a) describe authors’ scientific activ-
ity (wir beschreiben, wir untersuchten, berichten
wir tiber), (b) refer to the authors’ paper or study
(Ziel dieser Arbeit, der vorliegende Artikel), or
(c) present or interpret results (legen nahe daf,
sprechen dafiir daf, fanden wir). In contrast, Tiger
discourse organizing MWEs contain expressions
that (a) indicate the source of information (nach
offiziellen Angaben, einem Bericht der), (b) present
overall context (angesichts des, vor diesem Hinter-
grund), or (c) describe personal attitude (er hoffe,
ich denke, nach Ansicht). Apart from that, both cor-
pora share a number of common cohesive devices
(in der Regel, in diesem Zusammenhang, vor allem,
dariiber hinaus).

Action/Process/Conditions. As mentioned in
Section 4.1, MWE:s of this type comprise both ver-
bal and nominal patterns. In the Springer texts, they
often refer to diagnostic and analytical methods or
treatments employed in the medical field (retro-
spektiv analysiert, akustisch evoziert, Entfernung
des Tumors). In newspaper articles, these MWEs
describe actions commonly seen in political or eco-
nomic settings (die Abschaffung der, im Kampf
gegen). Both sets of MWEs contain light verb
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Figure 2: Comparison of successful and unsuccessful MWE:s in the Tiger corpus.

constructions. However, those from the Springer
corpus indicate cognitive and analytical processes
(in Betracht gezogen, in Erwdgung gezogen), while
those from the Tiger corpus are more varied in
their semantics (in Frage gestellt, iiber die Biihne
[gehen], ums Leben gekommen, ins Auge [fassen]).

Place. With only seven unique expressions,
MWEs of this type are not well represented in
the Springer corpus. However, in the Tiger cor-
pus this MWE type shows a wide range of realiza-
tions, with the most common being preposition +
city/country/region (in Genf, in Indien, in Afrika).
Additionally, we also found more generic and rela-
tive place reference (im Ausland, nordlich von, im
Siiden).

Time. Time MWE:s in scientific texts mostly
indicate the sequence of processes or events (nach
Beendigung der, nach dem Unfall, nach Abschluss
der). We also found some fixed time-related Latin
expressions (bis dato, post mortem) and refer-
ences to time periods (in diesem Zeitraum, einen
Zeitraum von). Time MWEs in newspaper texts are
especially used for comparing or presenting eco-
nomic and financial statistics in different periods
(zum Jahresende, als im Vorjahr, in der laufenden
Periode). Specific time references for event contex-
tualization are also richly attested in the Tiger cor-
pus (am spdten, am Donnerstag Abend, der Nacht

zum Freitag). Both registers share some common
MWE:s used for generic time references (in der
Vergangenheit, seit langem, vor kurzem).

Person. This type of MWEs is relatively
sparsely attested in medical texts, describing
mainly different groups of patients (Patienten bei
denen, Patienten mit koronarer Herzerkrankung).
In newspaper text, however, this category is primar-
ily represented by proper names (Bundesprdsident
Roman Herzog, Bundeskanzler Helmut Kohl). Ref-
erences to people’s social or political functions and
different groups of people are also attested in our
data (ausldndische Investoren, bosnische Serben,
stellvertretende Vorsitzende).

4.3 Association

In terms of association, MWESs in scientific texts
tend to show stronger internal ties between the el-
ements. Figure 5 shows that the Springer corpus
contains a larger proportion of MWEs with an as-
sociation score between 0.5 and 1, which shows
a moderate to high association strength. In con-
trast, newspaper texts are more characterized by
MWEs with a score between 0.2 and 0.5, indicating
a rather weak association strength. Interestingly,
the tendency towards higher MWE-internal ties in
scientific texts also holds for 35 out of 49 MWEs
that are attested in both corpora (see Table 4).
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Figure 3: Comparison of successful and unsuccessful MWEs in the Springer corpus.
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Figure 4: Comparison of MWE types in both corpora.

MWE Springer | Tiger
dariiber hinaus 0.99 | 0.95
in erster Linie 0.73 0.68
doppelt so 0.59 | 0.52
Hinweis auf 0.52 | 046
die Tatsache daf3 0.46 | 041
in der Regel 045 | 0.33

Table 4: Association scores for selected common

MWE:s.

Figure 6 offers a more fine-grained compar-
ison of MWEs in different categories.
ject/Phenomenon, Person and Organization are

Ob-
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Figure 5: Comparison of mean association scores in
Tiger and Springer MWEs.

the categories showing the highest association
strength of MWEs, while all other types show a
rather moderate association strength among the el-
ements of MWEs. The MWEs of scientific texts
have a stronger association in almost all categories.
The difference is by far most noticeable in the cat-
egory Object/Phenomenon. In contrast, MWEs
in the categories Person and Organization exhibit
stronger word-to-word connections in newspaper
texts.
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Figure 6: Strength of association across categories.

5 Discussion

As shown in Section 4.1, the output of the statisti-
cal method for MWE identification applied in this
study is not perfect and still requires post-hoc fil-
tering (see also the evaluation of the method in the
original paper (Gries, 2022a, p. 14)).

Moreover, this extraction procedure, sequential
in nature, sometimes struggles to cope with the
variation in German syntax and morphology. For
instance, some of the prepositional MWEs we en-
countered in the corpora are actually part of light
verb constructions (e.g. zu Buche [schlagen], auf
der Kippe [stehen], zur Last [legen], etc.). The
verbs, however, were not extracted as part of the
MWESs because in some of the MWE realizations
they were separated from the prepositional phrase
by other tokens. However, this problem could po-
tentially be solved by increasing the number of
iterations.

The flexible German syntax also led to variations
of the same expression being retrieved as different
MWEs, for instance, es handelt sich and handelt
es sich in the Springer corpus. While this might
seem redundant, we do believe that it is useful to
retrieve both versions, since it allows us to further
investigate the usage of MWEs. So, handelt es sich
is more frequent and shows a slightly higher associ-
ation strength than es handelt sich, suggesting that
this expression tends to be used more in sentences
with a pragmatically marked word order.

Despite its limitations, the applied extraction
method has proved to be a versatile tool for MWE
identification since it captures both high-frequency
MWEs such as discourse organizers (vor allem,
wir berichten iiber, in der Regel) and relatively

rare word combinations that, however, do function
as single units, for instance, proper nouns, loca-
tions, names of organizations and scientific termi-
nology (rheumatoider Arthritis, Bundesinnenminis-
ter Manfred Kanther, der Frankfurter Rundschau).

The analysis of MWE types clearly reflects how
the differences in the use of formulaic language
are related to the contextual dimensions of register
variation, i.e. field, tenor and mode.

In terms of the field of discourse, the main objec-
tive of scientific texts is to present new knowledge.
This inevitably involves an extensive use of termi-
nology. Consequently, we observe more nominal
and adjectival MWE patters in the Springer cor-
pus, and the MWE category Object/Phenomenon
is by far more common in scientific texts compared
to newspaper articles. Moreover, terminology in
the scientific domain becomes more fossilized due
to its repetitive use in similar contexts, indicated
by a higher internal association strength between
MWE components. In contrast, newspaper articles
are more event-oriented than descriptive. For this
reason, we see more MWEs providing local and
temporal references, which are essential for estab-
lishing the context of an event, as well as MWEs
referring to people and organizations who are pro-
tagonists in events.

The tenor of discourse can potentially explain
the presence of foreign-language MWE:s in scien-
tific texts. Scientific texts are usually written by
professionals in a specific field for their peers who
share the same background knowledge. This shared
knowledge allows them to use linguistic conven-
tions that would not be understandable outside their
community (e.g., Latin terminology). Newspaper
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articles, in contrast, are written for a broad audi-
ence and tend to use expressions from "general
language". Even if newspaper texts touch upon top-
ics from specialized domains such as economics
or politics, they rely on general terms that can be
understood by readers with no in-depth knowledge
of these domains. Similarly, a scientific text in-
tended for a broader audience (e.g., a blog entry
or a plain-language summary of a scientific paper)
tends to avoid specialized terminology (especially
Latin terms).

In terms of the mode of discourse, we can see
similarities and differences between scientific and
newspaper texts. With the two registers using the
written channel of communication, both show a
high proportion of cohesive devices, especially
those used for topic elaboration or cause-effect
relations. However, unlike the Tiger corpus, the
Springer corpus contains a considerable fraction of
MWEs that include references to the authors them-
selves or to their texts. Such self-references play
an important role in topic introduction and guide
the reader’s attention. Scientific texts also exhibit a
number of MWEs that are used as cohesive devices
for presentation and interpretation of results, which
are key elements in scientific studies.

6 Conclusion and Future Work

In this study, we used a statistically motivated and
language-independent method for MWE identifica-
tion proposed by Gries (2022a) to extract MWEs
from German texts. The method leverages both
frequency-based and information-theoretic mea-
sures to better capture the essence of formulaic
word sequences and enables the retrieval of differ-
ent MWE types. Although the extraction output
requires subsequent filtering by human experts, this
method is a promising approach for MWE identifi-
cation, especially in languages other than English.

Our analysis showed that the variation in the
use of formulaic language in German scientific
and newspaper texts can be explained in terms of
field, tenor, and mode of discourse, which is in line
with previous research on functional variation (see
Section 2 for a brief overview).

The main focus in our future work will be on
enhancing the efficiency of our Python implemen-
tation of the extraction method and increasing the
number of iterations to improve the MWE recall.
Additionally, we would like to explore whether the
addition of further dimensions can improve the ex-
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traction precision. In this respect, surprisal should
be a suitable measure to favor the retrieval of those
word sequences that exhibit the most predictable
transition from one token to another. Apart from
that, we also plan to add more registers to our anal-
ysis.

Limitations

The Springer corpus contains only texts from medi-
cal journals, albeit covering a broad variety of med-
ical fields. Therefore, it might fail to capture some
features of language use characteristic of other sci-
entific domains. Moreover, it is only composed
of paper abstracts, which tend to be written in a
more condensed way than the body of the papers.
Similarly, the Tiger corpus only comprises texts
coming from one newspaper — Frankfurter Rund-
schau — and may therefore be biased in terms of
style.

Our research design only allowed us to evaluate
the precision of the extraction method. Since it
is not known how many MWEs are present in the
corpora, it is not possible to calculate the recall.
An additional evaluation on a dataset with gold-
standard MWE annotation would provide valuable
insights into the method’s performance in terms of
recall.

Although the annotator performed the classifi-
cation of the extracted MWE:s to the best of their
abilities, we are aware that alternative judgments
might also be possible in some cases.
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