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Foreword

It is our great pleasure to present the proceedings of the 38th Pacific Asia Conference on Language,
Information and Computation, or PACLIC 38 (2024), held in hybrid mode on 7-9 December 2024 at the
Tokyo University of Foreign Studies (TUFS), Japan.

In a world where languages and computers shape how we live, work, and connect, PACLIC has remained
a vital space for reflecting on their evolving relationship. This year’s conference brings together
researchers from across the region and around the world to address the challenges and possibilities that
arise at the intersection of linguistics and computation. In an age marked by linguistic diversity and rapid
technological advancement, these conversations are more important than ever.

The contributions in this proceedings reflect a broad spectrum of inquiry—ranging from theoretical
explorations in linguistics to cutting-edge developments in natural language processing. They represent
not only disciplinary rigor but also a shared commitment to addressing some of the most pressing
guestions of our time. As Prof. Kayako Hayashi, President of the University, aptly posed during the
welcome remarks: How do we foster understanding in multilingual societies? How can we harness
technology in ways that enhance, rather than diminish, our human values? What role should artificial
intelligence play in shaping our communicative futures?

We are especially grateful to the Tokyo University of Foreign Studies for hosting this gathering—a fitting
venue for deepening our understanding of language in all its complexity. We extend our sincere thanks
to the authors, reviewers, organizers, student volunteers, and participants who made PACLIC 38 (2024)
possible. Your efforts continue to strengthen this community and advance the collective work of
research, reflection, and innovation. We also thank Okgi Kim and Soulkee Park for their assistance in the
publication of these proceedings.

We hope that the papers included here not only mark the progress of the field but also spark new
conversations and collaborations in the years ahead.

Nathaniel Oco, Shirley Dita, Ariane Macalinga Borlongan, Jong-Bok Kim
PACLIC 38 (2024) Program Committee Chairs
(on behalf of the organizing committee)
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Enhancing L2 Learner Corpus Design
Through Al: A Case Study of the JEFLL
Corpus Revision

Yukio Tono
Tokyo University of Foreign Studies

Learner corpus research (LCR) emerged in the 1990s, combining corpus linguistics, second language
acquisition, and foreign language teaching (Granger, 1998). Initially, LCR focused on comparing
native and advanced learner writing through contrastive interlanguage analysis (CIA), examining
overuse/underuse patterns and L1 influence. However, SLA researchers' interest in LCR remained
limited due to insufficient early acquisition data and weak theoretical foundations in second language
acquisition.

This situation has improved through more rigorous data collection focusing on specific aspects of
SLA theories (e.g., morpheme order, tense/aspect, verb argument structure). Additionally, there is
growing interest in NLP educational applications, including automatic essay evaluation and
automated error identification and correction. In recent years, the advent of generative Al has
drastically changed the perspective on these NLP applications in education.

In this talk, I will demonstrate how Al can enhance learner corpus design, incorporating recent
research paradigms. | will present a work-in-progress report on the comprehensive revision of my
learner corpus, the Japanese EFL Learner (JEFLL) Corpus, using generative Al. Specifically, I will
outline the construction of parallel texts (original texts, native speaker proofread texts, and Al-
corrected texts) with CEFR-level assessment by both humans and Al, based on the JEFLL Corpus. |
will also discuss the extension of the JEFLL Corpus for generating texts with improved or
downgraded CEFR levels.
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Al in Education: Implications for
Language Teacher Education

Ee Ling LOW
National Institute of Education, Nanyang Technological University

Artificial intelligence (Al) is revolutionising various sectors, particularly through the use of large
language models (LLMs) like ChatGPT, thereby dramatically changing everyday life and work. The
impact on language teacher education has been equally profound and far-reaching. This presentation
offers an overview of how language education and teacher professional development have the
potential to leverage Al's capabilities to provide unprecedented experiences of personalised learning
that may be tailored to individual and group needs. These opportunities include adaptive learning
systems, collaborative learning across time zones and geographical locations, automated grading,
virtual tutoring, and inclusive accessibility tools such as immediate closed captions. While the
advantages of Al in language teaching and learning are evident and exciting, the challenges and
concerns Al poses are less frequently discussed. Ethical considerations include data privacy issues
and the responsible use of Al models to maintain respect and inclusivity for diverse learners. Another
concern is how dominant languages, such as English, may contribute to the extinction of other
languages and varieties. This keynote will explore potential ethical applications of Al in language
education and teacher training. It will address critical considerations surrounding data privacy,
algorithmic bias, and the importance of equitable access to Al resources. Using Singapore as a case
study, this keynote will examine Al applications at the institute and national levels in language teacher
education and presents a faculty technology-enabled learning framework (FacTEL) that is currently
being developed and implemented for teacher educators. Future directions for Al in language teacher
education includes the need to focus on creating sustainable, ethical, inclusive and equitable learning
environments for a diverse range of learners across the globe.
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Non-standard morphosyntactic variation
In L2 English varieties world-wide: a
corpus-based study

Robert Fuchs
University of Bonn

This talk will explore morphosyntactic variation in the global English language complex, specifically
across the fourteen L2 and six L1 varieties of English included in the Corpus of Global Web-based
English, totalling 1.9 billion words — the largest available corpus of global Englishes that includes
formal and informal data. We will focus on two studies in particular — one exploring non-standard
morphosyntactic variation and one focussing on the (standard) comparative alternation.

Previous research has identified and studied a wide range of non-standard syntactic constructions in
global varieties of English. However, there is currently a lack of large-scale corpus-based evidence
on non-standard syntactic variation in English from a global perspective (Kortmann, 2021: 299). The
term non-standard here refers to features outside the “core” of the language that represents the object
of description in English grammars, including those that might be regarded as ‘“colloquial” or
“vernacular”, such as there-existentials with singular agreement.

Across 34 morphosyntactic features drawn from eWAVE 3.0 (Kortmann et al. 2020), a total of
386,661 non-standard and more than 52 million standard occurrences were analysed in a logistic
mixed effects regression model. Register variation was accounted for by means of a co-variate for
involved discourse following Biber’s (1988) Multidimensional Analysis. Results indicate a relatively
low degree of non-standardness across both L1 and L2 varieties. The register dimension of involved
discourse is the most important variable governing non-standard variation, followed by differences
between world regions, and between varieties at different developmental stages. These results were
further confirmed by a hierarchical clustering model and a multidimensional scaling analysis.

Study 2 focusses on the comparative alternation. Although grammatical phenomena like the genitive,
dative, and particle placement alternations have recently become more frequently investigated in the
World Englishes field (e.g., Heller et al., 2017; Szmrecsanyi & Grafmiller, 2023), the choice between
the analytic (more silly) and the synthetic (sillier) comparative variant has received less attention.
Grammatical alternations are constrained by a range of factors that have been shown to largely
overlap across varieties of English (e.g., Bernaisch et al., 2014; Szmrecsanyi & Grafmiller, 2023).
This analysis explores the comparative alternation across 20 varieties of English, using mixed-effects
regression. Results show slight differences between Inner- and Outer-Circle Englishes (Kachru,
1985) as well as variation according to degree of nativization (Schneider, 2007); however,
considerable overlap in the constraints on the comparative across varieties suggests that the
alternation may be part of the common core of the global English language complex. Together, these
two studies shed light on what unites and divides different varieties of English in the English language
complex. In terms of methodology, the talk will particularly highlight how large amounts of data can
be analyzed in depth with big data methods.

Biber, Douglas. 1988. Variation across speech and writing. Cambridge University Press,
Cambridge.

Bernaisch, T., Gries, S. Th., & Mukherjee, J. (2014). The dative alternation in South Asian
English(es). English World-Wide, 35(1), 7-31. https://doi.org/10.1075/eww.35.1.02ber
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Davies, M., & Fuchs, R. (2015). Expanding horizons in the study of World Englishes with the 1.9
billion word global web-based English corpus (GloWbE). English World-Wide, 36(1), 1-28.

Heller, B., Bernaisch, T., & Gries, S. Th. (2017). Empirical perspectives on two potential
epicenters: The genitive alternation in Asian Englishes. ICAME Journal, 41(1), 111-144,
https://doi.org/10.1515/icame-2017-0005

Kachru, B. B. (1985). Standards, codification and sociolinguistic realism: The English language in
the outer circle. In R. Quirk & H. G. Widdowson (Eds.), English in the world: Teaching and
learning the language and literatures (pp. 11-30). Cambridge University Press.

Kortmann, B., Lunkenheimer, K., Ehret, K. 2020. (Eds.), The electronic world atlas of varieties of
English, 3.0. Max Planck Institute for Evolutionary Anthropology, Leipzig.

Kortmann, B. 2021. Syntactic variation in English: A global perspective. In: Aarts, B., McMahon,
A., Hinrichs, L. (Eds.), The handbook of English linguistics. 2" Edn. Wiley Blackwell,
Hoboken NJ , pp. 301-322.

Schneider, E. W. (2007). Postcolonial English: Varieties around the world. Cambridge University
Press.

Szmrecsanyi, B., & Grafmiller, J. (2023). Comparative variation analysis: Grammatical
alternations in world Englishes. Cambridge University Press.
https://doi.org/10.1017/9781108863742



Large Language Models and Natural
Language Processing

Rachel Edita Roxas
University of the Philippines Los Bafios

This study presents a systematic literature review on publications on minority languages in large
language models and natural language processing. Using the Bibliometrics approach on Scopus-
indexed documents published prior to November 2024, analyses and visualization were conducted.
Aside from the surge on the number of publications in recent years, collaboration among
countries/territories, and the predominance of the computer science subject area are noticeable. The
keyword co-occurrence network revealed the prevalence of keywords related to the field of computer
science. Schools of thought identified were: 1) Multilingualism and closely-related languages; 2)
Performance Evaluation Approaches, and 3) Cross-lingual approaches. We identified the natural
language considered in these studies, NLP tasks, technologies used, and social issues and concerns.
Conclusions and recommendations for future work are presented.
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The Oxford English Dictionary and
evolving language technologies

Kate Wild
Danica Salazar
Oxford University Press

The Oxford English Dictionary (OED), a large historical dictionary which traces the development of
meanings and uses of words used across the English-speaking world, has long been an early adopter
of new technologies such as digitization, online publication, and electronic text databases. In this
paper we discuss how the OED is responding to recent developments in language technologies, in
particular Artificial Intelligence (Al) and corpora.

Al has attracted much attention in lexicography especially since the release of ChatGPT in late 2022.
OED editors have been experimenting with Al tools and assessing their capabilities for various tasks,
including prioritizing new words and senses, suggesting modernized wording for unrevised
definitions, and word-sense disambiguation. We give examples of the outputs of such experiments,
with a particular focus on uses for global Englishes. We also demonstrate the ways in which Al could
transform the user experience of the OED, with a conversational interface powered by a large
language model as an alternative to more complex advanced searches.

A longer-standing aim of the OED has been to develop language corpora for lexicographical and
academic research. Having built a very large monitor corpus of 21%-century English which covers all
major varieties, the next step is to develop similarly diverse corpora for earlier periods of English.
We discuss the historical corpora currently used by OED editors, their limitations, and plans for a
new resource, including possible interactions with developments in Al.
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Querying and challenging the
“Generative Al lexicographer” for lexical
Information

Vincent B Y Ooi

Department of English, Linguistics and Theatre Studies, National University of
Singapore

Using examples primarily from English, this talk examines the capabilities of major LLMs - ChatGPT
(4-0, 4-0 mini) and Gemini (1.0 Pro, 1.5 Pro) - to act as ‘generative Al lexicographers’ for producing
accurate lexical output in relation to established lexicographic principles and practices. Against the
backdrop of current discussions on the subject - notably de Schryver (2023), Lew (2024a, 2024b),
McKean and Fitgerald (2023), and Rundell (2023) — we can evaluate the performance of these LLMs
in benchmarks valued by both corpus linguists and lexicographers alike, including (but not limited
to) the ability to handle lexical priming (Hoey 2005,00i 2016), semantic prosody/semantic
association (Sinclair 2004, Hoey 2005, Stubbs 2001), coverage (Ooi, 2010), and varieties of English
(Ooi 2018, 2021, 2023). Examples of such queries include their ability to contrast kungfu (as a
core/world English item) and karoshi (essentially more restricted to the Japanese context), the
semantic prosody of ‘involuntariness’ and ‘unpleasant experience’ for the verb undergo, the ability
to define the nominal killer litter in the sense of objects thrown from a high building that can injure
passers-by below and being predominantly Singapore English, and the ability to minimise cultural
bias for durian (a fruit often characterised in British and U.S. dictionaries as one that ‘smells like hell
but tastes like heaven’ and being ‘pungent’ or ‘stinky’). Results suggest varying accuracies and
nuances according to the version used, but this does not necessarily adhere to their following
respective purposes: GPT-40 (‘great for most tasks’), GPT-40 mini (‘faster for everyday tasks’),
Gemini 1.0 Pro (‘for an answer with more context’), and Gemini 1.5 Pro (‘for a more guided
experience’).

Gilles-Maurice de Schryver. 2023. Generative Al and Lexicography: the current state of the art
using ChatGPT. International Journal of Lexicography, 36(4):355-387.
https://doi.org/10.1093/ijl/ecad021/

Michael Hoey. 2005. Lexical Priming: A New Theory of Words and Language. Routledge, London,
UK.

Robert Lew. 2024a. Dictionaries and lexicography in the Al era. Humanities & Social Sciences
Communications, 11: 1-8. https://doi.org/10.1057/s41599-024-02889-7/

Robert Lew. 2024b. The impact of generative transformers on lexicography. (Invited plenary, the
17" International Conference of the Asian Association for Lexicography, 14 Sep 2024).

Erin McKean and Will Fitzgerald. 2023. The ROI of Al in Lexicography. In Proceedings of the
16th International Conference of the Asian Association for Lexicography: (Lexicography,
Artificial Intelligence, and Dictionary Users). Seoul: Yonsei University, pages 10-20.
https://asialex.org/pdf/Asialex-Proceedings-2023.pdf/

Michael Rundell. 2023. Automating the creation of dictionaries: are we nearly there?. In
Proceedings of the 16th International Conference of the Asian Association for
Lexicography: (Lexicography, Artificial Intelligence, and Dictionary Users). Seoul: Yonsei
University, pages 1-9. https://asialex.org/pdf/Asialex-Proceedings-2023.pdf/

John Sinclair. 2004. (co-edited with Ronald Carter). Trust the Text: Language, Corpus and
Discourse. Routledge, London, UK.

Michael Stubbs. 2001. Words and phrases: Corpus Studies and Lexical Semantics. Blackwell, UK.
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Vincent B.Y. Ooi. 2010. English Internet lexicography and online dictionaries. Lexicographica, 26:
143-154. https://doi.org/10.1515/9783110223231.2.143/

Vincent B.Y. Ooi. 2016. Lexical priming, dictionaries and Asian users of English. In Proceedings of
the 10™ International Conference of the Asian Association for Lexicography: (Advancing
Language Teaching with Lexicography and Corpus-building). De La Salle University,
Manila, The Philippines, pages 1-13. https://asialex.org/pdf/Asialex-Proceedings-2016.pdf/

Vincent B.Y. Ooi. 2018. Lexicography and World Englishes. In Low Ee Ling, A. Pakir (eds.) World
Englishes: Rethinking Paradigms. London: Routledge, pages 165-182.

Vincent B.Y. Ooi, 2021. Issues and prospects for incorporating English use in Japan into the
dictionary. Asian Englishes, 23(1): 62-78. https://doi.org/10.1080/13488678.2021.1876952/

Vincent B Y Ooi. 2023. Varieties of English and their inclusivity in the NAVER Dictionary. In
Proceedings of the 16th International Conference of the Asian Association for
Lexicography: (Lexicography, Artificial Intelligence, and Dictionary Users). Seoul: Yonseli
University, pages 134-142. https://asialex.org/pdf/Asialex-Proceedings-2023.pdf/

X1V



Table of Contents

Large Language Models and Natural Language Processing On Minority Languages: A Systematic
Review . . . . e 1
Rachel Edita Roxas

Leveraging Knowledge from Translation Memory for Globally and Locally Guiding Neural Ma-
chine Translation . . . . . . . . . . . . . . . e e 9
Ruibo Hou, Hengjie Liu and Yves Lepage

Using Large Language Models for education managements in Vietnamese with low resources . . 20
Duc Do Minh, Vinh Nguyen Van and Thang Dam Cong

A New Dataset and Empirical Evaluation for Vietnamese Food Recommendation System . . . . . 35
An Tran, Thanh Dang, Hong Dang and Tin Huynh

Advancing Vietnamese Information Retrieval with Learning Objective and Benchmark . . . . . . 46
Vinh Nguyen, Nam Tran, Long Nguyen and Dien Dinh

Comparative Analysis of Pre-trained Language Models for Patient Visit Recommendations . . . . 57
Pei-Ying Yang, Shin-En Peng, Shih-Chuan Chang and Yung-Chun Chang

A study of Vietnamese readability assessing through semantic and statistical features . . . . . . . 71
Hung Tuan Le, Long Truong To, Manh Trong Nguyen, Quyen Nguyen and Trong-Hop Do

SKT5SciSumm - Revisiting Extractive-Generative Approach for Multi-Document Scientific Sum-

Marization . . . . . . . . . v it e e e e e e e e e e e e e e e e 82
Huy Quoc To, Ming Liu, Guangyan Huang, Hung-Nghiep Tran, André Greiner-Petter, Felix Beierle and
Akiko Aizawa

Evaluating LIaMA-2’s Adaptation to Social Context in Japanese Emails via Fine-Tuning . . . . . 94
Muxuan Liu, Tatsuya Ishigaki, Yusuke Miyao, Hiroya Takamura and Ichiro Kobayashi

Construction of a Japanese Dialog Corpus Annotated with Speakers” Intimacy . . . . . . ... .. 109
Takuto Miura, Kiyoaki Shirai, Hideaki Kanai and Natthawut Kertkeidkachorn

Nuanced Multi-class Detection of Machine-Generated Scientific Text . . . . . . . . . ... ... 119
Shiyuan Zhang, Yubin Ge and Xiaofeng Liu

Using Multitask Learning with Pre-trained Language Models for Aspect-Based Sentiment Analysis
in the Hospitality Industry . . . . . . . . . . . o 131
Xuan-Yu You, Shih-Chuan Chang, Sheng-Mao Hung, Chih-Hao Ku and Yung-Chun Chang

Assessing the Performance of an Incremental Natural Language Understanding Model for Noisy
SlotFilling . . . . . . . . o e 141
Hannah Regine Fong and Ethel Ong

Domain-specific Guided Summarization for Mental Health Posts . . . . . . .. .. ... ... .. 150
Lu Qian, Yuqi Wang, Zimu Wang, Haiyang Zhang, Wei Wang, Ting Yu and Anh Nguyen

Word Boundary Decision: An Efficient Approach for Low-Resource Word Segmentation . . . . . 160
Yu Wang and Chu-Ren Huang

KoGEC : Korean Grammatical Error Correction with Pre-trained Translation Models . . . . . . . 170
Taeeun Kim, Youngsook Song and Semin Jeong

XV



Prompt Engineering with Large Language Models for Vietnamese Sentiment Classification . . . . 181
Dang Van Thin, Duong Ngoc Hao and Ngan Luu-Thuy Nguyen

Text Data Augmentation Method Using Filtering Indicators based on Multiple Perspectives . . . . 193
Haruto Uda, Kazuyuki Matsumoto and Minoru Yoshida

Synergizing Logical Reasoning, Knowledge Management and Collaboration in Multi-Agent LLM

Adam Kostka and Jaroslaw Chudziak

Multimodal Emotion Recognition and Dataset Construction in Online Counseling . . . . . . . .. 213
Toshiki Takanabe, Kotaro Kashihara, Kazuyuki Matsumoto, Keita Kiuchi, Xin Kang, Ryota Nishimura
and Manabu Sasayama

Exploring Large Language Models for PERMA-based Psychological Well-being Assessment . . . 222
Julianne Andrea Vizmanos and Ethel Ong

Aspect-Based Sentiment Analysis of Clothing Reviews in Vietnamese E-commerce . . . . . . . . 231
Pham Quoc-Hung, Dinh Van-Dan, Le Huu-Loi, Le Thi-Viet-Huong, Nguyen Thu-Ha, Phan Xuan-Hieu,
Nguyen Minh-Tien and Pham Ngoc-Hung

Generating Character Relationship Maps foraStory . . . . . . . . . ... ... ... ... .... 239
Taichi Uchino, Danushka Bollegala and Naiwala P.Chandrasiri

Enhancing Image Clustering with Captions . . . . . . . . . . . ... ... ... ... ... 246
Yuanyuan Cai, Satoshi Kosugi, Kotaro Funakoshi and Manabu Okumura

Pragmatic Competence Evaluation of Large Language Models for the Korean Language . . . . . 256
Dojun Park, Jiwoo Lee, Hyeyun Jeong, Seohyun Park and Sungeun Lee

MERE: A Deep Learning Architecture Using Multi-Fragment Ensemble for Relation Extraction . 267
Hoang-Quynh Le and Duy-Cat Can

Utilizing Geographic Entity Information for PLM-based Document Geolocation Models . . . . . 277
Yuya Yamamoto and Takashi Inui

RICoTA: Red-teaming of In-the-wild Conversation with Test Attempts . . . . . . . . .. ... .. 287
Eujeong Choi, Younghun Jeong, Soomin Kim and Won Ik Cho

A Novel Interpretability Metric for Explaining Bias in Language Models: Applications on Multi-
lingual Models from Southeast Asia . . . . . . . ... ... ... ... ... ... . 296
Lance Calvin Gamboa and Mark Lee

Pretraining and Updates of Domain-Specific LLM: A Case Study in the Japanese Business Domain 306
Kosuke Takahashi, Takahiro Omi, Kosuke Arima and Tatsuya Ishigaki

Generation of Diverse Responses to Reviews of Accommodations Considering Complaints about
Multiple ASPECES . . . . . . o e e e e e e e e e e 319
Kiyoaki Shirai, Yuta Murakoshi and Natthawut Kertkeidkachorn

Analysis of cross-linguality of XL-WSD dataset: A comparative study of Japanese and Dutch . . 330
Naranbuuvei Ganbat, Soma Asada and Kanako Komiya

Detection of Polysemy and Ambiguity in Japanese Adjectives Using Corpora . . . . .. ... .. 338
Takumi Osawa and Takehiro Teraoka

Xvi



LPLS: A Selection Strategy Based on Pseudo-Labeling Status for Semi-Supervised Active Learn-
ing in Text Classification . . . . . . . . . . . . o e 346
Chun-Fang Chuang, Dongyuan Li, Satoshi Kosugi, Kotaro Funakoshi and Manabu Okumura

Legal Information Retrieval through Embedding Models and Synthetic Question Generation: In-
sights from the Philippine Tax Code . . . . . . . .. .. ... ... ... ... ..... 354
Matthew Roque, Nicole Abejuela, Shirley Chu, Melvin Cabatuan and Edwin Sybingco

Large Language Models For Second Language English Writing Assessments: An Exploratory
Comparison . . . . . . ... e e e e e 363
Zhuang Qiu, Peizhi Yan and Zhenguang Cai

A Dual-Module Denoising Approach with Curriculum Learning for Enhancing Multimodal Aspect-
Based Sentiment Analysis . . . . . . . . ... e 371
Nguyen Van Doan, Dat Tran Nguyen and Cam-Van Thi Nguyen

Enhancing Document-level Argument Extraction with Definition-augmented Heuristic-driven Prompt-
ingfor LLMS . . . . . o . e e e e 380
Tongyue Sun and Jiayi Xiao

Gender and Dialect Classification for the Vietnamese Language . . . . .. ... ... ... ... 389
Tran Nguyen, Uyen Nguyen, Thinh Pham, Truc Nguyen and Binh T. Nguyen

Fact-checking for online advertisement posts . . . . . . . . . . . .. ... .o 398
Tam T. Nguyen, Hao Nguyen Thi Phuong, Truong Phu Le and Binh T. Nguyen

Multi-modal CheapFakes Detection: Cross-Encoder for Fusing Visual and Textual Features . . . . 407
Thao Nguyen, My Dang, Suong Hoang and Dac Nguyen

Multilingual Relative Clause Attachment Ambiguity Resolution in Large Language Models . . . . 417
So Young Lee, Russell Scheinberg, Amber Shore and Ameeta Agrawal

Defining and Detecting Incomplete Ingredient Descriptions in Cooking Recipes . . . . . . . . .. 433
Masatoshi Tsuchiya and Daigo Kohno

Emoji Prediction of Japanese X Postsby LLMs . . . . . . . . . ... ... ... . ... ... 440
Yijie Hua, Takehito Utsuro

ViHerbQA: A Robust QA Model for Vietnamese Traditional Herbal Medicine . . . . . . . . . .. 449

Quyen Truong, Long Nguyen and Dien Dinh

EATT: Knowledge Graph Integration in Transformer Architecture . . . . . .. .. ... ... .. 467
Phong Vo and Long Nguyen

Multi-mask Prefix Tuning: Applying Multiple Adaptive Masks on Deep Prompt Tuning . . . . . . 479
Qui Tu, Trung Nguyen, Long Nguyen and Dien Dinh
Contrastive Summarization of User Reviews: An Aspect-based Abstractive Approach . . . . . . . 488

Hung-Manh Hoang, Duc-Loc Vu, Huong Nguyen-Thi-Thuy, Duy-Cat Can and Hoang-Quynh Le

Kalahi: A handcrafted, grassroots cultural LLM evaluation suite for Filipino . . . . . . . ... .. 497
Jann Railey Montalan, Jian Gang Ngui, Wei Qi Leong, Yosephine Susanto, Hamsawardhini Rengarajan,
Alham Fikri Aji and William Chandra Tjhi

DejaVu: Disambiguation evaluation dataset for English-JApanese machine translation on VisUal
information . . . . ... L e e e e e e 524
Ayako Sato, Tosho Hirasawa, Hwichan Kim, Zhousi Chen, Teruaki Oka, Masato Mita and Mamoru Ko-

X Vil



machi

TECO: Improving Multimodal Intent Recognition with Text Enhancement through Commonsense
Knowledge Extraction . . . . . . . . . . . . . . . . e e e 533
Quynh-Mai Thi Nguyen, Lan-Nhi Thi Nguyen and Cam-Van Thi Nguyen

A Survey for LLM Tuning Methods:Classifying Approaches Based on Model Internal Accessibility 542
Kyotaro Nakajima, Hwichan Kim, Tosho Hirasawa, Taisei Enomoto, Zhousi Chen and Mamoru Komachi

A Viewpoints Embedded Diff-table System For Cross-sectional Insight Survey In a Research Task 556
Jinghong Li, Naoya Inoue and Shinobu Hasegawa

Emotion Aggregation in Artistic Image Analysis: Effects of Label Distribution Learning . . . . . 569
Ryuichi Takahashi, Yuta Sasaki, Yuhki Shiraishi and Jianwei Zhang

Modified Iterative Matching and Translation Approach for Formality Style Transfer in a Low-
Resource Setting . . . . . . . . . L 579
Kenneth Uriel Loquinte and Charibeth Cheng

CIKMar: A Dual-Encoder Approach to Prompt-Based Reranking in Educational Dialogue Systems 588
Joanito Agili Lopo, Marina Indah Prasasti, Alma Permatasari and Yunita Sari

Climate-NLI: A Model for Natural Language Inference and Zero-Shot Classification on Climate-
Related Text . . . . . . . . . o . o e e 600
Faturahman Yudanto, Yunita Sari and Maeve Zahwa Adriana Crown Zaki

Exploring Hallucinations in Task-oriented Dialogue Systems with Narrow Domains . . . . . . . . 609
Yan Pan, Davide Cadamuro and Georg Groh

VHE: A New Dataset for Event Extraction from Vietnamese Historical Texts . . . . . . ... .. 619
Truc Hoang, Long Nguyen and Dien Dinh

Unveiling the Truth: A Deep Dive into Claim Identification Methods . . . . . . . ... ... ... 635
Shankha Shubhra Das, Pritam Pal and Dipankar Das

Chain-of-Translation Prompting (CoTR): A Novel Prompting Technique for Low Resource Lan-
GUAZES © v v v v e e e e e e e e e e e e e e e e e e e e e e e e e 645
Nidhi Kowtal, Tejas Deshpande and Raviraj Joshi

CL-HumanEval: A Benchmark for Evaluating Cross-lingual Transfer though Code Generation . . 656
Miyu Sato, Yui Obara, Nao Souma and Kimio Kuramitsu

Enhanced Aspect-Based Sentiment Analysis with Integrated Category Extraction for Instruct-DeBERTa665
Dineth Jayakody, Koshila Isuranda, AVA Malkith , Nisansa de Silva, Sachintha Rajith Ponnamperuma,
GGN Sandamali, KLK Sudheera and Kashnika Gimhani Sarathchandra

Hybrid Neural-Rule Based Architectures for Filipino Stemming with Fine-Tuned BERT Variants . 675
Angelica Anne Araneta Naguio and Rachel Edita Oriate Roxas

JAPAGEN: Efficient Few/Zero-shot Learning via Japanese Training Dataset Generation with LLM 686
Takuro Fujii and Satoru Katsumata

Human Performance in Incremental Dependency Parsing: Dependency Structure Annotations and
their Analyses . . . . . . . . . e e e e e e 697
Hiroki Unno, Tomohiro Ohno, Koichiro Ito and Shigeki Matsubara

Effective Prompt-tuning for Correcting Hallucinations in LLM-generated Japanese Sentences . . . 707

XViil



Haruki Hatakeyama, Masaki Shuzo and Eisaku Maeda

Towards Building Efficient Sentence BERT Models using Layer Pruning . . . . . . ... ... .. 720
Anushka Shelke, Riya Savant and Raviraj Joshi

Japanese Term Selection for Stock Price Fluctuation by Large Language Models . . . . .. . .. 726
Takehito Utsuro,Shunsuke Nishida

Authorship Attribution in 19th-century Philippine Literature Using A Deep Learning Multi-label
Classifier . . . . . . . . e e 738
Paolo Espiritu, Jason Jabanes and Charibeth Cheng

Linguistic Feature-Based Clickbait Detection in Taiwanese News Headlines . . . . . . . ... .. 747
Chiung-Wen Chang and Ching-Han Huang

Modeling Personality Traits by Predicting Questionnaire Responses as an Alternative Approach to
Filipino Automatic Personality Recognition . . . . . .. .. ... ... ... ...... 753
Alessandra Pauleen I. Gomez, Ibrahim D. Kahil, Shaun Vincent N. Ong and Edward P. Tighe

Open-domain Named Entity Recognition for Low Resource Languages - A Case Study on Vietnamese762
Viet Ngo Quang and Huong Le Thanh

Human-Centric NLP or Al-Centric Illusion?: A Critical Investigation . . . . . . ... ... ... 773
Piyapath T Spencer

ViConsFormer: Constituting Meaningful Phrases of Scene Texts using Transformer-based Method
in Vietnamese Text-based Visual Question Answering . . . . . . . . . . . ... .. ... 780
Nghia Nguyen, Tho Quan and Ngan Nguyen

Immortal cows of Nouvelle France - Reflections around four variations on modern digital humani-
ties techniques for Zooarcheology . . . . . . . . . . ... ... ..o o . 790
Nicolas Delsol, Eric Drapeau, Samuel Laperle, Josiane Van Dorpe and Grégoire Winterstein

Bridging the Linguistic Divide: Developing a North-South Korean Parallel Corpus for Machine

Translation . . . . . . . . . . e e e e 801
Hannah Hyesun Chun, Chanju Lee, Hyunkyoo Choi and Charmgil Hong
Changes in the Sentiments and Metaphors in COVID-19 News Discourse (2019-2024) . . . . . . 810

Yolanda Guan and Winnie Huiheng Zeng

Enhancing ColBERT: A Method for Reducing Space Complexity and Accelerating Retrieval Speed 820
Hai Nguyen T. and Huong Le T.

Clustering-driven Sentiment analysis for COVID-19 vaccination in Tunisia . . . . . . . ... .. 830
Imen Hamed, Wala Rebhi and Narjes Bellamine Ben Saoud

Aganittyam: Learning Tamil Grammar through Knowledge Graph based Templatized Question

ANSWETING . . . . . L o e e e e e e e e e e 838
Mithilesh K, Amarjit Madhumalararungeethayan, Dharanish Rahul S, Abhijith Balan, C Oswald, and
Hrishikesh Terdalkar

New Approach to Infer Image Content from Social Media User’s Posts: Based on Fine-Tuning
Multimodal ATlModel . . . . . . . . . . . . e e 853
Feriel Gammoudi, Salma Namouri and Mohamed Nazih Omri

Mitigating Gender Bias in Large Language Models: An Evaluation Using Chain-of-Thought Prompt-
INZ . o ot e e e e e e e e e e 861

XiX



Arati Mohapatra, Kavimalar Subbiah, Reshma Sheik and S Jaya Nirmala

How Good Is Synthetic Data for Social Media Texts? A Study on Fine-Tuning Low-Resource
Language Models for Viethamese . . . . . . . . . . ... ... ..., 871
Luan Thanh Nguyen

Can we repurpose multiple-choice question-answering models to rerank retrieved documents? . . 885
Jasper Kyle Catapang

Are large language models affected by politeness? Focusing on request speech acts in Korean . . 894
Gayeon Jung, Joeun Kang, Fei Li and Hansaem Kim

CebBERT: A Lightweight Data-Transparent DistiIBERT Model for Cebuano Language Processing 904
Gian Carlos Tan, Jhan Kyle Canlas, Ren Joseph Ayangco, Daeschan Blane Gador, Mico Magtira, Jean
Malolos, Ramon Rodriguez, Joseph Marvin Imperial and Mideth Abisado

KULTURE Bench: A Benchmark for Assessing Language Model in Korean Cultural Context. . . 914
Xiaonan Wang, Jinyoung Yeo, Joon-Ho Lim and Hansaem Kim

GUIT-AsTourNE: A Dataset of Assamese Named Entities in the Tourism Domain . . . . . . . .. 928
Bhargab Choudhury, Vaskar Deka and Shikhar Kumar Sarma

Do LLMs Implicitly Determine the Suitable Text Difficulty for Users? . . . . . . . ... ... .. 940

Seiji Gobara, Hidetaka Kamigaito and Taro Watanabe

ElliottAgents: A Natural Language-Driven Multi-Agent System for Stock Market Analysis and
Prediction . . . . . . . . o L e 961
Jaroslaw A. Chudziak and Michal Wawer

A Comparative Study of Chart Summarization . . . . . . .. . .. .. ... ... .. ...... 971
An Chu, Thong Huynh, Long Nguyen and Dien Dinh

L3Cube-IndicQuest: A Benchmark Question Answering Dataset for Evaluating Knowledge of
LLMs inIndic Context . . . . . . . . . . . . . . . e e e e e 982
Pritika Rohera, Chaitrali Ginimav, Akanksha Salunke, Gayatri Sawant and Raviraj Joshi

An Analytical Study of the Flesch-Kincaid Readability Formulae to Explain Their Robustness over

Time . . . . e 989
Yo Ehara
A Linguistic Analysis on Negation and Emotion Shaft . . . . . . ... ... ... ... ...... 998
PuiHang Li and SophiaYatMei Lee
UPERF:Urdu Proximity Enhanced Retrieval Framework . . . ... ... .. ... .. .. .... 1009

Samreen Kazi and Shakeel Khoja

Development Of A Multi-Lingual Chatbot For Physical and Mental Health Monitoring Of Children 1018
Judith Azcarraga, Kate Justine Ermitano, Steven Castro and Mark Adrian Escobar

The Language of Depression: A Multi-phase Analysis on the Language Patterns of Filipinos with

Varying Levels of Clinical Depressive Symptoms . . . . . . .. .. ... ... ..... 1027
Angelo Lasalita, Edward Jay Quinto, Andrea Fernando, Kiyomi Mae Suzuki, Anthony Lars Abad, Jonathan
Macayan and John Christopher Castillo

Competencies in the International Language Tests and the Language Education Curriculum: Navi-
gating the Foundation of Prospective ESL Teachers for Certification . . . . .. ... .. 1038
ROXAN T. BAYAN and BOYET L. BATANG

XX



From Rules to Meaning Making: Teaching Grammar through Discourse Analysis as an Approach 1047
Allan Jay Esteban

Lexico-syntactic features of ab initio pilots’ and controllers’ aeronautical English: A corpus lin-
guistic investigation of aviation communication in the Philippine airspace . . . .. . .. 1055
Ramsey Ferrer and Shirley Dita

Age does matter: A generational comparison on the morphological and lexical variations of Tagalog
nominal and pronominal systems in Bataan . . . . . ... ... o000 oL 1069
Lemuel Fontillas

Comparison of Miratives in Mandarin Chinese: A Preliminary Study . . . . . .. ... ... ... 1079
Jiun-Shiung Wu and Yu-Chien Hsu

Identity or Competency? Exploring the Impact of Demographic and Professional Factors on En-
glish Faculty Competencies . . . . . . . . . . . . . i 1087
Bernadette Bagalay

Analyzing the Linguistic Generalizations of Filipino Bilingual Children to Bare and Un- Form of
Verbs . . . e 1097
Jennifer Santos

Address forms, politeness, and framing among multicultural students in an Indonesian university . 1108
Muhammad Jawad Yuwono and Wulandari Santoso

Automatic Extraction of Relationships among Motivations, Emotions and Actions from Natural
Language Texts . . . . . . . . . e 1117
Fei Yang

Assigning Impression Rating Information to the Corpus of Contemporary Written Japanese . . . . 1129
Sachi Kato and Masayuki Asahara

Conceptual Metaphors as Legitimization Tools in the Inaugural Speech of President Rodrigo Duterte 1137
Mycah Amelita C. Chavez

Chinese Language in Chinese Communities at BINUS University: Language Shift, Maintenance,
and Identity . . . . . . .. L e e e e e e e e 1148
Jessica Djolin Niti and Maria Tamarina Prawati

Probability Distributions of Sounds and Phonotactics in Taiwan Mandarin Syllables . . . . . . . . 1157
I-Ping Wan, Chiung-Wen Chang, Chainwu Lee and Pu Yu

Cross-Linguistic Variances of Dependency Distances in Multi-Lingual Parallel Corpus . . . . . . 1166
Masanori Oya

What? Influence of Perceived Self-Confidence in English of Senior High School Students on their
Willingness to Communicate in English . . . . . ... ... ... ... ... ... .. 1172
Mark Joseph B. Zapanta

Exploring Sibilant Merge Patterns for Speaker Profiling in Taiwan . . . . . . . . . ... ... .. 1185
Yu-Leng Lin and Bruce Xiao Wang

RydeeNLP: Optimizing Japanese Learning with Lexical Simplification and Adaptive Translation . 1192
Yusuke Satani and Peilong Li

Tupleised co-occurrence measures vs LLM word embeddings for corpus linguistics: The case of
English light verb construction detection . . . . . . . .. ... ... ... ... ... .. 1201

XX1



Ryan Ka Yau Lai

Case Particle Omission in Nominative-Accusative Dependency in Japanese . . . ... ... ... 1213
Mina Sugimura, Yoichi Miyamoto and Chigusa Morita

Semantics Outperforms Prosody in Emotional Speech Processing: Evidence from a Complex
Stroop Experiment . . . . . . . .. L e e e e 1224
Jing Qi, Kaile Zhang and Gang Peng

Cognitive Constraints and Experience Mold Speech Rhythm: Evidence from Thai Speech Cycling 1233
Francesco Burroni and Komtham Domrongchareon

Towards a token-by-token whole-spectrum approach to sound change using deep learning: A case
study of Khmer coda palatalization . . . . . . . ... ... ... ... ... .. ..... 1243
Sothornin Mam, Francesco Burroni and Sireemas Maspong

Mandarin speakers prefer explicit visual cues in learning Cantonese tones: an eye-tracking study . 1251
Yugin Shu, Yi Weng, Ran Tao and Gang Peng

Analyzing the Gendered Power Dynamics in Addressing Practices: A Corpus-based Approach . . 1259
Xin Luo and Chu-Ren Huang

The Influence of Language on Personality Traits: A Multi-modal Study Among Chinese-English
Bilinguals . . . . . .. 1268
Mingxi Lu and Ran Tao

Effect of Rap Music Context on Lexical Tone Normalization . . . . .. ... ... ... .. ... 1279
Yujia TIAN, Yanyuan YE, Mingxi LU, Fanlu JIA and Ran TAO

Japanese kana-questions as non-intrusive qUEstions . . . . . . . . ... .o e e e e e e e e 1287
Hitomi Hirayama

Mental Representation of Mandarin Tone 3: an Integrated Phonetic and Phonological Reflection . 1295
Yanyuan Ye and Gang Peng

Frequency and Congruency: A New Perspective on Motion Verb and Path Expression Co-occurrence1301
Yuzo Morishita

The Entailment Relationship Between Transparent Perceptual Reports and Opaque Infinitival Com-
plements: An Approach Without Possible Worlds . . . . .. ... ... ... ...... 1309
Yu Tomita

Comparing Gender Bias in Lexical Semantics and World Knowledge: Deep-learning Models Pre-
trained on Historical Corpus . . . . . . . . . . . . e 1316
Yingqiu Ge, Jinghang Gu, Chu-Ren Huang and Lifu Li

Polarity Questionsin Cebuano . . . . . . . . . . ... Lo 1332
Christine Jane Aquino

Decomposing Directional Serial Verb Constructions in Mandarin:A Preliminary Study . . . . . . 1339
Tong Wu

Comparing Professional and Common Literary Critics Using Multi-Dimensional Analysis . . . . 1350

Yiheng Yang, Chu-Ren Huang and Yong Wang

Developing a Sandhi Lexicon (Sandhilex) for Sinhala: Understanding and Formalizing Mor-
phophonology of Sinhala Language . . . ... ... ... ... ............ 1360

XXii



Chamila Liyanage and Randil Pushpananda

A Comparable Corpus-Driven Study on Dative Variation in Mandarin Chinese and the Pedagogical
Implications . . . . . . . . . . e e 1368
Menghan Jiang and Chu-ren Huang

The Evolving Use of WAR Metaphors in Businesswomen-focused Media Discourse . . . . . . . . 1377
Yanlin Li, Jing Chen, Kathleen Ahrens and Chu-Ren Huang
An Investigation of ISO-TimeML Applied to Vietnamese . . . . . . . ... ... ... ...... 1387

Ha My Linh, Pham Thi Duc, Le Ngoc Toan and Nguyen Thi Minh Huyen

Developing an Up-to-date Academic Word List for Public Health Emergencies of International

Concern: The Case of Mpox . . . . . . . . . . . i i ittt e et e e 1395
Longxing Li
Disambiguating Low-registered Tones in Taiwan SouthernMin . . . . . . . ... .. .. ... .. 1402

Jarry Chia-Wei Chuang
Coreference Resolution for Vietnamese Narrative Texts . . . . . . . .. ... ... ... ..... 1408
Hieu-Dai Tran, Duc-Vu Nguyen and Ngan Luu-Thuy Nguyen

Linguistic Variations in Korean-to-English and Korean-to-Filipino Translations of Selected K-Dramas1418
Myeonghyeon Kim, Acer Ann T. Amansec, Mycah Amelita C. Chavez, Ra-fa Jane S. Galeon, Fely Rose V.
Manaois and Janeirrah Zervaine Trinos

Extracting Filipino Spelling Variants . . . . . . . . . .. .. . . Lo o 1433
Nathaniel Oco, Leif Romeritch Syliongka, Raquel Sison-Buban and Joel Ilao

Revisiting Leti metathesis: a use case for boolean monadic recursive schemes . . . . . . ... .. 1439
Gérard Avelino

Kinaray-a Discourse Particles . . . . . . . . ... .. L 1448

Marie Claire Duque Cruz and Marvin C. Casalan

Morphological and Syntactic Characteristics of Adjectives in Philippine English: A Corpus-Based

Description . . . . . . o o e e e e e e e e e e e e 1458
Luvee Hazel Aquino and Christine Jane Aquino
THE LEXICAL CATEGORIES OF THE TINONANON-MONOBO . . . . ... ... ... ... 1468

Jerson Catoto and Joveth Jay Montana

A Multidimensional Analysis of U.S. Diplomatic Discourse on the Israel-Palestine Conflict: Tex-
tual and Emotional Dimensions Using Plutchik’s Wheel . . . . . . . ... ... .. ... 1476
Xiao Shanshan and Muhammad Afzaal

Syntactic cues may not aid human parsers efficiently in predicting Japanese passives . . . . . . . 1490
Masataka Ogawa

TinyFSL: Tiny Machine Learning for Filipino Sign Language . . . . . .. .. ... ... ..... 1504
Loben Klien Tipan, Alyanna Mari Abalos, Alyana Erin Bondoc, Justin Jarrett To, Joanna Pauline Rivera,
Ann Franchesca Laguna and Edward Tighe

The language of police reports: A forensic linguistic analysis . . . . . . .. .. ... ... .... 1514
Marvin Casalan

Belief revision and formation in grammar: The Japanese inferential evidential 'no” . . . . . . .. 1526

XX1il



Lukas Rieser

Attitudinal evaluation of university students’ online comments on their teachers: Insights from
Appraisal Theory . . . . . . . . . . e e e
Kristine D. de Leon

XXiv



Large Language Models and Natural Language Processing
On Minority Languages: A Systematic Review

Rachel Edita Roxas
University of the Philippines Los Bafios
Philippines
roroxas2@up.edu.ph

Abstract

This study presents a systematic literature review on
publications on minority languages in large language
models and natural language processing. Using the
Bibliometrics approach on Scopus-indexed documents
published prior to November 2024, analyses and
visualization were conducted. Aside from the surge on
the number of publications in recent years, collaboration
among countries/territories, and the predominance of the
computer science subject area are noticeable. The
keyword co-occurrence network revealed the prevalence
of keywords related to the field of computer science.
Schools of thought identified were: 1) Multilingualism
and closely-related languages; 2) Performance
Evaluation Approaches, and 3) Cross-lingual
approaches. We identified the natural language
considered in these studies, NLP tasks, technologies
used, and social issues and concerns. Conclusions and
recommendations for future work are presented.

1 Introduction

Artificial intelligence (Al) technologies have
impacted our world. It has influenced various
areas of our society such as in the field of finance
and accounting (Biju, et al., 2024; Shakdwipee, et
al., 2023; Cao, 2020), education (Algahtani et al.,
2023; Chen, et al., 2020; Tikhonova & Raitskaya,
2023), and health (Bajwa, et al., 2021; Li, 2024;
Pagallo et al., 2023).

Generative Al uses large language models
(LLMs) for natural language processing (NLP)
applications. These LLMs have been trained on
existing datasets which are predominantly in the
majority languages. This underrepresentation of
minority language has been shown to affect
performance of these Al systems, and to have

introduced a myriad of challenges including
various sorts of biases (Hedderich et al., 2020).

Thus, the primary objective of this study is to
investigate the landscape of the current body of
knowledge on LLMs and NLP, with a focus on
minority languages. Specifically, the research
aims to assess the structure and dynamics of
research work on LLM and NLP on minority
languages using the bibliometric analysis
approach.

2 Related Literature

Bibliometric analysis is “a scientific computer-
assisted review methodology that can identify
core research or authors, as well as their
relationship, by covering all the publications
related to a given topic or field” (as cited by Han,
et al., 2020). Publication data in various fields
such as health policy (Fusco et al., 2020),
education (Meyer et al. 2023; Song & Wang,
2020), and nursing (Jabonete & Roxas, 2022),
using different research databases, such as Scopus
(Roxas & Recario, 2024; Song & Wang, 2020),
Google Scholar, and Web of Science (Fan, et al,
2023; Martin-Martin, et al., 2018; Sahin &
Candan, 2018).

Several works on bibliometric analysis in
LLMs and NLP have been done in the recent past
(Roxas & Recario, 2024; Tiwari et al., 2023), with
a review paper focusing on low-resource
languages (Krasadakis, et al., 2024), but with an
emphasis on the legal domain. This shows that
there is a gap on capturing the scientific landscape
of LLMs and NLP on low resource languages, but
across various domains.



3 Data Collection and Methods

We employed both quantitative and qualitative
analyses in undertaking a systematic review of
publications on LLMs and NLP on minority or
low resource languages using the Scopus
database.

3.1 Conceptual Framework

The conceptual framework of this study
(Hallinger & Kovacevi¢, 2022) constitutes the
size, time, space, and composition of the scientific
landscape: 1) size (or the quantity and quality) of
publications on LLMs and NLP for minority
languages, 2) the time and space for the extraction
of documents were not defined, and 3)
composition (or intellectual structure), which is
captured using the visualizations as generated by
Scopus, VOSviewer (Nees, et al., 2019) and
Biblioshiny (Aria, et al., 2022).

3.2 Collection of Publication Data

We used the Preferred Reporting Items for
Systematic Reviews and Meta-analysis (or
PRISMA) (Page et al., 2021), which has identified
stages: identification, screening, and included (as
presented on Table 1).

At the identification phase, documents were
retrieved through search Scopus functions of
Scopus on October 2024. The search function
TITLE-ABS-KEY/((“large language model” OR
LLM) AND (“natural language processing” OR
NLP)) (or called LLM AND NLP hereon) yielded
4,683 documents. During screening, we refined
the search function by including the keywords:
low-resource, indigenous OR minority languages
(simply called minority languages from hereon).

In the included stage, only 101 conference
papers and 27 articles were included from the 135
documents, while we excluded 5 conference
reviews, 1 editorial and 1 review paper. Further
inclusion included 126 English documents, and
the exclusion of 2 Chinese documents. These
resulted in the 126 final included documents
which will be used in this study for further
analyses.

3.3 Visualizations

The intellectual structure (or composition) of the
126 Scopus-indexed publications on LLM and
NLP on minority languages was captured by

visualizations as generated by Biblioshiny (Aria,
et al., 2022), Scopus, VOSviewer (Nees, et al.,
2019) using the csv file of the 126 documents as
exported from the Scopus database. The main
information was generated by Biblioshiny (Aria,
et al., 2022). Then we used the visualizations of
the Scopus function Analyze-Results for the
visualizations for documents by year, by
country/territory, and by subject area. Then, we
used VOSviewer (Nees, et al., 2019) to generate
the keyword co-occurrence and co-citation
research networks. Countries’ collaboration world
map was also generated using Biblioshiny (Aria,
etal., 2022).

Keyword Search # of
Publications

Identification: LLM AND NLP 4,683
Screening: LLM AND NLP 135
AND Minority languages

Conference paper 101
Article 27
English 126
Included 126

Table 1: Scopus search functions.

4 Results and Discussion

41 LLMsand NLP: 4,683 documents

As shown in the main information (Figure 1), the
4,683 LLM and NLP Scopus documents were
published from 1998 to 2025, showing an
interesting near 25% international collaboration
among the 13,778 authors, and a staggering
148,704 references.

Among the countries/territories (Figure 2), the
US leads with 1,540 out of 4,683 documents (or
32.9%) followed by China with 919 (or 19.6%) and
the United Kingdom with 346 (or 7.4%), Germany
with 344 (or 7.3%), and India with 310 (or 6.6%).

In the subject area (Figure 3), computer science
leads with 3720 documents (or at 79.4%) followed
by other subject areas with not more than a quarter
of the documents.

42 LLM and NLP: 126 documents on
minority languages

As shown in the main information (Figure 4), the
126 LLM and NLP Scopus documents on minority
languages were recently published from 2021 to
2025, showing a 31.75% international



collaboration (even greater than the LLM and NLP
documents) among the 564 authors, and 5,064
references.

1998:2025 1508 4683

References Average citations per doc]
148704 5.512

Figure 1. Main information: 4,683 LLM and NLP

documents.
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Figure 2. Documents by country/territory: 4,683 LLM
and NLP.
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Figure 3. Documents by subject area: 4,683 LLM and
NLP.
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Figure 4. Main information: 126 LLM and NLP
Minority Languages.

Among the countries/territories (Figure 5a), now
China leads with 24 out of 126 documents (or
19.0%) followed closely by the US with 22 (or
17.5%), with the other countries with less than 10%

contribution.  Countries’ collaboration and
participation (shown in a world map in Figure 5b)
reiterates the domination of the US and China.
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Figure 5a. Documents by country/territory: 126 LLM
and NLP Minority Languages.

Country Collaboration Map
P

Latiote

Figure 5b. Countries’ Collaboration World Map: 126
LLM and NLP Minority Languages.

In subject area (Figure 6), computer science
leads with 118 out of 126 documents (or 93.6%)
showing the rigor and strength of the area of
computer science in the usage of LLMs and NLP
for minority languages, followed by other subject
areas with 30% or less contribution. This implies
that most publications on LLM and NLP focus
more on the computational aspects of these new
approaches.

A keyword co-occurrence network (Figure 7)
was generated from the 126 documents on LLM
and NLP focusing on minority languages, using all
keywords, full counting, with a minimum number
of occurrences of a keyword=5, of the 790
keywords, 60 meet the threshold, and produced 4
clusters showing the predominance of computer
science related keywords.

A co-citation network (Figure 8) was generated
from the 126 documents on on LLM and NLP
focusing on minority languages, using cited
references, with a minimum number of citations of
a cited reference=5, of the 5,027 cited references,
27 meet the threshold, and only 26 are connected,



produced 3 clusters. The clusters in the co-citation
networks are called by Hallinger and Nguyen
(2020) as Schools of Thought, which we label as:
1) Multilingualism and closely-related languages;
2) Performance Evaluation Approaches, and 3)
Cross-lingual approaches.

Documents by subject area

Copyright © 2024 Elsevier B.V. Al

Vi rights reserved. Scopuse) is 8 registered tademark of Elsevier B.V.

Figure 6. Documents by subject area: 126 LLM and
NLP Minority Languages
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Figure 7. Keyword co-occurrence network: 126 LLM
and NLP Minority languages.
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Figure 8. Co-citation: 126 LLM and NLP Minority
languages.

4.3 Intellectual Structure: Minority
Languages

The composition (or intellectual structure) of the
126 documents on LLM and NLP on minority
languages is presented in this section, and is

organized as follows: 1) natural languages
considered in these studies, with a consideration of
the dataset used; 2) NLP tasks focus; 3)
technologies used; and 4) social issues and
concerns.

Natural Languages: Publications considered
specific minority languages, with some focusing on
multiple languages in their experiments. Various
datasets have been considered, such as Babel-670
with 670 languages representing 24 language
families spoken in five continents (Vlantis et al.,
2024), Glot500-m with 511 mostly low-resource
languages (Imani et al., 2023), BELEBELE, a
multiple-choice machine reading comprehension
(MRC) dataset spanning 122 language variants
(Bandarkar et al., 2024), and SIB-200 with 205
languages and dialects (Adelani et al., 2024).
Other publications worked on closely-related
language families such as 5 Ethiopian languages
(Ambharic, Ge'ez, Afan Oromo, Somali, and
Tigrinya) (Tonja et al., 2024), Bengali, Gujarati,
Hindi, Kannada, Maithili, Marathi, Tamil, Telugu,
and Urdu (Dwivedi et al., 2024), Iberian languages
(Cerezo-Costas et al., 2024), Comorian dialects
(Naira et al., 2024), Chinese-centric languages
(Zhang et a., 2024), Malawi and Chichewa (Lewis
et al, 2024), and South and North Korea
(Berthelier, 2023). This particular approach for
multilinguality among closely-related languages is
consistent with the findings of Pires et al. (2019) in
that the models work best with similar languages.
More than one (1) publication focused on
specific languages, such as Bangla (Sadhu et al.,
2024; Hasan et al., 2024), Indonesia (Kim et al.,
2023; 82), Pashto (Haq et al., 2023a; Haq et al.,
2023b), Swahili (Muraoka et al., 2023; Liao & Wu,
2023), and Vietnamese (Pham et al., 2024; Nguyen
et al.,, 2023), while one (1) document each on
Armenian (Avetisyan & Broneske, 2023),
Assamese script (Baruah et al., 2024), Brazil (Kim
etal., 2023), Comorian dialects (Naira et al., 2024),
Filipino (Cosme & de Leon, 2024), Jopara
(Agiiero-Torales et al., 2023), Kazakh (Shymbayev
& Alimzhanov, 2023), Kannada (Aparna et al.,
2024), Lao (Wang et al., 2024), Marathi (Gaikwad
et al.,, 2024), Minangkabau (Nasution & Onan,
2024), Nigeria (Kim et al., 2023), Occitan (Vergez-
Couret et al., 2024), Singlish (Tan et al., 2023),
Sinhala (59), Urdu (Muraoka et al., 2023), and
Uyrghur (Pan et al, 2024). Code switching
languages were also considered in the studies such



as Jopara (combines Guarani and Spanish)
(Agtiero-Torales et al., 2023), and Filipino-English
(Cosme & de Leon, 2024).

NLP Tasks: NLP tasks that were focused on by
these 126 studies are led by question-answer
generation or chatbots with 14 out of the 126
documents or 11.1%, sentiment analysis with 9 out
of the 126 documents or 7.1%, and machine
translation with 8 out of the 126 documents or
6.3%. Other NLP tasks include text classification,
information retrieval, text summarization,
syllabication, NLU, and NLG, automatic profiling
of individuals, transliteration, sarcasm detection,
offensive language detection, product matching,
event argument extraction, entity extraction. The
publications also focused on low-level NLP tasks
such as tokenization, word segmentation, spelling
correction, named entity recognition, and part of
speech tagging, semantic parsing, and automatic
speech recognition, and transcription. Other
applications include machine-generated text
detection system, LLM compression, prompt
engineering, and synthetic data generation, and
security concerns on the “jailbreak” problem
(Deng et al., 2024), to address manipulation of
LLM:s towards undesirable behavior.

Due to the current status of minority languages
that are still classified as low resource languages,
some publications covered the construction and
building of language resources such as: dataset
collection and documentation of indigenous
languages, and dataset labeling, lexicon
construction, speech data collection, and offensive
language dataset, and some for specific domains
such as agriculture, covid, medicine, education,
and for domain adaptation.

Technologies wused: Technologies that were
mentioned include the fine tuning of existing
LLMs, with the leading LLM GPT, and BERT (or
its variants). Other publications used BART,
BARD, Bloomz, Electra, Flan-T5, Gemma,
Llama2/3, LoRA, Mistral, PEGASUS, ProphetNet,
and TS5, mT5, Zephyr, and using particular
technologies such as cross-lingual transfer
learning, RNN, CNN, LSTM, BiLSTM, and
NLTK.

Most of the 126 publications performed
comparisons of evaluations and performance on
particular datasets and chosen domains. Most

advocated for open resources such as in (Batista et
al., 2024).

Social issues and concerns: Social concerns
include gender inclusivity NLP (Ovalle et al.,
2024), gendered emotion attribution (Sadhu et al.,
2024), balancing social impact, opportunities, and
ethical constraints (Pinhanez et al., 2023), and
regional bias of English LLMs (Lyu et al., 2024).
The development of resource-limited devices or
applications (Alyafeai & Ahmad, 2021) using
lightweight LLMs (Urbizu et al., 2023) was also
mentioned as LLMs require both computational
speed and heavy storage.

5 Conclusions and Recommendations

We present a systematic literature review of
Scopus publications published prior to November
2024 on LLM NLP focusing on minority or low-
resource languages. Although that it has been
shown that the US dominates the research work on
LLM NLP, China leads on publications on LLM
NLP on minority languages. Results also show that
computer science subject area is still the focus of
publications both on LLM NLP and LLM NLP on
minority languages, where technology still
dominates. ~ Analyses show experiments on
multilingual datasets, cross lingual approaches on
closely-related languages, across various NLP
tasks. Concerns have been raised in these
publications on LLM NLP on minority languages
on security concerns such as the “jailbreak”
problem (Deng et al., 2024), and regional bias of
English LLMs (Lyu et al., 2024), to name a few.

Since this study has focused on the publications
from the Scopus research database, it is
recommended to expand the publication dataset by
considering other research databases.
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Abstract

Neural Machine Translation (NMT) models
augmented with Translation Memory (TM)
have demonstrated success across various trans-
lation scenarios. In contrast to previous
methodologies that primarily rely on either se-
mantic or formally matched sentences from
TM, or simply concatenate these augmented
sentences together, our proposed approach aims
to more effectively and explanatorily utilize
both types of retrieved sentences from TM. Se-
mantically matched sentences that cover the en-
tire source sentence are used to guide the over-
all translation process, while formally matched
sentences which cover source sentence partially
are leveraged to guide the translation of specific
segments. This refined methodology enables us
to exploit knowledge from TM more effectively,
thereby enhancing translation quality. Experi-
mental results demonstrate that our framework
not only achieves performance that is competi-
tive with other strong baselines when applied to
high-resource datasets, but also yields improve-
ments over non-TM-augmented NMT systems
in low-resource scenarios.

1 Introduction

Retrieval-Augmented Generation (RAG) methods
(Khandelwal et al., 2020; Lewis et al., 2020; Izac-
ard and Grave, 2021) leverage non-parametric
memory through retrieval to enhance parametric
generative models, thereby enabling these mod-
els to effectively access and incorporate knowl-
edge beyond their intrinsic parameters. Retrieval-
augmented methods have numerous applications in
the field of Natural Language Processing (NLP);
For the Machine Translation (MT) task, Retrieval-
Augmented Machine Translation (RAMT) aims
to find relevant knowledge from a Translation
Memory (TM) and leverages it to improve MT
performance. A TM archives source sentences
paired with their corresponding human translations.
Upon retrieving a match, the translator is provided

with similar source sentences and their translations.
Early works (Utiyama et al., 2011; Liu et al., 2012)
integrates TM with Statistical Machine Translation
(SMT) systems to achieve better translation perfor-
mance.

Recent research has demonstrated that integrat-
ing TM with Neural Machine Translation (NMT)
can lead to significant improvements. This en-
hancement has been achieved through various ap-
proaches, including concatenating sentences re-
trieved from TM with the source input (Bulte and
Tezcan, 2019; Xu et al., 2020), encoding retrieved
sentences from TM and the source input separately
(Gu et al., 2018; Xia et al., 2019; Cao et al., 2020;
He et al., 2021), retrieving sentences from TM con-
trastively rather than greedily (Cheng et al., 2022),
and leveraging fuzzy-matched sentences from TM
by non-autoregressive machine translation models
(Xu et al., 2023). The aforementioned works adopt
non-trainable retrieval tools to retrieve similar sen-
tences from the TM. In contrast, Cai et al. (2021)
utilize a trainable retrieval model to retrieve rele-
vant sentences from monolingual corpora.

However, previous research has two limitations.
Firstly, some studies (Bulte and Tezcan, 2019; He
et al., 2021; Xu et al., 2023), among others, focus
on leveraging either semantically similar or for-
mally similar sentences from the TM to enhance
NMT. Other works, while utilizing both types of
similar sentences from the TM, handle them identi-
cally and merely concatenate them with the source
sentence. This leads to inefficient use of knowl-
edge from the TM. Secondly, most existing works
do not consider applications in low-resource set-
tings, while other works require an external dataset
beyond the training dataset to serve as a TM for re-
trieval. When utilizing only the training dataset as a
TM for retrieval, it often fails to improve and may
even harm translation performance compared to
non-TM-augmented NMT models in low-resource
scenarios.
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Figure 1: Overall sketch of our proposed method. Semantic matching (above) and formal matching (below) are
performed separately, and are respectively guiding the translation at the global and local levels.

As Figure 1 illustrates, we propose globally guid-
ing translation using semantically retrieved (entire
match) sentences from TM, while leveraging for-
mally retrieved (partial match) sentences for local
guidance. We process the two types of retrieved
sentences separately using different methods to em-
phasize their distinct roles in enhancing transla-
tion. In contrast, aiming to reduce reliance on ex-
ternal data, we emphasize maximizing acquisition
of knowledge from the internal training set. Our
main contributions are:

* By separately processing the semantically
matched and formally matched sentences re-
trieved from TM, our approach globally and
locally guides the translation process, en-
abling us to leverage the knowledge in the
TM more effectively.

* Experimental results demonstrate that our
model can achieve competitive performance
compared to other strong baselines on high-
resource datasets, and crucially, outperform
non-TM-augmented NMT systems in low-
resource scenarios without relying on external
datasets beyond the training dataset.

2 Methodology

2.1 Overview

Our approach comprises two key components: re-
trieval from the TM (§2.2) and the integration of
the retrieved sentences to guide translation (§2.3
- §2.5). Given a source sentence x, we perform

semantic matching within the TM to retrieve a se-
mantically matched sentence and obtain its corre-
sponding target translation smt. Additionally, we
conduct formal matching to retrieve a set of for-
mally matched sentences and leverage word align-
ment to identify their related translated segments,
denoted as the set of formally matched pieces
{fmI}M,. Our work employs a transformer archi-
tecture (Vaswani et al., 2017) with dual encoders to
jointly capture global and local contextual informa-
tion from the augmented sentences. Specifically,
smt is concatenated with source sentence x and en-
coded by the global knowledge encoder (§2.3) to
provide global guidance. The formally matched
pieces are encoded by the local knowledge encoder
(§2.4) for local guidance. The representations from
both encoders are then fused with the decoder rep-
resentations (§2.5). Here, to better utilize the lo-
cal information contained in the formally matched
pieces to assist with the translation, same as (Cai
et al., 2021; Cheng et al., 2022), we employ a copy
module (Gu et al., 2016; See et al., 2017) in the de-
coding process. The overview of the framework is
illustrated in Figure 2. We first leverage the global
knowledge contained in semantically matched sen-
tences to enhance the overall translation process.
Subsequently, formally matched pieces guide the
translation of local segments within the sentence.
In this context, the copy module in the decoder
can be viewed as a post editor enriched with local
knowledge. Through this design, we can effectively
harness the knowledge from TM to facilitate and
inform the translation task.
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Figure 2: Overview of the architecture of the proposed model. The first cross-attention layer in the decoder
incorporates global knowledge from semantically matched sentences to improve the translation process. Then,
the second cross-attention layer uses formally matched pieces to guide the translation of specific parts within the
sentence. Here we do not present specific layer configurations; the details of model layer settings are described in

§3.2.

2.2 Retrieving Sentences from TM

Semantic Matching In our work, SBERT
(Reimers and Gurevych, 2019) is used to gener-
ate distributed sentence representations. We define
the semantic similarity between two sentences s1
and s as the cosine similarity in the sentence em-
bedding space:

sim(s1, s2) = cos(Emb(s1), Emb(s2)) (1)

where Emb(-) denotes the SBERT encoder func-
tion. For given source sentence x, we retrieve sen-
tences from the TM that have a semantic similar-
ity exceeding a predetermined threshold 6. The
corresponding translations of these retrieved sen-
tences, referred to as smit, are then used to guide the
translation process from a global perspective. To
accelerate retrieval between the input vector repre-
sentation and the corresponding vector of sentences
in the TM, we utilize the FAISS toolkit (Johnson
et al., 2019). After that, we concatenate the two
sentences x and smt, using the token ‘|’ to mark
the boundary between them.

Formal Matching N-gram matching is utilized to
find sentences in the TM that contain lexically over-

lapping pieces with the source input. We utilize the
fscov toolkit (Liu and Lepage, 2021) for N-gram
retrieval and use mask-align (Chen et al., 2021) to
train a word-alignment model on each training set
to generate word alignments between source and
target phrases. Using word alignment allows us to
avoid the need to use a threshold to filter sentences.
For a source sentence z, we obtain several formally
matched pieces {fiml}},, which are expected to
appear in the target sentence y. Instances of finl;
are presented in Table 3.

2.3 Global Knowledge Encoder

Initially, we input the concatenation of the source
sentence x and a a semantically matched sentence
smt into the global knowledge encoder:

2#4smt — Ene(Concat(z, smt))

(2)
2.4 Local Knowledge Encoder

For formally matched pieces {fiml}},, each in-
dividual piece finl; undergoes separate encoding
within the local knowledge encoder. We obtain
dense representations for all formally matched

pieces, formulated as:
&/ = Enc({fmi}i)) (3)
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2.5 Decoder for Fusing Information

For a target sentence y, at each step ¢, we ob-
tain a hidden representation h; after token embed-
ding layer and self-attention layer. Then the initial
cross-attention layer incorporates information from
the source sentence and semantically matched sen-
tence:

h; = CrossAttn(Add&Norm(hy),

Zz&smt7 P

4

z&smt)

which is subsequently passed through a feed-
forward network:

hy = FFN(Add&Norm(h,)) (5)

then passed through another add and normalization
layer:

1y = Add&Norm(h) (6)

For the formally matched pieces, an additional
cross-attention layer is employed, where a copy
module (Gu et al., 2016; See et al., 2017) is applied,
the implementation being the same as (Cai et al.,
2021). Specifically, for each formally matched
piece fiml;, there exists a sequence of contextualized
tokens {fml; k}éép where L; denotes the length of
the token sequence finl,. In this cross-attention
layer, we have:

M L
c = Wcz E ozl-jzfml"’j

i=1 j=1

(N

Here, a;; denotes the attention score assigned to
the j-th token in finl;, 2f™lij is the correspond-
ing dense representation vector, ¢; constitutes a
weighted combination of embeddings of all tokens
in formally matched pieces, and W. is a trainable
matrix.

The cross-attention mechanism is leveraged
twice during the decoding phase. Initially, given
the ¢ — 1 previously generated tokens and the cor-
responding hidden state h;, the decoder’s hidden
state is updated by incorporating the weighted sum
c¢ of token embeddings from the formally matched
pieces, which can be formulated as: h; = h; + ;.
Subsequently, each attention score is interpreted as
the probability of copying the corresponding token.
The next-token probabilities are calculated as:

M L;
pil) = (L=M)Po(y) + A D Y ijSfmis e

i=1 j=1
3

In the above equation, J represents the indicator
function, and ), is a gating variable computed by
another feed-forward network \; = FFN(hy, ¢;).
P, (y) is the probability distribution over the token
y; obtained from the final hidden state through a
linear projection followed by a softmax function,
representing the probability of generating the next
token from a fixed vocabulary.

3 Experimental Setup

3.1 Dataset and Evaluation

High-Resource Dataset Settings For the task of
enhancing NMT performance by incorporating TM
in high-resource settings, we use the JRC-Acquis
corpus (Steinberger et al., 2006), which is is a
compilation of legislative texts from the European
Union that are applied uniformly across EU mem-
ber states. Following established practices, we split
the dataset into training, development, and test sub-
sets, in line with previous studies (Gu et al., 2018;
Zhang et al., 2018; Xia et al., 2019; Cai et al., 2021;
Cheng et al., 2022). In particular, we direct our em-
pirical evaluation towards two language pairs, the
translation from English to Spanish (en—es) and
the translation from English to German (en—de).

Low-Resource Dataset Settings To assess the
effectiveness of our approach in low-resource set-
tings, we employ the WMT20 German to Upper
Sorbian (de—hsb) dataset!. This corpus comprises
60,000 parallel sentences for training, accompanied
by 2,000 sentences for each of the development and
test sets. Additionally, we utilize the WMT22 Ger-
man to Lower Sorbian (de—dsb) dataset?, which
contains 40,194 sentences for training and 1,353
sentences designated for development. Since only
the development set is publicly available on the
website, we perform a random shuffle and split it
into two equal partitions to serve as validation and
test sets, respectively.

Evaluation Following standard practice, we use
SacreBLEU (Post, 2018) for evaluation, which is a
standardized implementation of the widely adopted
BLEU metric (Papineni et al., 2002).

1https://statmt.org/wmt20/unsup_and_very_1ow_
res/

2https://statmt.org/wmt22/unsup_and_very_low_
res.html
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Configuration H en—de en—es de—hsb de—dsb

Base 55.15+1.40 | 61.31+£1.08 | 40.91 £1.27 | 27.02 + 2.37
+Semantic 5746 +£1.53 | 62.77+1.09 | 41.85+1.25 | 27.65+2.50
+Formal 57.55+1.49 | 62.78 £1.08 | 39.53 £1.23 | 24.74 £2.36
+Semantic+Formal || 58.45 + 1.48 | 63.19 + 1.04 | 42.66 + 1.27 | 28.28 + 2.39

Table 1: Experimental results (BLEU scores) on each test set with different TM-integrating configurations.

3.2 Implementation Details

We employ byte pair encoding (BPE) (Sennrich
et al., 2016) for word segmentation in our work.
For the high-resource machine translation task, the
vocabulary size is capped at 20,000 subword units
per language, while in low-resource scenarios, it is
limited to 8,000 subword units per language. The
threshold for semantic similarity, denoted as 0, is
set to 0.8 for high-resource tasks as in (Xu et al.,
2020) and lowered to 0.5 for the low-resource set-
ting to accommodate the data scarcity. For a given
source sentence, we retrieve up to 5 semantically
most relevant sentences from the TM, effectively
setting the top-k retrieval size to 5. During val-
idation and testing, there is no threshold for se-
mantic matching; only the most semantically sim-
ilar sentence is concatenated with the source sen-
tence. Regarding the number of formally matched
pieces leveraged for augmenting the translation,
denoted as |M]|, for the high-resource tasks, we
employ the two longest pieces, while for the low-
resource setting, this number is reduced to the sin-
gle longest piece. Regarding the setting of the num-
ber of layers, consistent with (Cai et al., 2021), the
global knowledge encoder and decoder have 6 lay-
ers, while the local knowledge encoder has 4 layers.
In all our experiments, we adopt the learning rate
schedule, label smoothing settings and optimizer
configurations as outlined in (Vaswani et al., 2017).

3.3 Ablation Study

To systematically investigate the effects of incor-
porating TM sentences through different retriev-
ing methods, and analyze the contribution of each
component in our proposed model, we conduct a
series of ablation studies with the following TM-
integrating configurations:

¢ Base: A base transformer model without ac-
cess to any augmented sentences from a TM.

e +Semantic: A base transformer model,
where the encoder takes as input the concate-
nation of the source sentence and a sentence

retrieved from a TM via semantic matching.

e +Formal: A dual-source transformer model,
where one encoder takes the source sentence
as input, and the other encoder takes formally
matched pieces retrieved from a TM as input.

* +Semantic+Formal: The proposal of this
paper, i.e., a dual-source transformer model,
where one encoder inputs a concatenation of
source sentence and a semantically matched
sentence from a TM, the other takes formally
matched pieces as input.

4 Experimental Results and Analysis

4.1 Results

Comparison with Ablation Studies Based on
the results of the ablation studies (Table 1), we
observe that augmenting translation models with
both semantically and formally matched sentences
retrieved from the TM is the optimal configura-
tion across both high-resource and low-resource
datasets. In high-resource scenarios, our method
achieves up to a 3.30 BLEU improvement over
the non-TM baseline on the test set (en—de). No-
tably, our proposed approach outperforms non-TM-
augmented NMT systems on the two low-resource
datasets without reliance on external datasets. Our
method outperforms the non-TM baseline by up
to 1.75 BLEU points on the test set (de—hsb).
This finding demonstrates that our method effec-
tively leverages the knowledge encapsulated within
the TM to enhance NMT translation, delivering
improvements in scenarios spanning from high-
resource to low-resource settings.

Comparison with Other Methods As shown
in Table 2, we compare our approach with other
TM-augmented NMT systems on the high-resource
JRC-Acquis dataset. In both English to German
and English to Spanish translation tasks, our system
achieves competitive results that closely approach
the state-of-the-art (Cai et al., 2021; Cheng et al.,
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System H en—de | en—es
(Guetal., 2018) 48.80 | 57.27
(Zhang et al., 2018)" || 55.14 | 61.56
(Xia et al., 2019) 56.88 62.76
(Cai et al., 2021) 58.42 | 63.86
(Cheng et al., 2022) 58.69 | 64.04
Ours 58.45 | 63.19

Table 2: Comparing with results of other methods on JRC-Acquis dataset. “The results for (Zhang et al., 2018) are
given in (Xia et al., 2019). All other results are from the respective paper.

T 2. The decision to impose surveillance shall be taken by the Commission according to || BLEU
the procedure laid down in Article 16 (7) and (8).

y (2) Der Beschluss iiber die Einfiihrung einer Uberwachung wird von der Kommission
nach dem Verfahren des Artikels 16 Absitze 7 und 8 gefasst.

smt Die Verfahren fiir die Durchfiihrung von Kommissionsinspektionen werden nach
dem in Artikel 16 Absatz 2 genannten Verfahren beschlossen.

fmly von der Kommission Nach dem Verfahren des Artikels

Sfml, Beschliisse iiber die Einfithrung einer Uberwachung

ybase (2) Die Kommission beschlieBt iiber die Einfiihrung einer Uberwachung nach dem 49.40
Verfahren des Artikels 16 Absétze 7 und 8.

+Semantic (2) Der Beschluss zur Einfiihrung einer Uberwachung wird von der Kommission 85.46

nach dem Verfahren des Artikels 16 Absiitze 7 und 8 gefasst.

yTSemantictFormal || (3y Der Beschluss iiber die Einfiihrung einer Uberwachung wird von der Kommis- || 100.00
sion nach dem Verfahren des Artikels 16 Absitze 7 und 8 gefasst.

Table 3: The following are translation examples from experiments done on the English to German (en—de) dataset.
The semantically similar sentences guide the translation globally, resulting in a better translation compared to the
base model. By jointly using formally similar sentences to guide the sentence translation at a local level by the copy
module, we achieve an even better translation. For clarity of presentation, all sentences are in untokenized form.

2022), with particularly strong performance on the
English to German dataset.

4.2 Analysis

Could Our Method Guide the Translating Pro-
cess Globally and Locally? Table 3 demonstrates
how the global and local information contained in
the sentences retrieved from the TM enhances trans-
lation performance. As previously mentioned, the
source sentence is denoted as = and the target sen-
tence as y. The semantically matched sentences
and each formally matched piece are represented by
smt and fml,, respectively. Additionally, we denote
the translation results of the non-TM-augmented
base model as %, the results of the model aug-
mented with only semantically matched sentences
as yHSemantic and the translation results of our
proposed method as ytSemantictFormal — Here
we perform a comparison to show how, as a se-
quential model, our approach first encodes global
knowledge followed by local knowledge. There-
fore, we focus on how formally matched sentences

enhance translation at the local level after semanti-
cally matched sentences have guided the translation
globally. Our results indicate that our method ef-
fectively integrates these two levels of knowledge,
leading to the enhancement in translation perfor-
mance. This suggests that our approach combines
broad contextual understanding with precise local
details, improving overall translation accuracy.

In particular, by building upon y+Semaentic
which already provides a strong foundation for
translation, we further leverage the model’s copy
mechanism to copy ‘iiber die’ from the second for-
mally matched piece fiml,, to replace the word ‘zur’
in ytSemantic ouiding the translation of the lo-
cal phrase, thereby enhancing the overall sentence
translation, even to a perfect one. With the guid-
ance from both global and local levels of knowl-
edge, ytSemantictFormal reqylts in a more accu-
rate and contextually appropriate translation, show-
casing the effectiveness of leveraging both global
and local knowledge from TM in the translation
process.
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Figure 3: The relationship between BLEU scores and semantic similarity intervals for high-resource (en—de) and
low-resource (de—hsb) translation tasks. The line charts illustrate the BLEU scores of different models across
varying levels of semantic similarity, while the overlaid histograms represent the proportion of sentences falling
within each semantic similarity interval. It can be observed that it is more feasible to obtain sentences with higher
semantic similarity from the high-resource dataset in comparison to the low-resource dataset.

How to Select Sentences from TM to Maximize
Translation Enhancement? Through Figure 3, we
can observe two points. First, essentially, for both
types of TM-integration configurations that lever-
age semantically matched sentences, the higher the
semantic similarity of the integrated semantically
matched sentences, the greater the improvement
observed in translation quality. Moreover, when
the retrieved semantically matched sentences are
of low semantic similarity to the source sentences,
it in fact hurts the performance of the model, caus-
ing it to under-perform compared to the non-TM
baseline.

Second, leveraging both semantically and for-
mally matched sentences to guide translation, com-
pared with just utilizing semantically matched sen-
tences, provides additional benefits at nearly all
similarity levels. As Figure 3 shows, the trends
in translation quality for ‘+Semantic’ and ‘+Se-
mantic+Formal’ with varying semantic similarity
are highly consistent, while our method shows im-
provement over ‘+Semantic’ across most semantic
similarity intervals. Although the improvement is
not particularly pronounced, when combined with
Table 1 and Figure 3, we can still observe a degree
of enhancement. This aligns perfectly with our
previous proposition of treating formally matched
sentences, combined with a copy module, as a
post-editing mechanism. This suggests that while
globally augmenting translation effectiveness by
selecting sentences with higher semantic similarity,
achieving optimal translation performance involves
further enhancing translation locally through the
use of formally matched sentences.

How Does Our Method Enhance NMT in Low-
Resource Scenarios? Combining Table 1 and
Figure 3, we can analyze the reasons behind
the superior performance of our method on low-
resource tasks. First, on these two low-resource
datasets, using semantically matched sentences to
enhance sentence translation from a global perspec-
tive outperforms the non-TM baseline, which may
be attributed to: 1) the translation improvement
brought by global knowledge, and 2) the increase
in the quantity and diversity of training samples
through concatenation with semantically matched
sentences. Building upon this, introducing local
knowledge via formally matched sentences further
enhances translation without compromising the ex-
isting advantages, leading to better translation qual-
ity. This aligns with our goal of leveraging both
global and local knowledge to maximize translation
improvement, especially in low-resource scenarios.

Moreover, according to Table 1, using only for-
mally matched sentences in TM-integration to en-
hance translation in low-resource scenarios can ac-
tually degrade the performance of the NMT system.
This could be due to the limited number of train-
ing samples, causing the dual-source transformer
to overfit the data. Our approach, on the other
hand, avoids this drawback and instead improves
performance of the model in low-resource settings
through the design of concatenating semantically
matched sentences.

5 Conclusion

Recently, many studies have focused on leveraging
non-parameterized knowledge to enhance parame-
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terized models. We propose an effective approach
to strengthen NMT by exploiting Translation Mem-
ory (TM) knowledge. By utilizing semantically
similar sentences for global translation guidance
and formally matched sentences for local guidance,
our method achieves promising results on both
high-resource and low-resource datasets, strongly
demonstrating the effectiveness of leveraging TM
knowledge. Particularly in low-resource scenarios,
incorporating TM knowledge can improve trans-
lation quality without relying on external datasets
beyond the training dataset.

However, our work still has some limitations:
since we employ semantic retrieval based on pre-
trained sentence embeddings, the semantic match-
ing accuracy may be impacted if both languages
are low-resource. Secondly, as we use word-
alignments to obtain formally matched pieces, our
translations are inevitably affected by the align-
ment accuracy. Addressing these two limitations
presents a challenge.
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A Sample Translation Examples

We provide genuine translation examples simi-
lar to those illustrated in Table 3, extracted from
our experiments conducted across all four utilized
datasets, spanning both high-resource and low-
resource settings. All sentences are presented in
untokenized form for clarity. These authentic in-
stances effectively demonstrate the effectiveness
and interpretability of our approach.
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T (5 ) Directive 92 / 105 / EEC should therefore be amended accordingly . BLEU
Y (5) Die Richtlinie 92 / 105 / EWG ist daher entsprechend zu dndern .
smt (5) Die Richtlinie 92 / 118 / EWG sollte daher entsprechend geéindert werden .
Sfml, / EWG ist daher entsprechend zu dndern .
Sfml, (5) Die Richtlinie 92 /
Base (5) Die Richtlinie 92 / 105 / EWG sollte daher entsprechend geéndert werden . 63.89
+Semantic (5) Die Richtlinie 92 / 105 / EWG ist daher entsprechend gesindert werden . 80.65
yToemantictFormal || (5 Pje Richtlinie 92 / 105 / EWG ist daher entsprechend zu dndern . 100.00

Table 4: The translation examples are from experiments done on the English to German (en—de) dataset.

T Special provisions as regards additional payments BLEU

y Disposiciones especiales referentes a los pagos adicionales

smt Disposiciones especiales relativas a las asignaciones

Sfmly Disposiciones especiales referentes

Sfml, para pagos adicionales

yPase Disposiciones particulares en materia de pagos adicionales 7.73
+Semantic Disposiciones especiales relativas a los pagos adicionales 48.89

yToemantictFormal || pyjsnosiciones especiales referentes a los pagos adicionales 100.00

Table 5: The translation examples are from experiments done on the English to Spanish (en—es) dataset.

T (‘a) the additional guarantees set out in the model veterinary certificate in Annex III ; || BLEU
and

Y a ) las garantias adicionales previstas en el modelo de certificado veterinario del anexo
Iy

smt ¢ ) el envio cumpla las garantias establecidas en el certificado veterinario elaborado
de conformidad con el modelo del anexo V , teniendo en cuenta las notas explicativas
del anexo III . &amp; quot ;.

Sfmly las garantias adicionales previstas en el modelo de certificado veterinario del anexo

Sfml, establecidos en el modelo de certificado veterinario del anexo III

yPase a ) las garantias suplementarias establecidas en el modelo de certificado veterinario que 39.42
figura en el anexo 111, y

yTSemantic a ) las garantias adicionales establecidas en el modelo de certificado veterinario del 70.86
anexo III , y

yToemantictFormal || 5 y 155 garantias adicionales previstas en el modelo de certificado veterinario del || 100.00

anexo III ; y

Table 6: The translation examples are from experiments done on the English to Spanish (en—es) dataset.

T Wir bewegen uns nach vorn, nach hinten, nach rechts und nach links! BLEU

Y Schylamy se dopredka, naslédk, napSawo a nalewo!

smt Musalej smej se rozsuzis, lec napsawo, nalewo abo narowno dalej ganjame;j.

fiml, dopredka, naslédk,
Base Wobgranicujomy se dopredka hys, naslédk a nalewo! 7.73
+Semantic Smy se wupérali, naslédk naslédk, napsawo a nalewo! 36.56
+SemantictFormal || Wohejzujomy se dopredka, naslédk, napSawo a nalewo! 80.91

Table 7: The translation examples are from experiments done on the German to Lower-Sorbian (de—dsb) dataset.
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T 1 . The Committee shall consist of two representatives from each Member State . BLEU

y (1) Der Ausschuf besteht aus je zwei Vertretern jedes Mitgliedstaats .

smt (1) Die Agentur hat einen Verwaltungsrat , der sich aus je einem Vertreter der

Mitgliedstaaten und zwei Vertretern der Kommission zusammensetzt .

Sfmly (1) Der AusschuB} besteht aus

Sfml, Ausschuss besteht aus

yBase (1) Der Ausschuf setzt sich aus zwei Vertretern je Mitgliedstaat zusammen . 33.43
+Semantic (1) Der Ausschuf} setzt sich aus je zwei Vertretern jedes Mitgliedstaats zusammen . 58.28
+SemantictFormal || (1) Der AusschuB besteht aus je zwei Vertretern jedes Mitgliedstaats . 100.00

Table 8: The translation examples are from experiments done on the English to German (en—de) dataset.

x So beschrieb der Maler Jan Biick sein ambivalentes Verhéltnis zur industriellen Wende || BLEU
in den Lausitzen.

Y Tak wopisowase moler Jan Buk swéj ambiwalentny pocah k industrielnemu prewrdtej
we LuZicomaj.

smt »Grilowane Kkotbaski zaso wulkotnje stodza!«, praji Lina zahorjena.

fiml, we LuZicomayj.

yBase Tak wopisowase moler Jan Buk jeho ambiwalentny pomér k industrialnym piewrdée we 32.52
Luzicach.

yToemantic Tak wopisowase moler Jan Buk swoju ambiwalentny pomér k industrijowemu 3542
prewrdétej we EuZzicach.

+SemantictFormal || Tak wopisowaSe moler Jan Buk swéj ambiwalentny pomér k industrielnemu || 76.12

prewroétej we Luzicomaj.

Table 9: The translation examples are from experiments done on the German to Upper-Sorbian (de—hsb) dataset.

z Die Erzieherin beobachtet die gegenseitige Hilfe der Kinder, wenn eines von ihnen nicht || BLEU
das Sorbische verstand.

y Kubtarka wobkedZbuje wzajomnu pomoc dZé¢i, hdyZ njeje jedne z nich serbs¢inu
rozumito.

smt Kublarka reaguje na situacije, w kotrychz trjeba so zaZiwjace dzéco pridatnu
podpéru (n.pF. pri nawjazanju kontakta k druhim dzééom).

fiml, hdyz njeje jedne z

yBase Kubtarka wobkedzbuje mjezsobnu pomoc dzg€¢i, hdyZ njeje jedna z nich serbski 28.65
njerozum.

yTSemantic Kubtarka wobkedzbuje mjezsobnu pomoc dZééi, hdyz njebé jedne z nich serbséinu || 46.60
rozumilo.

yToemantictFormal || gyhlarka wobkedzbuje mjezsobnu pomoc dzééi, hdyz njeje jedne z nich serb¢inu || 76.92

rozumifo.

Table 10: The translation examples are from experiments done on the German to Upper-Sorbian (de—hsb) dataset.

T Es fehlen noch Dachboden, Keller, Garage, Hof, Garten. BLEU

Y Feluju hys¢i najs$pa, piwnica, garaza, dwor, zagroda.

smt Buzco wjasole w nazeji, sCerpne w teSnosci, hobstawne w modlenju.

fiml, Feluju
Base Feluju hys¢i najspy, piwnica, garaz, gumno. 8.09
+Semantic Pébrachujo hyséi najipy, piwnica, garaza, dwor, zagroda. 43.47
+SemantictFormal || pop,iy hy$éi najépy, piwnica, garaza, dwér, zagroda. 48.89

Table 11: The translation examples are from experiments done on the German to Lower-Sorbian (de—dsb) dataset.
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Abstract

Large language models (LLMs), such as GPT-
4, Gemini 1.5, Claude 3.5 Sonnet, and Llama3,
have demonstrated significant advancements in
various NLP tasks since the release of Chat-
GPT in 2022. Despite their success, fine-tuning
and deploying LL.Ms remain computationally
expensive, especially in resource-constrained
environments. In this paper, we proposed Viet-
EduFrame, a framework specifically designed
to apply LLMs to educational management
tasks in Vietnamese institutions. Our key con-
tribution includes the development of a tailored
dataset, derived from student education doc-
uments at Hanoi VNU, which addresses the
unique challenges faced by educational sys-
tems with limited resources. Through extensive
experiments, we show that our approach out-
performs existing methods in terms of accu-
racy and efficiency, offering a promising so-
lution for improving educational management
in under-resourced environments. While our
framework leverages synthetic data to supple-
ment real-world examples, we discuss potential
limitations regarding broader applicability and
robustness in future implementations.

1 Introduction

Most current tasks in Natural Language Process-
ing (NLP) are dominated by large language models
(LLMs) such as GPT4 and Gemini 1.5, which have
set new benchmarks for performance. These mod-
els excel in a wide range of applications, demon-
strating superior capabilities in understanding and
generating human language.

In recent years, artificial intelligence (Al) and
machine learning (ML) for education have received
a great deal of interest and have been applied in
various educational scenarios (Chen et al., 2020),
(Xia et al., 2022), (Latif et al., 2023), (Denny et al.,
2023), (Li et al., 2024). Educational data mining
methods have been widely adopted in different as-
pects such as cognitive diagnosis (Batool et al.,
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Thang Dam Cong

Bac Ninh, Vietnam

2022), knowledge tracking (Koedinger et al., 2015),
and specifically question answering (Lende and
Raghuwanshi, 2016), (Thiruvanantharajah et al.,
2021), (Bhowmick et al., 2023).

Large language models (LLMs) have emerged as
a powerful paradigm across different areas (Chen
et al., 2023b), (Fan et al., 2023), (Jin et al., 2024),
(Zeng et al., 2023), and have achieved state-of-
the-art performances in multiple educational sce-
narios (Kasneci et al., 2023), (Li et al., 2023),
(Yan et al., 2023). Existing work has found that
LLMs can achieve student-level performance on
standardized tests in a variety of subjects, includ-
ing mathematics, physics, and computer science,
on both multiple-choice and free-response prob-
lems. A recent study (Susnjak, 2022) reveals that
ChatGPT is capable of generating logically con-
sistent answers across disciplines, balancing both
depth and breadth. Another quantitative analysis
(Malinka et al., 2023) shows that students using
ChatGPT (by keeping or refining the results from
LLMs as their own answers) perform better than
average students in some courses in the field of
computer security.

Despite the global advancements, there remains
a significant gap in the application of these tech-
nologies within the context of Vietnamese educa-
tion, particularly in educational management. My
research is among the first in Vietnam to explore
these applications broadly in education and specif-
ically in educational management. Due to the limi-
tations of resources and data within Vietnamese in-
stitutions, this area has not yet received adequate at-
tention. This scarcity of local studies and resources
has driven us to undertake this research, aiming to
bridge the gap and contribute to the growing body
of knowledge in this critical field.

In this study, our main contributions can be sum-
marized as follows:

* Framework Proposal: We propose a simple

20

Bac Ninh Teacher Training College

damcongthang@cdspbacninh.edu.vn



yet highly effective framework for applying
large language models (LLMs) to educational
management tasks. This framework is de-
signed to be easily implementable and adapt-
able within the constraints of Vietnamese edu-
cational institutions. To the best of our knowl-
edge, this first study focuses applying LLMs
for education in Vietnamese.

* New Dataset: We introduce a new dataset
specifically tailored for educational manage-
ment in Vietnam. This dataset addresses the
unique challenges and characteristics of the
Vietnamese educational context, providing a
valuable resource for future research and de-
velopment.

* Model Development with Limited Re-
sources: We successfully develop and de-
ploy a model using the limited computational
resources available at our institution. This
demonstrates the feasibility of implementing
advanced Al solutions in resource-constrained
environments and provides a blueprint for
similar institutions.

2 Related work

2.1 Large language models in for study
assisting

Providing students with timely learning support
has been widely recognized as crucial in improv-
ing student engagement and learning efficiency
during their independent studies (Dewhurst et al.,
2000). Due to the limitation of prior algorithms
in generating fixed-form responses, many of the
existing study-assisting approaches face poor gen-
eralization challenges while being implemented in
real-world scenarios (Konig et al., 2022). Fortu-
nately, the appearance of LLMs brings revolution-
ary changes to this field. Using finetuned LLMs
(Ouyang et al., 2022) to generate human-like re-
sponses, recent studies in LLM-based educational
support have demonstrated promising results.
Contributing to the large-scale parameter size
of LLMs and the enormous sized and diverse
web corpus used during the pre-training phase,
LLMs have been proven to be a powerful ques-
tion zero-shot solver to questions spread from a
wide spread of subjects, including math (Wu et al.,
2023¢) (Yuan et al., 2023), law (Bommarito and
Katz, 2022) (Cui et al., 2023), medicine (Li’evin
et al., 2022) (Thirunavukarasu et al., 2023), finance

(Wu et al., 2023b) (Yang et al., 2023), program-
ming (Kazemitabaar et al., 2023) (avelka et al.,
2023), language understands(Zhang et al., 2023).
In addition, to further improve LLM’s problem-
solving performance while facing complicated
questions, various studies have been actively pro-
posed. For example, (Wei et al., 2022) proposes
the Chain-of-Thought (CoTl') prompting method,
which guides LLMs to solve a challenging problem
by decomposing it into simpler sequential steps.
Other works exploit the strong in-context learn-
ing ability of LLMs and propose advanced few-
shot demonstration-selection algorithms to improve
LLM’s problem-solving performance to general
questions. (Chen et al., 2022) and (Gao et al.,
2022b) leverage external programming tools to
avoid calculation errors introduced during the tex-
tual problem-solving process of raw LLMs. (Wu
et al., 2023a) regard chat-optimized LLMs as pow-
erful agents and design a multi-agent conversation
to solve those complicated questions through a col-
laborative process.

2.2 Education toolKit

Utilizing a chatbot powered by a Large Language
Model (LLM) as an educational tool presents nu-
merous benefits and opportunities. LLM chatbots
can tailor their responses to meet the unique needs
of each learner, offering personalized feedback and
assistance. This ability to customize can cater to
various learning styles, speeds, and preferences.
They are available 24/7, making learning acces-
sible at any time and from any place, which is
especially advantageous for learners in different
time zones or with diverse schedules. The interac-
tive features of chatbots can make learning more
engaging and enjoyable. They can mimic conver-
sations, set up interactive learning scenarios, and
give immediate feedback, which can be more effec-
tive than passive learning approaches. Chatbots can
manage thousands of inquiries at once, providing
a scalable solution for educational institutions to
support a large number of students without need-
ing more teaching staff. They can also automate
repetitive teaching tasks, such as grading quizzes
or offering basic feedback, enabling educators to
concentrate on more complex and creative teaching
duties. Notable examples of such chatbots include
ChatGPT, Bing Chat, Google Bard, Perplexity, and
Pi Pi.ai.
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2.3 Textbook question answering

Textbook Question Answering (TQA) is a task that
requires a system to comprehensively understand
the multi-modal information from the textbook cur-
riculum, spreading across text documents, images,
and diagrams. The major challenge of textbook
question answering is to comprehend the multi-
modal domain-specific contexts as well as the ques-
tions, and then identify the key information to the
questions.

Datasets (Kembhavi et al., 2017) presented the
TQA dataset, designed to assess a system that in-
tegrates multi-modal contexts and a wide range
of scientific topics. Comparable datasets, such as
AI2D (Kembhavi et al., 2016), DVQA (Kafle et al.,
2018), and VLQA (Sampat et al., 2020), have
been developed to facilitate research in multi-modal
reasoning within the scientific domain. Nonethe-
less, these datasets lack annotated explanations
for answers in the form of supporting facts. SCI-
ENCEQA (Lu et al., 2022) is a comprehensive
textbook question-answering dataset that includes
annotated lectures and explanations. This dataset
is derived from elementary and high school sci-
ence curricula, covering a variety of science topics
such as natural science, social science, and lan-
guage science. Recently, the TheoremQA dataset
has been released, which includes textbook ques-
tions at the university level (Chen et al., 2023a).
Beyond the scientific domain, there are datasets
focused on the medical field. MEDQA (Jin et al.,
2020) and MedMCQA (Pal et al., 2022) are two
medical question-answering datasets that encom-
pass a broad range of healthcare topics, derived
from both real-world scenarios and simulated ex-
ams.

Methods. From a technical perspective, text-
book question answering is inherently similar to vi-
sual question answering (VQA) (Dosovitskiy et al.,
2020), (Gao et al., 2018), (Gao et al., 2022a). Tra-
ditional VQA approaches use RNNs to encode the
question and CNNs to encode the image (Agrawal
et al., 2015), (Malinowski et al., 2015). The multi-
modal information is then fused to understand the
questions. Additionally, other methods that utilize
spatial attention (Lu et al., 2016), (Noh and Han,
2016), (Xu et al., 2015), (Yang et al., 2015), com-
positional strategies (Andreas et al., 2016), and
bilinear pooling schemes (Fukui et al., 2016), (Liu
et al., 2022) have been proposed to enhance VQA
performance.

While VQA and textbook question answering
share significant similarities, textbook question an-
swering requires domain-specific knowledge for
the accompanying context and innovative integra-
tion of diagrams and tables. To address this gap,
(Ram et al., 2021) proposed a pre-training schema
tailored for question answering. Specifically, their
method improves performance in textbook ques-
tion answering by masking recurring span selec-
tions and selecting the correct span in the passage,
even when only a hundred examples are available
in specific domains. An adversarial training frame-
work is also adapted for domain generalization (Lee
et al., 2019), enabling question-answering models
to learn domain-invariant features. (Xu et al., 2022)
introduced a novel Pre-trained Machine Reader as
an enhancement of pre-trained Masked Language
Models (MLMs), which addresses the discrepancy
between model pre-training and downstream fine-
tuning for specific domain MLMs. To comprehend
diagrams and tables, graph-based parsing methods
have been developed to extract concepts from di-
agrams (Kembhavi et al., 2016) by converting a
diagram into a diagram parse graph. Optical Char-
acter Recognition (OCR) is employed to identify
chart-specific answers from the charts, which are
then aligned with the questions (Poco and Heer,
2017), (Kafle et al., 2018).

Our research is different from previous works in
some significant ways:

* First, we have developed a simple yet ef-
fective framework for the textbook question-
answering problem. This framework has
proven to be both efficient and robust, de-
livering high performance within a short de-
velopment cycle.

* Second, leveraging this framework, we have
created a dedicated dataset specifically tai-
lored for the training management process at
the Vietnam National University of Hanoi.
This dataset is instrumental in enhancing the
quality and effectiveness of training manage-
ment, marking a substantial contribution to
the educational resources available for Viet-
namese institutions.

3 Dataset

The use of data in the field of educational man-
agement presents several significant challenges,
particularly when developing a question-answering
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system for the Vietnamese language. These chal-
lenges include:

¢ Institutional Variability: Each educational
institution must comply with the regulations
set forth by the Ministry of Education. How-
ever, beyond these mandatory guidelines, in-
stitutions often have additional rules and poli-
cies specific to their own organization or the
larger entity they are affiliated with. This
variability can lead to inconsistencies in data
structure, terminology, and reporting prac-
tices, complicating the task of creating a uni-
fied dataset.

* Data Standardization: Due to the diverse
regulatory requirements and internal poli-
cies across different institutions, standard-
izing data becomes a complex process. En-
suring consistency and compatibility of data
from various sources is essential for effective
analysis and model training but is difficult to
achieve given the heterogeneity of the data.

* Data Availability and Quality: As one of
the first studies addressing the question-
answering problem in the Vietnamese lan-
guage within the educational management do-
main, there is a scarcity of readily available
datasets. Existing datasets in other languages
or educational contexts may not be directly
applicable due to linguistic and contextual
differences. Therefore, sourcing high-quality
data externally is challenging, necessitating
the creation of a new dataset from scratch.

* Data Collection and Annotation: Building
a new dataset requires significant effort in
data collection and annotation. This process
involves gathering data from various educa-
tional institutions, ensuring its accuracy and
relevance, and annotating it to create a struc-
tured dataset suitable for training machine
learning models. The annotation process, in
particular, is time-consuming and demands
a deep understanding of the educational do-
main.

Addressing these challenges is crucial for the
success of our research. By acknowledging and sys-
tematically tackling these issues, we aim to build a
robust and reliable dataset that will facilitate the de-
velopment of effective Al solutions for educational
management in Vietnam.

3.1 Building data

In this subsection, I describe the process of
constructing a dataset from the "Regulations on
Student Affairs of Vietnam National Univer-
sity"(VNU) to train a model for question-answering
tasks. By using prompts, we generate data points
that each consist of a "context,""question,"and "an-
swer."This structured approach ensures compre-
hensive coverage of the regulations and facilitates
the creation of a robust dataset for training. The
process consists of five critical steps: data prepro-
cessing, data analysis and prompt design, data gen-
eration using prompts and LLMs, and data quality
evaluation.

The first step data preprocessing involves
preparing the raw data for subsequent analysis and
prompt generation. This includes:

* Data Cleaning: Removing any irrelevant in-
formation, and duplicates, and ensuring con-
sistency in formatting.

» Text Segmentation: Breaking down the reg-
ulations into manageable sections that can be
used as context for generating questions and
answers.

* Whitespace and Extraneous Character Re-
moval: Removing unnecessary spaces and
characters to ensure clean text.

* Spell Checking: Correcting any spelling er-
rors in the text.

* Math Formula Conversion: Converting
mathematical formulas into KATEX format
for consistent representation.

After preprocessing the data, the next step is
to analyze the content and design effective
prompts. This involves:

* Content Analysis: Identifying key themes,
rules, and guidelines within the regulations.

* Prompt Crafting: Developing specific
prompts that will be used to generate ques-
tions and answers. Each prompt focuses on
different aspects of the regulations, ensuring
comprehensive coverage.

* Using technique prompting Chain of
Thought, Self-Consistency Chain of Thought,
and Tree of Thought: Employing advanced
prompting techniques to enhance the genera-
tion process.
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The next steps are data generation using
prompts and LLMs, and data quality evalua-
tion. To generate the desired dataset, we utilized
prompts that were meticulously designed in the
previous phase. These prompts were fed into large
language models (LLMs) such as GPT-3,5 turbo,
which then generated a comprehensive set of syn-
thetic data. The generation process was systematic
and aimed to produce data that closely aligned with
our research objectives and covered the necessary
range of scenarios.

The quality of the generated data was evalu-
ated using both automated metrics and human as-
sessment. Specifically, we employed ROUGE and
BLEU scores to quantify the relevance and coher-
ence of the generated text. These metrics provided
an objective measure of how well the generated
data matched the expected output in terms of n-
gram overlap and sequence similarity.

In addition to automated metrics, human evalua-
tors conducted a qualitative review of the generated
data. These domain experts assessed the data for
relevance, coherence, and diversity, ensuring that
the synthetic data met the high standards required
for our study. This dual approach of combining
quantitative scores with qualitative human judg-
ment ensured a robust evaluation of the generated
dataset, confirming its suitability for subsequent
analyses and experiments.

Here is an example of the dataset

Figure 1: The examples of Question Answering in the
education domain

e ™

Context: Biéu 16. Hoc ky

M&i nam hoc cd hai hoc ky chinh va mét hoc ky phu M&i hoc ky chinh cé
15 tuén hoc, tir 3 dén 4 tudn thi va 1 tuan du phong. Méi hoc ky phu ca it
nhét 5 tudn hoc va 1 tuan thi, duoc té chire trong thoi gian gitra hai hoc
ky chinh

Question: Mgt nam ¢ bao nhiéu hoc ki chinh va hoc ki phu

. S

Answer: Theo diéu 15- mét ndm co hai hoc ki chinh v 1 hoc ki phu

4 Methodology

In this section, we detail the methodology em-
ployed to address the question-answering problem
within the domain of university educational man-
agement in 2. Our approach encompasses several

key stages: leveraging a Large Language Model
(LLM) for initial data pre-labeling, human labeling
for data refinement, training the model, evaluat-
ing its performance, and conducting a thorough
analysis of the results. Each step in this pipeline
is meticulously designed to ensure accuracy and
effectiveness, tailored to the specific needs and
constraints of the educational context in Vietnam.

We will systematically describe each stage of our
methodology as follows:

* Large Language Model (LLM):An
overview of the LLM utilized in our study,
highlighting its features and advantages in
handling natural language processing tasks.

* Pre-labeling: A description of the pre-
labeling process using the LLM to provide
initial annotations for the dataset, which sets
a foundation for further refinement.

* Human Labeling: An explanation of the hu-
man labeling process, emphasizing its role in
ensuring high-quality data by correcting and
improving the initial LLM-generated labels.

* Training: Details on the training phase, in-
cluding the algorithms and techniques applied
to build a robust question-answering model.

* Evaluation: Presentation of the evaluation
methods and criteria used to assess the
model’s performance, ensuring it meets the
desired standards of accuracy and reliability.

* Analysis:A comprehensive analysis of the re-
sults obtained from the evaluation, providing
insights into the model’s strengths and areas
for improvement.

4.1 Prelabeling and human labeling

With two steps using LLMs pre-labeling va human
labeling, I illustrated in section 3 building data.

4.2 Training and context adaptation

In this subsection, we describe the training pro-
cess and context adaptation techniques employed
to enhance the question-answering capabilities of
our model, particularly tailored to university edu-
cational management.
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Figure 2: Overview of our framework
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4.2.1 Training

Model Vistral

Vistral (Vo, 2024) is a deep learning model that
uses many transformer decoder layers to generate
coherent and natural language text. The model was
pre-trained on a large corpus of text data using an
unsupervised learning approach, which enabled it
to learn the statistical patterns and structures of
natural language. Vistral has been widely used for
various NLP tasks such as language translation,
question-answering, text summarization, and even
creative writing. As of now April 2024, the Vistral
model is the highest-scoring public model on the
VMLU leaderboard. Vistral model is an innovative
Large Language Model designed expressly for the
Vietnamese language.

* Rolling Buffer Cache
e Sliding-Window Attention
* Pre-fill and Chunking

Sliding Window Attention utilizes the multiple
layers of a transformer to access information be-
yond a defined window size W. In this method, the
hidden state at position ¢ in layer k, denoted as h;,
attends to all hidden states in the preceding layer
within the range from 7 — W to 4. This process al-
lows h; to recursively access tokens from the input
layer at a distance of up to W x k tokens.

Rolling Buffer Cache. By having a fixed atten-
tion span, we can manage our cache size with a
rolling buffer cache. This cache has a set size of

Testing dataset

Bad model

Good model

W, and the keys and values for timestep ¢ are saved
in the position imodW of the cache. Consequently,
when position ¢ exceeds W, the older values in the
cache are overwritten, preventing the cache size
from growing indefinitely.

Pre-fill and Chunking. When generating a se-
quence, tokens must be predicted one at a time, as
each token depends on the previous ones. However,
since the prompt is known beforehand, we can pre-
fill the (k, v) cache with the prompt. If the prompt
is very large, it can be divided into smaller chunks,
and the cache can be pre-filled with these chunks.
The window size can be used as the chunk size. For
each chunk, it is necessary to compute the attention
over both the cache and the chunk.

Model Bloom BLOOM is a powerful autore-
gressive Large Language Model (LLM) designed
to extend text from a given prompt, utilizing ex-
tensive computational resources on massive text
datasets. This capability allows it to produce fluent
text in 46 different languages and 13 programming
languages, making it almost indistinguishable from
human-written content. Additionally, BLOOM can
be directed to undertake text-related tasks it wasn’t
specifically trained for by framing them as text-
generation problems.

Modeling Details Several key innovations were
incorporated into the BLOOM model to enhance
its performance and stability:

ALiBi Positional Embeddings: The model em-
ploys ALiBi (Attention Linear Bias) positional em-
beddings instead of traditional positional embed-
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dings. ALiBi attenuates attention scores based on
the distance between keys and queries, which re-
sults in smoother training dynamics and improved
performance.

Embedding LayerNorm: An additional layer
normalization step is applied immediately after
the embedding layer. This modification was im-
plemented to improve training stability, especially
considering the use of bfloat16 precision in the fi-
nal training phase, which offers more stability than
float16.

Low rank Adaptation

For a given pretrained weight matrix Wy €
R?*% LoRA introduces two trainable weight ma-
trices, Wy, € R¥" and Wpyn € R™F where the
rank 7 < min(d, k), operating in parallel to .
Let represent the input. Under normal conditions,
the output through Wy is hoye = Wohiy. Instead,
LoRA modifies this output by introducing an incre-
mental update AW that encapsulates task-specific
knowledge:

hout = WOhin +%AWhm = WOhin +%Wup Wiaown h

ey
where « denotes a scaling factor. At the onset
of training, Wy, is initialized using a random
Gaussian distribution, while W, is initialized to
zero, ensuring that AW initially holds a value of
zero. LoRA is straightforward to implement and
has been evaluated on models with up to 175 billion
parameters. In this research, I use this method for
the model Bloom and Vistral-7B. Once fine-tuning
is complete, LoRA’s adaptive weights seamlessly
integrate with the pre-trained backbone weights.
This integration ensures that LoORA maintains the
model’s efficiency, adding no extra burden during
inference. The number of parameters training is
reduced dk/(d + k) /r times.

4.2.2 Context Adaptation

Context adaptation is crucial for activating the
model’s question-answering capabilities. We en-
hance the training data by incorporating detailed in-
structions and contextual cues that guide the model
in understanding and generating accurate responses
to educational queries.

By adding specific instructions, we provide the
model with explicit examples of how to approach
different types of questions within the educational
domain. These instructions act as triggers, enabling

the model to apply its learned knowledge effec-
tively and respond accurately to complex queries.

Our training and context adaptation approach
ensures that the models are not only finely tuned to
our dataset but also contextually aware, enhancing
their ability to provide precise and relevant answers
in the context of university educational manage-
ment. The combination of dual-model training and
LoRA, along with detailed context adaptation, sig-
nificantly boosts the model’s performance and us-
ability in real-world applications.

4.3 Evaluate

Exact Match (EM): For each question-answer pair,
if the characters of the MRC system’s predicted
answer exactly match the characters of (one of) the
gold standard answer(s), EM = 1, otherwise EM
= 0. EM is a stringent all-or-nothing metric, with
a score of O for being off by a single character.
When evaluating against a negative question, if the
system predicts any textual span as an answer, it
automatically obtains a zero score for that question.

F1-score: Fl-score is a popular metric for natu-
ral language processing and is also used in ma-
Hine reading comprehension. Fl-score is esti-
mated over the individual tokens in the predicted
answer against those in the gold standard answers.
The F1-score is based on the number of matched
tokens between the predicted and gold standard
answers.

the number of matched tokens

Precision = - .
the total tokens in the predicted answer

()
the number of matched tokens
Recall =

the total tokens in the gold standard answer

3)
4

2 x Precision x Recall

Fl-score = —
Precision + Recall

5 Result and Experiment

5.1 Statistic of dataset

In this subsection, we present a comprehensive sta-
tistical analysis of our dataset, which includes an
in-depth survey of the lengths and averages of con-
texts, questions, and answers. Understanding these
metrics is crucial for evaluating the overall quality
and characteristics of the data used in our experi-
ments.

5.2 Data review

In our study, we categorize the dataset into five
distinct levels of question-answering data quality:
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Table 1: Statistic of dataset

context | question | answer

length length length
count 985.00 | 985.00 | 985.00
mean 882.48 | 74.03 415.60
std 742.12 | 32.59 342.66
min 49.00 15.00 21.00
25% 324.00 | 54.00 166.00
50% 611.00 | 71.00 298.00
75% 1371.00 | 86.00 569.00
max 4446.00 | 289.00 | 2163.00
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Very Good, Good, Medium, Bad, and Very Bad.
These levels are comprehensively described in Ta-

ble 3
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Figure 5: Answer Length Distribution

Levels of Data Quality in Question Answering

Type

Description

Very good  |Answers at this level are completely ac-

curate and directly address the question
posed. They exhibit a perfect understand-
ing of the query and provide comprehen-
sive, precise information. The content is
well-structured and leaves no room for
ambiguity.

Good

Answers in this category are mostly ac-
curate and address the main aspects of|
the question. They may lack some mi-
nor details or have slight imprecisions
but still provide a reliable and useful re-
sponse. These answers are generally clear
and relevant.

Medium Answers at this level are somewhat accu-

rate but may be incomplete or partially
incorrect. They provide relevant informa-
tion but may miss key details or present
some minor inaccuracies. The response
could be clearer or more comprehensive.

Bad

Answers in this category are largely in-
accurate or irrelevant. They may partially
address the question but contain signif-
icant errors or omissions. The response
may be confusing, vague, or off-topic,
requiring substantial correction or clari-
fication.

Very Bad Answers at this level are completely in-

correct or irrelevant. They fail to address
the question in any meaningful way, pro-
viding no useful information. The re-
sponse might be entirely off-topic or non-
sensical, reflecting a fundamental mis-
understanding of the query.

5.3 Result of model

In this section, we present the performance of the
Bloom and Vistral models. The results are evalu-
ated using the training and validation loss metrics,
as well as a comparison of the exact match (Exact)
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Table 3: Percentage Data Quality

Type Number Percentage
Very good  |631 54.92 %
Good 325 28.28 %
Medium 103 8.96 %
Bad 78 6.78 %
Very Bad 12 1.05 %
Total 1149 100 %

and F1 scores.

I implement hyperparameters with full fine-
tuning model in table 5 and hyperparameter using
LoRA for tuning model in table 5.

Table 4: Hyperparameter of Bloom and Vistral models

Model Bloom | Vistral
b1 0.9 0.9
B 0.999 | 0.999
warmup ratio | 0.05 0.05
weight decay | 0.01 0.01
batch size 8 4
max length 1024 1024
num epochs 10 10

Table 5: Hyperparameter of Bloom and Vistral models
with LoRA

Model Bloom | Bloom
51 0.9 0.9
B 0.999 | 0.999
warmup ratio 0.05 0.05
weight decay 0.01 0.01
batch size 4 8
max length 1024 1024
num epochs 10 10
Rank LoRA 128 128
LoRA dropout 0.1 0.1

Training and Validation Loss Bloom Model:

The training and validation loss curves for the
Bloom model are shown in figures ?? and 7, re-
spectively. Additionally, the training loss of Bloom
model and LoRA method have training loss in fig-
ure 8 and validation loss illustrated in figure 9.

Vistral Model:

Similarly, the training and validation loss curves
for the Vistral model are depicted in Figures 10 and
11. The Vistral model shows a rapid decrease in
training loss, and the validation loss also reduces
steadily, demonstrating good generalization perfor-
mance. Furthermore, in figure 12, 13 present loss

train/loss

—
train/global_step

2k 4k 6k

Figure 6: Training Loss of Bloom Model

eval/loss

Figure 7: Validation Loss of Bloom Model

train/loss

train/global_step

2k 4k 6k

Figure 8: Training Loss of Bloom Model

eval/loss

train/global_step

Figure 9: Validation Loss of Bloom Model + LoRA

of training and validate phrases respectively.

Comparison of Bloom and Vistral Models Table
6 provides a comparison of the Exact and F1 scores
for both the Bloom and Vistral models. The Vistral
model outperforms the Bloom model in both met-
rics, indicating its superior performance in terms
of both accuracy and the quality of predictions.
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Training Loss Over Steps for Vistral Table 6: Overall result

—8— Train Loss

Metric Exact | F1-score
Bloom model + LoRA | 33.89 72.36
Vistral + LoRA 43.23 81.24
gos Bloom model 34.23 73.16
Vistral model 43.72 81.57

Table 7: Resource usage of language models

0 2500 5000 7500 10000 12500 15000 17500

= Model | Time train- | Ram-GPU
Figure 10: Training Loss of Vistral Model ing per | used
epoch
Evaluation Loss over Steps of Vistral mode Bloom | 1.5 hours 16 GB

. —e— Vistral_finetuned_A100_june27th_1 - eval/loss model

+LoRA

' Vistral | 6 hours 32 GB
+LoRA
Bloom | 5 hours 29 GB
o model

Vistral | 14 hours 61.2 GB

model

Figure 11: Validation Loss of Vistral Model 6 Analysis and discussion

6.1 Performance Metrics

Training Loss Over Steps for Vistral + LoRA

* Bloom model + LoRA vs. Bloom model: The
Bloom model with LoRA shows a slight de-
crease in Exact and F1-score compared to the
Bloom model without LoRA. The Exact score
drops from 34.23 to 33.89, and the F1 score
decreases from 73.16 to 72.36. This suggests
that LoRA might slightly affect the perfor-
mance of the Bloom model in terms of these

© o ww mo _ww  mm meo v metrics.
Figure 12: Training Loss of Vistral Model + LoRA * Vistral + LoRA vs. Vistral: The Vistral model
with LoRA also exhibits a minor reduction in
Evaluation Loss over Steps of Vistral model + LoRA performance compared to the Vistral model
R Mt B W without LoRA. The Exact score drops from

43.72 to 43.23, and the F1 score decreases
from 81.57 to 81.24. This indicates that the
inclusion of LoRA may have a small impact
on the Vistral model’s performance.

Evaluation Loss

* Bloom model vs. Vistral: Comparing the
two models, Vistral consistently outperforms

o ww  me bom  mw e e Bloom in both Exact and F1-score, both with
and without LoRA. This demonstrates that

ing and processing the information needed for
higher precision and overall accuracy.
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6.2 Resource Utilization

* Training Time: The training time per epoch
is significantly lower for models using LoRA.
The Bloom model with LoRA takes 1.5 hours
per epoch, whereas without LoRA, it takes 5
hours. Similarly, the Vistral model with LoORA
takes 6 hours per epoch, compared to 14 hours
without LoRA. This reduction in training time
highlights the efficiency of the LoRA method
in speeding up the training process.

* GPU RAM Usage: Models with LoRA also
require less GPU RAM. The Bloom model
with LoRA uses 16 GB, while the original
Bloom model uses 29 GB. The Vistral model
with LoRA uses 32 GB, compared to 61.2 GB
for the Vistral model without LoRA. This re-
duction in memory usage indicates that LORA
helps in optimizing resource utilization during
training.

6.3 Real-world inference

Example in table 8 there are four reasons explain
why this is a good answer:

* Comprehensive and Detailed: The answer in-
cludes the main responsibilities of the lectur-
ers such as imparting scientific ambition, a
passion for learning, scientific research, sci-
entific thinking, and creative ability. These
elements are clearly stated in the context pro-
vided.

¢ Clear and Understandable: The answer is ar-
ticulated clearly and understandably, making
it easy for the reader to grasp the responsibili-
ties of the lecturers.

* Contextual Connection: The answer is closely
linked to the context provided, ensuring that
the information presented is accurate and rel-
evant.

* Repetition for Emphasis: Repeating the key
points at the end of the answer emphasizes the
lecturers’ responsibilities and highlights the
main aspects that need to be noted.

In table 9 illustrates the bad answer. This poor

Table 8: Good answer in model

Context

Diéu 33. Glang vién ¢ ) Ngoai nhiing
nghia vu chung ddi vé6i giang vién ,
cac giang vién tham gia dao tao tai
ning , chit lugng cao con cé trach
nhiém sau : - Truyén thu va tao 1ap
cho sinh vién hoai bao khoa hoc ,
niém say mé hoc tap , nghién cifu
khoa hoc ,tu duy khoa hoc va ning
luc sang tao ,dong vién khuyén khich
sinh vién rén luyén phim chét chinh
tri,dao didc tac phong ctia ngudi can
bd nghién ctu khoa hoc ; - Tu gidc ap
dung va huéng dan sinh vién dp dung
phuong phap day -hoc , kiém tra danh
gid tién tién phi hop ; - Hudéng din
sinh vién nghién ciu khoa hoc ; Cung
cép hoc liéu cho sinh vién trudc gio
1én 16p & mot trong cac dang sau :
gido trinh ;bai gidng ; dé cuong chi
tiét bai gidng cung danh muc tai liéu
tham khao cé trong thu vién . Noi
dung bai gidang phai c¢d ban , hién dai,
trinh bay dudc cac thanh tyu nghién
ctiu méi trong nudc va qubc té,phu
hdp véi muc tiéu dao tao , gidi thiéu
cac tailiéu tham khao phong phu cho
sinh vién. "

Question

Giang vién c6 trach nhiém gi doi véi
sinh vién trong qua trinh dao tao?

Answer

Giang vién c6 trach nhiém truyén
thu va tao 1dp cho sinh vién hoai
bio khoa hoc, niém say mé hoc tép,
nghién cdu khoa hoc, tu duy khoa
hoc va ning luc sang tao. Hay suy
nghi ting budc. Vi vy, cau tra 16i
1a gidng vién c6 trach nhiém truyén
thu va tao 14p cho sinh vién hoai
bdo khoa hoc, niém say mé hoc téap,
nghién cdu khoa hoc, tu duy khoa
hoc va nang lyc sang tao.

answer does not provide a comprehensive response  organization and management of training, scien-
based on the provided context. It lacks details and tific research, rights and obligations of lecturers,
does not address the specific aspects mentioned in ~ advisors, students, examinations, assessments, and
the context, such as training programs, study time,  graduation recognition.

30



Table 9: Bad answer in model

bicu 1. Pham vi diéu chinh va doi
tugng dp dung 1. Quy ché nay quy
dinh vé dao tao dai hoc theo hinh
thic chinh quy va hinh thic vira [am
vita hoc tai Pai hoc Qudc gia Ha Noi
,bao gdm :chuong trinh dao tao va
thdi gian hoc tap ;td chiic va quan
ly dao tao; nghién cttu khoa hoc cia
sinh vién ; quyén 10i va nghia vu ctia
giang vién , cb van hoc tap, sinh vién
; ki€m tra, thi va ddnh gia két qua hoc
tap ;cong nhan tbt nghiép

Context

Question| Quy ché dao tao dai hoc quy dinh vé
nhiing gi?

Answer | Quy ché dao tao dai hoc quy dinh vé
dao tao.

Conclusion and Limitations

6.4 Conclusion

In this paper, we present a simple and effective
framework for applying large language models
(LLMs) to educational domain. We conduct the
experiments with fine-tuning methods on resource-
constrained environments to optimally leverage ex-
isting GPU capabilities and hardware. Our results
demonstrated that using LLMs models for viet-
namese improved performance by over 10 points
compared to previous model. This significant im-
provement highlights the effectiveness of our ap-
proach in maximizing the potential of limited com-
putational resources.

6.5 Limitations

In this study and in the realm of natural lan-
guage processing, particularly in the application of
question-answering (QA) systems for educational
management in Vietnamese, several limitations of
current models and data quality have been iden-
tified. These limitations are crucial to understand
for the continued development and improvement of
such systems.

1. Reasoning Capabilities of the Model

* Logical Reasoning: The models may
produce answers that lack coherent logi-
cal structure or fail to follow a clear line
of reasoning, especially for complex or
multi-step problems.

* Contextual Understanding: While
models can understand the context to
a certain extent, they often miss subtle
nuances and deeper connections within
the provided context, leading to less
accurate or irrelevant responses.

2. Contextual Errors and Ambiguity

* Error in Capturing Context: Models
sometimes fail to capture the full con-
text of a question, particularly when the
context is lengthy or contains intricate
details.

* Ambiguity in Responses: Due to the
models’ probabilistic nature, they can
produce responses that are ambiguous
or vague, which can be particularly
problematic in educational management
where precision is crucial.

3. Lack of Specialized Knowledge

* Handling Specific Regulations: The
models might not fully grasp the spe-
cific regulations and guidelines unique to
different educational institutions or con-
texts, leading to incorrect or incomplete
answers.

* Domain-Specific Expertise: The ab-
sence of deep domain expertise means
that the models might misinterpret or
overlook critical aspects of educational
management tasks.
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Abstract

In the era of digitization, concern for health
and quality of life has become a top priority.
However, maintaining a balanced nutritional
lifestyle remains a challenge for many, espe-
cially as daily life becomes increasingly hectic.
Inadequate and imbalanced dietary habits can
lead to various health issues, such as nutritional
imbalances, a weakened immune system, and
more. Many people have resorted to overus-
ing dietary supplements as meal replacements,
causing unwanted side effects on the body. Par-
ticularly, choosing suitable dietary regimes is
crucial for individuals suffering from various
illnesses. To address this issue and support
consumers, especially in Vietnam, in selecting
meals that match their tastes and nutritional
needs while saving time, we have developed a
Vietnamese food recommendation system. In
this study, we constructed the Vietnamese food
dataset - ViFoodRec and processed the data to
create a high-quality dataset consisting of the
foods dataset with over 5000 data points and
the ratings dataset with approximately 180,000
data points. Furthermore, we applied Collab-
orative Filtering and Content-based Filtering
techniques for recommending meals based on
users preferences. In both methods, Pearson
and Cosine are utilized. Howeyver, in the context
of Content-Based Filtering, we incorporated
four additional similarity measures, namely
Jaccard, BM25, Tfldf Recommender, and a
composite measure.

1 Introduction

Recommendation Systems, a field of Machine
Learning, have seen significant development in re-
cent years, driven by the rapid expansion of the
internet. Unlike conventional classification or re-
gression tasks, Recommendation Systems focus on
predicting users’ preferences and have been widely
used in fields like e-commerce, movie, and music
recommendation to help people overcome informa-
tion overload (Thakker et al., 2021; Singh, 2020).

The main entities in Recommendation Systems are
users and items. Users represent individuals, while
items can represent various entities such as movies,
songs, books, videos, or even other users in social
networks. Recommendation Systems aim to predict
user interest in items by analyzing data, applying
algorithms, and generating personalized sugges-
tions. As a result, it saves a significant amount of
time, costs, and energy expended in making spe-
cific actions.

Given the increasing interest in healthy eating
habits and the widespread use of recommendation
systems in various domains, food recommendation
systems have gained significant traction globally.
Studies have highlighted the potential health risks
associated with unhealthy and imbalanced diets,
including the development of chronic conditions
such as cancer, diabetes, and obesity (Elsweiler
and Harvey, 2015). Therefore, there is an urgent
need to utilize recommendation methodologies to
assist individuals in creating personalized yet sci-
entifically grounded dietary regimens. However,
the effectiveness of a food recommendation system
relies heavily on accurately understanding users’
food preferences and providing food options tai-
lored to their tastes. Recent advances in online food
applications have led to the development of many
food recommendation systems tailored to individ-
ual user preferences (Morol et al., 2022; Shaban-
abegum et al., 2020). However, challenges persist
in this domain, particularly regarding the diver-
sity of food datasets from various countries (Wang
et al., 2015; Li et al., 2022), but the lack of compre-
hensive and high-quality datasets on Vietnamese
cuisine, thereby impeding the development of pre-
cise recommendation systems for users in Vietnam.
To address this issue, we have undertaken the cre-
ation of a Vietnamese food dataset. Here are our
key contributions:

* Introducing ViFoodRec, a new dataset for
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food recommendation research, which is of
high quality and the first dataset on Viet-
namese cuisine. Our dataset includes two sub-
sets: "foods", which gathers information about
popular dishes, traditional and modern cook-
ing recipes, and "ratings", which gathers the
culinary preferences of users in Vietnam. The
dataset is publicly available for free access by
the research community M.

* We effectively employed Collaborative Fil-
tering and Content-based Filtering on our
dataset. Specifically, under Collaborative
Filtering, we’ve implemented four memory-
based models: User-user Cosine, User-user
Pearson, Item-item Cosine, and Item-item
Pearson, utilizing Cosine and Pearson sim-
ilarity measures. In Content-based Filtering,
we used Cosine, Pearson, Jaccard, BM25, and
Tfldf measures. Additionally, we developed a
composite measure integrating various indi-
vidual measures for robust recommendations.

* The visualization of the Vietnamese food rec-
ommendation system enables users to request
personalized food recommendations based on
various dataset factors like dish type, calorie
count, cooking duration, and more. This in-
teractive functionality empowers users to ex-
plore tailored culinary options that suit their
dietary preferences and lifestyle, enhancing
their overall experience with the system.

The rest of this paper is organized as follows.
Section 2 focuses on introducing related works.
Next, in Section 3, we present the process of col-
lecting and creating the dataset for use in the Viet-
namese Food Recommendation System problem.
In Section 4, the approaches to the problem are de-
scribed in detail. Section 5 report the experimental
process, analyze the results of the recommendation
methods, and we visualize the system. Finally, in
Section 6, we draw conclusions and future work.

2 Related Works

With the explosive growth of data on the Inter-
net, Recommendation Systems have been proven
to be effective in reducing information overload.
Due to the importance of food for human life and
health, extensive research efforts have been de-
voted to food-related studies (Wang et al., 2021b,

"https://github.com/QuocAn55/DS300

2019). According to the latest food survey (Min
et al., 2019), food-related research falls into five
main tasks, including perception (Ofli et al., 2017),
recognition (An et al., 2017), retrieval (Chen et al.,
2018), recommendation (Trattner and Elsweiler,
2017b), and monitoring (Farseev and Chua, 2017).
Among these, many studies have successfully uti-
lized multidimensional information for food rec-
ommendation to introduce delicious and healthy
dishes to users, achieving high effectiveness (Song
et al., 2023)Food recommendation studies can be
divided into five categories (Trattner and Elsweiler,
2017a), specifically Content-based recommenda-
tion, Collaborative Filtering-based recommenda-
tion, Context-aware recommendation, Hybrid rec-
ommendation, and Health-aware recommendation.
In this study, we apply two methods: Collaborative
Filtering and Content-based Filtering.

Content-based Filtering, a widely used recom-
mendation technique (Son and Kim, 2017), relies
on item attributes to suggest similar items based
on user interactions, commonly applied in mu-
sic, movies, and e-commerce. It utilizes Semantic
Analysis, TF-IDF, and Neural Networks to dis-
cern user preferences, offering personalized rec-
ommendations independently of other users’ data.
However, its limitation lies in recommending items
with known attributes, risking overspecialization.
Conversely, Collaborative Filtering (Schafer et al.,
2007) focuses on user-item interactions, catego-
rizing into Memory-based and Model-based ap-
proaches. Memory-based filtering utilizes tech-
niques like Pearson Correlation, Cosine Correla-
tion, or KNN, while Collaborative Filtering adapts
with more user interaction data, despite facing is-
sues like sparsity or cold start when data is insuf-
ficient. Our study encompasses experimentation
with both methods to comprehensively understand
each and determine the most suitable approach for
recommendation tasks.

With advancements in recommendation tech-
niques and the availability of large-scale food
datasets, Food Recommendation Systems have
emerged as powerful tools to address pressing so-
cietal issues (Mouritsen et al., 2017; Tian et al.,
2021). By leveraging rich knowledge about food,
these systems aid users in navigating vast online
recipe databases, suggesting recipes tailored to
their preferences and past behaviors (Khan et al.,
2019). Current recipe recommendation methods
mainly rely on similarities between recipes (Chen
et al., 2020). Some methods have attempted to take
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user information into account (Khan et al., 2019;
Gao et al., 2019), but they only identify similar
users based on duplicate-rated recipes among users,
while ignoring relevant information between users
and recipes, ingredients. Additionally, evolution-
ary methods have also been introduced (Alcaraz-
Herrera and Palomares, 2019) personalized prefer-
ences. However, user preferences for food are very
complex. Users may decide to try a new recipe
because of ingredients, flavors, or recommenda-
tions from friends. Thus, recipe suggestions must
consider these elements, necessitating a thorough
understanding of the connections between users,
recipes, and ingredients. Recent research stud-
ies like (Li et al., 2022) and (Wang et al., 2021a)
have compiled datasets on user-recipe interactions,
setting a benchmark for food recommendation re-
search. However, to the best of our knowledge, we
find that current food recommendation research on
Vietnamese food datasets is still lacking to facilitate
research on food recommendation, we constructed
a Vietnamese food recommendation dataset and
made it open source. In the next section, we elu-
cidate its construction process and perform data
analysis on it.

3 ViFoodRec

The ViFoodRec corpus is composed of two distinct
sub-datasets: "foods," which encompasses detailed
information about various dishes, and "ratings",
including users’ ratings.

3.1 Data collection

Using two powerful online data-scraping libraries,
Selenium? and BeautifulSoup?, we gathered infor-
mation about Vietnamese dishes from two Viet-
namese websites(monngonmoingay®, cooky?). Ini-
tially, we used the Selenium library to interact with
web pages. This tool helped us access web pages
containing links to food information pages and col-
lect all these links. The collected links were saved
into a CSV file. Then, we utilized the features of
BeautifulSoup to parse the HTML syntax of the
web pages containing food information and ex-
tract necessary information about the food, such as
the name, ingredients, cooking_method, etc. The
data collected from these two websites was metic-
ulously merged to create a comprehensive “foods"

Zhttps://github.com/SeleniumHQ/selenium
*https://pypi.org/project/beautifulsoup4/
*monngonmoingay.com

Scooky.vn

dataset. This process, illustrated in Figure 1, re-
sulted in a dataset comprising 16 attributes and
5509 dishes, representing a diverse range of com-
mon Vietnamese culinary delights. For a detailed
description of the columns in the “foods" dataset,
please refer to the table in Appendix A.

To further illustrate the characteristics of this
sub-dataset, several attributes are visualized in Fig-
ure 2 and 3. We observed that the “serving_size" at-
tribute mainly ranged from 4 to 8, fitting the typical
scale of Vietnamese families. The “cooking_time"
attribute typically falls between 15 and 50 min-
utes, offering users flexibility in selecting dishes
according to their available time. Nutritional in-
formation is provided to meet users’ dietary needs.
Additionally, the “description," “ingredients," and
“cooking_method" attributes are detailed and easy
to understand, facilitating users in cooking conve-
niently.

On the other hand, to construct the user rat-
ings dataset for our study, we aggregated informa-
tion on every dishes from the "foods" sub-dataset
and collected evaluations from up to 100 users.
Each participants was tasked with providing rat-
ings for approximately 500 dishes from a total pool
of 4,000, generating "ratings" dataset comprising
50,000 ratings. This sub-dataset is organized into
three primary columns: user_id, food_id, and rat-
ing - where ratings span from 0.0, indicating strong
dislike, to 5.0, representing extreme preference,
with increments of 0.5. The frequency of ratings
per dish varied between 2 and 26, while the num-
ber of dishes rated by each user ranged from 436 to
566, providing a comprehensive dataset to analyze
user preferences and dish popularity.

3.2 Data preparation

Data preparation for Content-based Filtering:
The initial “foods" dataset presented numerous is-
sues, therefore, essential preprocessing methods
were applied, including removing rows with null
values and eliminating rows where all three at-
tributes were identical, including “dish_name", “in-
gredients”, and “cooking_method". To explain this,
we observed that many dishes, despite having the
same name, differed in ingredients and cooking
methods, resulting in variations in taste. In other
words, they were completely different dishes. After
broadly removing noisy values, we proceeded to
handle text values, which involved unicode normal-
ization, removing emojis, trimming excess whites-
paces, and replacing abbreviations.
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Data preparation for Collaborative Filtering:
In analyzing the "ratings" dataset, we found that
some users had reviewed the same dish multiple
times. To maintain data accuracy, we kept only
the most recent review per user for each dish and
removed older ratings. The dataset also had numer-
ous missing data points that could affect system
accuracy and performance. We addressed this by
filling 40% of these gaps with the median value, a
decision driven by computational limitations. This
approach helped preserve the data’s statistical in-
tegrity without significantly impacting the recom-
mendation process. After these adjustments, the
updated dataset contained around 180,000 ratings,
with each dish receiving between 1641 and 1989
ratings and varying from 27 to 68 ratings per dish,
maintaining a representative sample of user opin-
ions. Figure 4 statistics of the number of ratings
before and after filling missing values.

4 Methodology

4.1 Correlation measures

Correlation measures for Content-based Filter-
ing: This study employs Cosine and Pearson corre-
lation measures to enhance result accuracy in both
Content-based and Collaborative Filtering. In ad-
dition, Content-based Filtering also incorporates
TfidfRecommender, Jaccard, BM25, and a com-
posite measure. Specifically, we employs TF-IDF
vectorization paired with Cosine similarity for pre-
cise matching. Jaccard is calculated by the ratio
of the intersection to the union of two sets, effec-
tively comparing element similarity. BM25, on the
other hand, uses IDF weights with term frequency
TF to assess document-query relevance. Finally,
the composite measure aggregates results from all
individual metrics, applying a uniform weight of
0.2 to each correlation score. Foods achieving the
highest composite scores are recommended to the
user.

Correlation measures for Collaborative Fil-
tering: Although Pearson and Cosine measures are
used mutually, their definitions have been slightly
modified to suit the Collaborative Filtering task.
Instead of using attributes, both Pearson and Co-
sine use ratings from the users that are given to the
items to calculate the similarity between users or
items.

4.2 Our Approach

Our approach to Content-based Filtering: To
begin with, we created a derivative of “foods"
named “foods_modeling", containing a selection
of just few essential attributes for Content-based
Filtering, namely “dish_name", “ingredients", “de-
scription”, “dish_tags", and “nutrient_content".
These attributes were chosen for their ability to
capture the unique characteristics of each dish and
their potential to exhibit correlations with others in
the dataset. The “foods_modeling" dataset under-
went then vectorization using CountVectorizer or
TF-IDF methods, excluding dish names, to facili-
tate the application of correlation metrics.

Operationally, our Content-based recommenda-
tion system suggests foods to users based on the
attributes of dishes they have previously enjoyed.
In more detail, when a user selects a favorite food
item and specifies a correlation measure, the sys-
tem calculates the similarity scores between the
selected dish’s attributes and those of other dishes
in the dataset using the chosen correlation mea-
sure. The system then aggregates these scores to
generate a list of recommended dishes. This aggre-
gation process employs a weighted multiplication
approach, with the weight list determined through
extensive testing. Specifically, we varied weights
from 0.1 to 0.9, increasing by increments of 0.05,
and after conducting 80 trials for each configura-
tion, we identified the most effective combinations,
presented in Table 1.

Therefore, we observed that the “ingredients”
attribute has the strongest capability to represent
the characteristics of food items, while “nutri-
ent_content” has the opposite effect. Figure 5 il-
lustrates the entire food recommendation process
using the Content-based Filtering method.

Our approach to Collaborative Filtering: Col-
laborative Filtering is widely used for recommenda-
tion systems, enhancing user experiences on online
platforms like e-commerce websites and content
recommendation systems. It doesn’t require de-
tailed product descriptions and is relatively reliable.
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Table 1: Weight of attributes

Attribute description  ingredients

nutrient_content dish_tags

Weight 0.25 0.6

0.05 0.1

Description
(025)

Ingredients
(©06)

Normal similarity metric

Selected foods
(Exclude composite)

Recommendation
by conventional metric

Recommendation
by composite metric

Composite Metric
(Combine all recommendations)

Nutrition
(0.05)

Dish Tags
(0

(2) Extract attributes
& assign weights

(1) Input Data

(3) Calculate similarity & export related food list
(for all of conventional similarity metric)

(4) Aggregate recommendations, assign weights
& export final related food list (for composite metric option only)

Figure 5: Recommendation process using Content-based Filtering method.

However, sparse data and the "cold start" problem
pose challenges. In this study, we use Cosine and
Pearson measures to compute similarity and focus
on the memory-based approach for collaborative
filtering.

User-user Collaborative Filtering focuses on
the similarity between users, allowing us to pro-
vide product recommendations for a user based on
the ratings of similar users. The basic idea is to
identify users who are similar to the target user A
and suggest products by calculating the similarity
between user A and other users. For example, if
user A and user B both rate a list of food items and
user B has rated food item X while user A hasn’t,
we can use the ratings of user B on food item X to
predict the rating of user A for this item. The simi-
larity between users is calculated using either the
cosine similarity formula or the Pearson similarity
formula.

Item-item Collaborative Filtering, instead of
relying on user information, uses product similarity
to predict for users based on their ratings of related
products. For example, to predict user A’s rating
for food item X, the process starts with identifying
a set S of food items that are similar to item X.
Next, it will be possible to forecast whether or not
user A will enjoy food item X based on the ratings
she gave the food items in set S. Similarly, user A’s
ratings of similar food items, such as Y and Z, can
be used to predict user B’s rating of item T. The
similarity measure used here is comparable to the
User-user collaborative Filtering method, which is
Cosine similarity or Pearson similarity.

4.3 Evaluation measure

Content-based Filtering: In addressing the com-
mon challenge of lacking specific ground truth data
in Content-based Filtering for food recommenda-
tions, our team labeled approximately 200 food
items, about 5% of our dataset. We then identified
the most relevant items, labeled them as “recom-
mend”. To measure the system’s effectiveness,
we employed evaluation metrics such as Preci-
sion@K and Mean Reciprocal Rank (MRR). Pre-
cision@K calculates the proportion of accurately
recommended items within the top K suggestions,
while MRR assesses the rank of the first correctly
recommended item, ignoring the order of subse-
quent ones.

Collaborative Filtering: To evaluate the Col-
laborative Filtering method, we compared pre-
dicted and actual rating scores for 200 food items
from a test set derived at a ratio of 1:900 from
the original dataset. This ensured a low likeli-
hood of users or items appearing only in the test
set. We used Mean Squared Error (MSE), Root
Mean Squared Error (RMSE), Mean Absolute Er-
ror (MAE), and Normalized Mean Absolute Error
(NMAE) to measure performance, given the dispar-
ity between recommended and actual liked ratings.
These metrics provided a comprehensive assess-
ment of the recommendation system’s accuracy.

S Experimental Results

5.1 Content-based Filtering

To optimize computational efficiency and reduce
processing time, we limited the number of neigh-
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Table 2: Evaluating the methods with Precision@K

K Composite Cosine Pearson BM25 Jaccard TfidfRecommender
K=5 0.49 0.47 0.47 0.26 0.26 0.24
K=10 0.33 0.29 0.29 0.15 0.19 0.15
K=15 0.24 0.23 0.22 0.13 0.17 0.14
K=20 0.20 0.18 0.18 0.12 0.13 0.13
K=25 0.19 0.18 0.18 0.12 0.13 0.14
K=30 0.16 0.15 0.15 0.11 0.12 0.13
K=35 0.15 0.15 0.15 0.11 0.12 0.12
K=40 0.14 0.12 0.11 0.09 0.08 0.11
K=45 0.10 0.10 0.10 0.02 0.02 0.04
K=50 0.11 0.11 0.11 0.04 0.04 0.06

Table 3: Evaluating the methods with Mean Reciprocal Rank

Neighbors Composite Cosine Pearson BM25 Jaccard TfidfRecommender

n=>5 0.69 0.58 0.55 0.43 0.46 0.36
n=10 0.66 0.57 0.53 0.43 0.44 0.35
n=15 0.71 0.62 0.56 0.46 0.48 0.37
n=20 0.70 0.60 0.55 0.45 0.45 0.37
n=25 0.70 0.60 0.55 0.45 0.46 0.37
n=30 0.72 0.61 0.57 0.46 0.47 0.38
n =35 0.72 0.61 0.57 0.46 0.47 0.38
n=40 0.73 0.62 0.58 0.47 0.48 0.39
n=45 0.70 0.59 0.53 0.43 0.44 0.35
n=>50 0.71 0.60 0.54 0.44 0.45 0.37

bors from 5 to 50 in steps of 5 during our experi-
ments, with evaluation results presented in Table
2 and Table 3. The content-based recommenda-
tion system showed modest success, achieving only
average Precision@K values and MRR values rang-
ing from 0.35 to 0.7. The composite metric, how-
ever, performed exceptionally well, leading in both
MRR and Precision@K assessments. In contrast,
the combination of Cosine similarity and TF-IDF
scored the lowest, indicating its inefficacy. Other
metrics yielded acceptable but unremarkable re-
sults within expected ranges. The optimal number
of neighbors, identified as 15 based on our evalua-
tions, was used for both system visualization and
application deployment. Detailed outcomes of the
best-performing correlation metrics are also docu-
mented in Table 4.

In discussing these results, we attribute the sub-
optimal performance of the methods to two main
factors:

* We predict that there are still many noisy val-
ues in the dataset, which cannot adequately
represent individual dishes, leading to inef-

fective extraction of attribute features.

 Evaluation results may somewhat depend on
the ground truth labeling process. Once again,
we believe that labeling based on human judg-
ment, or, in other words, subjective factors,
has influenced the evaluation results of the
methods.

5.2 Collaborative Filtering

In the experimental process for Collaborative Fil-
tering recommendation, we used the nearest neigh-
bor count of 10 for all models, combined with two
methods: User-user Collaborative Filtering, Item-
item Collaborative Filtering and used two similarity
measures: Cosine similarity and Pearson similarity.
After conducting experiments and comparing them
with 200 data points from the test set, we obtained
the results in Table 5.

From Table 5, we find that the User-user Cosine
method achieves the best results, with results on the
MSE measure of 4.2581 and the RMSE measure of
2.0635. In contrast, the Item-item Cosine yielded
the best results, with results on the MAE measure
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Table 4: Best evaluation results of Correlation Metrics

W Composite Cosine Pearson BM25 Jaccard TfidfRecommender
Measure

MRR 73.03% 62.12% 582% 47.1% 47.5% 39.1%
Precision@K 49.12% 472%  47.1% 264%  26.3% 24.4%

Table 5: Results of the models based on each similarity measure

Measure MSE RMSE MAE NMAE
User-user Cosine  4.2581 2.0635 1.7228 0.3445
User-user Pearson 5.4402 2.3324 1.9130 0.3826
Item-item Cosine 4.6168 2.1486 1.6902 0.3380
Item-item Pearson 6.5245 2.5543 2.1250 0.4250

of 1.6902 and the NMAE measure of 0.338. Mean-
while, the Item-item Pearson method performed the
worst of all four indices, with results on the MSE
measure of 6.5245, the RMSE measure of 2.5543,
the MAE measure of 2.1250, and the NMAE mea-
sure of 0.4250.

6 Conclusion

In this study, we collected, constructed, and pre-
sented the Vietnamese Food Dataset, a novel
dataset tailored for the food recommendation prob-
lem in Vietnam. The dataset encompasses a food
set with over 5000 rows and 16 attributes, and a
ratings set with over 180,000 ratings. Currently,
with Collaborative Filtering methods, we have suc-
cessfully implemented four memory-based models:
User-user Cosine, User-user Pearson, Item-item
Cosine, and Item-item Pearson. The best results we
have achieved are 4.2581 MSE, 2.0635 RMSE for
User-user cosine, 1.6902 MAE, and 0.3380 NMAE
for Item-item cosine in the Collaborative Filter-
ing method, and 49.12% Precision@k and 73.03%
MRR for the Content-based Filtering method. Ad-
ditionally, for the Content-based Filtering method,
we have also successfully implemented the content-
based model. Beside that, through this combination
of a user-centric approach and a powerful devel-
opment framework, we successfully transformed
our complex system into a locally accessible and
intuitive web application.

In the future, we will expand our Vietnamese
food information dataset by collecting data from
various websites and including new attributes such
as user comments, ratings on different aspects,
prices, search history, and more. Additionally,
we will implement various recommendation meth-

ods and techniques, such as Collaborative Filter-
ing using model-based approaches, Knowledge-
Based Recommender Systems, Demographic Rec-
ommender Systems, Hybrid and Ensemble-Based
Recommender Systems, to enhance prediction ac-
curacy. We also plan to develop a feature in our
food recommendation system that suggests dishes
suitable for users’ health. This feature will analyze
individual health data to recommend appropriate
food choices.
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A Data Description

More information about attributes in the proposed
datasets is provided in Table 6. The attributes
cover various aspects of Vietnamese dishes, such
as ingredients, cooking methods, or nutrition
amounts, providing a comprehensive overview of
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Figure 6: Food Recommendation System.

Vietnamese cuisine. This detailed dataset aims to
support further research in culinary arts, cultural
studies, and nutritional analysis by offering a struc-
tured and extensive collection of data on traditional
and contemporary Vietnamese dishes.

B Visualization

We utilized Streamlit, a popular framework known
for its powerful capabilities and ease of convert-
ing projects into web applications, to optimize our
system development process. The application fea-
tures two separate pages for the Content-based and
Item-based Collaborative Filtering methods, dis-
tinct from the User-user Collaborative Filtering
approach, allowing for tailored user interactions.
For Content-based and Item-based methods, users
input their preferred food item; the system then
assesses similarity with other items using six dif-
ferent metrics and filters results based on serving
size, cooking time, calorie content, and food type.
For User-based recommendations, users select any
number of liked food items; the system calculates
and visualizes ratings between 4 to 5 points to fa-
cilitate ease of use and maintain a clean interface.
Further details and system interface specifics are
available on our Github page (°). More specific
details about the system distribution are presented
in Figure 6.

®https://github.com/QuocAn55/DS300
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Table 6: Description of the data

File name Attribute Description Example
food_id dish identifier 1839
dish_name the name of the dish Khoai lang chién (Fried sweet potatoes)
description brief information Khoai lang chién an keém tuong 6t. (Fried sweet
describing potatoes served with chili sauce.)
dish_type non-vegetarian or Mon mén (Non-vegetarian dish)
vegetarian dish
serving_size the number of peo- 4 ngudi (4 people)
foods.csv ple the dish serves

cooking_time

the time needed to
prepare (minutes)

45

ingredients

the necessary ingre-
dients to cook the
dish

500g khoai lang, 100 mudngl stia tuci c6 dudng,
50g duong, 100g bdt mi (500g sweet potatoes,
100ml sweetened milk, 50g sugar, 100g flour.)

cooking_method Detailed

instruc-
tions on how to
cook the dish

500 khoai lang dem ludc chin, bé vé nghién
nhuyén, Cho 50g dudng, 100 bot mi, Tao hinh
theo y mubn rdi chién vang gion déu. (Boil 500g of
sweet potatoes until cooked, peel and mash them.
Add 50g of sugar and 100g of flour. Shape as
desired, then fry until golden and crispy.)

dish_tags keywords related to  khoai lang chién (Fried sweet potatoes)
the dish
calories the amount of calo- 369
ries (kcal)
fat the amount of fat 11
(grams)
fiber the amount of fiber 8§
(grams)
sugar the amount of sugar 26
(grams)
protein the amount of pro- 38
tein (grams)
image_link link leading to the https://image.cooky.vn/

image

recipe/g6/53055/s640/
4434382e-8a0b-435d-8fal-963ebe8bd70c.jpeg

nutrient_content

aggregate content
of nutrients

369, 11, 8, 26, 38

ratings.csv

user_id user identifier 76
food_id dish identifier 168
rating user ratings for the 4

dish
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Abstract

With the rapid development of natural language
processing, many language models have been
invented for multiple tasks. One important task
is information retrieval (IR), which requires
models to retrieve relevant documents. De-
spite its importance in many real-life applica-
tions, especially in retrieval augmented gen-
eration (RAG) systems, this task lacks Viet-
namese benchmarks. This situation causes dif-
ficulty in assessing and comparing many ex-
isting Vietnamese embedding language mod-
els on the task and slows down the advance-
ment of Vietnamese natural language process-
ing (NLP) research. In this work, we aim to
provide the Vietnamese research community
with a new benchmark for information retrieval,
which mainly focuses on retrieval and rerank-
ing tasks. Furthermore, we also present a new
objective function based on the InfoNCE loss
function, which is used to train our Vietnamese
embedding model. Our function aims to be bet-
ter than the origin in information retrieval tasks.
Finally, we analyze the effect of temperature,
a hyper-parameter in both objective functions,
on the performance of text embedding models.

1 Introduction

With the born of transformer architecture (Vaswani
et al., 2017) since 2017, many language models
such as BERT (Devlin et al., 2019), GPT (Brown
et al., 2020), and T5 (Raffel et al., 2020) have been
developed and have strong performance in many
natural language tasks. Furthermore, the rise of
many large language models (LLMs) recently, such
as Llama (Touvron et al., 2023), Mixtral (Jiang
et al., 2024), Qwen (Bai et al., 2023), and Phi (Gu-
nasekar et al., 2023), has gained strong attention
for the research community due to their excep-
tional performance in text generation. However,
LLMs have one disadvantage, they cannot access
the custom data and new information to update

* Corresponding author.

their knowledge, which makes them unable to shift
their knowledge to fit different applications. Conse-
quently, Retrieval-Augmented Generation (Lewis
et al., 2020) systems (or RAG) are invented to han-
dle the problem by utilizing retrieval systems to
search for relevant information from the database
before feeding those information to LLMs as an
extra context. This shows the necessity and impor-
tance of embedding language models for retrieval
and reranking tasks in the era of LLMs.

Despite the importance of retrieval systems for
LLMs, in Vietnam, the number of existing bench-
marks for retrieval and reranking tasks are lim-
ited, which leads to the difficulty in comparing and
assessing the performance of many Vietnamese
embedding language models on those two tasks.
Despite there are some Vietnamese benchmarks
like ViGLUE (Tran et al., 2024a), ViNLI (Huynh
et al., 2022), VMNLU ', and VSFC (Nguyen et al.,
2018a), none of them evaluate performance of lan-
guage models on retrieval and reranking tasks. This
paper attempts to address the need for those bench-
marks by introducing a new benchmark, the Viet-
namese Context Search (or the VCS) to evaluate
the ability of text embedding models to search for
relevant Vietnamese documents. This benchmark
is constructed using existing Vietnamese datasets
with modifications in their structure and tasks. De-
spite having a simple construction process, this
benchmark effectively provides different inspec-
tions of Vietnamese text embedding models. The
VCS serves as a standard and high-quality bench-
mark to evaluate and compare different Vietnamese
embedding models on retrieval and reranking tasks.

Furthermore, this work also introduces a new
training objective to train Vietnamese embedding
language models on retrieval and reranking tasks.
This training objective aims to yield better perfor-
mance of embedding language models compared to

"https://github.com/ZaloAl-Jaist/VMLU.git
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the InfoNCE loss function, which is usually used in
contrastive learning. The research will experiment
with different training objectives with two training
methods, including in-batch negative and curated
hard-negative to compare the ability of two loss
functions. Next, the evaluation of some existing
Vietnamese embedding language models on the
VCS benchmark is conducted to examine their abil-
ity in context search. Lastly, an empirical study is
conducted to understand the effect of temperature
7 in the loss function on the overall performance
of embedding models. Different training methods
are included in the study to further investigate the
impact of temperature on the loss function.

To conclude, this work includes three primary
contributions:

* First, introduce a new Vietnamese benchmark,
the VCS, to evaluate Vietnamese language
models in their ability to search relevant doc-
uments. This benchmark evaluates models on
two tasks, retrieval and reranking tasks.

* Second, introduce a new training objective
function to train text embedding models on
retrieval and reranking tasks

* Lastly, we conduct an empirical study to in-
vestigate the impact of temperature, a hyper-
parameter, of the InfoNCE and our loss func-
tions in the performance of embedding lan-
guage models on reranking and retrieval tasks.

2 Related Work

In the era of large language models (LLMs), not
only does the development of different generative
language models such as Gemma (Team et al.,
2024), SealLLM (Nguyen et al., 2023), and Mamba
(Dao and Gu, 2024) gains the attention from the
community, but also do embedding language mod-
els, especially those support searching text docu-
ments like GTE (Li et al., 2023), NV-Embed (Lee
et al., 2024), BGE (Luo et al., 2024), or GritLM
(Muennighoff et al., 2024), become more important
due to their applications in RAG systems, which
provide more context and information for LLMs
to generate correct answers. Consequently, many
works aim to provide a benchmark to evaluate lan-
guage models on their ability in information re-
trieval (IR) such as BEIR (Thakur et al., 2021),
MTEB (Muennighoff et al., 2023), BRIGHT (Su
et al., 2024), and ReQA (Ahmad et al., 2019).
Those benchmarks advance the development of

many text embedding language models and the re-
search of natural language processing (NLP) by
supporting the research community with resources
to compare and evaluate text embedding models.
However, similar and comparable benchmarks
for Vietnamese embedding language models
are limited. @ While there are some bench-
marks like VIGLUE (Tran et al., 2024a), Vi-
QuAD (Nguyen et al., 2020), ViSFD (Luc Phan
et al., 2021), VMLU, VSMEC (Ho et al., 2020),
and VSFC (Nguyen et al., 2018b), they mostly
focus on question-answering and natural language
understanding aspects of language models and com-
pletely ignore the ability of language models in
retrieval and reranking tasks. That leads to the dif-
ficulty in evaluating and comparing Vietnamese
text embedding models in their ability of retrieve
relevant information. Despite some Vietnamese
embedding language models being created, with-
out a standard benchmark on this field, the Viet-
namese research community is unable to know the
benefits, pros, and cons of those language models,
which can lead to misleading when applying them
to applications (RAG systems) or research projects.
In the early days of information retrieval, differ-
ent systems were created to find relevant text infor-
mation from large databases such as TF-IDF (Sam-
mut and Webb, 2010), BM25 (Amati, 2009), and
BM25F (Pérez-Agiiera et al., 2010). However,
those methods cannot capture the context of doc-
uments and use it for the retrieval process. Con-
sequently, different retrieval methods using deep
learning models are utilized to encode a piece of
text to a vector that can present different or hid-
den aspects of it. Many pre-trained language mod-
els (PLMs), including BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), and DeBERTa (He
et al., 2020), are employed to construct new em-
bedding models due to their capabilities in un-
derstanding natural language. Some existing em-
bedding language models like DPR (Karpukhin
et al., 2020) (Dense Passage Retrieval) and Col-
BERT (Khattab and Zaharia, 2020) utilize a dual en-
coder model structure with two separate encoders,
one for queries and one for documents. Despite
being fast at reference time, training two separated
models would take a lot of effort and time. Mean-
while, cross-encoder models use one encoder for
both queries and documents, which is more effec-
tive for the training process. Moreover, different ap-
proaches are invented to improve the performance
of retrieval systems and utilize as much data as
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they can such as in-batch negative, which uses
other examples within the same training batch as
negative samples, curated hard-negative training,
selecting challenging negative samples that are dif-
ficult to distinguish from positive samples, and sim-
CSE (Gao et al., 2021) pre-training method, which
employs different dropout rate to create different
embedding vectors of a text as positive samples.

3 Methodology

In this section, we explain our method to create
tasks of the Vietnamese Context Search bench-
mark and go into detail about this benchmark. Fur-
thermore, we introduce and explain our proposed
training loss function, a modified version of the
InfoNCE loss function, and our training method to
create a Vietnamese text embedding model.

3.1 Vietnamese Context Search benchmark

Due to the lack of Vietnamese benchmarks to com-
pare and evaluate text embedding models on infor-
mation retrieval tasks, this section proposed a new
Vietnamese benchmark to tackle the problem.

3.1.1 ViMedRetrieve

Given a database with n documents d, the mission
of a retrieval system, given a query g, is to retrieve
documents most relevant to the query ¢ from the
given database. As the number of documents 7 in-
creases, this task will become more challenging and
require text embedding models to understand nat-
ural language to embed sequences more precisely
with much information. This real-life scenario in-
spires us to create a new and similar benchmark to
evaluate Vietnamese text embedding models.

This dataset includes n different pairs of (¢, d),
where g is the question and d is the document con-
taining relevant information to answer the question
q. In this task, the primary mission of an embed-
ding language model, given question ¢’ as input, is
to search for the expected document, which is the
document d’ of the same pair with ¢/, after k tries.
This is similar to how a retrieval system would
work in real-life scenarios if we consider g as user
input and d as the document the user expects to
retrieve. For further experiments on this task, we
try different values of k in {5, 10, 20} and take ac-
curacy when k£ = 5, reflecting the ability of the
embedding language model to retrieve the correct
document instantly, is the primary score.

To construct this task, we re-use the
ViMedAQA (Tran et al.,, 2024b) dataset, a

collection of Vietnamese questions and answers in
healthcare, and create a new task based on it. This
dataset includes four distinguished topics (drug,
body part, medicine, and disease). We collect a
set of questions and corresponding contexts from
the dataset and use them as pairs of queries and
documents for this task. To evaluate embedding
models on this dataset, we use accuracy as the
main metric, the model needs to search for the
best k£ documents from the whole dataset for each
question, and if the model can find the relevant
document within the first £ documents, its answer
is considered to be correct and vise versa. This
process creates a dataset with over 44 thousand
pairs of queries and documents. The test set of this
dataset, which includes over two thousand samples,
is employed to evaluate embedding systems.

3.1.2 ViRerank

Given a query and a list of relevant and irrelevant
reference texts, the target of an embedding model
in the reranking task is to embed all reference texts,
and then rank them based on the similarity of refer-
ence and query. This final ranking result is used to
evaluate the performance of text embedding mod-
els. In this research, we utilize the mean Average
Precision (mAP) metric to assess language model
ability on all reranking tasks, including ViRerank.

To construct the dataset for the reranking task,
we employ the ViNLI dataset, a Vietnamese bench-
mark for natural language inference (NLI). The
ViINLI includes pairs of text pieces labeled to show
their relationship, which is classified into one of
four classes (entailment, contradiction, neutral, and
other). The ViRerank dataset utilizes one part of
each VINLI text pair as the query and the corre-
sponding text piece as the reference. Furthermore,
each query in the ViRerank has multiple references
as the ViNLI uses the same sentence for many text
pairs. Positive references are chosen from text
pieces labeled as entailment with the query, while
negative references are taken from different labels.

The final result of this process is a new dataset
with 363 samples for the test set and 367 samples
for the development set, while the train set includes
over 3000 samples. However, in this work, to pre-
vent biased evaluation results toward the training
and development set, we only use the test set to
evaluate Vietnamese text embedding models.
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3.1.3 MNLI-R and QNLI-R

Similar to the ViRerank dataset, we utilized two
tasks from the ViGLUE dataset, MNLI and QNLI,
for the reranking task. The MNLI task requires
models to determine the relationship between a pair
of sentences. In contrast, the QNLI task involves
determining if the answer to a given question can be
found in a sentence from a passage. We collect du-
plicated texts for each task and use them as queries
just like in the ViReRank task. The entailment
sentences (corresponding to the query) are used as
positive examples and different labels are negative.

We do not employ this method for other NLI
tasks of the ViGLUE dataset due to the insufficient
amount of duplicated samples in those tasks. Ap-
plying this method to MNLI and QNLI creates two
new sub-sets for reranking tasks, MNLI-R, with
over 3.000 samples, and QNLI-R, with over 1.000
samples. Despite being the same reranking task,
MNLI-R evaluates models on their ability of rerank-
ing based on context similarity while QNLI-R as-
sesses models on their answer-searching capability.

3.2 Training Vietnamese Embedding Model

In this section, we introduce our training method
and training objective to train a new Vietnamese
embedding model for retrieval and reranking tasks.

3.2.1

Given a text sequence = = (1, ..., T,) consisting
of n tokens, the objective is to extract information
from this piece of text and map it into R?, a d-
dimensional space. This task can be fulfilled using
an embedding model E such that e = E(z) € R?
where e is a presentation vector of x in R¢.

We first use a pre-trained BERT (Bidirec-
tional Encoder Representations from Transformers)
model to extract contextual information of every
token in text x. The output of this model is as
follows:

Model architecture

¢= LM (z) € R™¢ (1)

Where the output c of the language model is an em-
bedding matrix of n tokens in the sequence z, each
token is represented by a d-dimentional vector.
After that, a mean pooling layer is employed to
gather all contextual representations of tokens and
obtain the final embedding for the entire text.

2)

Where c; is the context embedding of z;, the i-
th token of the sequence. This results in a d-
dimensional vector e, a presentation of input x.

3.2.2 Instruction training

In retriever and re-ranking tasks, two different in-
puts are query and document. To handle them sep-
arately, some previous work used two embedding
modules, one to encode queries and another to en-
code retrieved documents. This solution requires
more resources during the training process as we
need to train two embedding models separately.

Another solution is to apply different prompts
for the query and document. By giving a hint from
the input, the model can understand how to per-
form different calculations to compute embedding
for queries and documents. This method signifi-
cantly reduces the resources used to train embed-
ding models while ensuring that the model will
be trained on as much data as possible, which en-
hances the model’s ability to comprehend the natu-
ral language. Some text embedding models such as
gte-Qwen2-7B-instruct utilize this method and
can achieve extremely high performance.

In this research, we employ instruction train-
ing to train our text embedding models. For input
query, we add <|query|> as the prefix before feed-
ing the whole text to the model. Meanwhile, we
keep the retrieved documents the same without any
modification. The difference between the two types
of input lets the text embedding model know when
and how to embed input query and document.

3.2.3 Training methods

In this work, we experiment with two different
training methodologies: in-batch negatives and cu-
rated hard-negative training, and see how different
training methods could affect the performance of
the model on retrieval and reranking tasks.
In-batch negative sampling is a technique to im-
prove the model’s ability to differentiate the pos-
itive and negative pair of text. Given a batch of
text, x = (z1,...,xy) and its positive pair of text
T = (af,...,2;), in-batch negative sampling
consider all text pieces in the batch, except for
the corresponding positive one, are negative. The
task is to maximize the similarity of positive pairs
and minimize the similarity of all the remaining
negative pairs. This method has been proven to
be highly resource-effective in training embedding
models as it can train on n? pairs of text with a
batch of n pairs of text. However, as negative pairs
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are collected randomly during training, a negative
text pair can be too obvious or not exactly negative.

Meanwhile, curated hard-negative requires the
dataset to be more precise and challenging. Given a
dataset item (x,x %, 27), where (2, ) is positive
pair and the negative pair is (x~, x). Similar to in-
batch negative, the target of curated hard-negative
is to maximize the similarity of the positive pair and
minimize those of the negative pair. The advantage
of this type of training is that the negative pairs can
be more challenging to differentiate, which forces
the model to learn about different aspects of a text.

3.2.4 Training objectives

Denote s(x, ") and s(z,2~) are predicted simi-
larity scores of positive and negative text pairs. p*
is comprehended as the probability of the positive
pair. To train an embedding model on contrastive
objectives and distinguish relevant documents from
those that are irrelevant, one popular objective is
the InfoNCE loss, which can be written as follows:

N es(z,:{:+)/7'
p = es(@at)/T 4 3 es@a™)/T )
L = —log(p™) 4)

The primary objective of this loss function is to in-
crease the similarity of (x, z™) pairs while decreas-
ing the similarity of negative text pairs. However,
when the positive pair has a higher probability than
other negative pairs, this training objective might
still put much effort into increasing it and decreas-
ing the likelihood of different text pairs, ignoring
their relationship. With that theory, we modify the
InfoNCE loss function, the idea is to lessen the loss
more, which leads to slower learning speed, as p™
gets larger. This target can be easily fulfilled by
multiplying the final InfoNCE loss with (1 — p™),
resulting in the loss function in Equation 5:
Lours = —lOg(er)(l _p+) )
The term (1 — p™*) added in the function is used as
an extra weight to the loss function, which gets
smaller as the probability of the correct pair is
higher, slowing down the learning speed of the
model on correct examples. This extra weight pre-
vents the over-learned scenario of the original loss
function by reducing the gradient from the loss
value to the model’s weights on those samples.

3.2.5 Training datasets

We create two different training datasets for two
different training methods, training with in-batch
negative and training with curated hard-negative.
Despite having different structures, those datasets
share the same data-collecting method. We first
collect data from three primary resources, the Viet-
namese NewsSapo dataset (Duc et al., 2024), the
Binhvq News Corpusz, and the Vietnamese version
of the QQP triplet (NghiemAbe, 2024). The dataset
is summarized in Table 1.

Dataset Number of samples
BKAINewsCorpus 1.5M
Vietnamese QQP triplet 101K
Binhvq News Corpus M

Table 1: Dataset summarization for the training set be-
fore filtering samples based on text length

Next, we filter this dataset based on text length.
Then, to prepare a dataset for in-batch negative
training, we remove all negative examples from
each data sample, leaving only a text pair of anchor
and positive text. Meanwhile, for curated hard-
negative training, we keep the original negative
examples while adding negative samples to those
text groups that do not have any. We do this by
randomly selecting a text piece in the dataset that
does not belong to the original group. Although
this method may not provide a difficult and high-
quality training curated hard-negative dataset, the
text embedding models can still learn the relation-
ship between the positive and negative text pairs.

4 Experiments

In this section, we compare our modified loss func-
tion with the InfoNCE loss function with differ-
ent training methods. Furthermore, we also eval-
uate the performance of our embedding language
models from the previous step and compare them
with some existing Vietnamese embedding models
on retrieval and reranking tasks of our benchmark.
Lastly, we investigate the effect of temperature 7 on
the performance of embedding models as they are
trained with ours and the InfoNCE loss function.

*https://github.com/binhvg/news-corpus
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4.1 Comparision of training objectives and
training method

In this experiment, we fine-tune the pre-trained
BERT-based embedding model * on the Viet-
namese dataset. Despite this model being pre-
trained on English datasets, its performance on our
Vietnamese benchmark is reasonably high. Fur-
thermore, its small size can provide an empirical
study and comparison of different training methods
without requiring much computational resources.
We train text embedding models using two loss
functions, ours and the InfoNCE loss function. Fur-
thermore, two training methods, including in-batch
negative and curated hard-negative training, are
employed in this experiment. Finally, we evaluate
those models on our benchmark. The result of this
experiment is summarized in Table 2 and Table 3.

VINLI MNLI-R QNLI-R
baseline 62.42 78.92 87.06
B | 6207 7561 85.26
InfoNCE | 1\ 1 6627 83.86 85.56
) IB | 6324 77.15 86.22
ours HN | 67.86 84.51 86.04

Table 2: Experiment results on reranking tasks using the
mAP score. IB denotes the in-batch negative training
method, and HN refers to curated hard-negative training.
Results are presented as percentages.

From the experiment results of Table 2, training
with hard-negative examples results in better perfor-
mance compared to the in-batch negative training
method for all reranking tasks. Furthermore, in
some reranking tasks, training with the in-batch
negative method might degrade the performance of
the model on this task. Next, our training objec-
tive reproduces better performance in all reranking
tasks and all methods compared to the InfoNCE
loss function despite there is still a degradation
in task QNLI-R as we compare with the baseline
model. Lastly, the baseline model, despite only
being trained on the English datasets, has a rel-
atively high performance. As MNLI and QNLI
tasks in the VIGLUE dataset are translations from
the GLUE benchmark, some English structural pat-
terns, and similar terminology may be retained in
the translated versions, which could explain why
the baseline model performs well on these tasks
despite having limited knowledge of Vietnamese.

*https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2

ViMedRetrieve
k@5 k@10 k@20
baseline 020 0.37 0.53
IB | 0.25 0.32 0.36
IfoNCE | N 1024 027 029
ours IB | 0.26 0.46 0.59
HN | 0.30 044 0.50

Table 3: Experiment results on retrieval tasks with vary-
ing numbers of retrieved items. IB is in-batch negatives,
and HN refers to curated hard negatives. Results are
presented as percentages based on the accuracy metric.

However, the result from Table 3 shows the oppo-
site: for both objective functions, the performance
of the in-batch negative method is higher than
that of the hard-negative training method. With
our training objective applied, the in-batch nega-
tive training method can raise a better result with
k = 10 and k = 20 while unable to surpass when
k = 5, this shows that the in-batch negative method
has better performance if we want to find correct
documents with a large number of finding at a time.
Moreover, the result of our objective function is
still higher than that of the infoNCE loss function
with multiple values of k and different training
methods. Furthermore, the low results of other
methods on this task depict the difficulty of this
task. Lastly, using the infoNCE loss function de-
grades significantly the performance of the base-
line model in the retrieval task, this can be a con-
sequence of low-quality training data in the case
of curated hard-negative training. However, in in-
batch negative training, the employed loss function
plays a crucial role in this reduced performance.

4.2 Comparision of Vietnamese embedding

models
Model Parameters
SimCSE 130M
Bi-encoder 130M
Sbert 130M
ours 20M

Table 4: Number of parameters of Vietnamese embed-
ding language models in the experiment

This experiment will explore the ability of
Vietnamese embedding language models to retrieve
and rerank tasks by evaluating the VCS benchmark.
The models used in this experiment includes
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sup-SimCSE-VietNamese-phobert-base*,

vietnamese-bi-encoder’, vietnamese-sbert®,
and our models. It is worth noticing that the three
first models in the list are trained based on phoBERT
with 135M parameters and our experimental model
has just 20M, this is stated in Table 4. The result of
this experiment is reported in Table 5 and Table 6.

ViRerank MNLI-R QNLI-R
SimCSE 69.46 87.74 88.50
Bi-encoder | 65.41 82.10 90.30
Sbert 66.9 83.57 88.79
ours 67.86 84.51 86.04

Table 5: Vietnamese embedding models comparison
on reranking tasks, measured by mAP metric. Bold
text expresses the highest score, Underline highlight the
second highest score.

From the evaluation result in Table 35,
model sup-SimCSE-VietNamese-phobert-base
achieves the highest score on the ViRerank and
MNLI-R tasks with a score of 69.46 and 87.74 re-
spectively. Our model comes in second place in
the same tasks with 67.86 on ViRerank and 84.51
on MNLI-R. For the last reranking task, QNLI-R,
model vietnamese-bi-encoder has the highest
score with 88.79 while model vietnamese-sbert
is in the second place with 88.79.

ViMedRetrieve
k@5 k@10 k@20
SimCSE 0.09 0.11 0.12
Bi-encoder | 0.25 0.45 0.73
Sbert 0.18 0.26 0.32
ours 0.30 0.44 0.50

Table 6: Vietnamese embedding models comparison on
retrieval task, measure by accuracy. Bold text expresses
the highest score, Underline highlight the second high-
est score.

Despite having high performance on rerank-
ing tasks, the performance on the retrieval
task of sup-SimCSE-VietNamese-phobert-base
model is significantly lower compared to other
Vietnamese embedding models. = Meanwhile,
vietnamese-bi-encoder can achieve the highest
score when the number of retrieved items k is set

*https://huggingface.co/VoVanPhuc/sup-SimCSE-
VietNamese-phobert-base

Shttps://huggingface.co/bkai-foundation-
models/vietnamese-bi-encoder

®https://huggingface.co/keepitreal/vietnamese-sbert

to 10 or 20, and is the second highest when k = 5.
Our model, on the other hand, gets the highest
score as k = 5 and comes in second place as the
number of retrieved items k increases to 10 and 20.

From the results on retrieval and reranking
tasks, sup-SimCSE-VietNamese-phobert-base
presents a strong ability in reranking tasks, which
contain a small number of text. @ However,
in retrieval tasks with a large amount of text,
vietnamese-bi-encoder tend to have better per-
formance than different embedding models. Fur-
thermore, our model, with just over 20 million pa-
rameters, is on par with three existing Vietnamese
embedding language models with larger sizes.

4.3 Affect of temperature on performance

This experiment explores the different values of
temperate (7 = 0.1, 0.4, 0.7) in the InfoNCE loss
function and our loss function. The result of this
experiment is visualized in Figure 1.

From Figure 1, the performance of embedding
models on reranking tasks decreases as the tem-
perature 7 increases. This phenomenon happens
for both training objectives (InfoNCE loss and our
loss function) as well as for both training methods
(curated hard-negative and in-batch negative). Fur-
thermore, the performance of models on retrieval
tasks significantly decreases when the temperature
increases from 0.1 to 0.4. However, when the tem-
perature increases from 0.4 to 0.7, different behav-
iors are recorded for different combinations of train-
ing objectives and training methods. For models
trained on curated hard-negative with the InfoNCE
loss function and models trained on in-batch neg-
ative with our loss function, their performance on
retrieval tasks slightly decreased. Meanwhile, the
performance of the model trained on the in-batch
negative with the InfoNCE loss will increase. Fi-
nally, the model trained on curated hard-negative
with our loss function remains consistent perfor-
mance when temperature increases from 0.4 to 0.7.

It is also important to notice that our loss func-
tion raises better performance on both retrieval and
reranking tasks with different temperatures, except
for the retrieval task with in-batch negative training
when the InfoNCE loss has better performance with
7 = 0.7. Furthermore, this experiment shows that
the temperature should be low for text embedding
models to perform well on retrieval and reranking.
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Figure 1: The impact of temperature 7 on the model’s performance on two tasks: retrieval and reranking, along with
two training methods: in-batch negative and curated hard-negative.

5 Conclusion

This work constructs the Vietnamese Context
Search benchmark to evaluate Vietnamese em-
bedding language models on retrieval and rerank-
ing tasks, with three validation datasets (ViMe-
dRetrieve, ViRerank, and ViGLUE-R). Moreover,
this work presents a new training objective func-
tion, which performs better than the InfoNCE loss
function in reranking and retrieval tasks. Lastly,
we evaluate the performance of some Vietnamese
embedding language models on our benchmark
and experiment to study the effect of temperature
7 on the performance of embedding models with
different training methods.

6 Limitation and Future works

One limitation of this work is the difficulty of the
ViMedRetrieve dataset, which makes the results
of many Vietnamese embedding language models
extremely low. Moreover, the evaluation score of
ViMedRetrieve is conducted based on the accu-
racy of different numbers of retrieved documents.
Despite providing more detail about the model’s
performance, this metric poorly summarizes the

model’s overall performance on the retrieval task.
Future works aim to add a new metric to evaluate
the overall model’s performance on this task.
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A Appendix

A.1 Hardware Resources

This research uses the free NVIDIA Tesla P100
PClIe 16 GB 824 provided by Kaggle.

A.2 Hyperparameters

The hyper-parameters used in the training process
are reported in Table 7.

A.3 Running Time

The running time for the in-batch negative training
is 4 hours and 45 minutes while training with the
curated hard-negative training method requires 7
hours and 30 minutes.
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Hyper-parameter Value
Batch size 32
Learning rate Se-5

Max sequence length 224
Epochs 3
Temperature {0.1,0.4, 0.7}

Table 7: Hyper-parameters used in in-batch negative
and curated hard-negative training

A.4 Datasets and models

The datasets and models used in this paper are

publicly available on Hugging Face’ and GitHub®.

"https://huggingface.co/ContextSearchLM
8h'ctps ://github.com/phuvinhnguyen/
VietnameseTextSearch
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Abstract

As healthcare specialization advances,
patients increasingly struggle to select the
appropriate medical departments due to the
intersectionality of their symptoms, which
complicates the diagnosis and treatment
process. To address this issue, the
development of artificial intelligence has
propelled digital triage systems to the
forefront, becoming crucial tools in guiding
patients effectively through this complex
landscape. This study conducts a
comprehensive comparative analysis of
pre-trained language models (PLMs),
including Bidirectional Encoder
Representations from  Transformers
(BERT), RoBERTa, BlueBERT, Llama,
and the Taide series tailored for Mandarin
Chinese, on patient data from Taiwan's
online medical consultation platform,
Taiwan e-Clinic. The focus is on evaluating
the efficacy of these models in
recommending patient visits, specifically
for Mandarin Chinese-speaking patients, to
identify the most effective framework for
clinical application. Our findings indicate
significant differences in the models'

abilities to recommend appropriate
departments, which has important
implications  for  enhancing  digital

healthcare services, especially in post-
pandemic  scenarios.  The  results
demonstrate that PLMs have the potential
to understand patient complaints and
improve healthcare accessibility, enabling
quicker medical recommendations.

1 Introduction

The increasing specialization in medical
departments, while beneficial for targeted
treatment, has made it more challenging for
patients to select the appropriate department for
their needs. This difficulty arises not only from the

diversity of medical conditions but also from the
overlapping nature of symptoms, making it hard
for non-professionals to determine the right
department. Additionally, patients often do not
actively choose healthcare providers, partly
because they feel the choice is not crucial, or their
options are limited, and the available information
is insufficient or unsuitable for decision-making
(Chambers et al., 2019). The development of
artificial intelligence (Al) has significantly
changed the patient’s pathway to seeking medical
consultation. Digital triage systems have been used
for many years. Previous studies have shown that
digital triage systems are safe for patients and that
algorithm-based triage methods are often more
effective at avoiding risks than traditional
healthcare professionals, thus gaining wide patient
satisfaction (A. Victoor et al., 2012). With the
proliferation of Online Symptom Checkers, more
patients are using these applications for initial
symptom diagnosis and finding appropriate care
paths. For example, in Australia, data shows that
among 36 Al-based Symptom Checkers, about
52% of cases are correctly ranked in the top three
possible diagnoses, demonstrating that Al-based
Symptom Checkers have a higher correct diagnosis
rate than other types (M. G. Hill et al., 2020).
Therefore, these applications have been widely
adopted in the UK and Australia, helping users
understand potential causes of symptoms and
directing them to appropriate care facilities (Painter
et al., 2022).

In Taiwan, despite the high density of healthcare
facilities, many individuals remain uncertain about
which department to visit during their initial
consultation. The internet has become an integral
part of daily life for Taiwanese citizens. According
to 2023 statistics from the Taiwan Network
Information Center, approximately 40% of the
population uses the internet throughout the day,
while only about 15% do not use the internet at all
(TWNIC 2023). Consequently, when faced with

57



the challenge of selecting an appropriate medical
department, many patients turn to online resources
for assistance. 5 &efl¢ (Taiwan e-Clinic)', as a
prominent online medical consultation service,
offers a platform where patients can seek advice
from professional doctors via the internet. This
practice is increasingly common in modermn
healthcare services, yet it also presents challenges
regarding the accuracy of information and users'
understanding. Additionally, the time patients
spend waiting for responses or searching through
extensive articles to find answers to similar health
questions can be considerable. If Artificial
Intelligence (AI) methods could automatically
provide accurate department recommendations
based on patient inquiries, it would significantly
enhance the efficiency and effectiveness of medical
consultations, thus improving the overall
healthcare delivery system.

In recent years, NLP technology has seen
expansive application within the healthcare sector,
substantially improving models' -capacity to
interpret unstructured healthcare data (Niu et al.,
2024; Reeves et al., 2021; S. Datta et al., 2019).
The introduction of PLMs marks a significant
advancement in NLP capabilities, further
enhancing their effectiveness. Empirical studies
have demonstrated that utilizing PLMs to support
healthcare professionals in clinical classification
tasks can lead to exceptionally high levels of
accuracy (Williams et al., 2024; Liu et al., 2024).
This integration of advanced NLP tools not only
optimizes clinical workflows but also contributes
to more precise and efficient patient care outcomes.

In late 2019, the World Health Organization
(WHO) issued an alert regarding an emerging virus
characterized by cough and fever, later identified as
SARS-CoV-2 in 2020 (Lu et al., 2019). This virus
rapidly escalated into a global pandemic (Wang et
al., 2020), fundamentally altering the landscape of
medical consultations and triage processes until the
WHO lifted its pandemic status at the end of 2022.
Such unprecedented circumstances have led to
fluctuating patterns in the utilization of online
medical consultations before, during, and after the
pandemic, presenting a unique opportunity for
academic exploration (Bartczak et al., 2022).

In light of this, our study seeks to harness the
capabilities of NLP technologies, particularly
focusing on the utility of PLMs in enhancing

! https://sp1.hso.mohw.gov.tw/doctor/

patient visit recommendations. Despite the
availability of NLP models supporting multiple
languages, there is a notable scarcity of models
tailored for Mandarin Chinese in the healthcare
context.

Our research is poised to fill this gap by focusing
on two primary objectives: (1). Assess and
compare the effectiveness of wvarious NLP
techniques in delivering medical consultation
advice, specifically utilizing Mandarin Chinese
data and queries from the Taiwan e-Clinic platform.
(2). Explore the shifts in online consultation
patterns across three critical periods: before, during,
and after the SARS-CoV-2 pandemic. By
addressing these aims, our study not only
highlights the potential of PLMs to revolutionize
patient triage and consultation processes but also
captures the dynamic changes in healthcare
interactions in the face of a global health crisis.

This research promises to unveil insightful
trends and contribute pioneering solutions to the
field, aiming to captivate both readers and
reviewers with its innovative approach and
potential impact on future healthcare delivery.

2 Relative Work

Recent advancements in the use of Large Language
Models (LLMs) as medical aids have demonstrated
significant potential in improving healthcare
outcomes. Panagoulias et al., (2024) showed that
the capabilities of the multimodal LLM, GPT-4-
Vision-Preview, which excelled in interpreting
pathology-related questions and images, achieving
an accuracy rate of 84%. Concurrently, Pasl et al.,
(2024) reported that ChatGPT performed on par
with clinical triage teams in emergency department
settings, showcasing its robustness in critical
healthcare tasks. Further, Wang et al., (2024)
developed the DRG-Llama model using Llama-7B,
trained with MIMIC-IV data, which not only
provided Diagnosis-Related Group (DRG)
classifications with a top-1 accuracy of 54.6% but
also achieved a top-3 accuracy of 86.5%, thereby
surpassing earlier models like ClinicalBERT and
CAML. These studies collectively underscore the
growing trend of deploying LLMs as effective
medical aids, approaching, and in some cases,
matching human performance levels in healthcare
applications.
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Additionally, our research addresses the inherent
challenges associated with multilabel text
classification, particularly the problem of data
imbalance which is prevalent in such tasks. In
response to these challenges, innovative methods
have been proposed to enhance classification
accuracy. For instance, De Angeli et al., (2021)
introduced a Class-Specialized Ensemble approach
utilizing TextCNN for the classification of tumor
histology and subsites, which yielded a micro Fi-
score of 0.79 on external datasets, outperforming
traditional CNN and ensemble methods. Similarly,
in 2020, Cai, Song, Liu, and Zhang developed the
HBLA method leveraging BERT.

This approach integrates label semantics with
fine-grained text information to achieve superior
Fl-scores compared to conventional CNN and
Seq2Seq Attention models (L. Cai et al., 2020).
These methodologies not only advance the field of
multilabel classification but also contribute to the
broader application of NLP technologies in
handling complex medical datasets.

3 Materials and Method

3.1 Dataset

Due to the significant impact and changes caused
by SARS-CoV-2 on community healthcare service
and clinical medical departments and care in
Taiwan from 2019 to 2023, we decided to focus our

research on how the pandemic influenced the
habits of the general public in seeking online
consultations. Therefore, we collected data from
the Taiwan e-Clinic, spanning five years from
January 1, 2019, to December 31, 2023, to observe
these data. This data will help us analyze and
understand the changes in online consultation
habits before, during, and after the pandemic.

Each record in our dataset includes several key
pieces of information: page number, title,
questioner’s gender, questioner’s age group, the
question posed by the questioner, responding
doctor’s information, their reply, and the associated
medical department. As per the Taiwan e-Clinic
website, the medical department recommended by
the responding doctor aligns with their specialty,
which we utilized as the label for our dataset. After
filtering out records with missing titles, genders, or
ages, we successfully compiled a dataset
comprising 55,742 records. Additionally, after
observing the overall data, we found that the top ten
most frequently consulted departments accounted
for 77% of the total dataset. This indicates that
most inquiries are concentrated on key departments.
Therefore, to better focus and identify the
relationship between public consultations and
specific departments, we decided to filter the
overall data to include only records related to these

Dent 0&G URO OPH GI SURG MED ORTHO CV  PSY DENT Overall
" (55 12628 7537 3944 3451 2941 2864 2472 2416 2317 2269 42839
° (295 (17.6)  (92) (81 (69 (67 (58 (5.6) (54 (53) (100
Gender
Female 10130 801 1911 1566 1395 1310 1235 1008 1169 1336 21861
(80.2) (10.6) (48.5) (45.4) (474) (45.7) (50.0)  (41.7) (50.5) (58.9) (51.03)
Male 2498 6736 2033 1885 1546 1554 1237 1408 1148 933 20978
(19.8)  (89.4) (51.5) (54.6) (52.6) (54.3) (50.0)  (583) (49.5) (41.1) (48.97)
Age Group
Minor 3605 1736 649 540 346 325 416 218 455 268 8558
(28.6) (23.0) (165 (15.7) (11.8) (11.4) (16.8)  (9.0) (19.6) (11.8) (19.98)
Young 8435 5149 2595 2310 2064 2050 1483 1467 1506 1639 28698
Adult  (66.8) (683) (65.8) (66.9) (70.2) (71.6) (60.0)  (60.7) (65.0) (72.2) (66.99)
Mid-age 584 634 686 589 525 480 551 704 355 359 5467
Adult (46) (84 (174) (17.1) (179) (16.8) (223)  (29.1) (153) (15.8) (12.76)
Elderty 2 18 14 12 6 9 22 27 1 3 116
oy 003 02 04) (04 (02 (03) (09 (L.1)  (0.04) (0.1) (0.3)

Table 1: Dataset Descriptive Statistics.
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top ten departments. This resulted in a dataset of
42,849 records, which we will use for our study.

The medical departments included in our study
are as follows: Obstetrics and Gynecology (O&QG),

Urology (URO), Ophthalmology (OPH),
Gastroenterology (GI), Surgery (SURG), Internal
Medicine (MED), Orthopedics (ORTHO),

Cardiology (CV), Psychiatry (PSY), and Dentistry
(DENT). Statistical details for each department are
meticulously presented in Table 1. These
departments also showed significant gender
differences among questioners due to their direct
relation to physiological structures. The gender
distribution in other departments was roughly
equal. In terms of age distribution, the largest
proportion of questioners in each department was
in the Young Adult category (20-39 years old).
According to the Taiwan Network Information
Center’s 2023 survey of internet users in Taiwan,
the internet usage rate among those under 39 is
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Figure 2: Number of questions asked by each
department per month

98.40%, with a slight decline in usage as age
increases, which may explain why this age group
dominates the questioners in all departments.

Figure 1 shows the number of responses from
specialist doctors in each department over different
months across five years. Due to Taiwan’s
subtropical location, the summer months (July and
August) are exceptionally hot, leading to a
significant increase in infection rates, including
urinary tract infections (UTIs) and infections
related to the female reproductive system. For
example, a 2022 global study indicated that UTIs
incidence increases during adolescence and peaks

at around 35 years of age for both men and women
(Yang et al., 2024). Additionally, vaginal infections
are a primary reason for women seeking medical
treatment (Shroff et al., 2024).

By analyzing Figure 1 and Table 1, we can observe
that the data trends in our study are consistent with
global trends. This also explains why consultations
for Obstetrics and Gynecology (O&G) and
Urology (URO) peak in July and August. However,
the difference compared to other months is not
significantly pronounced. These findings highlight
the seasonal impact on infection rates and
underscore the importance of targeted healthcare
resources during peak months to manage the
increased demand for medical consultations related
to these conditions. Consultations for other
departments were evenly distributed across the
months. However, considering that the primary
objective of this study is to analyze the content of
online queries, and the number of inquiries per
month across different departments is evenly
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Figure 2: Data Processing and Model Training
Workflow for Taiwan e-Clinic

distributed, we did not include time as an input
variable. This represents a limitation of our study.

3.2 Pre-trained language models for Patient

Visit Recommendations

As shown in Figure 2, our research methodology
involves several critical stages. Initially, we
extracted data from Taiwan e-Clinic covering the
years 2019-2023. Subsequently, we eliminated
records containing incomplete data and refined the
dataset to encompass only the top ten departments
by consultation volume. The retained data included
essential elements such as the inquirer's
demographics, query titles, substantive questions,
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physicians' responses, and the corresponding
medical specialties. Next, we cleaned the text data
to prepare it for analysis. We then performed text
analysis and department classification using
different PLMs. This comprehensive approach
ensures that we leverage the strengths of multiple
models to gain insightful results from the text data.
This study analyzes five PLMs and is divided into
two parts to comprehensively evaluate their
performance. The first part utilizes encoder-only
bidirectional models from the Transformer
architecture, specifically BERT (Vaswani et al.,
2017) and its variant ROBERTa (Liu et al., 2019),
as well as the BlueBERT (Peng et al., 2019), which
is pre-trained on medical texts to align with our
objectives. The second part extends the
Transformer architecture to open-source LLM
series. We selected two models: Llama3-
8B(Llama3) (Touvron et al., 2023), the latest
version released in 2024 by Meta®, and Taide-7B?
(Taide), a Taiwanese model based on the Llama2
architecture pre-trained on Mandarin Chinese texts,
tailored for Mandarin Chinese-speaking regions.
For the text preprocessing, we converted all
English text to lowercase and manually removed
emojis to reduce model misinterpretation. Since
our study aims to provide appropriate medical
department recommendations based on patients’
online complaints, we retained all original text
from both the questioner and the doctor’s reply,
despite typographical errors and misspellings, to
better reflect the real-world usage of online
language. To better integrate age-related variables
into our model, we converted age group data into
categorical text and incorporated this into the
textual description of each query. Based on the age
categories provided by the Taiwan e-Clinic website,
which are segmented into 10-year intervals ranging
from 0 to 109 years, we categorized the age data as
follows: ages 0-19 years are labeled as "Minor', 20-
39 years as "Young Adult', 40-69 years as 'Midlife',
and 70 years and above as 'Elder' (data distribution
is illustrated in Table 1). We consider age
information to be a crucial textual descriptor in our
dataset. Consequently, BERT-based models utilize
the '[SEP]' separator to clearly demarcate this
demographic data from the patient’s question,
facilitating a more structured input that enhances
the model’s capacity to discern and interpret the
underlying meanings of sentences more effectively.

2 https://huggingface.co/meta-llama/Meta-Llama-3-8B

On the other hand, LLMs directly process the
integrated text descriptions that include age
category information, allowing for a more holistic
interpretation of the text without the need for
explicit separators. This approach leverages the
advanced capabilities of LLMs to understand and
analyze complex and nuanced data representations
inherently embedded in natural language queries.

To further refine the training of the LLMs and
enhance their performance, we implemented two
advanced prompt tuning methods: Zero-shot
Learning (ZSL) and Few-shot learning (FSL). In
the ZSL approach (Li Fei-Fei et al., 2006), the
LLM is exposed to a single instance of a patient’s
chief complaint and is tasked with suggesting the
appropriate medical department based solely on
this input. This method tests the model's ability to
generalize from minimal data. Conversely, FSL
(Archit et al., 2022) involves the use of a set of five
unique patient complaints and their corresponding
departmental recommendations, randomly selected
from our dataset. These examples serve as a pattern
for the LLM, guiding it to infer and generate
department suggestions by recognizing and
learning from the provided examples. This strategy
not only helps in enhancing the model's predictive
accuracy but also aids in understanding the
contextual nuances of different medical scenarios.

4 Experiments

4.1

In this study, we explored the efficacy of five PLMs
in providing Patient Visit Recommendations,
assessing their performance and applicability in
clinical settings. For the models BERT, RoBERTa,
and BlueBERT, the parameters we used were as
follows: epoch: 10, batch size: 16, warmup steps:
200, weight decay: 0.1, learning rate: 3.5e-5.

To ensure robust model evaluation, we
employed 5-fold cross-validation. We split the
dataset into five parts, and in each iteration, one
part is selected as the validation set, while the
remaining four parts are used as the training set.
This process is repeated five times until each part
has been used as the validation set. Finally, the
results are averaged to obtain the model
performance score. For the LLMs, we obtained
authorization from Meta and Taide, using their
code published on Hugging Face as the basis for

Experimental Settings

3 https://huggingface.co/taide/TAIDE-LX-7B-Chat
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Model Performance (%)

PLMs Accuracy / Precision / Recall / Fi-score
BERT 0.82/0.79/0.78/0.78
ROBERTa 0.89/0.88/0.88/0.88
BlueBERT 0.70/0.65/0.64/0.70
Llama3-ZSL 0.82/0.27/0.41/0.42
Llama3-FSL 0.81/0.43/0.56/0.51
Taide-ZSL 0.41/0.59/0.41/0.43
Taide-FSL 0.45/0.70/0.45 /048

Table 2: Performance of compared models.

training. Additionally, we included our custom
parameters: temperature: 0.1, top k: 50, top p:
0.95, to control the output of the generative models.
We also used various metrics to evaluate model
performance, including Accuracy, Precision,
Recall, and F;-score. Furthermore, we utilized a
macro-averaging technique to aggregate scores
across various categories, thereby obtaining an
overall performance assessment of the models

4.2 Result and Discussion

As shown in Table 2, we evaluated the performance
of different NLP models and LLMs. We also
compared the effects of different prompt tuning
methods on the performance of LLMs. It can be
observed that the RoOBERTa model achieved the
best performance across all metrics, with an
accuracy of 0.89. For imbalanced data, the Fi-score
also showed excellent performance, indicating
RoBERTa’s superior ability to understand the
complaints of Mandarin Chinese patients and
accurately recommend the appropriate medical
departments. BERT also demonstrated strong
performance, with an accuracy of 0.82 and a Fi-
score of (.78, making it the second-best model
among all tested. This shows that BERT can
understand the semantics of the text and providing
correct classifications. However, BlueBERT,
which was pre-trained on a specialized medical
corpus, showed moderate performance with an
accuracy and Fi-score of only 0.70.

However, two LLMs produced less than
satisfactory results. Both Llama3, trained in
multiple languages, and Taide, designed
specifically for Mandarin Chinese, demonstrated
the limitations of generative language models in

precise classification tasks. In the ZSL setting,
Llama3 achieved an accuracy score of 0.81, but the
other three metrics were only between 0.27 and
0.42. With the FSL setting, where sample text was
added, the accuracy score remained unchanged,
and the other three scores improved only slightly to
between 0.43 and 0.51. The ZSL Taide model
achieved a slightly better Precision score of 0.61
compared to Llama3 but lagged in the other three
metrics. Similarly, in the FSL Taide model, except
for achieving a Precision score of 0.70, the other
three metrics only showed slight improvements.

By comparing two models with two different
prompt tuning methods and their performance
metrics, it is evident that FSL significantly
enhances the model’s text comprehension and
classification performance, especially for LLMs
with many class labels and some underrepresented
categories. However, when comparing two
different LLMs under the same prompt tuning
method, it is clear that Llama3 achieves
substantially higher Accuracy scores of 0.81 and
0.82 compared to Taide, and also surpasses Taide
in terms of Fj-score. Despite this, Llama3’s
Precision is only 0.27 and 0.43, with Recall at 0.41
and 0.56 (compared to Taide’s 0.41 and 0.45). This
indicates that while Llama3 excels in overall
prediction accuracy, it faces challenges in correctly
predicting the specific department for a patient,
whereas Taide demonstrates greater precision in
predicting the correct department for patients.

These results indicate that while Llama3 and
Taide can achieve reasonable accuracy in some
situations, their ability to identify categories (recall)
and avoid false positives (precision) is limited,
especially when there is insufficient demonstration
or only limited examples available. This suggests
that generative language models may require more
extensive training and fine-tuning, particularly
with more targeted and high-quality data, to
enhance their performance in specific classification
tasks.

In this study, we found that encoder-only
bidirectional models such as BERT and its variant
RoBERTa achieved the best prediction scores
compared to LLMs. RoBERTa, in particular,
exhibited superior performance due to its extensive
pre-training with more data and time, as well as the
use of Dynamic Masking technology, which
enhances semantic representation and
generalization to new data (Liu et al., 2019).
Despite BlueBERT focus on medical-related

62



corpora (Peng et al., 2019), its advantage in
understanding medical language was diminished
because patients do not typically use highly
specialized medical terms when describing
symptoms online. This allowed RoBERTa, with its
better generalization capability, to outperform
BlueBERT in performance scores. We attribute this
performance gap to two main reasons. First, LLMs
excel in generating coherent and contextually
appropriate text, while the bidirectional attention
mechanisms in models like ROBERTa enable them
to capture complex relationships between words
and sentences, leading to better text classification.
Consequently, LLMs may struggle to match the
performance of models like RoBERTa in tasks
requiring precise classification and understanding.
Additionally, our experimental results revealed that
LLMs still suffer from hallucination problems (Liu
et al., 2024; Gabrijela et al., 2024), such as
generating non-existent or incorrect department
names and providing excessive responses, which
significantly =~ reduces  their  classification
performance.

We noticed that Taide, a model specifically
trained for Mandarin Chinese, did not outperform
Llama3. Although Taide builds upon the Llama2
architecture, it falls short in comparison to Llama3,
particularly in terms of training parameters and
duration of training. Llama3 is specifically
designed for multi-language semantic
understanding and generation, aiming for a broader
linguistic scope. Consequently, despite the
predominance of Mandarin Chinese in our input
text, Llama3's more extensive training parameters
enabled it to outperform Taide. This outcome
suggests that LLMs tailored for a single language
may still require a substantial increase in training
parameters to achieve a competitive edge in text
classification tasks for that specific language.

Additionally, both LLM models demonstrate a
decline in reasoning ability and accuracy in

generating correct text when training data is limited.

This highlights the limitations of handling
classification tasks without sufficient training data.
LLMs rely on large amounts of training data to
learn complex language expressions. When
training data is relatively insufficient, it greatly
impacts the diversity of the data, leading to the
model’s inability to make accurate classifications
when faced with different types of inputs. Although

4 https://github.com/monpa-team/monpa

providing example texts slightly improved the
model’s performance, it still could not overcome
the lack of generalization ability. According to
experiments by other researchers, regardless of the
language model (Ding et al., 2023; Radiya-Dixit et
al., 2020; Zhang et al., 2023), incorporating fine-
tuning mechanisms and using techniques such as
Low-Rank Adaptation (LoRA) can minimize
training loss to the greatest extent and further
improve the classification ability of language
models. This will also become the focus of our
future research.

Despite the current limitations, we believe that
generative LLMs hold considerable potential in
providing effective responses. Recent research
initiatives have begun to explore the feasibility of
training LLMs as clinical diagnostic assistants.
Looking ahead, with further refinements and
enhancements, these models could be more
effectively integrated into clinical healthcare
settings. Such advancements would enable the
provision of more professional and reliable online
consultation platforms for patients, significantly
enhancing the quality of digital healthcare services.
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Figure 3: Number of questions over the years.

4.3 Keyword Trend Analysis

To further understand the differences in key terms
used by questioners across different years, we used
Python’s wordcloud package to generate word
clouds. During the creation of word clouds and
frequency analysis for each medical department,
we employed the MONPA Chinese segmentator*
(Hsieh et al., 2017), which is specifically designed
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for Mandarin Chinese, to perform part-of-speech
tagging and word segmentation. To facilitate the
analysis of the impact of the pandemic on user
queries, we divided the years into three segments:
2019 (pre-pandemic), 2020-2022 (during the
pandemic), and 2023 (post-pandemic). We
extracted words with parts of speech classified as
verbs and nouns to better understand the symptoms
emphasized by patients. Subsequently, we
generated three word clouds for the three time
periods, extracting the top 10 frequently used
words for each of the 10 tags in each period. Each
word cloud contained a total of 100 words, with 10
different colors representing the high-frequency
words corresponding to each of the 10 labels. The
number of inquiries over the years is shown in
Figure 3, which provides a quantitative overview
of the data we analyzed. This figure illustrates the
volume of patient inquiries, allowing us to correlate
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the frequency of specific symptoms and concerns
with the different phases of the pandemic. By
examining both the word clouds and the inquiry
volumes, we gained a  comprehensive
understanding of the changing landscape of patient
concerns and the impact of the pandemic on online
medical consultations.

According to Figure 3, the number of online
consultations peaked in the mid to late pandemic
period (2021-2022), highlighting the impact of the
pandemic on patient inquiry and consultation
methods. Government-enforced strict isolation
measures and the promotion of telemedicine led
patients to seek online consultations as their first
option when experiencing physical discomfort or
needing medical advice. This not only reduced the
risk of infection from in-person visits but also
alleviated the burden on healthcare facilities and
conserved medical resources. However, as the
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Figure 4: Word Cloud Representation of Different Covid-19 Periods Online Medical Consultations
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pandemic subsided and isolation measures were
lifted in 2023, the number of online inquiries
dropped to levels even lower than pre-pandemic
(2019). We speculate that some patients may doubt
the effectiveness of online consultations,
particularly for issues requiring physical
examinations. During the pandemic, online
consultations were often a necessity rather than a
preference, leading some individuals to revert to
traditional in-person consultations post-pandemic.

Additionally, Figure 4 shows the trends and
changes in patient concerns and common
symptoms across different pandemic periods. We
have placed the corresponding Mandarin Chinese
and English translations in Al of the Appendices.
Overall, the keywords associated with each
medical department clearly reflect the likely
symptoms related to those departments. For
instance, “O&G” frequently includes words like
and “ %% (pregnancy),”
while “Ophthalmology” features terms like
“HiHE(eyes)” and “ I #i(myopia).” Across

“month period”

all departments, keywords often relate to patients’

“feelings,” the timing or duration of symptoms
or pain, and post-treatment home care questions
such as diet and medication. However, comparing
keywords across different periods revealed
minimal changes, possibly due to consistent user
habits. From Table 1, patients who use online
consultations often seek advice on sensitive issues,
which did not change significantly during the
pandemic, resulting in stable keyword patterns.
However, we believe that these LLMs still have
great potential in providing responses. Since the
outbreak of the pandemic, the demand for online
consultation systems has grown significantly, and
other research has also begun to explore training

LLM:s as clinical diagnosis assistants (C. Wu et al.,
2024). Tools based on LLM models, such as
automated medical record keeping, personalized
medicine, and health monitoring and alert systems
(Sambare et al., 2024; Vicente et al., 2020; Yuan et
al., 2024), can be adjusted in various ways to be
more practically applied in clinical settings,
offering patients more professional online
consultation platforms. Therefore, our future
research should focus more on effectively
addressing the diversity and quantification of
training data while developing more adaptable
models to handle specific application scenarios,
especially in the Mandarin Chinese healthcare
domain. Through these efforts, we can maximize
the potential of LLMs and promote their practical
application across various industries, particularly
in the healthcare field where Mandarin Chinese is
used.

Finally, we used Local Interpretable Model-
agnostic Explanations (LIME) (Ribeiro et al., 2016)
to present the sentences and their attention weights
learned by the RoOBERTa model. In Figure 5, we
randomly selected one of the posts as an example.
We also placed the corresponding Mandarin
Chinese and English translations in Section A2 of
the Appendices. It can be observed that the model
is capable of effectively identifying sentences or
words related to O&G from the text and assigning
appropriate weights. The blue color represents
keywords related to O&G, while the teal color
represents keywords unrelated to O&G. For
instance, the model correctly identified key phrases
related to O&G such as “1EZ2f & € (chance of
pregnancy)” , “ A HIHE ORI (girlfriend” s
ovulation period)” , “ (used a condom before

sex)” ,and “PEAT 25421 20 738 IR AT Anlitin

Prediction probabilities NOT O&G o ng;;?g Text with highlighted words
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Figure 5: Presented the keywords and their weights using Local Interpretable Model-agnostic Explanations (LIME) of
RoBERTa
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(took Anlitin within 20 minutes of sex)” . Anlitin
is an oral emergency contraceptive. On the other
hand, the model also accurately identified
irrelevant key sentences, such as “ ¥yl A7 112
£ LI (semen remains in pubic hair)” . The
questions containing the keyword “¥&¥ (semen)”
are mostly found in Uro; however, our model was
able to classify them into categories unrelated to
O&G. This demonstrates the model’s ability to
provide correct medical department
recommendations based on specific contexts or
keywords.

5 Conclusion

This study has demonstrated that RoBERTa
outperforms other language models in classifying
medical departments from patient complaints. This
superiority is attributed primarily to its extensive
pre-training and dynamic masking, which
collectively enhance its semantic understanding
and  generalization  capabilities. = Despite
BlueBERT'"s specialization in medical terminology,
its performance is compromised in the context of
the more colloquial language prevalent in online
consultations, rendering RoOBERTa more effective.
Furthermore, models like RoOBERTa significantly
surpass LLMs in classification tasks. LLMs, while
adept at generating coherent text, tend to falter in
precision-based classification, with hallucination
issues further undermining their performance.
Addressing these hallucination problems and
enhancing the training of models specifically for
Mandarin Chinese will be pivotal in our future
research.

Additionally, our keyword trend analysis
revealed that online medical consultations peaked
during the mid to late stages of the pandemic
(2021-2022), driven by isolation measures and the
promotion of telemedicine. However, the number
of consultations witnessed a decline post-pandemic
(2023), falling below pre-pandemic levels, likely
due to patient skepticism and discomfort with
virtual interactions. This trend underscores a
significant research opportunity to further enhance
and optimize online consultation platforms, aiming
to restore patient confidence and improve the
overall efficacy of digital healthcare services.
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A Appendices
A.1 Mandarin-English Keyword Comparison

In Figure 4, we display the relevant Mandarin
Chinese keywords for each medical department
during different phases of the pandemic. After
excluding the keywords that appeared repeatedly
over the five years, we provide the Mandarin
Chinese keywords along with their corresponding
English translations, as shown in Table 3. It is
noteworthy that in Mandarin Chinese, synonymous
words can be expressed using different characters
or phrases. Additionally, the same word may
represent different parts of speech with the same
meaning, such as “Jg{ &” and “& 15,” both
meaning “feel,” while “[g{#2” can also be used as
the noun “feeling.”

A.2 LIME of RoBERTa Tanslation

In Figure 5, we present the Attention weight map
learned from the RoBERTa model training,
visualized using LIME. We have also provided the
Chinese content along with the corresponding
English translation, as shown in Table 4.

Mandarin English Mandarin | English Mandarin English Mandarin English
&SR Bone $&38 Glans Al Masturbate B 71 Operate
R Find hAe Erection A R Right eye Hefe Defecation
NF3 Pulse A Month R Wisdom tooth B B eyes
HR Appear K)o Retina e Worry B Hemorrhoids
waE Examine o Feel i Bleeding B Sleep

F Tooth BE Penis SE Electrocardiogram B F Cavity
2N: 4 Foreskin R Recently £h] Molar tooth R #& Menstruation
R Fracture AR Symptom BE Anxiety R Now
B Feeling i Medicine F 45 Operation Bp Birth-control pills
T Pain HH Treat BE Root Canal ERES Director
B Aj Currently I Tooth RAE Stool w3 Pregnant
AR 4% Glasses I Gum B Infect KR Pain
B eye Ny 3 Heart i Knee AR A Take
ZBk Left eye % Medicine WA Myopia %o Wound
x Kk X-ray MAT B Sex Ao R Blood Pressure EF Normal
AF Stomach "z Eat ESEC Know Az P Anus

Table 3: Keyword Comparison Table
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Mandarin

Translation

WH B FEEEE
2R R e RS -
PR BERAEST

F EH RF LB 0 FH AR 0 1230 SR AL
AP BE A — R > B LR E RO > AR
FhHBEEE > TRABTRETHTHZANERE >
Bk ke BAELE (BA) BELOBREERIE
oo AR VAT B4 Y 20 5 M AR A Anlitin—4% °
HAEFR @R

(1) BHEeHEPEH?

@ AHRARRAZR?

Gender: Male

Age group: Youth

Title: Is the chance of pregnancy high?
Question: Hello doctor,

My case might be a bit unusual. Here’s what happened:
Today, 12/30, is the last day of my girlfriend’s ovulation
period. In the evening, my girlfriend performed oral sex
on me, and some semen was left on my pubic hair.
However, before we proceeded with intercourse, I used
protection. My girlfriend and I are worried that the semen
left on my (male) pubic hair could lead to pregnancy. So,
we took an Anlitin pill within 20 minutes after intercourse.

I would like to ask:
(1) Is there a chance of pregnancy?

(2) Am I overthinking this?

Table 4: LIME of RoBERTa Translation
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Abstract

Determining the difficulty of a text involves
assessing various textual features that may im-
pact the reader’s text comprehension, yet cur-
rent research in Vietnamese has only focused
on statistical features. This paper introduces a
new approach that integrates statistical and se-
mantic approaches to assessing text readability.
Our research utilized three distinct datasets: the
Vietnamese Text Readability Dataset (ViRead),
OneStopEnglish, and RACE, with the latter
two translated into Vietnamese. Advanced se-
mantic analysis methods were employed for the
semantic aspect using state-of-the-art language
models such as PhoBERT, ViDeBERTa, and
ViBERT. In addition, statistical methods were
incorporated to extract syntactic and lexical
features of the text. We conducted experiments
using various machine learning models, includ-
ing Support Vector Machine (SVM), Random
Forest, and Extra Trees and evaluated their per-
formance using accuracy and F1 score metrics.
Our results indicate that a joint approach that
combines semantic and statistical features sig-
nificantly enhances the accuracy of readability
classification compared to using each method
in isolation. The current study emphasizes the
importance of considering both statistical and
semantic aspects for a more accurate assess-
ment of text difficulty in Vietnamese. This
contribution to the field provides insights into
the adaptability of advanced language models
in the context of Vietnamese text readability. It
lays the groundwork for future research in this
area.

1 Introduction

Exchanging information and knowledge through
texts has led to the emergence of measuring text dif-
ficulty. There can be multiple ways to describe and
convey content when dealing with the same issue.
Among them, complex texts pose challenges for
readers, as reflected in lower reading speed, poorer
comprehension, and reduced capacity to connect

information within the text. In recent years, text
difficulty has been evaluated through linguistically
motivated features, such as syntactic complexity,
complexity in logical relationships and inferences
of information in the text, and the sequential ex-
pression of data over time or context. Two main
approaches for determining text difficulties have
been proposed, namely statistical approach and ma-
chine learning or deep learning. In the former ap-
proach, text difficulty is evaluated through the syn-
thesis of easy-to-compute features in the text, such
as the length of the text, the average number of
words and sentences in the text, etc. (Flesch, 1948;
Kincaid et al., 1975), where these features are ex-
tracted and evaluated through correlation analysis
with the difficulty of a set of texts. The second
approach, namely machine or deep learning ap-
proach, involves using neural models to represent
the semantics present in the text, allowing for the
assessment of text difficulty (Heilman et al., 2007,
2008; Lee et al., 2021; Si and Callan, 2001).

Studies addressing the problem by applying ad-
vanced neural models such as BERT and its vari-
ants combined with features extracted through tra-
ditional statistical methods have achieved promis-
ing results on English datasets such as WeeBit (Va-
jjala and Meurers, 2012), OneStopEnglish (Vajjala
and Lucié, 2018), and Cambridge (Xia et al., 2016).
In Vietnam, pioneering research in this area, such
as that of (Nguyen and Henkin, 1985; Luong et al.,
2018), and more recently (Doan et al., 2022), has
applied PhoBERT, which is a pre-trained language
model (Nguyen and Tuan Nguyen, 2020) designed
specifically for Vietnamese, to address the prob-
lem. However, these studies assess text difficulty
of sentences in isolation while overlooking features
that span over an extended discourse, such as dis-
course relations or entity cohesion across a series
of sentences.

Given the gap in previous literature on Viet-
namese text readability assessment, this study scru-
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tinizes the impacts of statistical and semantic fea-
tures, as well as the correlation between these two
types of features on the difficulty of Vietnamese
texts across three primary datasets: Vietnamese
Readability dataset (Luong et al., 2020a), RACE
(Lai et al., 2017), and OneStopEnglish (Vajjala and
Luci¢, 2018). Our methods range from traditional
machine learning models such as SVM, Random
Forest, and Extra Tree to state-of-the-art pre-trained
language models in various semantic tasks, such
as PhoBERT (Nguyen and Tuan Nguyen, 2020),
ViDeBERTa (Tran et al., 2023), and ViBERT (Tran
et al., 2020). The joint approach combining statis-
tical and semantic features are shown to improve
model performance, although not yet surpassing
statistical features alone. However, they demon-
strate potential for development on larger datasets.

Furthermore, we conduct an in-depth analysis
of specific groups of statistical features concern-
ing text difficulty by individually examining each
feature group across multiple models. The results
show that features such as *Number of words’ or
"Average word length in characters’ have the most
significant impact on the models when combined
with semantic features from deep learning models.

2 Related Works

This section provides an in-depth analysis of global
body of research addressing the challenges of read-
ability (see section 2.1), with a particular focus on
the existing study conducted within the Vietnamese
context (see section 2.2).

2.1 Textual Readability

Research on textual readability has increasingly
captured of scholars within the natural language
processing domain. This interest is particularly
evident in foundational English-language studies,
such as those pioneered by Flesch, which adopted
a statistical lens to investigate the problem. These
early investigation focused on evaluating text read-
ability by quantifying linguistic features such as
syllable per word ratio. Later, in 1975, the read-
ability index by Kincaid et al. was published based
on the features of Flesch. In Chall and Dale (1995),
the readability of the text was assessed based on
the semantic difficulty of words in the text by ex-
amining the frequency of word occurrences with
a word list of 3000 words. In the following years,
these features became standards for evaluation (Fry,
1990; Lennon and Burdick, 2004), along with syn-

tactic features such as the height of the parse tree
(Chall and Dale, 1995). However, the statistical
approach remains limited in its ability to capture
deeper linguistic features that critically influence
text readability, such as discourse relations, cohe-
sion, and rhetorical structure (Collins-Thompson,
2014).

As language models have advanced and training
data volumes have expanded, a new approach to the
readability problem has emerged. This approach
harnesses the language representation capabilities
of these models to extract deeper linguistic features
while utilizing the classification power of proba-
bilistic and deep learning models. Early studies in-
clude those by Si and Callan and Collins-Thompson
and Callan who applied unigram language mod-
els and classification through naive Bayes. In
the following years, the probabilistic model ap-
proach gained attention and achieved good results
(Schwarm and Ostendorf, 2005; Heilman et al.,
2007, 2008; Pilan et al., 2014). Since the rise
of deep learning models, particularly with the ad-
vent of pre-trained language models utilizing trans-
former architecture, which have achieved state-of-
the-art results across various semantic tasks, the
performance on the readability problem has no-
tably improved. This enhancement is due not only
to the advanced feature extraction capabilities of
these models (Cha et al., 2017; Jiang et al., 2018;
Azpiazu and Pera, 2019) but also to their integra-
tion with externally collected statistical features
(Deutsch et al., 2020; Meng et al., 2020; Lee et al.,
2021).

Beyond English, research has also expanded
to other languages, building upon the established
foundation of English-language studies, with no-
table developments in languages such as French
(Francois and Fairon, 2012), Italian (Dell’ Orletta
et al., 2011), German (Hancke et al., 2012),
Swedish (Falkenjack et al., 2013; Pilan et al., 2016),
Bangla (Islam et al., 2012), and Greek (Chatzipana-
giotidis et al., 2021).

2.2 Vietnamese Readability

Research on the readability problem remains lim-
ited, primarily due to the scarcity of high-quality
datasets. This issue is evident in studies ranging
from (Nguyen and Henkin, 1985, 1982) to (Luong
et al., 2020a, 2018; Nguyén et al., 2019), where
dataset sizes have been notably small, often com-
prising fewer than 2,000 samples. Furthermore, the
dominant approach to addressing the readability
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problem has centered on feature extraction through
statistical analysis. This includes metrics such as
the number of syllables or words, the height and
width of parse trees, and the count of clauses (Lu-
ong et al., 2020b). Recently, Doan et al. adopted
a novel approach to the problem by extracting fea-
tures using PhoBERT (Nguyen and Tuan Nguyen,
2020). However, this research has yet to be made
accessible to the broader community.

3 Current Study

In this section, we describe the experimental pro-
cess in the paper, including the datasets (see section
3.1) and the methods we experimented with (see
section 3.2).

3.1 Datasets

We use a total of three datasets described in Table 1,
namely OneStopEnglish (Vajjala and Luci¢, 2018),
RACE (Lai et al., 2017), and the Vietnamese Text
Readability Dataset (Luong et al., 2020a).

The Vietnamese Text Readability Dataset
(ViRead) (Luong et al., 2020a) is constructed from
Vietnamese college-level textbooks, stories, and
literature websites. After extracting text from
these sources using OCR, a team of twenty Viet-
namese literature teachers from middle schools,
high schools, and colleges labels the sentences.
The labels are categorized into four levels: Very
Easy, Easy, Medium, and Difficult.

Due to the lack of large-scale and high-quality
datasets in Vietnamese for the readability problem,
we also use two English datasets: OneStopEnglish
(Vajjala and Luci¢, 2018) and RACE (Lai et al.,
2017). The OneStopEnglish dataset is extracted
from onestopenglish', an English language learn-
ing resources website run by MacMillan Education.
The content has been rewritten into three versions
from The Guardian newspaper, each labeled as ad-
vanced (Adv), intermediate (Int), and elementary
(Ele). The RACE dataset, a large-scale reading
comprehension benchmark, is derived from En-
glish exams administered to Chinese middle and
high school students and includes 28,000 passages.
For the readability task, RACE is divided into ju-
nior and senior levels.

We translated the two English datasets, On-
eStopEnglish and RACE, into Vietnamese using
Google Translate’. Subsequently, we partitioned

Uhttps://onestopenglish.com/
Zhttps://translate.google.com/

these datasets into smaller components for the ex-
perimentation process. Given the limited size of
the OneStopEnglish and ViRead datasets, each con-
taining fewer than 2,000 samples, we divided them
into two sets: a training set (train) and a test set
(test). The size statistics for each dataset are pro-
vided in Table 1.

3.2 Empirical Method

In this section, we proceed to design the imple-
mentation process along two main approaches: the
statistical approach (see section 3.2.1) and the se-
mantic approach (see section 3.2.2). The statistical
approach involves employing statistical methods to
extract features from the dataset, whereas the se-
mantic approach leverages machine learning mod-
els, ranging from basic to advanced deep learning
techniques, to derive semantic features. Addition-
ally, we conduct experiments that integrate features
from both statistical and semantic approaches to
examine their correlation and impact on the results
(see section 3.2.3).

3.2.1 Statistical approach

Luong et al. performed experiments to evalu-
ate the impact of various features on text read-
ability using a statistical approach, specifically on
the Vietnamese readability dataset (Luong et al.,
2020a). The features examined included part-of-
speech features (such as the ratio of POS-tagged
words and the proportion of common nouns to dis-
tinct words), syntax-level features (including av-
erage parse tree depths), and Vietnamese-specific
features (like the ratio of borrowed words and Sino-
Vietnamese words). We selected features that ex-
hibited a high correlation with text difficulty, as
detailed in Table 2.

Additionally, we introduced two new features
related to word cohesion, represented through de-
pendency trees, to investigate how the relationships
between words within a sentence impact text diffi-
culty (see table 2). To extract these two features, we
utilized VnCoreNLP (Vu et al., 2018) for sentence
segmentation and dependency representation. The
statistical features will be classified using three ma-
chine learning models: Support Vector Machine
(SVM), Random Forest, and Extra Trees.

The statistical features on the three datasets
ViRead, OneStopEnglish, and RACE are summa-
rized in Table 3. As noted, in translated datasets
such as OneStopEnglish and RACE, some standard
text features remain consistent, such as ’Average
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Datasets Domain Language Number of sample Number of class Training Test
ViREAD Literature = Vietnamese 1825 4 1460 365
Race Education English 27933 2 22346 5587
OneStopEnglish  Educaion English 567 3 453 114

Table 1: Datasets statistics

Category

Feature

Number of words

Raw Feature

Average word length in character

Ratio of long sentence (in syllable)

Distinct common nouns/distinct words

POS Feature

Distinct parallel conjunctions/distinct words

Ratio of single POS tag words
Adverbs/sentences

Syntax-Level Feature

Average no. distinct conjunction word
Average no. conjunction word

Ratio of borrowed words

Vietnamese-Specific Feature

Ratio of distinct borrowed words

Ratio of distinct Sino-Vietnamese words

Word Cohension

Depth of Dependency Tree

Average overlapping between multiple sentences in paragraph

Table 2: Linguistic features

word length in characters’ and ’Distinct parallel
conjunctions/distinct words.” For the ’Ratio of long
sentences’ feature, we define sentences with more
than 20 syllables, based on research from the Amer-
ican Press Institute. However, features specific to
Vietnamese, such as the 'Ratio of borrowed words’
and the ’Ratio of distinct Sino-Vietnamese words,’
vary. This variation is attributed to translation nu-
ances and unique characteristics of Vietnamese
texts. These differences significantly impact the
models’ results, as discussed in Section 4.

3.2.2 Semantic approach

In this section, we employ advanced semantic anal-
ysis methods for classifying the difficulty level
of Vietnamese texts. Our semantic approach pri-
marily utilizes three state-of-the-art language mod-
els: PhoBERT (Nguyen and Tuan Nguyen, 2020),
ViDeBERTa (Tran et al., 2023), and ViBERT (Tran
et al., 2020). These models are instrumental in
extracting deep semantic features from the Viet-
namese texts, which are crucial for our classifica-
tion task.

PhoBERT (Nguyen and Tuan Nguyen, 2020)
emerges as a paragon, trained extensively on a cor-
pus comprising 20GB of Vietnamese Wikipedia

and news texts. It boasts 135 million parameters
in its base iteration and an augmented 370 million
parameters for the large variant. In its most recent
iteration, PhoBERT},,. — V2, the model has been
refined on a formidable 120GB of Vietnamese texts
derived from the OSCAR-2301 dataset’.

ViDeBERTa (Tran et al., 2023) is a model with
the architecture of DeBERTa (He et al., 2020)
and has been trained on CC100* corpus, includ-
ing 138GB uncompressed texts. ViDeBERTa out-
performs PhoBERT on tasks such as named entity
recognition (NER) and part-of-speech (POS). How-
ever, the current version of ViDeBERTa with the
DeBERTa-V3 architecture has not been released;
instead, the version with the DeBERTag,.-V?2 ar-
chitecture is available >. ViBERT (Tran et al.,
2020) has been trained on approximately 10GB
of texts collected from online newspapers in Viet-
namese, enabling the model to represent the se-
mantics of words more effectively.

The features extracted from pre-trained language
models will be classified using a range of machine

3https://huggingface.co/datasets/oscar-corpus/OSCAR-
2301

“https://huggingface.co/datasets/cc100
Shttps:/huggingface.co/Fsoft-AIC/videberta-base
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Feature ViRead OneStopEnglish RACE

Number of words 40 - 23104 263 - 1417 13- 1271
Average word length in character 24973 -3.4071 | 2.9754-3.501792 | 2.287 - 5.483
Ratio of long sentence (in syllable) 0-1 02714 -1 0-1

" Distinct common nouns/distinct words [ 0.0312-0.44 | 0.1194-02612 | 0-05
Distinct parallel conjunctions/distinct words 0-0.1129 0.0052 - 0.0284 0-0.1739
Ratio of single POS tag words 0.7977 - 1 0.8815 - 0.9627 0.8421 -1
Adverbs/sentences 1-82 7-34 0-39

* Average no. distinct conjunction word [ 036 | 3-18 | 0-18
Average no. conjunction word 0-1670 11-77 0-79

‘Ratio of borrowed words [ 0-00128 | 0-0.0279 | 0-0.0058
Ratio of distinct borrowed words 0-0.0085 0-0.0085 0-0.044
Ratio of distinct Sino-Vietnamese words 0.0317 - 0.4179 0.0022 - 0.0149 0-0.396

" Depth of Dependency Tree | 1.5-30.3333 | 6.8966-21.1053 | 1-132
Average overlapping between multiple setence in paragraph | 0.2539 - 143.2710 | 1.6590 - 10.5664 0-11.157

Table 3: The min-max extraction result of statistical features in ViRead, OneStopEnglish and RACE

learning models, including Support Vector Ma-
chine (SVM), Random Forest, and Extra Trees, as
well as deep learning models such as Multi-Layer
Perceptron (MLP).

3.2.3 Joint approach

We explore the synergy between statistical and se-
mantic approaches by conducting experiments that
combine features from both methods. The goal
of these experiments is to understand the com-
plementary nature of these approaches and how
their integration can enhance the accuracy of dif-
ficulty classification. Features extracted through
the methods in section 3.2.1 and section 3.2.2 will
be concatenated and fed into classification models,
including SVM, random forest, and extra tree.

3.2.4 Evaluation Metric

To assess the performance of the models in our
experiments, we employ accuracy and F; score
(macro average) as the two main evaluation metrics,
where the F; score is described below:

2 x Precision x Recall

F, =
! Precision + Recall

4 Experiment Result

4.1 Statistical Result

The results presented in Table 4 reveal the Extra
Tree model performs exceptionally well on both
the OneStopEnglish and RACE datasets. On the
OneStopEnglish dataset, Extra Tree surpasses the
other models, SVM and Random Forest, by 0.8%
in Fi-score compared to the second-best model
(Random Forest) and by 2.92% compared to SVM.
In the RACE dataset, Extra Tree continues to be
the top performer. However, the performance gap

between Extra Tree and the other two models is
negligible, with a 0.07% difference with Random
Forest and a 1.57% difference with SVM in terms
of F-score. This variation in performance between
Extra Tree and the other models across the two
datasets is likely due to the substantial difference
in dataset sizes, with OneStopEnglish comprising
only 567 samples, while RACE contains 27,933
samples.

In contrast to the cases in the RACE and On-
eStopEnglish datasets, on the ViRead dataset, Ran-
dom Forest is the top-performing model with an
F1-score of 92.58%, followed by Extra Tree with
91.34%, and SVM with 88.48%. The superior per-
formance observed with the ViRead dataset can
be attributed to the fact that the RACE and On-
eStopEnglish datasets are translations from En-
glish to Vietnamese. This translation process re-
sults in fewer features that are unique to Viet-
namese compared to ViRead, which is derived
from Vietnamese-language textbooks and thus re-
tains more distinctive linguistic features inherent to
Vietnamese.

4.2 Semantic Result

The experimental results using the language repre-
sentation capabilities of pre-trained language mod-
els are summarized in Table 5. The statistical re-
sults demonstrate that PhoBERT’s semantic repre-
sentation outperforms ViDeBERTa and ViBERT
on the OneStopEnglish and RACE datasets, achiev-
ing a 63.66% F; score on the OneStopEnglish
dataset and a 74.5% F; score on the RACE dataset
when using MLP for classification. However, on
the OneStopEnglish dataset, when employing other
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Result

Dataset Model
F1 Acc

SVM 88.48 92.05
ViRead Random Forest 92.59 95.34
Extra Tree 91.34 94.52
SVM 72.85 72.81
OneStopEnglish | Random Forest 74.97 74.56
Extra Tree 75.77 75.44
SVM 71.27 76.67
RACE Random Forest 72.77 77.07
Extra Tree 72.84 77.07

Table 4: Statistical approach performance on machine learning model

Result
Semantic approach F1 Acc
MLP SVM Random Forest ExtraTree MLP SVM Random Forest Extra Tree
PhoBERT 7245 64.43 79.17 77.4 80  80.55 83.56 84.66
ViRead ViDeBERTa 44.45 14.84 76.34 80.11 59.73 42.19 81.92 84.93
ViBERT 63.17 62.08 75.36 73.7 73.7  77.81 82.19 83.01
PhoBERT 63.66 41 29.37 15.59 64.91 48.25 28.95 14.91
OneStopEnglish | ViDeBERTa 40.13 18.56 55.35 52.32 46.49  30.7 54.39 53.51
ViBERT 4145 31.02 32.78 19.66 4298 37.72 33.33 20.18
PhoBERT 74.5  72.96 71.82 70.67 79.2 77.89 76.64 76.52
Race ViDeBERTa 60.16 56.69 66.22 64.9 70.93 70.28 72.1 72.12
ViBERT 70.01 68.92 69.06 66.81 75.47 75.8 74.65 74.13
Table 5: Semantic approach using both pre-trained language models and machine learning model

classification models such as Random Forest and
Extra Tree, features extracted through PhoBERT
yield lower results in both F1; score and accu-
racy compared to features extracted through ViDe-
BERTa. Nevertheless, when using SVM for clas-
sification, features extracted through PhoBERT
outperform those extracted through ViDeBERTa.
This discrepancy may be attributed to the small
training dataset size in the OneStopEnglish dataset,
leading to unusual model performance variations,
unlike the RACE dataset where the performance
of classification models using features extracted
through PhoBERT consistently outperforms those
using ViDeBERTa and ViBERT.

Similarly, the performance of classification mod-
els using features extracted through PhoBERT is
generally higher than ViDeBERTa, except for one
exceptional case when classifying with the Extra
Tree model. In this case, the ViDeBERTa embed-
dings outperform PhoBERT embeddings by 2.71%
in terms of F; score and 0.27% accuracy. This
anomaly may be attributed to the small dataset size,
leading to unclear and unstable differences between
the two embedding methods.

Furthermore, significant variations in results
are observed when comparing the performance of
models determining difficulty through the seman-
tic representation of pre-trained language models
with conventional classification models using fea-
tures derived from statistics. For instance, on the
ViRead and OneStopEnglish datasets, the mod-
els with combined semantic and statistical features
yield lower results than those employing only sta-
tistical features. This could be attributed to the
limited size of the training data, causing a decrease
in performance, contrary to the models trained on
the RACE dataset. However, the RACE dataset
needs more Vietnamese language features, result-
ing in only marginal performance improvement.

4.3 Joint Result

The experimental results of the classification mod-
els with the combination of features, including em-
beddings from pre-trained language models and
statistical features, are summarized in Table 6.
Overall, across the three datasets, the feature com-
bination method significantly improves the per-
formance of the models compared to using only
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Result

Joint Approach F1 Acc
MLP SVM Random Forest Extra Tree MLP SVM Random Forest Extra Tree

PhoBERT 91.76 87.52 92.17 90.06 94.52  92.05 94.52 93.15
ViRead ViDeBERTa 91.23 87.84 91.92 92.15 94.25 91.33 94.25 94.52
ViBERT 86.2 86.37 90.82 89.35 91.51 90.11 93.7 92.33
PhoBERT 67.96 72.66 56.26 452 69.3 73.68 56.14 45.61
OneStopEnglish | ViDeBERTa 67.29 73.72 64.91 64.51 70.18 73.88 64.35 64.91

ViBERT 56.33 71.55 60.93 49.54 5877 72.64 61.4 50
PhoBERT 73.17 71.62 73.97 77.09 7827 77.69 78 77.2
Race ViDeBERTa 64.34 70.98 73.02 69.85 74.53  76.53 77.33 75.2
ViBERT 71.27 71.19 72.46 71.07 776 76.67 76.67 76.43

Table 6: Joint approach result when combine both statistical and embedding features

features extracted by transformers (see section 4.2).
In the ViRead and OneStopEnglish datasets, the
classification models’ performance increases from
17.255% to over 37.01% in terms of F; score and
from 11.3675% to 27.41% in terms of accuracy
across the three different feature extraction meth-
ods. However, in the RACE dataset, the perfor-
mance improvement of the models is not substan-
tial, only increasing by an average of 4% across
all three embedding methods. Additionally, some
cases show that the model’s performance decreases
when combining features, such as SVM and MLP,
when extracted by PhoBERT. This is likely be-
cause the SVM and MLP models rely on certain
Vietnamese-specific features that are less present
in the RACE dataset than in the ViRead dataset.
Although the combined feature results are
slightly lower than using only statistical features
(see section 4.1)—lower by 0.42% in F; score and
0.82% in accuracy on the ViRead dataset, and
2.05% in Fy score and 1.56% in accuracy on the
OneStopEnglish dataset—the small size of these
two datasets may contribute to this observation. If
the dataset size is increased, as in the case of the
RACE dataset, where combining features improves
performance, then combining features is likely to
lead to improvements in readability classification.

5 Experiment Analysis

We utilized the best-performing models on each
dataset from Section 4.3 and further conducted in-
dividual experiments on each group of features,
including statistical features and features obtained
through pre-trained language models. The experi-
mental results are summarized in Table 7.
Generally, the feature group that most influence
the models when combining statistical and embed-
ding features is the ’Raw Feature’,” followed by

"POS Feature,” *Word Cohesion’, ’Syntax-Level
Feature,” and finally the ’Vietnamese-Specific Fea-
ture’. The improvement in model performance
when using the ’Raw Feature’ group alone is un-
derstandable. This is because texts with many
sentences and words per sentence encompass vast
knowledge, directly influencing the text’s difficulty
by requiring readers to absorb a significant amount
of information. Combining features from the *Raw
Feature’ group with machine learning models sig-
nificantly enhances the model’s performance.

Apart from the ’Raw Feature’ group, the "POS
Feature’ and *Word Cohesion’ feature groups also
affect the model’s performance. In "POS Feature,’
if a text contains many polysemous words, the com-
plexity of the text increases, requiring readers to
understand the context of the sentence to truly com-
prehend the intended meaning of the ambiguous
word. In the *Word Cohesion’ group, features rep-
resenting the relationships between words and sen-
tences within a paragraph increase the text’s dif-
ficulty, demanding that readers link information
within the same sentence and paragraph to form a
complete data set.

While not significantly improving the model’s
performance like the three feature groups men-
tioned above, the’ Syntax-Level Features’ group
still contributes to determining the sentence’s diffi-
culty through conjunction words. If the number of
conjunction words is high, it creates multiple layers
of relationships between subjects, a phenomenon
present in the sentence. In contrast to the other
feature groups, the *Vietnamese-Specific Feature’
group decreases the models’ performance on all
three datasets. This may be because the statisti-
cal features we used do not accurately reflect the
nature of specific features present in Vietnamese.
Sino-Vietnamese and borrowed words may indicate
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different semantic layers depending on usage, con-
text, and the reader’s existing knowledge. There-
fore, determining the features of Sino-Vietnamese
and borrowed words through a statistical approach
may not be suitable.

Table 8 from the paper provides a com-
parative analysis of the accuracies achieved
by different machine learning models across
three datasets—Luong, OneStopEnglish, and
RACE—with varying amounts of data (25%, 50%,
and 75%). For the Luong dataset, the PhoBERT
+ MLP model shows a significant improvement in
accuracy as the data size increases, while Random
Forest and PhoBERT + Random Forest demon-
strate remarkably high accuracy across all data
sizes. In the case of OneStopEnglish, PhoBERT
+ MLP show increased accuracy with more data,
but the performance is notably lower than on the
Luong dataset, with PhoBERT + SVM even de-
creasing in accuracy as more data is provided. This
could be explained that the OneStopEnglish dataset
has only 567 samples, Extra Trees—a model that
can capture complex patterns—might be overfitting
to the training data at smaller data sizes. For the
RACE dataset, the models exhibit a general trend
of decreased accuracy a bit with increased data,
with PhoBERT + Extra Trees showing the least
variation. This may be due to the translation come
with noise when increasing the size of data that can
affect the model’s ability to make accurate predic-
tions. These findings underscore the importance
of considering both the nature of the dataset and
the volume of data when selecting models for text
readability tasks. It appears that no single model
consistently outperforms others across all datasets
and data sizes, highlighting the necessity for tai-
lored approaches in readability assessment.

6 Conclusion

In this paper, we propose a novel approach to the
Vietnamese readability task by incorporating se-
mantic features alongside traditional statistical fea-
tures, leading to promising results on readability
datasets. Additionally, we examine the impact of
combining both feature types to enhance the per-
formance of existing models. Our research has the
potential to support the development of readabil-
ity assessment systems for elementary-level writ-
ing. Using our model, educators can gain clear
insights into the strengths and limitations of young
students’ essays, thereby aiding the learning and

writing process in early education. Beyond this,
our research shows promise in developing systems
that suggest quality improvements for essays or
even detect essays generated automatically by large
language models.

Limitation

While this study marks a significant advancement
in the assessment of Vietnamese text readability,
there are several limitations that must be acknowl-
edged. Firstly, the reliance on translated datasets
from English (OneStopEnglish and RACE) may
not fully capture the intrinsic linguistic and cultural
nuances of Vietnamese, potentially affecting the
generalizability of the findings. Another limitation
is the scope of the datasets used. The Vietnamese
Text Readability Dataset (ViRead) is robust but
may not represent all genres and styles of Viet-
namese text. This could limit the model’s appli-
cability to diverse types of Vietnamese writings.
Moreover, the machine learning models employed,
despite their efficacy, might still have inherent bi-
ases and limitations in understanding complex lan-
guage structures and idiomatic expressions. Finally,
the current study focuses on lexical and syntactic
features without deeply exploring pragmatic and
discourse-level features, which are crucial for com-
prehensive readability assessment.

These limitations highlight areas for future re-
search, suggesting the need for more diverse and
culturally rich Vietnamese datasets, exploration of
additional language models, and a broader consid-
eration of linguistic features for a more nuanced
understanding of text readability in Vietnamese.
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A Analysis of different features on the
performance

In Table 7, we present the impact of different fea-
ture groups on the performance of models that
combine both embedding and statistical features.
These experiments were conducted using the best-
performing models from each dataset. The re-
sults demonstrate that the “Raw Feature” group
has the most significant effect on model perfor-
mance, followed by the “POS Feature” and “Word
Cohesion” groups. In contrast, “Syntax-Level”
and “Vietnamese-Specific” features contribute less
to performance improvement, with Vietnamese-
specific features sometimes leading to decreased
performance compared to raw features.

B Analysis of performance based on the
data size

Table 8 presents a comparison of model accura-
cies across datasets with varying data sizes (25%,
50%, and 75%). The results demonstrate how ac-
curacy trends vary depending on the dataset and
the model used. While PhoBERT-based models
like PhoBERT + MLP show consistent improve-
ment with larger data sizes in most cases, others
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Raw POS Syntax-Level Viet-Spec Word Coh.
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1
PhoBERT + MLP 94.79  92.1 95.07 92.83 937 91.38 80 76.84 93.42 91
PhoBERT + RF 93.7 90.7 92.6 89.83 90.68 86.69 83.56 77 87.67 82.06
PhoBERT + MLP  56.14 46.06 56.14 55.03 44.74 36.8 57.02 5476 79.09 70.18
PhoBERT + SVM  72.81 72.78 6491 6493 4386 3738 5439 5399 5877 59.35
PhoBERT + MLP 78.75 7535 7855 7446 7889 7534 7779 7411 78.61 7524
PhoBERT + ET 77.63 7236 7678 71.01 7696 7121 76.56 70.63 76.7 70.86

Dataset Model

ViRead

OneStopEnglish

RACE

Table 7: The effect of statistical features on the performance of the model when combining both Embedding and
statistical features

Acc Acc Acc

Dataset Model 25% 50% 75%
PhoBERT + MLP 82.61 95.63 96.35
ViRead Random Forest 98.91 9945 98.18
PhoBERT + Random Forest 92.39 97.81 97.45
PhoBERT + MLP 3793 5439 65.88
OneStopEnglish  Extra Trees 86.21 75.44 80
PhoBERT + SVM 86.21 68.42 57.65
PhoBERT + MLP 80.86  79.04 79.52
RACE Extra Trees 80.24 77.33 78.54
PhoBERT + Extra Tree 78.8  77.65 77.77

Table 8: Accuracy of models according to data size

like Random Forest exhibit stable high accuracy
across all data sizes.
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Abstract

The summarization of scientific texts has
shown significant benefits both for the research
community and human society. Given the
fact that the nature of scientific text is dis-
tinctive and the input of the multi-document
summarization task is substantially long, the
task requires sufficient embedding generation
and text truncation without losing important
information. To tackle these issues, in this
paper, we propose SKT5SciSumm - a hybrid
framework for multi-document scientific sum-
marization (MDSS). We leverage the Sentence-
Transformer version of Scientific Paper Em-
beddings using Citation-Informed Transform-
ers (SPECTER) to encode and represent tex-
tual sentences, allowing for efficient extractive
summarization using k-means clustering. We
employ the T5 family of models to generate ab-
stractive summaries using extracted sentences.
SKT5SciSumm achieves state-of-the-art per-
formance on the Multi-XScience dataset with
31.49%, 8.23%, 19.88%, 33.23% and 85.29%
for ROUGE-1,2,L,LSum and BERTScore, re-
spectively. Our code is publicly shared on
Github!.

1 Introduction

The number of scientific documents has increased
exponentially over the years. Although it is con-
crete proof that research activities are receiving
more attention and emphasis, it creates a boundary
for researchers to stay abreast of the latest advance-
ments. The need for automatic summarization for
scientific texts is inevitable. Although the single-
document scientific summarization (SDSS) task re-
quires the creation of an abstract for a paper using

"https://github.com/JkUndead/SKT5SciSumm

its content, the multi-document scientific summa-
rization (MDSS) is proposed to conclude informa-
tion from multiple topic-related papers (El-Kassas
etal., 2021).

Although pretrained language models have
demonstrated impressive performance across vari-
ous natural language processing tasks, there is still
a lack of encoders specifically tailored for scien-
tific text. As scientific text is usually written in a
specific way and also contains academic phrases
(Sugimoto and Aizawa, 2022), the encoder must
be chosen appropriately to represent the text in the
correct contextual embedding. Having good em-
beddings for scientific text is crucial to obtain de-
cent performance in the text summarization task, as
it requires the model to understand and summarize
information (Beltagy et al., 2019). Other problems
include duplicate information, cross-document rela-
tionships, and longer text that MDSS models must
deal with.

To address these issues, we propose a hybrid
method that embeds documents using SPECTER
(Cohan et al., 2020), extracts importance sentences
using the k-mean algorithm, and summarizes the
extracted sentences with a generative model - T5.
In this approach, we present two phases of text
summarization. An unsupervised extractor first
narrows down those important sentences from the
raw input text. This step helps eliminate irrelevant
information and reduce the number of sentences.
Then a supervised abstractor rewrites and further
summarizes the output of the extractor. The ab-
stractor is a generative model, in this work, we use
TS5 to produce the final summary that is close to the
gold references. We fine-tune T5 with the extracted
text from the train set and then evaluate it in the
validation and test set.
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To evaluate our proposed method, we use the
Multi-XScience dataset (Lu et al., 2020) which is
the only large-scale and well-known dataset for
MDSS. The task required in the dataset is to cre-
ate a "related work" section by summarizing the
abstract of a query paper and the abstracts of its
referenced papers. Our empirical results show that:
(1) SKT5SciSumm achieves a noticeable improve-
ment compared to other MDSS models in the Multi-
XScience dataset, and (2) T5-large version gives
the best performance in the ROUGE score and
BERTScore. Furthermore, on 50 random samples
on test set, we query GPT-4 with zero-shot and
few-shot prompting. As the results, our best model
outperforms GPT-4’s performance in both ROUGE
scores and BERTScore.

In this work, we have two main findings:

* We propose a hybrid method - SKT5SciSumm
which leverages both unsupervised extractive
summarization using SPECTER encoder with
K-means clustering and supervised abstractive
summarization using TS5 models for MDSS.
Our proposed approach has proved to be sim-
ple yet efficient in multi-document scientific
summarization tasks.

* This study compared the performance of vari-
ous sizes of TS models for MDSS. The results
indicated that the combination of SPECTER,
K-means clustering, and T5-large produced
the highest ROUGE scores and BERTScore
on the Multi-XScience dataset. T5-large is
capable of capturing more intricate details
and generates more logical and comprehen-
sive summaries than its smaller counterparts.
Although the T5-XL model has more param-
eters and is more advanced in other tasks, it
was observed to paraphrase scientific phases
and sentence structures in our experiments.

2 Related Work

In its early phases, MDSS research primarily con-
centrated on artificially generated small datasets
(Hu and Wan, 2014; Jaidka et al., 2013; Hoang
and Kan, 2010), employing unsupervised extractive
techniques to extract sentences from multiple doc-
uments. The extractive summarization was made
using purely statistical methods such as (Erkan and
Radev, 2004) or (Wan and Yang, 2006). Moham-
mad et al. (2009) used citation information and
summarization techniques to automatically gener-
ate a multi-document survey of scientific articles,

to help researchers and scientists quickly under-
stand large amounts of technical material. Hoang
and Kan (2010) introduced their prototype system,
ReWoS, which uses a hierarchical set of keywords
to drive the creation of an extractive summary. Jha
et al. (2015) proposed Surveyor - a system for gen-
erating coherent survey articles for scientific top-
ics. The system uses an extractive summarization
algorithm that combines a content model with a
discourse model to produce coherent and readable
summaries of scientific topics using text from a
relevant scientific article. However, these unsuper-
vised approaches face limitations in both capturing
content and maintaining relationships, resulting
in the challenge of generating high-quality sum-
maries.

There are several attempts to make use of deep
learning methods with large-scale datasets. Wang
et al. (2018) presented a novel approach to au-
tomating the summarization of related work us-
ing a joint context-driven attention mechanism.
The authors reported experimental results show-
ing that this approach significantly outperforms
a typical seq2seq summarizer and five classical
summarization baselines. Another noticeable work
was Relation-aware Related work Generator (RRG)
proposed by (Chen et al., 2021). Although this
model used a Tranformer-based architecture for ab-
stractive summarization, it was not able to create
rich salient semantic summaries. Recently, (Shinde
et al., 2022) proposed a method for multi-document
summarization (MDS) of scientific documents that
leverages both extractive and abstractive architec-
tures. While this work demonstrates the merits of
an extractive-then-abstractive approach for MDS,
there are still some drawbacks that need to be ad-
dressed. For instance, their approach employs
an outdated BERT-based extractive summarizer
(Miller, 2019), which was trained on lecture notes.
In contrast, we utilize the Sentence-BERT version
of the SPECTER model, which was recently re-
leased and specifically trained on a large corpus of
scientific texts, operating at the sentence level.

Lu et al. (2020) published the Multi-XScience
dataset with several strong baselines that signifi-
cantly contributed to the MDSS task. Since then,
there has been some derivative research on this data
set. PRIMERA (Xiao et al., 2022) was designed to
collect information in multiple documents, which
is a crucial aspect in the summarization of multi-
ple documents. However, in the Multi-XScience
dataset, it underperformed the baselines. On the
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other hand, both REFLECT (Song et al., 2022) and
KGSum (Wang et al., 2022) achieved competitive
results using the extract-abstract framework. This
proves that a hybrid approach containing both an
extractor and an abstractor is appropriate for MDSS
task.

3 Methodology

SKT5SciSumm is created to generate comprehen-
sive scientific summaries. It is able to identify key
phrases and adhere to academic writing conven-
tions. Our system is designed to address the task
of writing a section of work using multiple sources.
It combines all the documents, eliminates dupli-
cates and irrelevant material, and produces concise
summaries. Our hybrid approach contains an ex-
tractor and an abstractor. The extractor consists
of two components: SPECTER encoder and K-
means clustering. We use the SPECTER sentence-
transformer to create sentence embeddings and K-
means clustering for choosing sentences to form
an extractive summary. After that, we fine-tune
the TS model with extractive summaries. Figure 1
illustrates an overview of our approach.

In our extractor, we use the SPECTER (Cohan
et al., 2020) model based on the Sentence-BERT
architecture (Reimers and Gurevych, 2019) that uti-
lizes transformer-based deep learning techniques.
It is pre-trained on a large corpus of scientific doc-
uments, allowing it to generate high-quality sen-
tence embeddings that capture the semantic mean-
ing and context of scientific sentences. These em-
beddings serve as dense vector representations of
sentences, enabling efficient and effective process-
ing of scientific text for various natural language
processing tasks (Cohan et al., 2020), including
multi-document summarization. Meanwhile, K-
means clustering (Jin and Han, 2010) is a popular
unsupervised learning algorithm widely used to
group data points into clusters based on their simi-
larities. Combining these two methods enables us
not only to represent the scientific sentences more
accurately but also to choose the group sentences
and then choose the most important one.

On the other hand, the TS5 model (Raffel et al.,
2020), short for the "Text-to-Text Transfer Trans-
former," is a state-of-the-art language generative
model. T5 is capable of performing various tasks,
such as summarization (Rothe et al., 2021), and
question-answering (Lu et al., 2022), simply by
converting the input into a textual format relevant

to the specific task. With its encoder-decoder ar-
chitecture, TS5 has achieved impressive results in
multiple benchmark datasets, demonstrating its ver-
satility and effectiveness in various NLP tasks. In
this paper, we also conduct a comprehensive study
on T5 models in MDSS tasks by experimenting
with four versions of T3, respectively, small (60M),
base (220M), large (770M), and x1 (3B).

3.1 Extractor

Our strategy for an extractor is to generate the em-
beddings of documents in a group using SPECTER
(Cohan et al., 2020), then use K-means to choose
the most important sentences. What are impor-
tant sentences in the context of MDS? These sen-
tences should contain rich and condensed informa-
tion that covers most of the context. An overview
of our extractor is shown in Figure 1. Although
clustering-based methods have been studied since
the early 2000s (Radev et al., 2004; Wang et al.,
2008), they still prove to be an efficient method for
the multi-document summarization task. In Ernst
et al. (2022) work, the authors suggest a method
that involves taking out propositions from the in-
put documents, discarding non-important proposi-
tions, categorizing salient propositions based on
their semantic similarity, and combining the clus-
ters to create summary sentences. Meanwhile, our
extractor focuses on document-level embeddings
using SPECTER and academic structures with the
documents. Therefore, our approach is capable of
extracting scientific structures and choosing salient
academic sentences.

3.1.1 SPECTER Embeddings

SPECTER (Cohan et al., 2020) is a new method to
generate document-level embeddings of scientific
documents based on pretraining a Transformer lan-
guage model on the citation graph. Additionally,
SPECTER is applicable in situations where meta-
data, such as authors or venues, are not available.
SPECTER uses citations as a naturally occurring,
inter-document incidental supervision signal indi-
cating which documents are most related, and for-
mulates the signal into a triplet-loss pre-training
objective. This allows SPECTER to incorporate
inter-document context into the language model
and learn document representations. It is designed
to be easily applied to downstream applications
without task-specific fine-tuning and has shown

’Due to the GPU limitation, we are unable to fine-tune
XXL (11B) version of TS - which is also the largest one.
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Figure 1: Our hybrid approach for multi-document scientific summarization.

substantial improvements over a wide variety of
baselines. Therefore, it is suitable for our unsu-
pervised approach as an extractor. In our experi-
ments, we employ the sentence-transformer version
of SPECTER, as we aim to encode each sentence
in the document.

3.1.2 Clustering embedding

K-means clustering (Jin and Han, 2010) is a simple
and efficient unsupervised algorithm that is capable
of handling large amounts of text data. It automat-
ically groups similar sentences together, allowing
the extraction of the most representative sentences
from a document cluster as summarization candi-
dates. The scalability of the algorithm makes it
suitable for real-time and large-scale summariza-
tion. To obtain the extractive summary, we choose
the sentences in centered positions (centroids) of
each cluster. The drawback of this method is that it
requires a redefined number of K which may cause
suboptimal results as the number of input sentences
is different. To address this problem, we first cal-
culate the silhouette score to obtain the optimal K
for each input string. Silhouette scoring offers a
comprehensive evaluation of cluster quality consid-
ering both cohesion and separation of data points
within and between clusters, respectively. Higher
silhouette scores indicate well-defined and distinct
clusters, whereas lower scores suggest that data
points might fit better in other clusters. By com-
puting the silhouette score for various values of K,
we can identify the value that produces the highest
score, thus identifying the ideal number of clusters
for the dataset. Since we want the summary to have
at least two sentences from 7" input sentences in
one document, the range of K is:

K =[2,5]

This ensures that our model can handle both ex-
tremely short and long input text. The final step is
to concatenate all summaries of each document to

form the final extractive summary for a set of docu-
ments D. Having the extractor in a multi-document
summarization is an advancement that helps reduce
duplicate information and choosing keywords for
the abstractor.

3.2 Abstractor

We chose T5 as our abstractor for a number of
reasons. First, this research aims to study how
generative language models perform in summariz-
ing scientific articles. TS (Raffel et al., 2020) and
BART (Lewis et al., 2020) are two well-known gen-
erative models that have shown their efficiency in
generating summaries in many general and other
specific domains. Regarding scientific domains,
BART has been studied and achieved noticeable re-
sults. Therefore, we put TS under experiments not
only to explore its performance compared to BART,
but also to examine whether text-to-text architec-
ture is capable of generating decent summaries in
the scientific domain. To implement the TS model,
we first fine-tune the model with train and valida-
tion sets. The datasets used for fine-tuning are ex-
tractive summaries retrieved from the extractor. As
mentioned above, the extractive summaries contain
only important sentences that are more effective for
fine-tuning to generate more condensed summaries.

4 Experiments

In this section, we first analyze the Multi-XScience
dataset to gain more insights. Then we briefly de-
scribe the ROUGE and BERTScore metrics that
are used to evaluate the results. Finally, we present
our experimental setting in detail.

4.1 Dataset

The Multi-Xscience dataset > (Lu et al., 2020) is
an open-source large-scale multi-document sum-
marization dataset created from scientific articles
in English. It introduces a challenging multi-
document summarization task: writing the related

Shttps://github.com/yaolu/Multi-XScience
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Figure 2: Distribution of tokens from raw input text compared with extracted summaries in train and validation set

using TS tokenizer.

work section of a paper based on its abstract and the
articles it references. The dataset was created us-
ing a dataset construction protocol called extreme
summarization, which favors abstractive modeling
approaches. Additionally, Multi-XScience contains
fewer positional and extractive biases than previous
multi-document summarization datasets, making it
more challenging and requiring models with a high
level of text abstractiveness. The Multi-XScience
dataset contains a total of 40,528 documents, di-
vided into three sets: 30,369 for training, 5,066 for
validation, and 5,093 for testing.

Several models were used to test the effective-
ness of Multi-XScience, including two commonly
used unsupervised extractive summarization mod-
els, LexRank (Erkan and Radev, 2004) and Tex-
tRank (Mihalcea and Tarau, 2004), as baselines.
For supervised abstractive models, HIMAP (Fab-
bri et al.,, 2019) and HierSumm (Liu and Lap-
ata, 2019) were tested. Both models deal with
multi-documents using a fusion mechanism, which
performs the transformation of the documents
in the vector space. HiMAP adapts a pointer-
generator, while HierSumm uses a hierarchical

encoder-decoder architecture. BART (Lewis et al.,
2020) was also evaluated as a baseline model that
achieved competitive results.

We further analyze the dataset using the T5 to-
kenizer to see the length of one input. Figure 2
shows the distribution of input length in train and
validation sets. It clearly illustrates that most of the
inputs have around 1000 tokens. However, there
are still some cases in which the length can be up
to 4000 tokens, which can be challenging for TS5 to
handle.

4.2 Evaluation Metrics

In this article, we report the ROUGE FI score
(Lin, 2004) to evaluate the performance of our pro-
posed method. Although ROUGE has been widely
used to access summarization models, there remain
some ambiguous points for ROUGE-L among pre-
vious research, especially on the Multi-XScience
dataset.

As stated in (Lin, 2004), ROUGE-L is an auto-
matic summarization evaluation method that mea-
sures the Longest Common Subsequence (LCS)
between a candidate summary and a set of refer-
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ence summaries. It takes the union LCS score,
which means that it considers all the common
subsequences between the candidate and refer-
ence summaries, rather than just the longest one.
There are two approaches to calculate ROUGE-L
which are sentence-level LCS and summary-level
LCS. Sentence-level LCS computes the LCS be-
tween two summary sentences, while summary-
level LCS computes the LCS between a reference
summary and a candidate summary. To compute
the summary-level LCS, the union LCS matches
between a reference summary sentence and every
candidate summary sentence are taken. In our ex-
periments, we compute the ROUGE-L score on
both the sentence-level and summary-level.

Additionally, in our evaluation, we also run
BERTScore (Zhang et al., 2020) to measure the
similarity between the generated text and reference
text. While ROUGE metrics only calculate the
similarity of two given texts by considering their
n-gram overlaps, BERTScore is measured based on
the cosine similarity between two pieces of texts
using their contextual embeddings.

4.3 Implementation Details

As discussed in the previous section, we first con-
catenate all source texts from one document into
one paragraph. Then it runs through an extrac-
tor to deduce all irrelevant information. This step
also decreases the number of sentences, leading to
improved fine-tuning results. Figure 2 shows the
length of the input text after being processed by our
extractor. Most of the extracted summaries have
less than 1000 tokens, which is ideal for training
the TS model.

Model | Size Lr Batch size GrA
small le-5 32 1
base le-5 8 4
5 large le-6 4 8
x1 le-7 1 32

Table 1: Experimental settings for TS5 models.

We set up our experiment to run on a single
NVIDIA A100 GPU with 80GB of VRAM. Due to
this limitation, we can only fine-tune four versions
of T5: small (60M), base (220M), large (770M),
and x1 (3B). These versions are available at hug-
gingface*. We describe our training settings in
Table 1. Since our experimental target is to have

4https://huggingface.co/docs/transformers/
model_doc/t5

similar configurations for all models, we adapt the
gradient accumulation (GrA) to simulate the same
batch size of 32 and train for 8 epochs. How-
ever, the learning rates (Lr) still have to be ad-
justed accordingly to avoid over-fitting. We set the
weight decay to 0.2 and save the top-3 checkpoints
based on the evaluation results on the validation
set. Based on the number of tokens in the reference
text using TS5, we set the output length for the T5
models to 256 tokens to match the desired refer-
ence length. The remaining parameters are left as
default settings.

We finally evaluate the fine-tuned TS5 models in
the test set. For each version of TS5 and each test
sample, we generate 5 different summaries. The
objective is to investigate the consistency of the
generative models. We then measure the gener-
ated results on the average ROUGE F1-score and
average F1-BERTScore for comparison.

5 Results

Table 2 summarizes the results of our approach
on the test set on four types of ROUGE scores. It
clearly indicates that the large version of TS5 with
770M parameters achieves the best performance
compared to other versions. Noticeably, the T5-
x1 version, though it has almost four times more
parameters than the T5-large model, its results
are slightly lower than those of T5-large. Specif-
ically, in ROUGE-1, ROUGE-L, and ROUGE-
LSum scores, T5-large is, respectively, 0.17%,
0.08% and 0.11% better than T5-xI.

Model | Size R-1 R-2 R-L R-LSum BERTScore
small 36.92 790 19.46 32.18 85.11
TS base 37.20 8.23 19.76 32.53 85.28
large 3749 8.65 19.88 33.23 85.29
x1 37.32 8.65 19.80 33.02 85.29

Table 2: Comparison of different size of TS5 models. R
is the abbreviation of ROUGE.

In the BERTScore evaluation, all four models
achieved fairly similar scores. Although T5-large
obtains the highest score, the difference gap is only
around 0.1%.

In addition, given that the Multi-XScience is a
large-scale dataset and the T5-770M and T5-3B
models are fairly large language models, it takes
more time for training and inference, yet the per-
formance is not too far from the smallest version of
T5. For example, the margin that T5-large achieves
on the ROUGE-1 score is only 0.57% higher com-
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Model Rouge-1 Rouge-2 Rouge-L. Rouge-LSum
Hiersumm™ 30.02 5.04 - 27.60
HiMAP" 31.66 5.91 - 28.43
BertABS® 31.56 5.02 - 28.05
BART" 32.83 6.36 - 26.61
SciBertABS™ 32.12 5.59 - 29.01
Pointer-Generator” 34.11 6.76 - 30.63
PRIMERA (Xiao et al., 2022) 31.93 7.37 18.02 -
REFLECT (Song et al., 2022) 34.18 8.20 17.42 29.73
KGSum (Wang et al., 2022) 35.77 7.51 - 31.43
SKT5SciSumm (Ours) 37.49 8.23 19.88 33.23

Table 3: Performance of our approach compared to baselines and related works. The results with * are retrieved

from (Lu et al., 2020).

pared to T5-small, while its training phase is four
times longer.

We compare our best results with baselines and
other previous abstractive summarization models
in Table 3. Our proposed method outperforms pre-
vious models in all ROUGE metrics on the Multi-
XScience dataset. Compared to the predecessor
state-of-the-art model, KGSum, our best model
achieves remarkably higher scores. Specifically,
our improvements are 1.72%, 0.74% and 1.8% in
ROUGE-1, ROUGE-2, and ROUGE-LSum, respec-
tively. Based on the given code, while PRIMERA
(Xiao et al., 2022) used ROUGE-L (sentence-
level LCS)’, KGSum (Wang et al., 2022) evalu-
ated ROUGE-LSum (summary-level LCS)®. To
our best knowledge, the evaluation code for all
baseline models from (Lu et al., 2020) is not avail-
able. Therefore, in Table 3, we follow (Wang
etal., 2022) and consider the ROUGE-L score from
the Lu et al. (2020) baselines as ROUGE-LSum
(summary-level). In addition, we are not able to
compare our BERTScore with other models since
it was not measured in the previous works.

6 Discussion

6.1 Ablation study

The goal of our ablation study is to assess the per-
formance of SPECTER with K-means (SK) cluster-
ing individually. We evaluate our extractor in the
test set and compare it with other extractive summa-
rization methods and report in Table 4. Our extrac-
tor gives better results compared to the former ex-
tractive approaches. In ROUGE-1, ROUGE-2, and
ROUGE-LSum, respectively, we improve at least

Shttps://github.com/allenai/PRIMER
Shttps://github.com/muguruzawang/KGSum

by 2.10%, 1.46%, 1.57%. SK-extractor scores are
also competitive compared to Ext-Oracle’, which
creates extractive upper bound results.

Model R-1 R-2 R-LSum
LEAD" 2746 457  18.82
LexRank” 30.19 553  26.19
TextRank” 31.51 5.83  26.58
SPECTER+K-means (SK) | 33.61 7.29  28.15
Ext-Oracle” 3845 993  27.11

Table 4: Performance of our extractor compared to other
extractive methods. The results with * are retrieved from
(Lu et al., 2020). ROUGE-L was not available in their
work.

6.2 Comparison with GPT-4

To further investigate our proposed method with
one of the state-of-the-art large language models,
we use OpenAl API® to query GPT-4 in two set-
tings: zero-shot prompting, and few-shot prompt-
ing. In each setting, we also evaluate GPT-4 further
by passing to the query full text and extracted text
from our extractor respectively. Particularly, in
zero-shot prompts, we directly pass the source text
and ask the model to generate the summaries. For
few-shot prompting, we give GPT-4 with 1-3 exam-
ple pairs and then query for answers. Due to cost
restrictions, we only examine 50 random samples
from the test set and compare GPT-4’s performance
with our method.

The results in Table 5 indicate that our
SKT5SciSumm method clearly outperforms GPT-
4. Our approach surpasses GPT-4, respectively,
by around 6%, 2%, 4%, and 5% on ROUGEI1,2,

"https://pypi.org/project/extoracle/

8https://platform.openai.com/docs/models/
gpt-4-turbo-and-gpt-4
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Model R-1 R-2 R-L R-LSum BERTScore
GPT-4 zs-ft 2873 4.41 14.16 25.10 82.98
GPT-4 fs-ft 28.85 4.59 13.70 25.31 82.99
GPT-4 zs-ext 29.67 4.61 14.89 26.13 83.91
GPT-4 fs-ext 30.58 5.04 15.00 26.81 84.06
SKT5SciSumm | 36.65 6.57 18.75 31.90 84.83

Table 5: Performance of our method compared to GPT-4 on 50 random samples from test set. zs is short for
zero-shot, fs is short for few-shot, ft is short for full text and ext is short for extracted text.

ROUGE-L and ROUGE-LSum score. However,
BERTScore results of GPT-4 are only 0.6% lower
than our best results. This implies that GPT-4
rewrites the input text and replaces it with syn-
onyms or related words. Based on the above ob-
servation, even though the summaries generated by
GPT-4 have similar overall meaning compared to
ours, they have different vocabulary and phrasing
compared to the reference summaries. One pos-
sible explanation is the fact that our models are
well fine-tuned on scientific text, whereas GPT-4
is predominantly trained on a broader range of do-
mains. Additionally, the improved performance of
GPT-4 using extracted text confirms the effective-
ness of our extractor in generating more concise
information for summarization. For instance, in
the few-shot setting, by using the extracted text,
the performance of GPT-4 is increased by 1.73%,
0.45%, 1.30%, 1.50%, and 1.07% on ROUGE-1, 2,
L, LSum and BERTScore respectively.

6.3 Factual consistency evaluation

To further validate our results, we perform a fac-
tual consistency check using AlignScore (Zha et al.,
2023). This metric compares the generated sum-
maries and the original text to examine whether
generative models create hallucinations when sum-
marizing the documents.

TS5 Model | AlignScore
small 85.14
base 86.25
large 90.36
x1 90.33

Table 6: Factual consistency evaluation on four versions
of fine-tuned T5

The results in Table 6 demonstrate that the sum-
maries generated from our models have a minimal
percentage of hallucinations and remain highly con-
sistent with the original input documents.

6.4 Result Analysis

We perform a human evaluation on the summaries
generated by our method and GPT-4. The detail
of the human analysis is in the Appendix A. In
addition, we review some examples generated by
four versions of T5 to investigate how the sum-
maries differ from each other. Table 7 in the Ap-
pendix B shows one instance of the test set. In the
table, we find that our fine-tuned TS5 models are
able to capture the correct keywords. However, the
large and xI versions of TS5 generate more coherent
summaries while maintaining the salient informa-
tion. Therefore, their results are similar to those
of human writing. In this analysis, we also notice
that T5-xI captures a good number of academic
phrases. However, compared to the T5-large ver-
sion, most of the academic structures have been
rewritten. Hence, its performance on the ROUGE
score is slightly lower.

7 Conclusion

In this paper, we present SKT5SciSumm, a hybrid
generative method for MDSS. Our model utilizes
the power of SPECTER and K-means clustering
to handle long and complicated documents, and
generates proficient summaries. Experimental re-
sults show that our proposed model outperforms
all baselines and previous multi-document summa-
rization methods; hence, it achieves state-of-the-art
results on the Multi-XScience dataset. Our ap-
proach yields the fact that, by leveraging simple
and well-known techniques, it is able to produce
better results compared to the previous complicated
systems on the MDSS task. The efficiency of our
method is also demonstrated by comparing its re-
sults with GPT-4 under automatic and human eval-
uation. Future work is possible, but not limited, to
further explore the performance of other generative
models in the processing of scientific text. We are
also curious to explore the performance of mT5 for
the MDSS task in other languages.
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8 Limitations

Due to GPU limitations, we are unable to evaluate
the largest version of TS (XXL - 11B). Since our
scope is to propose a method for multi-document
summarization on scientific text, SKT5SciSumms
is not evaluated on other open-domain datasets.
With that being said, the combination of extrac-
tive and abstractive methods is applicable for most
of the multi-document summarization. Moreover,
considering that the proposed framework is fine-
tuned and GPT-4 is not fine-tuned, the comparison
proposed in section 6.2 and Appendix A has some
minor drawbacks. For example, the fine-tuning
process applied to the proposed framework likely
optimizes it for specific tasks or datasets, making it
more tailored to those contexts. In contrast, GPT-4,
being a general model without such fine-tuning,
might not perform as well on these specific tasks,
potentially skewing the comparison.
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A  Human Evaluation

To validate the results generated by SKT5SciSumm
and GPT-4, we evaluated 50 samples that were ran-
domly selected for GPT-4 in Section 6.2. We cre-
ated a questionnaire for two Ph.D. students, asking
them to: (i) choose which summary is the most
similar to the reference, and (ii) score both sum-
maries in terms of relevance and readability on a
scale from 1 to 5. The relevance and readability of
the generated text were determined by asking the
evaluators two questions:

» To what extent do you think this text is rele-
vant to the given reference text?

* To what extent do you think this text is fluent
compared to the given reference text?

In the first task, we summarize the votes of the
two students in Figure 3. The figure clearly demon-
strates that both evaluators believed that the sum-
maries generated by our method are more similar
to the provided references.

W SKT5Scisumm W GPT-4
50
40
30

20

Human 1

Human 2

Model

Figure 3: The voting results of two humans on gener-
ated resutls of SKT5SciSumm and GPT-4 compared to
references.

However, based on the results illustrated in Fig-
ure 4 and Figure 5, we observe that although the
summaries generated by SKT5SciSumm achieve
better relevance scores, the readability scores re-
quire a significant improvement. In these figures,
the average scores for each sample are calculated

M Average Relevance Score (count) [l Average Readability Score (count)

Figure 4: The distribution of average relevance and read-
ability scores for summaries generated by SKT5SciSum.

M Average Relevance Score (count) [l Average Readability Score (count)

20

Figure 5: The distribution of average relevance and
readability scores for summaries generated by GPT-4.

based on the scores given by the two human eval-
uators. Specifically, the average relevance score
of the summaries generated by SKT5SciSumm is
higher than 3, while the average relevance score
of GPT-4 is lower than 3. This observation is fur-
ther confirmed by the voting in task (i), where both
evaluators favored the SKT5SciSumm text.

In Figure 4, we also note that the readability
scores for SKT5SciSumm are quite evenly dis-
tributed between 2 and 4. In contrast, according to
Figure 5, the GPT-4 summaries exhibit a narrower
range of relevance scores, which range between 1
and 3. However, GPT-4 demonstrates the ability
to generate summaries with better coherence and
fluency, as indicated by higher readability scores.
This suggests that GPT-4, as a world-class large lan-
guage model, can produce well-written summaries
even with minimal context.

B Example of our generated summaries
among four models of T5
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Reference: Most recent approaches rely on convolutional neural networks (CNNs). cite , the work in cite
is extended by adding a CNN to describe the posterior density of an object pose. A combination of using
a CNN for object segmentation and geometry-based pose estimation is proposed in cite . PoseCNN cite
uses a similar two-stage network, in which the first stage extracts feature maps from RGB input and the
second stage uses the generated maps for object segmentation, 3D translation estimation and 3D rotation
regression in quaternion format. Depth data and ICP are used for pose refinement. cite propose a three-stage,
instance-aware approach for 6D object pose estimation. An instance segmentation network is first applied,
followed by an encoder-decoder network which estimates the 3D object coordinates for each segment. The
6D pose is recovered with a geometric pose optimization step similar to cite. The approaches cite cite cite
do not directly use CNN to predict the pose. Instead, they provide segmentation and other intermediate
information, which are used to infer the object pose.

T5-small: In cite , the problem of object pose estimation is based on a convolutional neural network
(CNN) that estimates the 3D translation of an object by localizing its center in the image and predicting
its distance from the camera. PoseCNN estimates the posterior density of a particular object pose with a
Convolutional Neural Network (NCNN) which compares an observed and rendered image. This is done by
describing a posterior density in a given image. cite proposed a new convolution neural network for 6D pose
estimation. In this paper, we propose a method that decomposes a 6D object pose. In a similar way, the
YCB-Video dataset cite is used to estimate the pose of objects. The first step consists of two steps: cite and
cite use a segmentation network to map objects to 3D surface positions, and thus eliminates surrounding
clutter and occluders. This method does not require any post processing such as a single input image. The
second step is a symmetric object pose estimate. In our work, we introduce a large scale video dataset for
object pose prediction.

T5-base: PoseCNN cite is a convolutional neural network (CNN) that estimates the 3D translation of
an object by localizing its center in the image and predicting its distance from the camera. This is done
by describing the posterior density of a particular object pose with a CNN that compares an observed and
rendered image. cite , a new Convolutional Neural Network for 6D object pose estimation is introduced by
cite and uses a recurrent neural network to estimate its posterior density. The first step localizes all known
objects in an image using an instance segmentation network. The second step densely maps pixels to
3D object surface positions, so called object coordinates, using an encoder-decoder network, and hence
eliminates object appearance. The third step decomposes the 6D pose using geometric optimization. Then,
the final step predicts the object pose using a novel loss function that enables the Pose-CNN to handle
symmetric objects. The final step does not require any post-processing.

T5-large: PoseCNN cite uses a convolutional neural network (CNN) to estimate the 3D translation of
an object by localizing its center in the image and predicting its distance from the camera. This is done by
describing the posterior density of a particular object pose with a CNN that compares an observed and
rendered image. cite , a Convolutional Neural Network for 6D object pose estimation is proposed. This
method is based on the idea of localizing an object’s center in an image and predicts its distance. The first
step is to remove the surrounding clutter and occluders. The second and third step is used to predict the 6D
pose. Then, the second step densely maps pixels to 3D object surface positions using an encoder-decoder
network, and hence eliminates object appearance. The third and final step is the final step, where the object
coordinates are extracted from the image. The fourth and final pose is estimated using an iterative closest
point algorithm. The final step of estimating the pose is performed using an instance-aware pipeline that
decomposes the first two steps.

T5-x1: PoseCNN in cite utilizes a convolutional neural network (CNN) to estimate the 3D translation
of an object by localizing its center in the image and predicting its distance from the camera. This involves
describing the posterior density of a particular object pose with a CNN that compares an observed and
rendered image. Convolutional Neural Network in cite for 6D object pose estimation is proposed. This
method centers on the idea of localizing an object’s center in an image and predicts its distance. The initial
step involves removing the surrounding clutter and occluders. The subsequent two steps are employed to
predict the 6D pose. In the second step, pixels are densely mapped to 3D object surface positions using
an encoder-decoder network, effectively eliminating object appearance. The third and final step, where
object coordinates are extracted from the image, is the ultimate stage. The fourth and final pose is estimated
using an iterative closest point algorithm. The pose estimation’s concluding step is carried out using an
instance-aware pipeline that decomposes the initial two steps.

Table 7: An example generated by fine-tuned TS models on Multi-XScience corpus. The highlighed words are
salient academic phrases. 93
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Abstract

We explore the capability of the LIaMA-2 mod-
els in generating Japanese business emails that
accurately reflect social contexts. The current
issue is that the unmodified LIaMA-2 model
struggles to produce emails suitable for vari-
ous social situations in Japanese culture. To
address this problem, we fine-tuned the model
using a business email corpus. Our objective is
to identify the additional information (annota-
tion labels) necessary to improve the model’s
performance in generating contextually appro-
priate emails. By training the model with an-
notation labels representing different social sta-
tuses and positions, we investigate the effective
input information for incorporating these so-
cial contexts into the generated text. Through
ablation experiments and manual evaluation,
we identify the necessary annotation labels to
enhance the accuracy of text generation that
reflects social contexts. Additionally, we eval-
uate the generated emails using two common
GPT-based evaluation methods.

1 Introduction

LLMs (Large Language Models) have made re-
markable advances in the field of deep learning,
playing a crucial role in natural language genera-
tion. Recent studies have increased focus on how
LLMs process and adapt to specific knowledge. In
this paper, we explore the capabilities of LLMs in
generating Japanese business emails, with a partic-
ular focus on the automatic generation of language
expressions considering social status and cultural
elements. In Japanese business emails, the use of
honorifics and language expressions according to
social status is important. These elements deeply
affect the content and context of emails and are
essential for ensuring appropriate communication.

Table 1 provides examples of Japanese business
emails, illustrating how expressions change based
on the social status of the sender and the receiver.
The examples include the original Japanese text

From a subordinate to a superior:

In Japanese:

XXk

(Honorific title: Indicates respect towards the superior)
VLo BsHEC T S TEY 7.

(Set phrase: Expresses gratitude and appreciation)
T 7mnyz 7 MCHWT2REFZTH
(Formal expression: Uses keigo “\yj= L £ L 727 to
show respect)

CHERDIEE XD LK BAWEL FIFE 9.
(Formal request: Uses keigo “Hi L _F1F X3 to show
respect)

L1 FEACHR

(Sender’s name)

Translation:

Dear Manager,

Thank you for your continued support.

I have attached the report regarding the project below.

I would appreciate it if you could review it.

Sincerely,

Taro Yamada

From a superior to a subordinate:

In Japanese:

I A

(Name with san: A respectful but less formal way to
address a subordinate)

BENHETT.

(Set phrase: Acknowledges the hard work of the subordi-
nate)
PTo7eyzsMcHToRESTZR
FLELE.

(Direct expression: Uses direct form "L ¥ L J=" indi-
cating less formality)
ChEERoIE e LB LBV L 7.

(Request: Uses standard polite form "3y L £9)
fERE—RR

(Sender’s name)

Translation:

Dear Yamada,

You did a good job today.

I have attached the report regarding the project below.
Please review it.

Sincerely,

Ichiro Sato

Table 1: Examples of Japanese Business Emails with
Annotations

and their English translations. The first example
shows an email from a subordinate to a superior.
The language used in this email is formal and re-
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spectful, utilizing honorifics and polite expressions
appropriate for addressing someone of higher sta-
tus. The second example is an email from a supe-
rior to a subordinate, where the language is less for-
mal, reflecting the superior’s higher status. These
examples illustrate that even when intending to
convey the same message, the way emails are ex-
pressed can differ due to the unique social hierar-
chy and cultural norms in Japanese business com-
munication. To improve LLMs understanding of
social relationships in Japanese business emails,
we conducted experiments using a Japanese busi-
ness email dataset and the LlaMa-2-7B model de-
veloped by Meta Al', fine-tuned the model based
on annotation labels related to the social status of
the receivers and senders to automatically generate
Japanese emails. We performed ablation experi-
ments to evaluate the impact of each annotation
label on the quality of generated emails. By sys-
tematically removing individual labels and observ-
ing the effects on email generation, we were able
to identify which specific labels are essential for
improving contextual accuracy. Additionally, we
assessed the effectiveness of two GPT-based evalu-
ation methods: few-shot prompting and chain-of-
thought (CoT) prompting. These methods were
used to determine how well different annotation
labels and prompting techniques capture and re-
flect social contexts in the generated emails. By
analyzing the results, we aim to provide a clearer
understanding of the necessary inputs and meth-
ods to enhance the contextual appropriateness and
overall quality of automatically generated Japanese
business emails.

2 Related Work

Recent studies have advanced our understanding of
how LLMs process knowledge and adapt to differ-
ent cultural and social contexts. For example, Far-
quhar et al. (2023) analyzed LLMs in an unsuper-
vised environment, discussing key challenges re-
lated to data preprocessing, model interpretability,
and the accuracy and reliability of knowledge dis-
covery. Kovac et al. (2023) evaluated how LLMs
reflect different cultural perspectives, personal val-
ues, and personality traits. They used psychologi-
cal questionnaires to analyze the controllability of
LLMs’ perspectives, exploring methods to reflect
personal and cultural values and personality traits

"https://huggingface.co/meta-LlaMa/
LlaMa-2-7b-hf

in LLMs. Masoud et al. (2023) quantitatively
analyzed how well LLMs can adapt to different
cultural values using a framework of cultural con-
gruence. They assessed the extent to which LLMs
reflect cultural values and personality traits based
on Hofstede et al. (2010)’s cultural dimensions.
Nguyen et al. (2023) reported on the development
and utilization of a multilingual dataset supporting
167 languages. This dataset provides a founda-
tion for LLMs to learn diverse linguistic cultures
and adapt to different cultural contexts. Salewski
et al. (2023) evaluated how accurately LLMs can
mimic individuals with different attributes such
as age, profession, gender, and skin color, reveal-
ing how LLMs reflect social characteristics and
biases. These studies shed light on various aspects
of LLMs’ knowledge processing and social adapt-
ability, examining their ability to understand and
represent diverse perspectives.

In addition to these studies, several works have
focused on the evaluation of text generated by
LLMs. One of the key challenges in evaluating nat-
ural language generation (NLG) models is the de-
velopment of reliable and valid evaluation metrics.
Traditionally, automatic metrics such as BLEU,
ROUGE, and METEOR have been used to assess
the quality of generated text by comparing it to
reference texts. However, these metrics often fail
to capture the nuanced aspects of human commu-
nication, such as style, coherence, and context ap-
propriateness. Recent developments in evaluation
methodologies have started to leverage the capabil-
ities of LLMs as evaluators themselves. Hackl et al.
(2023) introduced the concept of using GPT-based
models for evaluating the stylistic quality of gen-
erated text, demonstrating that these models can
provide more human-like assessments compared
to traditional metrics. This approach leverages
the inherent language understanding capabilities
of LLMs to perform nuanced evaluations. Another
promising direction is the use of chain-of-thought
(CoT) prompting, which guides the evaluation pro-
cess by explicitly modeling the reasoning steps
taken by humans during evaluation. Building on
the insights from Wei et al. (2022), who demon-
strated that CoT prompting significantly improves
the performance of LLMs in complex reasoning
tasks, Liu et al. (2023b) proposed the G-Eval
method. This method utilizes GPT models for
comprehensive evaluation of generated text, focus-
ing on various dimensions such as fluency, rele-
vance, and coherence. G-Eval incorporates chain-
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of-thought prompting and a form-filling paradigm
to systematically assess multiple aspects of the text,
achieving high correlation with human judgments.
The method has demonstrated significant improve-
ments in alignment with human evaluations com-
pared to traditional metrics, particularly in tasks
requiring high levels of creativity and contextual
understanding.

Our study builds on these advancements by em-
ploying both few-shot prompting and CoT prompt-
ing to evaluate the generated Japanese business
emails. We aim to assess the effectiveness of dif-
ferent annotation labels in incorporating social con-
texts into the text and to determine which evalua-
tion method better captures the stylistic and con-
textual appropriateness of the emails. This dual
evaluation approach not only provides a more com-
prehensive assessment of the generated emails but
also contributes to the ongoing research on the
evaluation methodologies for NLG tasks.

3 Corpus Annotation

In the experiments, we used a Japanese business
email corpus reflecting social contexts (Liu et al.,
2023a). This corpus was constructed to analyze
the impact of social contexts, such as the social
status and intimacy between speakers, on the use
of Japanese. As shown in Table 2, the corpus in-
cludes business emails that clearly indicate social
status, annotated with tags that denote the roles
and hierarchical relationships of the speakers. The
annotations leverage contextual information from
Systemic Functional Linguistics (SFL) (Halliday
and Matthiessen, 2014.), which considers the es-
tablishment of linguistic systems with respect to
social contexts. This forms a corpus that empha-
sizes information related to social roles. As shown
in Table 3, the Japanese business email corpus
includes 770 situations corresponding to various
sender actions, each containing emails written by
five different workers. For a comprehensive de-
scription of the corpus and Systemic Functional
Linguistics, please refer to the Appendix.

4 Experiments

4.1 Methodology

The experiments were conducted based on the ab-
lation settings shown in Table 4. The objective was
to enhance the model’s ability to generate texts
considering social contexts by fine-tuning LIaMA-
2 model using “situation,” “text,” and “labels” data

Situation

You are under the care of department A of your client. Please
write a year-end greeting email to all members of department
A at your client.

Text
Subject: Greetings for the End of the Year

To all members of department A at XX Corporation,

I am writing to express my gratitude for your continuous
support throughout the year. My name is XX from XX Cor-
poration. As the year-end approaches, there is only a little
time left in this year. I would like to express my sincere ap-
preciation for your significant cooperation during this fiscal
year. We will continue to do our best in our business as much
as possible in the coming years, so we would appreciate your
continued support.

Finally, I would like to express my best wishes for your
further prosperity. I hope you have a wonderful new year.

From XX at XX Corporation

Labels (Participants)

Superiority relationship (receiver) | Superior

Superiority relationship (sender) Subordinate

Sender’s role Employee

receiver’s role All members of a
department in a client
company

Internal/External External

Number of senders Individual

Number of receivers Multiple

Labels (Speech function)

Sender’s action Assertion

Sender’s detailed action Greeting

Exchange role Giving

Exchange item Information

Table 2: Example corpus: Email text and its labels for
an employee greeting all members of a department in a
client company (adapted from (Liu et al., 2023a))

Sender’s Number of Percentage = Number of
Action situations  of situations Emails
Refusal 70 0.09 350
Request 100 0.13 500

Apology 100 0.13 500

Reminder 100 0.13 500

Gratitude 100 0.13 500
Greeting 100 0.13 500

Notification 100 0.13 500
Inquiry 100 0.13 500
Total 770 1 3850

Table 3: Statistics Showing Characteristics of the Cor-
pus (Modified from (Liu et al., 2023a))

extracted from the corpus, as shown in the example
in Table 2. Specifically, using 11 types of labels
indicating social relationships included in the cor-
pus (e.g., hierarchical relationships, status, internal-
external relations), we conducted ablation exper-
iments to examine the impact of these labels on
the generated texts. For the ablation experiments,
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Table 4: Details of Ablation Experiments. The abbreviations are: SR_R (Superiority relationship (receiver)), SR_S
(Superiority relationship (sender)), SR (Sender’s role), RR (Receiver’s role), IE (Internal/External), NS (Number of
senders), NR (Number of receivers), SA (Sender’s action), SDA (Sender’s detailed action), ER (Exchange role), EI

(Exchange item).

the parameters were set with a learning rate of le-
4, 100 epochs, a batch size of 4 per training step,
and a gradient accumulation step count of 2. To
optimize the model’s memory usage and compu-
tational efficiency, we utilized automatic device
mapping along with BF16 precision. We randomly
selected 3,080 emails from our dataset for train-
ing purposes, using these to adjust and fine-tune
our model. Following the training phase, we em-
ployed another set of 770 emails to validate the
model’s performance, ensuring that it generalized
well across different but unseen data points. After
training, the output limit for each fine-tuned model
was set to 300 tokens, and new emails were gen-
erated. After validation, we evaluated the model’s
text generation capabilities using 80 distinct situ-
ations. We extracted 10 situations from each of
eight different sender actions, resulting in a diverse
set of 80 situations. Each model then generated
one email per situation. This approach ensured a
balanced representation of various business email
behaviors and offered a comprehensive assessment
of the model’s performance across different com-
munication styles. Additionally, to compare the
quality of the generated emails, LlaMa-2-7B model
was also used to generate emails for the same situa-
tions, and compared its results with those of emails
generated by models set with different parameters
previously.

4.2 Evaluation Method

We evaluated the generated emails based on two as-
pects: (1) Stylistic Evaluation: Assessing whether
the generated emails conform to the standard style
of Japanese emails, and (2) Label Evaluation: De-
termining whether the generated emails are appro-
priate for the labels, meaning whether the content
and structure of the emails accurately reflect the

social context and roles indicated by the labels that
should be present in the corpus. For the stylistic
evaluation, two human reviewers manually scored
30 emails randomly selected from the 80 emails.
We then applied the same criteria to have GPT-4
score these emails using two different methods:
few-shot prompting (refer to Section 4.2.1) and
chain-of-thought (CoT) (refer to Section 4.2.2).
The effectiveness of these methods was compared
by calculating the kappa coefficient. For the la-
bel evaluation, all emails were manually scored,
and the results were statistically analyzed (refer to
Section 4.2.3).

4.2.1 Automatic Evaluation Using GPT-4 with
Few-shot Prompting

We utilize GPT-4 and few-shot prompting (Brown
et al., 2020; Wang et al., 2020; Song et al., 2023) to
evaluate the email texts generated by each model.
Few-shot prompting is a technique in which the
model is given a few examples of the task it
needs to perform, which significantly enhances
the model’s ability to generalize and perform well
on the task without extensive fine-tuning. By lever-
aging this capability, the model can learn from a
small number of examples to generate appropri-
ate responses or predictions. In our evaluation,
the texts are input into GPT-4 following a set of
rules using the Few-shot prompting method, to ob-
serve the characteristics of the topics output by
each generation model. We aim to obtain scores
for the content of the emails generated by each
model and the reasons for those scores. Regard-
ing the uncertainty of scoring by LLMs, it has
been revealed that LLMs are sensitive to the or-
der of inputs (Wang et al., 2023). Specifically, it
has been pointed out that the order of results can
lead to completely opposite conclusions. LLMs
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tend to be biased towards responses at certain po-
sitions, a phenomenon recognized as “Positional
Bias”. When the quality difference between evalu-
ated candidates is significant, positional bias is less
impactful. To address this issue, it has been sug-
gested to take multiple scores and average them,
or to change the input order multiple times and av-
erage the scores. Therefore, in this paper, we take
the scores three times and calculate their average.

4.2.2 Automatic Evaluation Using GPT-4 with
Chain-of-Thought (CoT) Reasoning

Several studies (Amatriain, 2024; Hsieh et al.,
2023; Zhou et al., 2022; Li et al., 2024) show that
LLMs have a significant advantage in prompt gen-
eration, often surpassing human-written prompts
in various natural language processing tasks. This
advantage is particularly evident in tasks requiring
nuanced understanding and contextual adaptation,
where LLMs can generate more effective and pre-
cise prompts. Building on this foundation, we eval-
uated the content of Japanese emails by referencing
the G-Eval method (Liu et al., 2023b) and incor-
porating the Chain-of-Thought (CoT) prompting
technique to ensure thoroughness and accuracy in
the scoring process. By leveraging these advanced
methods, we aim to enhance the evaluation pro-
cess, making it more reliable and consistent. This
approach highlights the practical applications of
LLM-generated prompts in improving the accuracy
and efficiency of automated assessments.

We first used an initial prompt to guide the
model in generating a detailed prompt, as shown
below:

Based on the following labels and definitions,
please generate a detailed prompt to evaluate
the quality of the email content.

The labels are as follows: [Subject], [Saluta-
tion], [Self-introduction], [ Content and Purpose],

[Closing Greeting], [Signature].

The definitions for each label are as follows:
[Subject]: The email subject should specifically
and clearly indicate the main content of the email.
[Salutation]: At the beginning of the email, use
an appropriate salutation for the receiver or re-
ceiver group.

[Self-introduction]: The email should start with
the sender’s self-introduction. For example, intro-

ducing oneself as “I am XX.”

[Content and Purpose]: The email body should

explain the purpose of the email (refusal, request,

apology, reminder, thanks, greeting, notice, in-
quiry) and the relevant details.

[Closing Greeting]: The email should conclude
with a polite closing greeting expressing respect
and gratitude to the receiver. For example, end-
ing with “Thank you.”

[Signature]: At the end of the email, include the
sender’s signature so that the receiver knows who
the email is from.

Evaluate whether the above labels are included,

and assign a score (1 or 0) for each label.

Subsequently, we utilized the prompt generated
by GPT-4 and made slight modifications to the
scoring criteria to align with human standards. The
final prompt used for scoring is as follows:

This is a task to evaluate email content. Based
on the following email content, please assign a
score (1 or 0) for each label.

Email content: (omitted)

Evaluation process:

1. Subject: First, check the subject. Evaluate if
the email subject is appropriate.

2.  Salutation: Next, assess if the greeting
is appropriate. After the subject, is there an
appropriate greeting for individual receivers
(e.g., “Mr. XX,” “Ms. XX”) and for multiple
receivers (e.g., “Everyone,” “Dear all”)?

3. Self-intro: Then, check if there is a self-
introduction. Is there a self-introduction of the
sender at the beginning of the email?

4. Content and Purpose: Evaluate if the details
related to the purpose are explained in detail in
the body of the email.

5. Closing Remarks: Lastly, check if there is a
closing greeting at the end of the email.

6. Signature:Confirm if the sender’s signature is
included at the end of the email.

***The evaluation criteria are as follows:
Subject: Evaluation: Is the subject of the email
indicated? Score: 1 (appropriate) / 0 (lack of)
Salutation: Evaluation: After the subject, is there
an appropriate greeting for the receiver (e.g.,
“Mr. XX,” “Ms. XX)? Score: 1 (appropriate) /0
(inappropriate or lack of)

Self-introduction: Evaluation: Is there a
self-introduction of the sender at the beginning of
the email? Score: 1 (appropriate) / 0 (lack of)
Content and Purpose: Evaluation: In the body
of the email, are there explanations related to the
purpose such as clarification, request, apology,
reminder, gratitude, greeting, notice, or inquiry?
Score: 1 (even if not entirely clear or somewhat
confusing, as long as the intention is somewhat
understood) / 0 (no meaning understood at all)
Closing Remarks: Evaluation: Is there a closing
greeting at the end of the email? Score: 1
(appropriate) / 0 (lack of)

Signature: Evaluation: Is there a sender’s
signature at the end of the email, such as XX?
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Score: 1 (appropriate) / 0 (lack of)

**+*Please output the evaluation results in the
Jfollowing format:
Subject: Score
Salutation: Score
Introduction: Score
Content and Purpose: Score
Closing Remarks: Score

Signature: Score

With this detailed prompt, the model can think
step-by-step and provide scoring. Please note that
the original prompt were provided in Japanese. For
readability, the content is presented in English in
this paper. For the original Japanese version, please
refer to the Appendix A.

4.2.3 Manual Evaluation Based on Social

Context Labels

We manually evaluate the extent to which the
emails generated by each model reflect those labels.
Additionally, we analyze the presence of specific
words or phrases in the emails generated by each
model to verify if they are included in a manner
that meets our expectations. Furthermore, we fo-
cus on cross-comparing the results generated by
each model to evaluate performance differences
between the models.

5 Result

5.1 Few-shot prompting

To evaluate the details of the generated emails, we
used GPT-4 to score the same set of emails that
were scored by two human reviewers, as introduced
in Section 4.2. As shown in Figure 1, Few-shot
prompting was employed, allowing the model to
learn from three examples and six scoring criteria.
Each time the generated emails violated any of
these rules, one point was deducted, with a perfect
score being 6 points. GPT-4 output scores based on
these rules, enabling a comparative evaluation of
the quality of emails generated by different models.

As shown in Appendix Figure 5, the Few-shot
Prompting scoring approach results in the highest
average scores for the fine-tuned Models 6 and 7,
while in contrast, the performance of the untuned
LlaMa-2-7B is significantly lower. As shown in
the top half of Appendix Figure 6 , many of the
emails generated by LlaMa-2-7B contain repetitive

Good Example 1: Subject: Regarding the School Festival¥r¥n¥r¥nDear
Students,¥r¥n¥r¥nThis is XX from the School Festival Executive Committee. ¥r¥n¥r¥n The
dates for this year's school festival have been decided as from X Month X Day to X Day.
Clubs that wish to participate should fill out the necessary information in the attached
file and contact us by email by X Month X Day.¥r¥n¥r¥n Thank you for your
cooperation.¥r¥n¥r¥yp——————————————————— ¥r¥n Executive
Committee XX

Good Example 2: Subject: To All Employees in Charge of Pamphlet Creation¥r¥n¥r¥n
Dear Sales Department,¥r¥n¥r¥nThank you for your hard work. This is XX.¥r¥n¥r¥n
Company A, our client, has requested samples of food-related pamphlets that we have
produced so far. Therefore, those who have been involved in their production, please
reply to me, XX, by next Wednesday

X/X ¥r¥n¥r¥p——————————————————— ¥r¥n Sales Department XX

Good Example 3: Subject: Thank You ¥r¥n¥r¥n Dear Mr./Ms. A, ¥r¥n¥r¥n Thank you for
your hard work. This is XX.¥r¥n¥r¥n Thank you very much for covering for me when | was
absent due to a cold. It was very helpful. | look forward to your continued
support.¥r¥n¥r¥fp——————————————————— ¥r¥n XX

Scoring Rules:

Clear Subject: The email subject should clearly and specifically indicate the main content
of the email.¥r¥n

Appropriate Salutation: At the beginning of the email, an appropriate salutation should
be used to address the recipient or recipient group.¥r¥n

Self-introduction: The email should begin with a self-introduction of the sender. For
example, introducing oneself as “This is XX. (XX T9)"¥r¥n

Specific Content and Purpose: The email body should clearly explain the purpose of the
email and the relevant details.¥r¥n

Polite Closing Remarks: The email should end with polite closing remarks that express
respect and gratitude to the recipient. For example, ending with “Thank you for your
cooperation. (&3 U < BEELVLFET) "¥r¥n

Clear Signature: The email should include the sender's signature at the end so that the
recipient can identify who the email is from.¥r¥n

For each violation of the above rules, 1 point will be deducted, with a maximum score of
6 points.¥r¥n

Based on the above rules, calculate the score for the following emails.¥r¥n(+ Each
model-generated email for the same scenario)

Figure 1: Few-shot prompting

Label R1 vs. | R1 vs. | R2 vs.

R2 GPT-4 | GPT4
Subject 1.000 0.423 0.423
Salutation 1.000 0.216 0.216
Self-intro 1.000 0.420 0.420
Content and Purpose | 0.911 0.152 0.262
Closing Remarks 1.000 0.524 0.524
Signature 0.923 0.286 0.250

Table 5: Cohen’s Kappa Values of Few-shot prompting
scores compared to human ratings. R1: Reviewer 1, R2:
Reviewer 2

sentences, making it difficult to generate appro-
priate email content. However, as shown by the
Kappa scores in Table 5, there is a high level of
agreement between human reviewers 1 and 2, but a
significantly lower level of agreement between the
reviewers and the predictions generated by GPT-4.
This suggests that the Few-shot Prompting scoring
approach is less accurate.

5.2 Chain-of-Thought (CoT) Reasoning

We used the same comparison method as in the pre-
vious table 5 to compute the kappa values shown in
Table 6. It is evident that the GPT-4 model demon-
strates a high level of agreement with human raters
across most dimensions, as indicated by the Kappa
values approaching or equal to 1. For instance,
in aspects such as “Subject,” “Salutation,” “Self-
intro,” “Closing Remarks,” and “Signature,” the
agreement between human raters and the model is
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Comparison of Average Evaluation Scores of Each Model
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Figure 2: Comparison of Average Evaluation Scores of Each Model

Label R1 vs. | R1 vs.| R2 vs.
R2 GPT4 | GPT4

Subject 1.000 1.000 1.000
Salutation 1.000 0.918 0.918
Self-intro 1.000 0.862 0.862
Content and Purpose | 0.911 0.734 0.830
Closing Remarks 1.000 0.889 0.889
Signature 0.923 1.000 0.923

Table 6: Cohen’s Kappa Values of CoT reasoning scores
compared to human ratings. R1: Reviewer 1, R2: Re-
viewer 2

nearly perfect. This suggests that GPT-4 effectively
mimics human scoring in these areas. However,
there are slight variations observed in certain as-
pects, such as “Content and Purpose,” where the
agreement is relatively lower compared to other
dimensions. Despite these variances, the overall
trend indicates that GPT-4 is proficient at emulat-
ing human scoring across a range of text evaluation
criteria. This validation supports the efficacy of
the CoT approach in leveraging automated scor-
ing models like GPT-4 for reliable and efficient
text evaluation. We evaluated all generated emails
using the CoT method, and Figure 2 displays the
average performance of different models across
several categories of email assessment. Each cate-
gory represents a key component of an email, in-
cluding the subject, salutation, self-introduction,
content and purpose, closing remarks, and signa-
ture. The scores for each category were determined
by assessing whether the emails met the criteria in
that category (1 for meeting the criteria, O for not
meeting), and then calculating the average score.
Here’s a detailed progression through each model:

* Model 0 set the baseline using only email content and
situation information, achieving moderate scores across
the board.

* Model 1 added the “superiority relationship (receiver)”,
which led to notable improvements in salutations and

self-introductions, showcasing how adaptation to the
receiver’s status can refine greetings and introductory
remarks.

* Model 2 incorporated “superiority relationship
(sender)”, improving salutations slightly further and
enhancing signatures, suggesting that understanding
both parties’ social statuses helps in tailoring the
email’s formal aspects appropriately.

* Model 3 included the “sender’s role”, which did not
show improvement in performance, especially in con-
tent and purpose, indicating potential challenges in in-
tegrating this identity information effectively.

* Model 4 added “receiver’s role”, significantly improv-
ing self-introductions and salutations by adapting more
personally to the receiver’s specifics. This model man-
aged to elevate the self-introduction scores and main-
tained high performance in subsequent models.

* Model 5 introduced “internal and external” relationship
details, which slightly decreased performance, possi-
bly due to the complexity added by these relational
dynamics.

* Model 6 further added “number of senders”. This label
significantly improved the performance in ’content and
purpose’ from 0.7 to 0.9, highlighting the importance
of this information in emails involving discussions or
announcements.

* Model 7 added “number of receivers”, where the scores
in “content and purpose” and “closing remarks” slightly
decreased, suggesting that handling emails with multi-
ple receivers introduced additional complexity.

* Model 8 included “sender’s action” and “sender’s de-
tailed action”, which enhanced the “content and pur-
pose” significantly, showing that understanding the
sender’s specific actions is crucial for accurately craft-
ing the core message of the email.

* Model 9, despite utilizing all labels, did not always
yield the highest scores.

Above analysis shows that Models 4 to 6 per-
formed relatively well, indicating that these models
effectively balanced the amount of contextual in-
formation used. While the additional context from
new labels generally improved the performance
of subsequent models, the integration of all labels
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in the final model did not necessarily achieve the
highest scores across all categories. This outcome
suggests that there may be an optimal amount of
information, beyond which the inclusion of more
details does not continue to benefit, and might even
hinder, model performance.

5.3 Manual Evaluation

S S e S

Labels

Figure 3: Comparison of Label Scores for Different Mod-
els. The abbreviations are: SR_R (Superiority relation-
ship (receiver)), SR_S (Superiority relationship (sender)), SR
(Sender’s role), RR (Receiver’s role), IE (Internal/External),
NS (Number of senders), NR (Number of receivers), SA
(Sender’s action), SDA (Sender’s detailed action), ER (Ex-
change role), EI (Exchange item).

Additionally, we analyzed the frequency of spe-
cific labels in the email content generated by each
model, as detailed in Section 4.2.3. As shown
in Figure 3, we observed significant variations
in scores across different models for various tags.
The LlaMA2-7B model exhibited very low scores
across all tags, with most tag scores being 0 or 1,
indicating poor performance. In contrast, Model0
showed high scores in most tags, particularly in
the NS and NR tags, demonstrating outstanding
performance. Modell had high scores in the NS
tag, similar to ModelO, but relatively lower scores
in other tags such as ER and EI. Model2 achieved
high scores in the /E and NS tags, showcasing
strong performance. Model3 had high scores in
the NS tag but lower scores in the RR tags. Model4
performed well in the SR_R, SR_S and NS tags but
had relatively lower scores in the ER and EI tags.
ModelS scored highly in the NS tag but lower in
the SR_R and SR_S tags. Model6 had high scores
in the NS tag and also performed well in the RR, SA
and NR tags. Model7 exceeded 50 scores in most
tags, indicating excellent performance. Model8
showed high scores in the NS and SR tags, with

overall performance close to Model7. Model9 had
the highest score in the NS tag, with overall perfor-
mance close to Model8.

From these results, it can be concluded that cru-
cial labels contributing to the model’s performance
and adaptability include the superiority relation-
ship (receiver/sender), sender’s role, receiver’s role,
internal/external, number of senders, and number
of receivers. The inclusion of these labels sig-
nificantly improved the model’s performance and
adaptability. Overall, in complex situations, as
shown in Appendix Table 7, the models tend to
confuse relationships between characters, leading
to content that deviates from the intended purpose.
Conversely, in simpler situations with straightfor-
ward relationships, as shown in Appendix Table
8, the models could focus on limited elements and
generate more appropriate content. Additionally, it
was observed that the labels SA, SDA, ER, and EI
were not well-learned by the models. This could
be due to several reasons: these labels may over-
lap with information the model already implicitly
understands; or the complexity of these labels may
exceed the model’s current understanding capabili-
ties.

6 Conclusion

LIaMA-2 struggles with understanding situations
in Japanese emails that are easily comprehended
by humans. However, by adding specific labels,
such as the receiver’s and sender’s social status
and identity, we significantly improved the qual-
ity of the generated content, particularly in per-
sonalized components like salutations and self-
introductions. Our ablation study and tag-based
evaluation showed that these labels provided the
model with more contextual information, enabling
it to simulate the human thought process more ac-
curately. While some labels significantly improved
the quality of the generated content, others, like
"email response” (ER) and "email intent" (EI) tags,
were less effective, indicating that there is room
for improvement in these areas. These findings
highlight the importance of carefully selecting and
integrating labels to enhance model performance in
crafting emails that meet specific communicative
goals. Future efforts should focus on optimizing
the integration and effectiveness of critical labels
to improve the model’s ability to generate contextu-
ally accurate and nuanced email communications.
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A Appendix

Below is the Japanese version of the initial prompt
mentioned in Section 4.2.2:

PITo o~ e EFICEIWT, A=
BOMEZIMT 5 -0 ML T 7
F AL TL 23N,

ILIROBEY TT L [Ha] - [

il o [HEHA] o [REeHN] .
(Kb oirfs] o [ .
BEINLOERIIVITOHEY TT -
(tF&] @ A—rofFdiE. F—LoE

B NEEBEREN» SHAEICRTNETH
5.
[FrmalF)] @ A—noiEdic. ZEES
VI EE 7L — T IC# ot %
AT 5.
[HCHA] @ A—i3. BEEOHCH
ATlEDHEZEITH S, flz13. [XxT
3| CHOHANT 5.
(WELHM] @ A= KxLTIE. A=
DEPMTY . R, IR, R . iR
%, BHsH. BlWwgbt) L M3 250
ZHAT 5,

[#eb ) DIRS] @ A= id. ZEEHED
R IR 2 T ILERIE L Wik b ) DfRTS
THIDLLKBNETHS, iz, (X5
LABEVWWELET] W) SETKD
5.
(B8] © A—LoRRICE. REEDE
LHEHHIET. ZEEHNPSD F—
LhZEfETE 5 L1275,

FiLo s~ mEEnTwa sz
FML. &yxnicxLTcAary UxE-
130) ZHHF T 23,

Below is the Japanese version of the final prompt
mentioned in Section 4.2.3:

#EZNIX. A—ILNFDOFMI 27T
T,
¥ T A= L NFICHEDIWT, &5
L TAa 7 TEFIF0) ZHHIFTLE
3y,

[ A =L NAE] - (18)

(GFili 7 = 2] -

1L 7. ftazldl 9. A—LofhE
it &9 Il L T<E S,

2. RIS, IO I pi@t e & 5 23l L
£9. EBoRIC. HADZEHFICHT S
WUIZUE O (XX AL XX R &) |
HBADOZEEICIE ES X, ARIAL
&) EHINTHET e

3. 2ok, HEMAMMTON TS LS
PEMERLET. A —LOEETREED

103

HCHADTON TV ETH»?

4. F—LORLTHN & Hi#T 5 F Mt
LLEHIN TV B ZRIML 29
SOIRMRIC. A=l ob I rE EN
TWihrZzhfEdl £9.

6. F—IL DBRBICIKEEDELNEENT
W h Rl £9.

wWRE 2Ty T TR LN AEICE D
W7, FNFhoILIciiLTAaIT%
T 23w,

HeEEl G & FEEEITROMB ) T L

(%] - 2Fl: A — Lo ZIRa N
Xgm2 2a7: 1 GEY) /0 (Rin)

[tF Tty - 3l R 2ok, ZIEEIC
g a@ ey (XXS A XXHL
) EHINTWET»? Aa7: 1 (F
Y)) /70 N X 7z1d KA .

[HCHA] - il A =L O BHTREE
DHCHAITODN TWETN? Aa7:
1 GEtl) 70 (k) )
[M&EEHN] - 5Pl A — L AT i
nOIRER. HIIE. M. . IV bR
S, uwgbehnroHNEEETsH
BEmEEINTVETL? 2371 (B
TR TH VL, —FRRELL TH VL,
BEleHsEEbLLS) /0 (Blkrae< b
IS RAURY)

ik ) Dizf5] - FFil: A =L oib nic
RS ENTWETL? 2a 7 1 (GE
) 70 (Rin)

[B%] - i XX L. A=l ofktkic
EEEOFELGVEINTVETHL? 2O
71 GEY) 70 (Rim)

Pl R 2 LT oA THAIL T2
Iy

(fF&] - 2a7

[FFUniF] - 2a7
(BCHA] - 237
(W&eH] - 2a7

(b oizfs] - 237

(Bg] - 2a7

Below is the Japanese version of the 1 figure:



RuMiL :

#4 : FRESRC OV TH¥n¥r¥n P ERI¥r¥n¥r¥nFEKRRTEEDXXTY,
¥r¥n¥r¥nSEOZREEOMERR EXAXB~XB ERDEUR. ¥r¥nSilz#®
LIIY—OIE. RMIDOT7AIVICHEBEZTAL. XAXHETICA—IL
(CTTEAELZE UV, ¥r¥n¥r¥ink B UK BFAVLE T . ¥r¥n¥r¥n—— —
¥r¥n¥r¥nEiTEE  XX¥r¥n

BULVEI2 :

& )T Ly MHEE D BAYYNE I PISAIY ¥ n¥r¥nBRNRT I .
XXTY, ¥r¥n¥r¥nERBIEAHN. CTNETICRELERRBGRD/I>TILY b
DY TN EZEICRDEVWEDTETY . ¥r¥nDWTIE, SETICRMECH
Do Al RBOKEBRX/XETICIXXETICREBVET .
¥r¥fn—————————————————— ¥r¥inEEEP XX

BULWI3:

2 O ESTETNEURY¥NAR¥rENSENETETT . XXTT, ¥r¥n@
BEONTRE LB, RDODICHEBVWEREHONESTENELR. ¥r¥n
FEEICEIMDE L. ¥r¥nSHBEELBUSBRBALWELET.

ZA7IIDIL—)L

BREEIRMER « X—ILDHRE. A—ILOEBERABZEARNN DIPECRIANE
THB3.

BURFUINT : X—)LDWDIC. BEEHBV\FREED )L — T [CEURFS
NI ZERY 3.

BB 1 X—ILE XEBOECBNTHDINETHS.

Bl IXXTY] HSBNITS.

BAKRATEEN 1 X—)LAXTE. X—LOENEEEY 25 lEFL <3
BYB.

FHODDKRE EABEUVSER : A—)LE. REF\OBHREFHZRIIL
BIELWEDDDRETHOH KBRETHB.

Bl . TRBUSBRNNZLET ] EVWSEERTHERDS.

IR ER : X—)LOBRRICIE. REBDOEREZHD LT, RMEEN#EHNS
DA—)LH BB TEBLD(CT B,
MEDEIL—ILICEBR T BRVICIREELSIE. HRIE6R.

MFOA=ILICH LT, MEDIL—ILICHN. ROT7EENT S,
(+ BEFTIVHER UEE—BED A —)L)

Bl =1k 7 5 AT b AEICH L =BE, TﬁémAm_ [$Bfzn
[ARPBE ANCIIVIRIAE s HEGICH > 2o T, ~FEIRITLIZV] &5
DNELE. BEAICZDEZMZ S A—LZHFNTT3 0.

model0:" & T AfRE1E. BINKETT. FKEOFETTH, AfILETR
EEMEHCE > O TIHESTTATT N, UEBafWETEEh 0 bt
FwdpiceFL T, BoWE gL 25 TIMENEREITE XD
Tl BRIz 3 e TninRTseEnTT. LoETRED
fFTTh, FoliglzsHELTHITTAIRA. LGRSV
FHAN, WL S L BEG VL £T. XXSEXXERXX?

modell:"XX %t Bt
FMEHICAEY F Lz, XXEDOXXTT. HiffnessT TRITW =L £9.
Al SO ZTERWT, BSAICTEIYT A 2 Lich ) L2 XXt XX”

model2:” A — L & ¢ [A{FBE Al >W\WT ARE B HEGICA Y 9. eHITK
EHRMEHICA D L. HYoARIC, BEAICIE, DT IR L 2
WeD ZTHHTT .,

model3:"BFE Vo KL B ML > THY 9. AHJESRELa &
TWeEEET. XXTT. "

modeld: "B XX BHEGICA N L/~ XXTT. Af XXTT.

B BrFcel e Ty FEELAVWTL 29 . RifsfvHEL FFET
he, XXt Eohdp ) LS T E B LTEY 9. AT
RN ETh EINTHEDIZFE XA L BEVGEHL FIFEs. »

model5: " I KEBMERICA N XL/

AkE. BMEEICAY EL7. XXOXXTT. BIAILEHRL LW ET.
BaIAlcy TR ESHOWAELET. XA LLIBMvnEL X
F. XXHXXH”?

model6: " @ BFHC DWW T AR BIENAETT. XXTT. BSAICITAE
BEECh s 20T, BEAICLBEAWL-WERSThWET. Chn
SXX T MO RRCHHE R Lok S, BEAICITREN®Y 25
TF. FNT, —JEBIAICBAAICBIANKENN Y2 TTERLST
WET. PLE, XALKHHLL £, XX”

model7: "fF# B3 A BMIFICAN XL U BRE BIEARET
F.XXTY. AR S JHEEZITTEY £7. AP SIEBIAIC
IIRESMEECA Y XLz, B AICIIARD S JHEZZT 2RO Y
L) FHA. XALIBMVLLAELET.

model8 "ff % : Atk TS

XXt XXEE XXAR

VWO BHEEIC T S THEY £79. XXHMRALSUXXEIOXXTT. Al =
£ SN LI TINET. BIAICES maw«mf
O, ABO ZHEFEWEEFELE. BILLLE 3R TT e,
ADTHZWEREYSCT VLIS, Bl ‘;'mnff-m(iamui
T. LROBM)EEL B0, —EIEBRFEIETOLEEITIZEE
WETOHT, BFRESPIFTLTUIEL I CHBETHZ X, BtLlne
ZABGETT Y, BTRZESPIFLOIE I  THEO R BRIS L 72
v, 9 EALLHMOuLELET. Y

Figure 4: Few-shot Prompting

model9: "¢ I B3 A LIS E)

B

BT ISV ET. XXHEOXXTT . At SBIANHL K Bz
IRV EELL, JTHEIBTTHSIELL. BIAIKKIE, KEs
WEGIC % o 20T e, BT Thy, —TESHIFTE 5 &L < BRW
I2LT#H M £¥. WHEN, WHERE, TIMEZ JiifglL T/t £4
TLxO . BIELWEIZRNAN £90, X2 LLIBMOLWEL X
T XX#HXX”

LlaMa-2-7B: "C AICH 1L, SR 7Z=DEEPBI AICIZPIRIKE s 51
BofznT, —FESHRIFLEVESbREL. G000k — 272 XTHEE)

Table 7: Example of output from an email indicating
difficulty in identifying a large number of characters
(some formatting is omitted to save space, only the text
is retained)
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Comparison of Average Evaluation Scores of Each Model
1.01.01.0 10 1.01.01.01.0 1.01.01.01.01.0

Model O
Model 1
Model 2
Model 3
Model 4
Model 5
Model 6
Model 7
Model 8
Model 9
Model LlaMa-2-78

Average Score

Subject Salutation Self-intro Content and Purpose Closing Remarks Signature
Evaluation Category

Figure 5: This figure shows the Comparison of Average Evaluation Scores of Each Model when using few-shot
prompting. Due to the low kappa values, these results were not adopted in the main text.
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B HAIIAY — 7 VISR L TwasETT. 2llkic s ) A=
AARY FORB2ZTTELTWETH, =71 * 2 =D RAH
FREREESTOERA. RA2NDOHRICOVWT, A2 3—2HICHWE
bEL AL ' EZ LI,

model0:"fF %t KA LD RICOWT H— 2L 42—~ 2§
o aLTTr, ERERERFERTHZWH TV
3. FFRTTH, MAZTICLTIEES LIV

modell:"fF & : H—27L - A7) AT AARY N HRICOWT AF =701
DS A BIENETT. XXTT. 2BMRICH =7 ILD 7 ) AT A4~
ChZETPELTWET. SF F LTI, untl thenh Suntil after £ T
R, BHOEIRNIZ L1250 T, XX—HAXXH ZTITRGEL 230,

model2:” (% L fRAL(7 ) AT AANRY MICOVWT AY =7 L i d
A SHYHER BEAMTT. XXTT. 2BMKRICMAaLZ TELT
WBEDTTh, HRICOWTEREDDN > TRV AW p &
¥9. JHBESHFLLTEY ET. XALLIBHuWELET.

model3: fF & L fRA LD RICOVT H =71 32 3—=DEIANAT
T 2EMEOMALROF VLN ICOWTTT Y, HRDZ & zinich
NEVWERBWET. A TG RIT S LI 2T

XA LLBvhwELET. 7

modeld: "1F % L fRALDHRICOVWT A — 7LD 42 X—=NXXTF.
2EMEOMALTTh, WRICOVWTERHEDMEZL KTV EE
A. BEGETHLHELIOALI V. #EPERTEIENH) ZL
S, RICRELTZE3 v, S UIRRE LS, THER 723wV,
XX

model5: "AZATE. 7 ) AR ALY bofkaLo i RIE X 723
7WTT. JHRESHFLELTEY ET. XALKBMBLET.

model6: fEE 1 ) AT AANRY O THEAY — L DAL E

BIENETT. e R TENAY, BABHSENREICK > T
DTTH, 2AMBOHICIEZ ) AR AARY FORASZE TELTWL
¥9. BEHRNIIVEFTOT, THENEFEBHVL LWL T

model7: "tF & | fRALDOHRIERDE AT — 7L A2 =& AT
BINIETT. XXFEEXXTT.

2FRD 7 ) AR AA XY fDOKAZOHRICONWT, S AR
BaEBEOLELET.
ASADSHREZT VWS BMEL WS ELE.

A= ICTHVWEL ET.

XX

model8 "1} % { BRALOHRICOWT AF — 7 LD AL S A BEAKT
F. XXTF. 2llRIC7 ) AT A4 R hoRALETELTWET
b, =20 A= RFHILEEEFS> THERA. P—7 1%
HTIF 5 X9 MRZERMLZVWEE2Z T ET. JHEETHFLL
THENEF. ——————————————————————— XX

model9: ” A > 28— A

BRENFETT. XXTT.

2EMEICH — I LTI Y ATAANY FETEMALE L LD EEHELT
WET. TSRO TOM ) 2w T, HARHEEHNS TS
W kB LKHVL X

XX

LlaMa-2-7B: " Z AICHIE, HAZIFZAT — 7 VISR L TV 554 TF
QHWMRIC 7 ) AT AANRY N OMALETELTHETH, ¥—2 4
U= RAENEREE S T ERA. BIARNOIRIZOVT,
CUR—HICHWEDEDE A—LEHEZ RSV, 300k — 7> ZTHEE)

Table 8: Example of mail output showing relatively lit-
tle difficulty in identifying situations (some formatting

omitted to save space, only text retained)
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model_Llama-7B_output :
ZAICEI

HIREFFEEDOHE LT DV TORLEEM L 2H(CH—DILDA -2
BICRBEA—/LZENTLDEZBTY.

BRI (Iq—lﬁ’umﬂjb%(LDL\Twiﬁ%’&Faﬁ<7:_&J(JJ“—OJI/CD>(//\ £
B(CRBA—)LZBEVNTVNDEZBETY.

HIREFFEROE UMIC DV TORLEERM 2H(CH—DILDA -2
BICSBA—-ILEB\TNDETBETY

BRI (:tq—.%@ﬂjb%(;’)“‘(d)ﬁ%’&ﬁaﬁ(f&)(L‘&—G)W))(//\ —£
BICSBA—)LEB\T\D LSBT,

HRIEFFEREOH ULMIC DV TORREB 2H(CH—DILDAZ ) -2
BICRBEA—-IILZENTND LSBT,

HRIZFFEEOH UMDV TOREREB L 2H(ICH—DILDAZ ) -2
BICRBEA—ILZENT\D LSBT,

HRIEFFEEDH UMIC DV TORLEEB K LHICH—TILDAZ -2
BICREA—ILZENTNDEZBTY.

BRI F RS fD.‘:Hb%(;‘)utﬂ)iﬁ%’ilﬂﬁ‘i<TL&)(<_*J‘—’JJLO)>(//\—

Model Llama 7B X177 : 0/6
"4

“EFU‘D\LT 051
BB : 051
AEEEN : 0R
. BODDKRE : 0
E% 0=

oUnALNE

Figure 6: Top: mail generated by LlaMa-2-7B; Bottom:
evaluation by GPT-4

A.1 Systemic Functional Linguistics (SFL)
and Japanese Business Email Corpus

T

interpersonal meaning’

metafunction

/

information T statement
9[
goods & services 7 qu:iu i
motivation
eiving - offer
ﬁ[mmm N} command
\

Speech Function

\

context textual meaning

\,  semantics

A
\

ideational meaning
\ lexicogrammal
N
linguistic system
‘\ phonology

N
\

Y

fall

|

rise-fall |

|

tone >l vl |
fall-rise|

rise W

Figure 7: Language systems by systemic functional lin-
guisticsadapted from (Halliday and Matthiessen, 2006)

Systemic Functional Linguistics (SFL), founded
by M.A.K. Halliday, is essential for understanding
the linguistic aspects of social situations, the focus
of our research. SFL views linguistic systems as
social semiotic systems, emphasizing the interplay
between language and social contexts. SFL divides
the linguistic system into three semiotic systems:
semantic, lexicogrammar, and expression stratum.

Figure 7 outlines SFL’s linguistic system. Ac-
cording to Halliday, situational context is explained
through three frameworks: "Field" (what is hap-
pening), "Tenor" (who is involved), and "Mode"
(how language is used) (Halliday, 1978).

Japanese Business Email Corpus uses SFL to
analyze email communication, exploring how it un-
covers linguistic knowledge and the relationships
between language and social activities. These form
a contextually conditioned network of linguistic
options for social communication, known as the
“system network”. SFL highlights the relationship
between situational selection, meaning, and lin-
guistic features like vocabulary and grammar. For
example, in an educational context, events like
“lecture” and “discussion” occur, and correspond-
ing lexico-grammatical resources such as “present
the topic” and “‘share your thoughts” are selected.
The system network represents the process of real-
izing texts by describing the relationships between
different resources (features) and how they are cho-
sen. In terms of “choice,” the system network uses
square brackets (‘[*) to indicate the selection of one
feature and curly braces (‘{’) for selecting multi-
ple features simultaneously. This framework helps
understand how language resources are chosen in
the creation of texts (Liu et al., 2023a).

boss
. professor
superior

client company
corporation

internal
[ external
organization {
school

colleague
_ ]
— peer ‘[

classmate
sender
<|: receiver
multiple people
<|: individual

Figure 8: System Network of “Tenor" adapted from
(Liu et al., 2023a)

hospital

tenor ——
(role relationship)

employee

subordinate

student

One of the focuses of the Japanese Business
E-mail Corpus is examining the “Tenor” relation-
ship in email communication, which refers to the
relationship between the sender and receiver. To
consider the social standing of participants in typ-
ical business email conversations, Japanese Busi-
ness Email Corpus constructed a selectional sys-
tem for the tenor relationship. An example of a
network system is provided in Figure 8. The at-
tributes of “internal” and “external” represent the
internal and external positional relationships of
the conversation participants. Generally, “internal”
refers to “family, colleagues, or members of the
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same group,” while “external” refers to “unfamil-
iar people, outsiders, people from other compa-
nies, or people from other groups” (Hirabayashi
and Hamada, 1988). Additionally, to represent
the sender’s position, the characters and organi-
zations commonly used in business emails are di-
vided into three attributes: superior, peer, and sub-
ordinate (Liu et al., 2023a). The entire corpus is
built upon this system.
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Abstract

In recent years, several studies have been de-
voted to the estimation of a speaker’s intimacy
with his/her partner in a dialog. This is because
intimacy is considered to be one of the key fac-
tors in the development of a friendly dialog sys-
tem. To train a model to guess the level of the
speaker’s intimacy, a labeled dialog corpus is
required. Since manual annotation of intimacy
labels is very costly, however, the number of
such dialog corpora in Japanese is rather lim-
ited. This study aims to construct a Japanese
dialog corpus annotated with a speaker’s level
of intimacy as well as other information, i.e.,
the depth of self-disclosure and the speaker’s
personality. The corpus compiles transcriptions
of approximately 7,000 utterances from 18 di-
alog sessions. Each dialog session consists of
three short dialogs by two speakers, where the
labels of the level of the intimacy and the depth
of the self-disclosure are attached at the begin-
ning, interval, and end of continuous dialogs. It
enables us to observe changes in the level of the
intimacy and the depth of the self-disclosure
during the course of the dialog. Furthermore,
the constructed corpus was utilized to verify
the correlation between the speaker’s intimacy
and self-disclosure/personality. As a result, a
significant correlation between the level of the
intimacy and the depth of the self-disclosure
is found. We also analyze the relationship be-
tween the speaker’s level of the intimacy and
the use of polite and casual speech styles. It is
found that speakers tend to utilize a polite style
when the level of intimacy is low and a casual
style when it is high.

1 Introduction

A dialog system that can carry out a free conversa-
tion with a user has received a great deal of atten-
tion (Khatri et al., 2018; Higashinaka et al., 2021;
Dinan et al., 2020). These systems are expected to
build long-term friendship with users by conversing
comfortably with them (Ram et al., 2018).

In human conversation, control of a style, which
is the human’s behavior to change a speech style
according to the intimacy with a partner and/or so-
cial relationship, is often observed to communicate
with others smoothly (Wardhaugh and Fuller, 2021;
Hovy, 1987; Silverstein, 2003). The use of polite
and casual expressions is an example of the control
of a style (Aapakallio, 2021; Liu and Kobayashi,
2022). Casual expressions are often used when a
speaker is friendly with his/her partner, while polite
expressions are used when a speaker is not intimate
with a partner. The styles are also different due
to social relationships such as the relationship be-
tween a boss and his/her staff and that between a
wife and her husband. The control of a style should
be considered not only in human-to-human dialogs
but also in conversations between a dialog system
and a user (Kageyama et al., 2018). Our final goal
is to develop a dialog system that can control a
speech style appropriately. Although there are vari-
ous factors to be considered to achieve control of a
style, this study focuses on the level of the user’s
intimacy. Our desired dialog system identifies the
user’s level of the intimacy with the dialog system
during a conversation, then generates responses
with polite expressions when the user’s intimacy is
low and responses with casual expressions when
the intimacy is high.

A common method to identify the level of the in-
timacy for a given content of a dialog is supervised
learning, which requires a dialog corpus annotated
with intimacy labels. However, such corpora in
Japanese have not been well developed. The goal
of this paper is to construct a corpus of free conver-
sation between humans annotated with the intimacy
they feel toward their partners. The questionnaire
is administered not only before the dialog but also
in the middle of and after the dialog to annotate the
corpus with labels of speaker’s intimacy. In addi-
tion, we also annotate the corpus with the depth
of self-disclosure and personality as information
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about the speaker. These are supposed to be re-
lated to the speaker’s intimacy, so the correlation
between intimacy and self-disclosure/personality
is empirically investigated in this paper.

Furthermore, we analyze the relationship be-
tween the speaker’s intimacy and the style. Specifi-
cally, we suppose that speakers use a casual style
when the intimacy is high and a polite style when
the intimacy is low. This assumption is then sub-
jected to verification.

The contributions of this paper are summarized
as follows.

* We construct a corpus of free dialog in
Japanese annotated with the level of the in-
timacy. In addition to the intimacy, the cor-
pus also includes the information of the depth
of self-disclosure and the personality of the
speaker.

* We analyze the correlation between the
speaker’s intimacy and the other two anno-
tations (the depth of the self-disclosure and
the personality) using the constructed corpus.

* We analyze correlation between the speaker’s
intimacy and the style.

2 Related Work
2.1

Several dialog corpora have been created to develop
a dialog system that takes the relation between the
user and the system into account. Rashkin et al.
(2019) constructed a dialog corpus containing many
sympathetic utterances by recording dialog in a sit-
uation where two speakers tend to show their sym-
pathy to others, aiming to construct a dialog system
that can generate sympathetic responses. Following
their method, a similar dialog corpus in Japanese
was constructed by Sugiyama et al. (2023). Specif-
ically, they translated Rashkin’s instructions into
Japanese to encourage the participants to show their
sympathy. Komatani and Okada (2021) constructed
a dialog corpus containing conversations between a
human and a dialog system using the Wizard-of-Oz
method, where the dialog system was actually im-
personated by another human, aiming to construct
a dialog system that can control the contents of
dialog according to the user’s impression of the
system. In their corpus, each dialog was annotated
with the users’ impression, such as “How well can
you converse with the dialog system?”

Mentally Annotated Dialog Corpus

Similar to our study, there have been a few at-
tempts to construct a Japanese dialog corpus an-
notated with the intimacy of a speaker. Yamazaki
et al. (2020) constructed a multimodal corpus of
Japanese free conversation. The participant was
asked to answer the questionnaire to show how
strongly they feel the intimacy with their dialog
partner, then the obtained the degree of the inti-
macy was added to the corpus. In addition, each
utterance was labeled with its dialog act. However,
this corpus is publicly unavailable.

This paper also constructs a Japanese dialog cor-
pus annotated with the level of the speakers’ inti-
macy. In addition, the depth of self-disclosure and
personality, which are considered to be highly re-
lated to the intimacy, are added as the information
about the speaker.

2.2 Intimacy Estimation

Chiba et al. (2021) trained a multimodal model
that identifies the speaker’s intimacy using a text
(transcriptions of utterances), speech (prosody),
and video (Action Units of speakers during utter-
ances) as inputs. However, the task is designed as
a binary classification, where the two classes are
“high” (speakers are known to each other) and “low’
(speakers are strangers), and the classification is
limited to this coarse level.

Pei and Jurgens (2020) implemented an inti-
macy estimation model using a pre-trained lan-
guage model, and analyzed questions in social
media, books, and films using this model. They
showed that the pragmatic choices in the questions
vary according to the degree of the intimacy, and
that the intimacy can be modified by social norms
such as gender, social distance, and anonymity. The
intimacy label in their dataset is objective, i.e., it
is determined by the annotator’s estimation of the
writer’s level of the intimacy. On the other hand,
this study focuses on subjective intimacy, where
the intimacy label is assigned by the speaker.

’

2.3 Analysis of Style

The nature of styles as they appear in text has been
examined in several studies. Warriner et al. (2013)
analyzed the correlation between lexical features
of texts and emotions. Chhaya et al. (2018) inves-
tigated the correlations between formal attitudes,
frustration, and politeness in 960 emails. Dankers
et al. (2019) and Mohammad et al. (2016) studied
the interaction between figurative expressions and
emotions in texts. Brooke and Hirst (2013) con-
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Figure 1: Flow of dialog session

ducted a topic analysis of six perspectives on texts
of various genres: literary, abstract, objective, collo-
quial, concrete, and subjective. Liu and Kobayashi
(2022) constructed a corpus of Japanese honorifics
and analyzed the characteristics of Japanese hon-
orific sentences.

These studies have not analyzed the interrela-
tionship between the style and speakers’ inherent
characteristics such as intimacy. In this study, we
analyze the relationship between the use of the po-
lite or casual style in Japanese and the speaker’s
intimacy.

3 Intimacy Annotated Japanese Corpus
of Free Conversation

This section describes the construction of the cor-
pus of Japanese free conversation annotated with
the level of the speaker’s intimacy.

3.1 Dialog Session

We designed schemata for recording and annotating
the dialog corpus following Yamazaki et al. (2020).
The flow of the recording of the dialogs is shown
in Figure 1. Two subjects are asked to freely chat
about any topics. The subjects have 10 minutes
of dialog, three times. In addition, “Impression-
of-Partner Questionnaire” is administered before
each of three dialogs and after the last dialog: in
it, the subjects are asked about their impressions
of the partner. Another questionnaire called “Per-
sonality Questionnaire” to reveal the personality
of the subjects is also administered before starting
the conversation. Hereafter, we call a series of the
above procedures “dialog session.”

Nineteen Japanese students, 16 males and 3 fe-
males, participated in this recording of dialogs. The
two people conducting a dialog session were ran-
domly combined from among these subjects. One
pair of the subjects performed a dialog session only
once, but one subject participated in several ses-
sions with different partners.

3.2 Recording and Transcription of Dialog

The subjects engaged in a free chat on the on-
line conference system Webex.! The video and
audio of the dialog were recorded using Webex’s
recording function. The first author, who is a native
Japanese speaker, transcribed the utterances from
the recorded audio-visual data. The policy of the
transcription is as follows.

* Insert a period at the obvious end of a sen-
tence.

* Insert a question mark “?” instead of a period
at the end of an interrogative sentence.

* Put a comma at a pause or breather.

* Errors and self-corrections are included in the
script as they are. However, they are omitted
when they cannot be heard.

After the transcription, the dialogs were divided
into utterances by a period and a question mark.
Then, a speaker ID was assigned to each utterance.
Figure 2 shows an example of the recorded dia-
log with English translation in parentheses, where
“sub02” and “sub(09” are speaker IDs.

3.3 Impression-of-Partner Questionnaire

The Impression-of-Partner Questionnaire was ad-
ministered four times per dialog session. The sub-
jects answered the same two questions all four
times:

Q1 How deeply do you feel intimacy with your
partner at this moment?

Q2 How much do you disclose yourself to your
partner at this moment?

In Q1, the subjects evaluated the level of the in-
timacy on a five-point Likert scale (Likert, 1932)
based on the following criteria:

* To what extent do you feel your partner is your
close friend?

"https://www.webex.com/
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sub09 % &5 L £ 9 %2 (What shall we talk about?)

sub02 ZIFEH—INoTE-2TELAETE, MY —2NIZA>T%ATYH? (You mentioned
a club earlier. What club do you belong to?)

sub09 HZ. 7Y AT —ZNIZA-TT, ALT7Y MDDV, ffElTda, 'mina
futsal club, so we are friends in the sense that we both play futsal.)

sub02 RATEHLOVRABVWTTIFEESZFIZ7 Y MILDAH, T-oTWT, (I don’t know
if you remember, but sometimes I also go to the same futsal club.)

sub09  H-o., EZhSh, [MNEINTRAZZIEH S L57%, (Ah,sol feel like I have met you
somewhere.)

sub02 Z5W5 U T34, (That’sright.)

Figure 2: Example of recorded dialogs

» To what extent do you trust your partner and
open your mind?

» To what extent are you frank and comfortable
with your partner?

These criteria were proposed by the research that
investigated the scale of intimacy in social relation-
ships (Kawano et al., 2017; Sinclair and Dowdy,
2005).

In Q2, the subjects evaluated the depth of their
self-disclosure to their dialog partner, which refers
to how deeply a person conveyed information
about himself/herself to another person. Niwa and
Maruno (2010) proposed a scale of the depth of the
self-disclosure by four types of information that
a person discloses to others: (1) superficial infor-
mation about oneself, (2) one’s past experiences,
(3) one’s faults and weaknesses that are not cru-
cial, and (4) one’s negative characteristics, lack of
ability, and crucial weaknesses. We showed these
criteria to the subjects and asked them to rank the
depth of their self-closure on a five-point Likert
scale.

Administering Impression-of-Partner Question-
naire four times in a dialog session enables us to
analyze how the level of intimacy and the depth of
self-disclosure change through a dialog.

3.4 Personality Questionnaire

The Personality Questionnaire was administered,
only once, at the beginning of the dialog session.
We measured the strength of the Big 5 factors (ex-
traversion, cooperativeness, diligence, neuroticism,
and openness) (Costa and McCrae, 1992). The
Japanese version (TIPI-J) of the Ten Item Personal-
ity Inventory (TIPI) (Oshio et al., 2012), a Japanese
translation of the TIPI (Gosling et al., 2003), was
used to measure the Big 5 factors. TIPI-J consists

of ten questions; each of the two questions corre-
sponds to one of five factors. The strength of each
of the Big 5 factors was measured by asking sub-
jects to answer those questions on a 7-point Likert
scale. The final strength of each factor is deter-
mined by averaging the answers to two questions,
resulting in a value between 1 and 7 with a step of
0.5 (e.g., 3.5).

3.5 Summary of Constructed Dialog Corpus

The dialog corpus consists of multiple dialog ses-
sions. Each dialog session consists of two speaker
IDs, transcriptions of three dialogs, eight intimacy
labels (two speakers x four times), eight self-
disclosure labels (two speakers x four times), and
ten personality scores (two speakers X the five fac-
tors of the Big 5). Each transcription of a dialog
contains segmented utterances with the speaker IDs.
We call the constructed dialog corpus the “Japanese
Intimacy Dialog Corpus” or the “JID corpus” for
short. Table 1 shows its statistics.

Table 1: Statistics of Japanese Intimacy Dialog Corpus

Subject Dialog Dialog | Utterance
Session
19 18 54 6,984

Table 2: Distribution of intimacy labels

Intimacy Label | 1 2 3 4 5
Numbers 24 18 31 24 11

Table 3: Distribution of self-disclosure labels

Self-disclosure Label 1 2 3 4 5
Numbers 19 30 28 24 7
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Table 4: Results of Intimacy Estimation

window size Number of data Precision Recall F1-score

training | test | BERT | MFC | BERT | MFC | BERT | MFC
2 5,336 1,540 | 0.29 0.10 0.22 0.20 0.22 0.15
4 5,168 1,492 | 0.28 0.10 0.24 0.20 0.24 0.15
6 5,000 1,444 | 0.30 0.09 0.26 0.20 0.26 0.14
8 4,832 1,396 | 0.29 0.09 0.23 0.20 0.22 0.14
10 4,664 1,348 | 0.35 0.09 0.27 0.20 0.28 0.14
12 4,496 1,300 | 0.28 0.09 0.26 0.20 0.24 0.14

Table 2 shows the distribution of the intimacy
labels. Each label has more than ten samples, thus
the dataset is relatively balanced. Table 3 shows
the distribution of the self-disclosure labels. Figure
3 shows the distribution of the strength of the Big
5 factors.

3.6 Intimacy Estimation

The constructed JID corpus is used to train a base-
line model for identifying the level of the intimacy
that a speaker has with his/her partner. Here, the
level of the speaker’s intimacy is estimated for a
given sequence of utterances of that speaker. A
data sample for this task is a set of n consecutive
utterances of the same speaker (called “window”).
Its ground-truth label is the speaker’s answer in the
Impression-of-Partner Questionnaire before the di-
alog. Multiple samples are extracted by repeatedly
sliding the window forward by one utterance in a
dialog. The parameter n is set to 2, 4, 6, 8, 10 or

12.

We fine-tune the pre-trained Japanese BERT?
(Devlin et al., 2019). As for the hyperparameters, a
batch size is set to 4, the number of epochs to 10,
and a learning rate to 5¢ 5. The Adam optimizer
is used for training.

Table 4 shows the number of samples of train-
ing and test data used in the experiment, as well
as the macro-averages of the precision, the recall,
and the F1-score for the intimacy estimation. MFC
(Most Frequent Class) represents the method that
classifies all of the data into the most frequent inti-
macy class. The model demonstrated the best per-
formance in terms of three criteria when n = 10.
However, a definite correlation between the num-
ber of utterances n and the performance of the
intimacy estimation was not found. In addition, the
F1-score was not particularly high, indicating that

Zhttps://huggingface.co/tohoku-nlp/bert-base-japanese-
v2

113



the intimacy estimation is a challenging task.

4 Analysis of Correlation between
Intimacy and Personal characteristics

This section outlines two types of correlation analy-
sis, which are employed to investigate the relation-
ship between intimacy and personal characteristics
that have been annotated to the JID corpus. One
type of analysis examines the relationship between
the intimacy and the depth of self-disclosure (sub-
section 4.1), the other examines the relationship
between intimacy and personality (subsection 4.2).

4.1 Intimacy and Self-disclosure

It is known that there is a strong positive correlation
between intimacy and self-disclosure (Laurenceau
et al., 1998; Agustin and Ilyas, 2019; Hasbiyah
et al., 2023; Muioz, 2022). That is, the greater
the level of the intimacy experienced by a speaker,
the more personal information is conveyed to the
partner.

To verify this assumption, we measured the Pear-
son correlation coefficient between the intimacy
label and the self-disclosure label annotated in our
constructed dialog corpus. Recall that both labels
are an integer on a 5-point Likert scale. The Pear-
son correlation coefficient was 0.725, which was
considerably high. Its p-value was 2.55e 22, in-
dicating that the correlation is statistically signifi-
cant. Therefore, it can be concluded that there is a
positive interrelationship between the level of the
intimacy and the depth of the self-disclosure.

4.2 Intimacy and Personality

Several studies in the field of psychology have re-
ported that the personality of the speaker and/or
that of the partner can influence the case with
which people establish intimate relationships and
the strength of their feelings of intimacy with their
partner (Sprecher and Cate, 2004; Karney and Brad-
bury, 1995; Collins and Read, 1990). Based on this
background, we verified the hypothesis that the
personality could be one of the clues to predict a
change in the level of the intimacy through dialog.
In this study, the correlation between the person-
ality and the change in the level of the intimacy
in conversation between two strangers was investi-
gated. To this end, we analyzed only subjects who
answered the lowest level of the intimacy (score of
1) in Impression-of-Partner Questionnaire prior to
the dialog session.

The change in the level of the intimacy was mea-
sured by the difference between the intimacy labels
obtained by the first Impression-of-Partner and that
obtained by the last questionnaire in a dialog ses-
sion (we call it “intimacy change” hereafter). Be-
sides, the personality of a subject was represented
by the personality scores in our corpus, which were
the ratings of the Big 5 factors obtained by the Per-
sonality Questionnaire. Two kinds of correlation
analyses were performed. The first analysis aimed
to investigate the correlation between the intimacy
change of a speaker and his/her own personality.
This was achieved by measuring the Pearson corre-
lation coefficient between the intimacy change of
a speaker and his/her own personality score. The
second aimed to verify the correlation between the
intimacy change of a speaker and his/her partner’s
personality. This was accomplished by measur-
ing the Pearson correlation coefficient between the
intimacy change of the speaker A (or B) and the
personality score of the speaker B (or A). These
correlation analyses were performed for each of
the Big 5 factors.

Table 5 shows the results of the first and second
correlation analyses, respectively. The results indi-
cate that the personality of either oneself or one’s
partner does not significantly correlate with the
change in the intimacy level. One exception is that
“cooperativeness” factor of the partner exhibits a
weak positive correlation with the intimacy change.
The cooperative person tends to display thoughtful-
ness and dedication to others, which may lead to
an increase in intimacy with such a partner through
conversation. This result indicates the potential for
developing a dialog system in which a user can
experience friendliness and intimacy by generating
responses cooperatively.

5 Analysis of Correlation between
Intimacy and Style

This section examines the relationship between the
speaker’s intimacy and the style. Two styles are
considered: polite and casual. We build up a hy-
pothesis that speakers use the polite style when
their level of the intimacy is low and use the casual
style when they are intimate with a partner. The
proportion of utterances in the polite style, P, and
the proportion of utterances in the casual style, P,
are calculated for each set of utterances annotated
with the intimacy label 7 (¢ = 1,2, 3,4, 5) using
the JID corpus. The hypothesis is then tested by
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Table 5: Pearson correlation coefficient and p-value between intimacy change and personality. (Tp < 0.1)

. Self-personality Partner’s personality

Big 5 - -
coefficient| p-value |coefficient| p-value

extraversion —0.178 0.440 +0.304 0.180
cooperativeness | —0.076 0.742 +0.419 0.059"
diligence —0.060 0.795 +0.208 0.367
neuroticism +0.080 0.729 —0.334 0.139
openness +0.104 0.654 —0.274 0.230

verifying whether P, is low and P, is high when
the level of the intimacy is high, and vice versa.

To obtain P, and P, it is necessary to identify
the style of each utterance. Two distinct meth-
ods are utilized to achieve this objective. The first
employs style-specific words, while the second is
based on a style classifier. The succeeding sub-
sections describe the analyses based on these two
methods.

5.1 Analysis by Style-specific Words

Here, the term “style-specific word” is defined as a
word that is frequently used in the polite or casual
style. The style-specific words are obtained by the
following procedure. Let C,, and C, be corpora
that consist of sentences written in a polite and
casual style, respectively. The KeiCO corpus (Liu
and Kobayashi, 2022) is used as C),, while the
set of dialogs between acquaintances in the BTSJ
corpus (Usami, 2021) is used as C,,. The number
of sentences in C,, and C,, are 10,007 and 13,351,
respectively. Next, the sets of words specific to the
polite and causal styles, denoted as Wp,, and W,
are extracted as follows.

Wpo =
{w|w € Cpo Nw ¢ Ceq A Ripipr(w) < 50} (1)

Wca =
{wlw ¢ Cpo ANw € Ceq N Rypipe(w) < 50} (2)

That is, the set of the top 50 words with the high-
est TF-IDF, which appear only in Cp, (or C¢,), is
defined as W), (or W,,). It should be noted that
Rir.or 1s the rank of the TF-IDF of the word w, as-
suming that the entire C), and C,, are two virtual
documents.

When a word in W), or W, appears in an ut-
terance, the utterance is assumed to be in a polite
style or casual style.3 Then, P,, and P, are calcu-
lated for each subset of utterances that have been

3When both words in Wpo and W, occur in an utterance,
its style is classified as “unknown”.

annotated with different levels of the intimacy. The
results are shown in Table 6.

Table 6: Results of Analysis by Style-specific Words (*
p < 0.05, ** p < 0.01)

Intimacy Ppo P P., P
1 0.066 — 0.367 270 **
2 0.057 0.312 0.422 0.001 **
3 0.044 0.046 * | 0.445 0.039 *
4 0.039 0.001 ** | 0.470 0.099
5 0.032 0.005 ** | 0.550 —

When the level of the intimacy is high, P, tends
to be small and P, tends to be large. Thus, it
can be argued that the speaker selects a casual style
when he/she perceives a sense of closeness with the
partner, and a more polite style when the intimacy
level is lower. The Welch’s t-test is used to verify
whether there is a statistically significant difference
in P, between the lowest intimacy level (1) and the
other levels, and P., between the highest intimacy
level (5) and the others. The p-values are shown in
the “p” column of Table 6. The notable differences
are found in both P, and P,.

5.2 Analysis by Style Classifier

First, the classifier that determines whether the
style of utterance is polite or casual is trained us-
ing C), and C, as training data. GPT-2 (Radford
et al., 2019) is chosen as the classification model.
The GPT-2 model*, which has been pre-trained on
a Japanese dialog dataset, is then fine-tuned using
9,957 polite utterances in C,, and 13,301 casual
utterances in C,, (23,248 in total). The batch size
is set to 4, the training epoch to 20, and the learn-
ing rate to 5e ~%. The Adam optimizer is used for
the fine-tuning of GPT-2. The performance of the
trained model is evaluated using test data consist-
ing of 50 utterances in Cj,, and 50 utterances in

*https://huggingface.co/rinna/japanese-gpt2-medium
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Crcq, which are mutually exclusive from the train-
ing data. The accuracy of the style classification is
64%.

The style of each utterance in the JID corpus is
identified by the trained style classifier, then P,
and F,, are calculated for each group of utterances
with different levels of the intimacy. Table 7 shows
Py, and P, as well as p-values of Welch’s t-test.

Table 7: Results of Analysis by Style Classifier

Intimacy Ppo p P, p
1 0.930 — 0.070 0.818
2 0.924 0.60 | 0.078 0.755
3 0941 030 | 0.059 0.319
4 0.932 0.88 | 0.068 0.704
5 0926 0.75 | 0.073 —

No clear correlation is observed between the
level of the intimacy and the style of utterances.
Furthermore, no significant difference is identified
by Welch’s t-test. One possible reason may be that
utterances are not precisely labeled with the style
tags due to the relatively low performance (64%
accuracy) of the style classifier.

An additional analysis is carried out by using
only reliable utterances. Specifically, the style of
an utterance is determined only when the predic-
tion probability of the model is 0.7 or higher. The
performance of the style classifier is sufficiently
high for these reliable cases. The accuracy is §9%,
and the precision for the polite and casual classes is
100% and 67%, respectively. However, the style of
only 7% (478/6984) of all utterances can be identi-
fied. Since the number of utterances available for
analysis is small, we introduce three coarse-grained
intimacy class: Not-intimate (intimacy label of 1),
Low-intimacy (2 or 3), and High-intimacy (4 or
5). Then P, and P, are measured for each of the
three intimacy classes. The results are shown in
Table 8.

Table 8: Results of Analysis Using Reliable Utterances
(*p < 0.05)

Intimacy | P, P P, P
Not 0.657 — 0.343  0.069
Low | 0.580 0.342 0.388 0.217
High | 0.520 0.028 * | 0.467 —

A similar tendency is found in Table 6 and 8§, i.e.,
the polite style is used more often when the level

of the intimacy is low and the casual style is more
preferred when the level of the intimacy is high.
This supports our hypothesis. As for Welch’s t-test,
only the difference of P, between the Not-intimate
and High-intimacy is statistically significant.

6 Conclusion

In this study, we constructed the Japanese dialog
corpus that compiled the transcription of about
7,000 utterances from 54 dialogs. The corpus was
annotated with some information about the speak-
ers: the level of the intimacy with the partner, the
depth of the self-disclosure, and the personality.
The intimacy and self-disclosure labels were given
four times per dialog session, which enabled us
to observe their change over the course of a dia-
log. Furthermore, using the constructed corpus, we
examined the correlation between the speaker’s inti-
macy and self-disclosure/personality and found the
significant correlation between the level of the inti-
macy and the depth of the self-disclosure. We also
investigated the relationship between the speaker’s
intimacy and the use of polite and casual styles.
The results indicated that speakers tended to use
the polite style when the level of the intimacy was
low and the casual style when it was high.

In the future, we will develop a response genera-
tion model that can adapt the polite and casual style
according to the user’s level of intimacy with the
dialog system. This will allow a dialogue system
to achieve human-like control of a style. In the
development of such a response generation model,
it is essential that the performance of the intimacy
estimation is sufficiently high. The findings of this
study indicate that there is a significant potential
for enhancing the accuracy of intimacy estimation.
Therefore, we will investigate methods to improve
the performance of the intimacy estimation model.
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Abstract

Recent advancements in large language mod-
els (LLMs) have demonstrated their capacity to
produce coherent scientific text, often indistin-
guishable from human-authored content. How-
ever, this raises significant concerns regarding
the potential misuse of such techniques, posing
threats to research advancement across various
domains. In this study, we focus on nuanced
detection of machine-generated scientific text
and build a new multi-domain dataset for this
task. Instead of treating the detection as bi-
nary classification task, as in previous work,
we additionally consider the classification of
diverse practical usages of LLMs, including
paraphrasing, summarization, and title-based
generation. Additionally, we introduce a novel
baseline model integrating contrastive learn-
ing, encouraging the model to discern similar
text more effectively. Experimental results un-
derscore the efficacy of our proposed method
compared to prior baselines, supplemented by
an analysis of domain generalization conducted
on our dataset.

1 Introduction

Language models, particularly large language mod-
els, have brought significant advancements to var-
ious tasks. These models typically undergo pre-
training on extensive text corpora, endowing them
with unprecedented accuracy in predicting the next
token given some context (Ge et al., 2023a). Based
on them, LM-powered writing tools have gained
widespread adoption and substantial interest. No-
tably in the scientific domain, advanced LMs ex-
hibit remarkable proficiency in generating scientifi-
cally fluent text (Transformer et al., 2022), and have
proven useful in various associated tasks such as
scientific document summarization (Cachola et al.,
2020; Meng et al., 2021), citation text generation
(Xing et al., 2020; Ge et al., 2021), keyphrase ex-
traction (Kontoulis et al., 2021; Glazkova and Mo-
rozov, 2023), and peer review synthesis (Wang

et al., 2020; Yuan et al., 2022). Nonetheless, con-
cerns regarding the misuse of these tools have been
raised (Cabanac et al., 2021), underscoring the crit-
ical importance of detecting machine-generated
scientific text to mitigate the proliferation of coun-
terfeit scientific publications and citations (Else,
2021).

Various endeavors have been undertaken to pro-
mote the automatic detection of machine-generated
scientific text. Conventionally, prior research has
framed this task as binary classification, wherein
models are trained to predict whether scientific
texts are "fake" (likely generated) or "real," i.e.,
human-authored (Kashnitsky et al., 2022). Further-
more, previous study demonstrates that distinguish-
ing the specific technologies employed in generat-
ing scientific text can enhance robustness against
domain shifts, thereby suggesting a promising di-
rection for further research in this domain (Rosati,
2022).

Drawing from the above inspiration, this paper
delves into the multi-class classification for the
nuanced detection of machine-generated scientific
text. Specifically, we construct a new dataset by
prompting ChatGPT to generate paper abstracts
through various practical usages, covering para-
phrasing, summarization, and generation from pa-
per titles. Notably, each paper in our dataset is an-
notated with a domain label, facilitating exploration
into domain generalization or adaptation. Addition-
ally, we introduce a novel baseline model leverag-
ing contrastive learning to encourage discernment
between similar paper abstracts with differing la-
bels. Comparative analysis against prior baseline
models on our dataset underscores the superiority
of our proposed baseline, and we also show per-
forming domain generalization on our dataset.

Our contributions are delineated as follows:

* To the best of our knowledge, we present the
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first publicly available dataset', spanning di-
verse fields of study, for nuanced multi-class
detection of machine-generated scientific text.

* We introduce a new baseline model based on
contrastive learning to encourage the model
to distinguish similar scientific texts.

* Through experiments, we empirically demon-
strate the superior effectiveness of our ap-
proach compared to previous baselines, and
show domain generalization on our dataset.

2 Related Work

Most previous studies on understanding machine-
generated text have approached it as a binary clas-
sification task, where the model must differentiate
between text that is entirely human-written and text
generated by a machine (Dugan et al., 2023). De-
spite advancements in detecting machine-generated
texts, datasets specifically for scientific literature re-
main scarce. For instance, a previous study (Kash-
nitsky et al., 2022) curated a dataset containing
summarized, and paraphrased paper abstracts and
excerpts, alongside text generated by LLMs like
GPT-3 (Brown et al., 2020). However, this dataset
is limited in size and lacks coverage across diverse
scientific fields. Another research (Liyanage et al.,
2022) proposed an alternative strategy, generating
papers using GPT-2 (Radford et al., 2019) and
Arxiv-NLP4. This dataset, while larger, still fo-
cuses mainly on text generation and lacks sufficient
annotations for more nuanced tasks. Additionally,
another benchmark dataset (Mosca et al., 2023)
was compiled, containing both human-written and
machine-generated scientific papers from various
LLMs including GPT-2 (Radford et al., 2019), GPT-
3 (Brown et al., 2020), ChatGPT (OpenAl, 2022),
and Galactica (Taylor et al., 2022). However, these
datasets are predominantly designed towards bi-
nary classification, overlooking the different prac-
tical approaches employed in generating scientific
texts, such as paraphrasing or summarization. Such
a nuanced detection has been shown to enhance
detector robustness against domain shifts (Rosati,
2022). Furthermore, the absence of field-of-study
labels in these datasets restricts their application
in domain generalization research, a critical aspect
for robust scientific text detection across various
domains.

'Our code and dataset are made public at: https://
github.com/SeanZh30/ScientificText_Detection.

The detection of automatically generated scien-
tific texts represents an emerging subfield of re-
search with limited extant literature. Tradition-
ally, approaches have relied on hand-crafted fea-
tures (Amancio, 2015; Williams and Giles, 2015),
grammar-based detectors (Cabanac and Labbé,
2021), and nearest neighbor classifiers (Nguyen
and Labbé, 2016) to address this challenge. How-
ever, with the advent of large language models,
recent studies have demonstrated promising out-
comes in detection leveraging pre-trained models
such as SciBERT (Beltagy et al., 2019) and other
variants (Glazkova and Glazkov, 2022; Liyanage
et al., 2022; Mosca et al., 2023).

Current research trends indicate that improving
the robustness of detection models against domain
shifts with diverse data generation techniques and
richer annotations is important. Moreover, ad-
dressing the limited diversity and scope of existing
datasets, particularly in terms of scientific fields
and generation techniques, will be vital for advanc-
ing the detection of machine-generated scientific
texts. Future work should prioritize the creation
of well-annotated, cross-disciplinary datasets that
encompass a variety of text generation methods to
improve model generalization ability and applica-
bility across domains.

3 Dataset

Motivated by prior research, we build our dataset
according to the following principles:

* We focus on the abstracts of academic papers
and employ a widely utilized LLM, i.e., Chat-
GPT 2, for the generation of scientific text.

* We consider diverse practical usages of the
LLM in scientific text generation, categorizing
instances into nuanced labels for multi-class
classification based on generation methods.

e Each data instance is annotated with a field-
of-study label, enabling analysis pertinent to
the domains of scientific texts.

3.1 Data Preparation

We first collect scientific papers from Semantic
Scholar Open Research Corpus (S20RC) (Lo et al.,
2019), which is currently the largest collection of
machine-readable academic text dataset and covers
multiple domains. We randomly sample papers

2We use gpt-3.5-turbo specifically
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Figure 1: Overview of our dataset construction pipeline.

from the raw S20RC and further clean the sampled
data by removing the noisy samples that satisfy any
of the following criteria:

 Data lacking field-of-study labels annotated
by S20RC.

» Data that miss titles, abstracts, or any textual
component.

 Abstracts containing fewer than 50 words.

¢ Data with text encoded rather than in standard
text format.

* Non-English data.

Finally, we retain data from the popular fields of
Medicine, Computer Science, Physics, Engineering,
and Biology. These data are further be sampled for
different generation approaches to obtain machine-
generated scientific texts.

3.2 Fake Abstract Generation

Previous research on Al-generated text datasets
has often relied on translators, moderately sized
language generation models (e.g., distilGPT-2 and
GPT-2), or models specifically designed to generate
scientific or nonsensical texts (e.g., GPT-2-arxiv,
SClIgen) (Rosati, 2022). However, in real-world
applications, text generation is increasingly domi-
nated by LLMs used at the application level. There-
fore, this article focuses on exploring the use of
ChatGPT, a more practical LLM widely employed
in real-world applications.

We utilize ChatGPT to generate synthetic ab-
stracts, employing various generation approaches
designed to closely simulate real-world scenarios:

* Abstract Paraphrase (Kashnitsky et al.,
2022): This approach entails providing a
human-written abstract as a prompt, prompt-
ing the LLM to paraphrase it while preserving
the academic style. The resulting paraphrased
abstracts are categorized as paraphrase.

 Introduction Summarization (Cachola et al.,
2020; Meng et al., 2021; Ge et al., 2023b):
We use the LLM to produce a formal and aca-
demic abstract based on the provided introduc-
tion section of a scientific paper. Introduction
sections exceeding length constraints are trun-
cated. The resultant abstracts are labeled as
summarization.

* Title-Based Abstract Generation (Wang
et al., 2019; Mosca et al., 2023): Inspired by
prior research leveraging paper titles to gen-
erate paper abstracts, we prompt the LLM to
generate abstracts based solely on provided
paper titles. Correspondingly, the produced
abstracts are categorized as generation.

3.3 Prompt Design

Prompting is the main tool for interacting with
large language models and can be used to inform
the model of task instructions (Brown et al., 2020).
Meanwhile, it has been widely used in assisting
scientific writing, and so we design the prompts
based on different practical usages introduced in
Section 3.2. Specifically, we take a part of the
original human-written texts as partial input and in-
struct LLM to complete abstract generation. In this
section, we present the prompt templates used for
querying ChatGPT. Each approach corresponds to
a specific method of generating synthetic abstracts
based on human-written scientific articles.
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Abstract Paraphrase We use a prompt designed
to rephrase the original abstract while preserving
its core topics and structure. The source document
here is the original human-written abstract.

Read the abstract of the research paper provided
below. Paraphrase the abstract into a single
paragraph, maintaining a formal and academic
tone. The abstract is as follows:

{source document}

Introduction Summarization This type of
prompt is designed to condense the full article
into a shorter abstract, focusing on the essential
elements of the research. Since the input source
document will be the full text, the input text will
be truncated at the maximum input tokens.

Read the introduction and the full text of this
research paper. Summarize the paper and write an
abstract in one paragraph and in a formal and
academic style. Do not include any prefixes and
only keep the text of the abstract. Here is the full
text:

{source document}

Title-Based Abstract Generation We use a
prompt that generates an abstract based solely on
the provided article title, simulating how an abstract
might be constructed from key points inferred from
the title alone. The source document used for input
only contains human-written titles.

Write an abstract in one paragraph and in a formal
and academic style according to this title. Do not
include any prefix and only keep the text of the
abstract. Here is the title:

{source document}

3.4 Dataset Construction and Statistics

We combine all machine-generated scientific ab-
stracts with the remaining human-written abstracts
to form our dataset. We also perform a process-
ing step for the machine-generated text. The un-
derlying reason is that ChatGPT tends to exhibit
specific patterns or flaws when generating text. For
instance, even when explicitly instructed in the
prompt to exclude prefixes, such as "Do not gen-
erate any prefixes in the response, only include
the generated abstract," some outputs still contain
prefixes like "Abstract:" or "Abstract: \n". We pre-
process the input data by removing these prefixes,
ensuring the subsequent predictions are closer to
real-world scenarios. We finally perform the train-
test split and provide the statistics of our dataset in
Table 1.

Train Test  Validation

Avg num. of words 169.39 168.58  167.85
Min num. of words 50 50 50
Max num. of words 8574 2107 1425
Avg num. of sentences  5.93 5.88 5.87
Min num. of sentences 2 2 2
Max num. of sentences 387 60 122
Num. of instances 39,706 5,200 5,200

Statistics

Table 1: Dataset statistics

The domain distribution whose proportion ex-
ceeds 0.6%. is shown in 2 and more detailed
in Appendix Sec. A. The composition covers a
range of scientific disciplines. Notably, the major
components such as Medicine, Computer Science,
Physics, Engineering, and Biology each contain
more than 8,000 instances. Importantly, we ensure
non-overlap among the source papers; for instance,
a paper for paraphrasing cannot be chosen for sum-
marization during the generation process.

3.5 Data Generation Example

We show one example generated via abstract para-
phrase in Table 2 and provide additional examples
generated by other approach in Appendix Sec. B.
The input is used as source document in prompt
mentioned in Section 3.3.

4 Method

In this section, we describe the methodology in our
study for distinguishing between human-written
and machine-generated texts. We utilize advanced
pre-trained baseline models such as SCiBERT (Belt-
agy et al., 2019), RoBERTa (Liu et al., 2019), and

122



Input:

Abstract: Towards building intelligent dialogue agents, there has been a growing interest in introducing
explicit personas in generation models. However, with limited persona-based dialogue data at hand, it
may be difficult to train a dialogue generation model well. We point out that the data challenges of this
generation task lie in two aspects: first, it is expensive to scale up current persona-based dialogue datasets;
second, each data sample in this task is more complex to learn with than conventional dialogue data.
To alleviate the above data issues, we propose a data manipulation method, which is model-agnostic to
be packed with any persona-based dialogue generation model to improve its performance. The original
training samples will first be distilled and thus expected to be fitted more easily. Next, we show various
effective ways that can diversify such easier distilled data. A given base model will then be trained
via the constructed data curricula, i.e. first on augmented distilled samples and then on original ones.
Experiments illustrate the superiority of our method with two strong base dialogue models (Transformer
encoder-decoder and GPT2).

Output:

Abstract: In the pursuit of developing intelligent dialogue agents, a notable trend has emerged emphasizing
the incorporation of explicit personas within generation models. However, the scarcity of persona-
driven dialogue data poses a significant challenge to effectively training dialogue generation models.
This challenge is underscored by two primary factors: the expense associated with expanding current
persona-centric dialogue datasets and the heightened complexity of individual data samples compared to
conventional dialogue datasets. To address these data-related hurdles, we introduce a model-agnostic data
manipulation technique designed to enhance the performance of persona-based dialogue generation models.
By initially distilling the original training samples to facilitate easier fitting, followed by implementing
diversification strategies to enhance the distilled data, our approach aims to optimize the learning process.
Through a structured training regimen involving augmented distilled samples followed by original ones,
we demonstrate the effectiveness of our method using established base dialogue models such as the
Transformer encoder-decoder and GPT?2 in empirical experiments.

Table 2: An example of a generated instance via abstract paraphrase.

DeBERTa (He et al., 2020), known for their effi-
cacy and accuracy in similar classification tasks.
Additionally, we incorporate contrastive learning
(Radford et al., 2021; Yang et al., 2023; Bo et al.,
2024) to enhance our model’s performance, focus-
ing on refining representations to better identify
textual differences.

. 4.1 Backbone Models
Chemistry .

Prior studies have demonstrated significant success
in binary classification for this task through the fine-
tuning of various BERT-related pre-trained models
(Kashnitsky et al., 2022; Rosati, 2022; Mosca et al.,
2023), including SciBERT (Beltagy et al., 2019),
RoBERTa (Liu et al., 2019), and DeBERTa (He
et al., 2020). Thus, we employ these models as the
backbone encoders to encode input texts, denoted
as fenc(+). Subsequently, the final hidden state cor-
responding to the special token [CLS] serves as the
aggregated sequence representation for an input
text z;, denoted as h; = fenc(;). Following stan-
dard practice, we augment this representation with

Medicine

Figure 2: Representative domains of dataset.
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an MLP for multi-class classification, employing
the cross-entropy function to compute the loss:

;i = softmax(MLP(h;))
Los = Z CrossEntrOPY(@z‘> yz‘),

7

where j; is the prediction and y; is the target label.

4.2 Contrastive Learning

Given the widespread adoption of contrastive learn-
ing across various domains and tasks for proficient
representation learning (Yang et al., 2023), we in-
corporate it into our classifier to enhance the dis-
crimination between human-written and machine-
generated text. Our objective is to group similar
texts with the same label while segregating those
with differing labels. Specifically, for a given text
xi, we identify its positive sample, denoted as a:;r
as those share the same target label and exhibit sim-
ilarity to ;. Conversely, the negative sample z; is
recognized as similar texts to x; but bears a differ-
ent target label. We calculate text similarity using
cosine similarity between the tf-idf representations
of texts. Subsequently, drawing from (Chopra et al.,
2005), we augment our model with an additional
contrastive learning loss, defined as follows:

‘Ccon :Z ||fenc(l'i) - fenc(l‘:r)ng

+ max(0, € — || fenc(zi) — fenC(x;)||%)’

where € is the margin set to separate negative sam-
ples and is set to 0.1.
Finally, the objective function is defined as:

ﬁ — ﬁc]s + - £COH7

where « is the hyperparameter to balance the two
losses, and we set it to 0.5.

5 Experiments

To address the key challenges in detecting machine-
generated scientific text and explore the quality of
our dataset, we bring up three research questions:

Q1: Performance and Contrastive Learning.
Does the baseline model show relatively high-
quality performance on our dataset and does the
integration of contrastive learning enhance the de-
tection capabilities of baseline models?

Q2: Nuanced Dataset Classification. What
is the significance of nuanced classification of
datasets in identifying real-world scenarios for
machine-generated scientific text?

Model Performance
Accuracy (%) F1 (%)
Baseline Models
SCiBERTslz 96.98 96.93
SciBERT 56 96.31 96.24
SciBERT 25 96.03 96.10
RoBERTa 95.78 95.81
DeBERTa 96.97 97.02
Contrastive Models
SciBERTSs;> + contrastive 97.60 97.58
RoBERTa + contrastive 96.50 97.01
DeBERTa + contrastive 97.01 97.38

Table 3: Comparison of baseline and contrastive
models on the dataset.

Q3: Domain Generalization. Can the models
have a well performance on generalizing across
different scientific domains on our dataset?

For those three research questions, we design
our experiments to evaluate the performance of
fine-tuned baseline models in detecting machine-
generated scientific text and to explore the effect
of contrastive learning and the impact of different
input lengths on model accuracy.

5.1 Implementation Details

We follow one previous work (Glazkova and
Glazkov, 2022) to use pre-trained models from
HuggingFace (Wolf et al., 2020) and adopt their
configurations. Specifically, we fine-tune SciBERT,
RoBERTa, and DeBERTa on our dataset for three
epochs. To maintain consistency across experi-
ments, we set the maximum sequence length of
input for all models to 512. Additionally, we vary
the input length for SciBERT to 128 and 256 for
testing purposes. Each model input will automati-
cally read tokens within the length limit. As for the
hyperparameters, we set the learning rate at 2e-5,
AdamW as the optimizer, and 16 as the batch size.
The mode of the three classifications is taken as a
final output.

5.2 Q1: Performance and Contrastive
Learning

We evaluate model performance using accuracy
and Macro F1 as metrics, shown in Table 3. Our
findings indicate that integrating contrastive learn-
ing enhances the performance of all baseline mod-
els, underscoring the effectiveness of our proposed
approach in fostering effective discrimination of
similar scientific texts. We attribute this improve-
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Step 2: Contrastive Learning Integration
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Figure 3: Overview framework of experiment.

ment to contrastive learning’s property that can
encourage the model to focus on subtle differences
between similar texts, which in turn improves its
ability to distinguish borderline cases. Moreover,
the discrepancies among these pre-trained mod-
els are marginal, aligning with previous research
findings (Glazkova and Glazkov, 2022). Addition-
ally, we investigate the impact of input length on
SciBERT, observing that increasing input length
enhances both prediction accuracy and F1 score,
demonstrating longer input sequences allow the
model to capture more context, which is particu-
larly important for distinguishing between nuanced
variations in scientific articles.

5.3 Q2: Nuanced Dataset Classification

Examining the confusion matrix for SciBERT5;,
with contrastive learning, as depicted in Figure 4,
we observe high accuracy in discerning between
human-written and machine-generated data. This
could be attributed to ChatGPT adhering to consis-
tent language patterns when generating synthetic
scientific text. These patterns, minimally influ-
enced by variations in the usage of LLM, enable the
model to identify the differences that distinguish
human-authored articles from machine-generated
texts. Nevertheless, some degree of imprecision
persists in classifying synthetic article abstracts,
indicating potential areas for future improvement.
Further analysis of the confusion matrix reveals
the importance of nuanced classifications, particu-

larly in some real-world scenarios where the defini-
tion of a "fake article" varies. Some may consider
machine-assisted writing also as "valid articles".
For example, in certain situations, paraphrasing or
summarizing articles might be permissible. These
differing classifications can affect how well models
distinguish between genuine and synthetic scien-
tific content.

1200

generation 2 6 1
1000
w
< paraphrase 6 1 24 800
Q
©
-
[ -600
]
= summarization 1 29 13
-400
human-written 2 14 6 -200
Q < RN Q>
N (b" © ¥
< & N &
S @ & K
S Q’b ((\(Q é"b
N N
S AN

Predicted Labels

Figure 4: Confusion matrix for SciBERTs;, with
contrastive learning.

5.4 Q3: Domain Generalization

We test domain generalization using SciBERTs1,
by leaving out one domain for testing each time
and training the model on the remaining domains.
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Training Domain Test Domain Accuracy (%) F1 (%)

Bio, Eng, Med, Phy CS 96.21 96.19
CS, Eng, Med, Phy Bio 94.85 94.75
Bio, CS, Eng, Med Phy 97.38 97.33
Bio, CS, Med, Phy Eng 96.49 96.52
Bio, CS, Eng, Phy Med 93.68 93.73

Table 4: Domain generalization results of SciBERTs,

As the results shown in Table 4, it is evident that
the highest performance was achieved when train-
ing on the dataset excluded Physics data and testing
on it, achieving an accuracy of 97.38% and an F1
score of 97.33%. Conversely, the performance in
the Medicine domain was least impressive, with
accuracy and F1 values at 93.68% and 93.73%, re-
spectively. These results indicate that academic
articles from various disciplines have a significant
impact on text detection capabilities, highlighting
the importance of including the labels of academic
fields for studying domain generalization.

One possible explanation for the robust perfor-
mance on the Physics domain, despite the exclu-
sion of its data during training, could be attributed
to the similarities in structural and linguistic be-
tween Physics and training domains, particularly
those in the natural sciences. The model may have
learned features which is easier to generalize on the
training domain. On the other hand, the lower per-
formance in the Medicine domain indicates that the
model struggles more with texts that exhibit higher
variability in structure and terminology, pointing to
domain-specific challenges. This suggests that fu-
ture work could focus on a deeper analysis across
more fields and on enhancing the robustness of
machine-generated text detection.

6 Discussion on ethical and societal
implications

The objective of our work is to promote a more
nuanced classification of machine-generated scien-
tific texts. However, it is worth to mentioning that
we do not condemn or oppose the use of machine
learning, particularly the utilize of Large Language
Models (LLMs) on scientific articles. In contrast,
we recognize the immense potential and benefits
that these machine learning technologies bring to
various fields, including scientific research, com-
munication, and education. One of our concerns
and point we against is the potential for these LLMs
to produce misleading or fraudulent scientific pa-
pers, which can undermine the integrity of aca-

demic research (Zhang et al., 2023). However, a
more nuanced categorization would enhance the
practical meaning of the task. In certain instances,
machine-assisted paraphrasing or summarization
of non-plagiarized content is legally valid or even
practical, provided it does not introduce additional
information or alter the semantics.

Addressing the ethical and societal implications
of LLMs is a collective responsibility that extends
beyond the research community. We believe that
our work can contribute to the advancement of text
detection methodologies and the development of
effective strategies, thereby enhancing the reliabil-
ity and credibility of scientific papers. Besides,
we expect our study can contribute to the responsi-
ble advancement of machine learning technologies,
ensuring their positive impact on society.

7 Conclusion

This study focuses on nuanced multi-class detec-
tion of machine-generated scientific texts, aiming
to bridge the gap in current works, which predomi-
nantly prioritize binary classification. To achieve
this goal, we build a dataset to simulate diverse text
generation methods using LLMs, with the field-
of-study label for each scientific text. Experimen-
tal findings show that the inclusion of contrastive
learning improves the model’s discriminative ca-
pacity, which beats previous baselines. Further-
more, the analysis on domain generalization un-
derscores varying levels of generalization across
different scientific domains, signaling a need for
future efforts to enhance detection robustness.

8 Limitations

Although this study proposes a more reasonable
approach to simulating machine-generated text in
real-world scenarios, there are still some limita-
tions. In the real world, the use of large language
models to generate scientific articles can be more
complex. For instance, when paraphrasing scien-
tific articles, many users may choose only specific
sentences instead of the entire scientific paper as a
prompt. They might replace some sentences in the
original article with the generated sentences. They
might also manually adjust the output to ensure
consistency with the paper’s original title or key ar-
guments. Some users even use more than one large
language model to assist their work on writing or
revising text.

In addition, there are certain limitations in the
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prompt design used in this study. In real-world sce-
narios, users often customize prompts to fit their
specific needs, which can vary greatly depending
on the context. This flexibility is crucial in appli-
cations where the generated scientific text needs to
serve specific functions, especially in some profes-
sional settings.
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A Dataset Detailed Domain Distribution

The academic disciplines distribution of our dataset
is given in Figure 5. The distribution here is
roughly similar to the original domain distribution
of S20RC.
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Medicine -
Computer Science -
Physics -
Engineering -
Biology -
Environmental Science 5.7%
Materials Science - 2.9%
Mathematics 2.7%
Chemistry - 17%
Psychology-  14%
Education 13%
Business 13%
Linguistics 1 0.7%
Economics - 0.6%

Sociology 1 06%

22.4%

Figure 5: Disciplines distribution.

B Example Data Instances

In the subsequent subsections, we present exam-
ples of the fake abstract generation methods de-
scribed in Section 3.2. The inputs are from the
original human-written papers, and the output are
the responses generated by ChatGPT using the cor-

responding prompts.
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B.1 Title-Based Abstract Generation
Input:

Title: Influence of NIR Laser and Alternating Magnetic Field on Core-Shell Nanoparticles for Cell Lines
Treatment

Output:

Abstract: This study investigates the influence of near-infrared (NIR) laser and alternating magnetic
field on core-shell nanoparticles specifically designed for the treatment of cell lines. The interactions
between the nanoparticles and the external stimuli hold significant promise for enhancing the efficacy of
cell-based therapies. The effects of the combined NIR laser and alternating magnetic field on the core-shell
nanoparticles are examined in terms of their potential to improve targeted cellular treatment and therapeutic
outcomes. This research contributes to advancing the understanding of utilizing nanotechnology-based
approaches in cell line treatments, paving the way for innovative strategies in biomedicine.

B.2 Introduction Summarization

Input:

Full text: Object detection consists of several subtasks such as face recognition, pedestrian detection,
skeleton detection, etc., and has use cases such as surveillance systems, autonomous cars, etc. [1] [2].
There are two types of approaches to object detection in images: one based on two-stage detectors and the
other based on one-stage detectors. One-step object detection algorithms work by immediately detecting
objects on a sample of possible locations such as Fast R-CNN [3], R-CNN [4], Faster R-CNN [5], etc.
Two-step object detection algorithms will first propose a set of regions of interest and then rank the
relevant regions such as SSD [6], YOLO [7], CenterNet [8], etc.

In future work, we will study the algorithms and models that are effective for the classification of satellite
images, and we will try to make an implementation of the most efficient model for the detection and
classification of images, especially satellite images. This work provides a contribution to computer
scientists and data scientists to help them choose between the different existing models and algorithms,
according to their needs and the criteria that matter most to them. The aim of this study is to help the user
to make the decision to choose the most efficient model for his project.

Output:

Abstract: This paper presents a comparative study of object detection algorithms in images based on the
Weighted Scoring Model (WSM). The study analyzes various criteria such as Average Accuracy (AP),
Detection time (FPS), Real-time capability, Number of stages, and Simple network structure to compare
popular models like YOLO, Fast R-CNN, Faster R-CNN, R-FCN, Mask R-CNN, CenterNet, CornerNet,
RetinaNet, and FCOS, among others. By assigning weights to each criterion and calculating final scores
for the models, the study utilizes a spider graph representation to identify the best detection model. The
results suggest that YOLO v2 stands out with high accuracy and fast processing speed, making it suitable
for real-time applications, compared to other models that may exhibit lower accuracy or slower speed.
The study emphasizes the importance of using multi-criteria decision analysis methods like WSM in
evaluating object detection algorithms and provides valuable insights for researchers and practitioners in
the field.
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Abstract

With the rise of the Internet, online reviews
have become crucial for consumer
purchase decisions, as they often contain
valuable insights into user experiences.
Despite the abundance of user-generated
data on social media and other platforms, it
remains largely underutilized. This study
enhances sentiment analysis of online hotel
reviews by employing Pre-trained
Language Models (PLMs) such as BERT,
RoBERTa, and  AIBERT, which
significantly outperform traditional
methods in capturing textual nuances. Our
comparative analysis shows that RoOBERTa
excels, achieving the highest ROC AUC of
0.8717 and AUPRC of 0.7895 for
predicting travel types and an AUC of
0.9218 with an AUPRC of 0.6521 for
sentiment analysis. Results highlight varied
sentiment expressions among different
traveler types, with business travelers
typically more critical. These insights
contribute to academic research and
empower hotel managers to tailor services
and improve guest experiences based on
detailed feedback from customer reviews.

1 Introduction

Since the invention of the Internet, the sharp
increase of online platforms such as TripAdvisor
and Booking.com has revolutionized the landscape
of consumer feedback in the hospitality industry.
These platforms offer media for users to share their
subjective opinions, recommendations, and ratings
on their accommodation experiences. This
tendency profoundly impacts hotels' reputational
dynamics and managerial strategies (Abrahams et
al., 2015). TripAdvisor, the largest travel platform
(Yu, et al., 2017) alone, amasses over 600 million
reviews and opinions, highlighting its prominent
role in shaping consumer behavior and business

Department of Information Technology and Decision Science, University of North Texas, USA

strategies. Whereas such democratization of
customer feedback allowed consumers to gather
information efficiently, this trend simultaneously
introduces complex analytical challenges due to
the nuanced sentiments embedded in hotel guests'
rich, multifaceted data. Traditional sentiment
analysis methodologies often fall short when
addressing the multiaxial and contextually rich data
that modern hotel reviews represent. These
methodologies typically simplify sentiments into
binary positive and negative dichotomies, which
are insufficient for capturing the subtleties required
in the hospitality context (De Pelsmacker et al.,
2018; Gavilan et al., 2018; Hernandez-Ortega,
2018).

To address this challenge, this research leverages
recent advancements in artificial intelligence,
specifically deep learning technologies. These
technologies have introduced intricate models of Pre-
trained Language Models (PLMs) — BERT, RoBERTa,
and AIBERT — which demonstrate an enhanced
capacity for understanding and processing human
language. These models utilize extensive pre-trained
contextual embeddings, allowing deeper and more
accurate classification of textual data based on
sentiment and thematic depth. This marks a significant
improvement over earlier models, such as TextCNN
and LSTM-ATT, which capture local features and
sequential information but lack the depth provided by
PLMs (Zhao et al., 2019). PLMs are theorized to
enhance the analysis of hotel reviews through a multi-
dimensional approach. The goal is to create an
advanced analytical model that predicts overall
sentiment and delves into the complex aspects of
service quality, cleanliness, location, and value. These
factors are crucial for shaping business strategies and
improving customer satisfaction in the hospitality
industry, demanding the sophisticated use of BERT,
RoBERTa, and AIBERT to transform customer
feedback management and elevate both guest
experiences and operational efficiencies (Eivind et al.,
2012; Filieri et al., 2015; Jin et al., 2017; Schuckert et
al., 2015). The performance of PLM frameworks will
be evaluated against traditional machine learning
methods such as Naive Bayes, Random Forest, and

XGBoost, as well as other neural networks such as
LSTM-ATT, MLP, and TextCNN. This comparison
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aims to establish benchmarks for their real-world
effectiveness. Additionally, the project will develop a
comprehensive strategy for integrating insights from

PLM analysis into practical hotel management practices.

It will also rigorously assess the impacts of these
advanced PLM applications on hotel management
decision-making processes, focusing on customer
satisfaction and overall business performance.

This research employs advanced natural language
processing (NLP) techniques to enhance the
comprehension of customer sentiments, thereby
providing hotel managers with data-driven strategies to
improve service quality. The expected outcomes of this
study are poised for managing customer feedback in the
hospitality industry through the implementation of
progressive PLM  technology. This approach
contributes significantly to both academic research and
practical  applications by enabling industry
professionals to leverage big data and analytical tools
effectively to optimize service delivery and customer
satisfaction.

2 Related Work

2.1 Online Reviews and Ratings in the
Hospitality Sector

The significant influence of online hotel reviews
on consumer behavior is well-recognized,
underscoring their importance in digital tourism
and hospitality. Travelers depend on electronic
word-of-mouth (eWOM) from platforms like
TripAdvisor, which impacts purchase decisions,
revisit intentions, and satisfaction (Mauri et al.,
2013; Ogiit et al, 2012). These platforms
aggregate ratings that influence bookings and
perceptions of service quality (Noone et al., 2015;
Schuckert et al., 2015) and allow exploration of
how managerial responses improve customer
relationships and business performance (Wang et
al., 2018; Xie et al., 2014). The dynamic between
consumer feedback and business response is
crucial, with both positive and negative reviews
affecting consumer loyalty and purchase
intentions, particularly when businesses engage
with reviews (Zhao et al., 2019). Social media
analysis offers insights into user sentiments,
highlighting these platforms' role in business
strategy (Lu et al., 2015; Herrero et al., 2015).
Reviews, providing both ratings and qualitative
feedback, shape customer expectations and
decisions, which are essential for marketers using
sentiment analysis to enhance services (Huang et
al., 2013). Thus, strategic use of online reviews is

vital for any hospitality business aiming to thrive
in a competitive environment.

2.2 Aspect-Based Sentiment Analysis

Aspect-based sentiment analysis (ABSA) is a
significant advancement in sentiment analysis,
focusing on the precise sentiments associated with
specific aspects of products or services rather than
overall sentiment. This approach is especially
relevant in sectors like hospitality, where feedback
can vary widely across aspects like cleanliness,
location, or staff behavior (Cambria et al.,2017; Hu
et al., 2017). ABSA has evolved from rule-based
systems to machine learning techniques, including
supervised learning that utilizes labeled data to
classify aspects and sentiments (Schouten et al.,
2016). Techniques like Latent Dirichlet Allocation
(LDA) have been used for topic modeling to
uncover latent aspects within datasets (Blei et al.,
2003). Additionally, advanced models such as
conditional random fields (CRFs) and graph-based
co-ranking algorithms leverage syntactic and
semantic relationships to enhance the extraction
and ranking of aspect-related sentiments (Jakob et
al., 2010; Liu et al., 2015).

Recent innovations in ABSA include structural
topic models and sentiment-sensitive frameworks
that consider both the content and context of
reviews, offering deeper insights into consumer
behavior and service quality (Korfiatis et al., 2019).
The use of these sophisticated techniques has
shown potential in  improving  service
customization and operational efficiency,
indicating the importance of context and
granularity in sentiment analysis (Chang et al.,
2019; Sann et al., 2020). By applying these
advanced methods, businesses can derive
actionable insights crucial for enhancing customer
satisfaction and maintaining a competitive edge.

3 MultiTask PLMs for Prediction of
Travel Types and Aspect-Based
Sentiment Analysis

Considering the potential correlation between
travel type and aspect-sentiment, we adopted a
multitask learning framework as the primary
architecture for our model. As depicted in Figure 1,
the proposed architecture employs PLMs
configured for multitask learning, enabling
simultaneous processing of both Travel Type
Prediction (TTP) and ABSA tasks. The architecture
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Figure 1: MultiTask PLMs for Prediction of Travel Type and ABSA Joint Learning Structure Plot.

begins with a Tokenization layer, which performs
the initial tokenization of the input text. This is
followed by the PLM Embedding layer, which is
responsible for generating comprehensive text
representations. In this research, we evaluate the
performance of three distinct PLMs, specifically
Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2018), the
robustly optimized BERT pretraining approach
(RoBERTa) (Liu et al., 2019), and A Lite BERT
(ALBERT) (Lan et al., 2019). These models
represent significant advancements in the field of
natural language processing, and our research aims
to discern their effectiveness across various
computational tasks. Subsequently, the MultiTask
Classifiers are utilized to perform the learning tasks
for each classifier involved in the model. Finally, a
unified Loss Function computes the loss for each
task, serving as the foundation for the multitask
learning approach. This integrated architecture

ensures efficient learning and improved
performance across both tasks, leveraging the
inherent  synergies between travel type

classification and sentiment analysis.

3.1

In our study, we utilize the default tokenizer
pretrained for three PLMs. The primary function of
the Tokenization layer is to transform raw text into
a structured format that is comprehensible by the
model. Initially, this layer conducts basic
tokenization by segmenting the text into individual
words and symbols. For models such as ours that

Tokenize Layer

implement subword tokenization, this stage further
decomposes words into smaller, more manageable
subunits. Each token is then assigned a unique
identifier from a pre-established dictionary.
Moreover, several special symbols are
incorporated to enhance the model's understanding
and processing capabilities. These include the
[CLS] symbol, which is positioned at the beginning
of each sentence to signify the start; the [SEP]
symbol, used to demarcate separate sentences
within the same input; the [PAD] symbol, which
standardizes the lengths of inputs for batch
processing; and the [MASK] symbol, employed to
obscure certain tokens randomly during the
training phase to prevent the model from merely
memorizing the data. To ensure uniformity in
processing, all input sequences are adjusted to a
consistent length. This standardization is crucial for
efficient batch processing and facilitates the
model’s ability to learn from and make predictions
based on the input data effectively.

3.2 PLM Embedding Layer

The PLM embedding layer is instrumental in
converting the discrete tokens generated by the
tokenization layer into  dense  vector
representations, known as embeddings. These
embeddings are engineered to encapsulate both the
semantic attributes and contextual nuances of
words, facilitating a deeper understanding of
textual data. In our PLM architecture, the
embedding process is comprehensive, involving
several components. Primarily, it integrates word
embeddings that capture lexical semantics.
Concurrently,  positional embeddings are
incorporated to encode the relative positions of
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tokens within sentences, thereby preserving the
syntactic structure of the text. Additionally,
segment embeddings are utilized to differentiate
between various sentences or paragraphs, ensuring
that the model maintains contextual awareness
across different segments of text.

Formally, if x; denotes a token, the embedding
layer transforms x; into a high-dimensional space
using the embedding function E, resulting in a
vector v; =E(x;). This vector is then augmented
with positional and segment information to
produce a comprehensive representation where
p(pos;) and S(seg;)represent the positional and
segment embeddings corresponding to the token's
position p(pos;) and segment S(seg;) ,
respectively. These enriched vector embeddings
v;are subsequently employed as input features for
multitask classifiers. These classifiers are
specifically designed to handle complex NLP
tasks, such as determining travel types and
performing ABSA. By processing these
sophisticated inputs, the classifiers can more

accurately predict outcomes across varied
linguistic ~ contexts. Therefore, the PLM
embedding layer plays a pivotal role in

transforming raw textual data into a structured
format that is amenable to machine processing.
This transformation is crucial for enabling the
model to conduct a deep semantic analysis and
extensive contextual evaluation of the text, thereby
significantly enhancing the model’s versatility and
effectiveness in managing diverse language-based
tasks.

3.3 MultiTask Classifiers

The MultiTask Classifiers in our architecture
exploit the [CLS] token output from the PLM
embedding layer, which is specifically designed to
encapsulate the overall context of the input text.
This classifier harnesses these comprehensive
embeddings to efficiently execute multiple NLP
tasks concurrently. Within the classifier, each task-
specific layer is linear-based and utilizes the [CLS]
token as a focal point for extracting and
synthesizing a holistic understanding of the text.
This mechanism enables the classifier to make
nuanced and specialized predictions across various
domains, such as identifying travel types and
conducting ABSA.

Mathematically, the classifier can be described
as follows: let e s represent the embedding of the
[CLS] token, the task-specific layer for the k-th
task processes e s to predict the outcome y, =
Tr(ecrs) , where Ty is typically a linear
transformation followed by a non-linear activation
function tailored to the specifics of each task. This

multitask learning approach not only amplifies the
efficiency of the training process by leveraging
shared features across different tasks but also
significantly enhances the model's capacity to
generalize. By sharing a common representation,
the model minimizes the risk of overfitting to a
specific task and maintains a high degree of
adaptability, thereby improving its performance
and flexibility when faced with new or evolving
challenges. This methodological framework
positions our model at the forefront of current NLP
applications, optimizing both performance and
scalability.

3.4 Loss Function

The loss function for our multi-task learning
model is  designed to  simultaneously
accommodate nine different tasks, with each task
contributing equally to the overall loss. This is
achieved by summing the individual cross-entropy
losses associated with each task. Mathematically,
the loss function L is represented as follows:

9
L= CrossEntropy(y;, %) (1)
i=1

Here, y; and ¥, represent the true and predicted
values for each task respectively. The index i
includes one task for TTP and eight distinct types
of ABSA. This formulation ensures that the model
is optimized for performance across all tasks by
minimizing the prediction error uniformly across
the different domains.

4 Experiment

In our dataset, we combined several key data as
inputs for our models, including the Review’s Star
Rating, Review’s Content, Tourist’s Travel Style,
Trip Collective Total Points, and Address. These
pieces of information are concatenated with
commas (”,”). After such preprocessing, the text
data is fed into our models to predict the tourist’s
Travel Type and their Aspect-Sentiment related to
various aspects of the trip. Travel Type includes
three categories: Business, Couples, and Families,
while Aspect-Sentiment is divided into eight
categories, including Sleep Quality, Location,
Value, Cleanliness, Service, Business Service,
Check-in, and Rooms, each with four possible
emotional states: Positive (POS), Negative (NEG),
Neutral (NEU), and Empty (EMP). The Empty
label was kept intentionally to better represent
reality, as customers are prone to reflect on the
aspects they are particularly interested in rather
than the entire eight aspects. This design allows
the model to capture and predict the travelers’

134



emotional responses in detail. The dataset is split
into training, validation, and test sets in a 3:2:2
ratio. All models are first fine-tuned using the
training dataset and then evaluated using the test
data. Our evaluation strategies include macro
average Fi-score, Precision, Recall, Area Under
the Receiver Operating Characteristic Curve
(AUROC), and Area Under the Precision-Recall
Curve (AUPRC). Precision measures the accuracy
of review predictions, while recall assesses the
model’s ability to identify review types. When
categories are unbalanced, and we wish the
predictive effects of all categories to be equally
important, the macro average Fi-score is an ideal
metric. It balances the influence of each category,
preventing it from being overshadowed by some
categories’ high precision or recall rates. AUROC
is suitable for evaluating model performance with
balanced data, and AUPRC is suitable for
evaluating model performance with unbalanced
data.

4.1 Dataset

To test our method, we used the dataset that we
had gathered. The Hilton Hotel was chosen as our
subject for this research for a few reasons. Firstly,
according to Brand Finance, the global
consultancy firm that specializes in brand
valuation, Hilton was the most renowned and
valuable brand in the industry, with a value of US
$7.8 billion in 2016, and it has secured its reign in
the hospitality industry for consecutive years
while overall sector growth slows. Secondly, we
implemented a comparison test utilizing Google
Trends across a wide range of hotel brands,
including Marriott, Hilton, Holiday Inn, Hyatt,
Sheraton, etc. and discovered that “Hilton” is the
most frequently searched keyword among all hotel
brands. For the platform, we selected TripAdvisor
as it is widely recognized by travelers around the
globe, and additionally, it offers an immense
volume of user-generated content. Choosing a
highly trafficked agency such as TripAdvisor
significantly enhances our chances of gathering
abundant data that is rich in detail. Further, more
than a simple overall rating, reviewers can easily
rate eight additional aspects of Value, Location,
Sleep Quality, Rooms, Cleanliness, Service,
Check-in, and Business Service. These ratings
ranged from 1 to 5 stars, providing a solid basis for
quantitative assessments of our approach.
Customer profiles and hotel features such as
Location, Highlight, and Amenities were collected
as well.

Subsequent to data retrieval, basic
preprocessing was undertaken to prepare the

dataset for analysis. This process involved
defining the three classes of travel types, namely
business, couple, and family, and the sentiment of
customer reviews based on their star ratings.
Specifically, reviews were categorized as follows:
ratings of 1 to 2 stars were labeled as negative, a
3-star rating was considered neutral, and ratings of
4 to 5 stars were classified as positive. For the eight
aspects, in addition to positive, neutral, and
negative, another “empty” label is defined as
aforementioned in the Experiment section. This
categorization facilitates a structured approach to
sentiment analysis, allowing for a detailed
understanding of consumer perceptions across a
spectrum of feedback.

After such a process, our dataset contains
70,000 reviews from 749 Hilton hotels in the U.S.
As for the characteristics of the dataset, the
distribution of travel types is even, respectively
accounting for 30 to 35%. The eight sentiments,
however, show the imbalance nature. The travel
type distribution is as follows: Business travelers
constitute 35.92% with 251,141 individuals,
couples make up 32.73% with 22,909 individuals,
and families represent 31.36% with 21,950
individuals. The data distribution of ABSA is
shown in Figure 2.

Sentiment Distribution Across Different Aspects
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Figure 2: Data distribution of ABSA.

4.2 Experiment Setup

In this study, we conduct a comparative analysis
of Pre-trained Language Models (PLMs), machine
learning techniques, and deep neural networks in
text processing applications. For the machine
learning approach, we employ TF-IDF for text
embedding and feature extraction. The embedded
texts are utilized by two specific models: the
Travel Type model and the Aspect-Sentiment
model, which are designed to predict travel
classifications and multi-dimensional sentiments,
respectively. We implement three widely-used
machine learning algorithms—Naive Bayes (NB),
Random Forest (RF), and eXtreme Gradient
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Travel Type Prediction (TTP)

Aspect-Based Sentiment Analysis (ABSA)

Precision / Recall / Fi1-score / AUROC / AUPRC

Models

NB 0.6113/0.6045/0.6009 / 0.7896 / 0.6589
RF 0.6524/0.6453/0.6480/0.8210/0.7056
XGBoost 0.6717/0.6657 / 0.6670/0.8414 / 0.7399
MLP 0.6422/0.6417/0.6418 / 0.8239/0.7169
TextCNN 0.6200/0.6201 / 0.6203 / 0.8043 / 0.6844
LSTM-Att  0.6651/0.6621/0.6634 /0.8391/0.7372
ALBERT 0.6974 /0.6928 / 0.6933 / 0.8657 / 0.7816
BERT 0.6952/0.6942 /0.6946 / 0.8678 / 0.7835
RoBERTa 0.7082/0.7010/0.7018 / 0.8718 / 0.7895

0.4398/0.2617/0.2399 /0.7027 / 0.3990
0.5197/0.3745/0.3626 / 0.8726 / 0.5160
0.5620/0.5088 / 0.4938 /0.9109 / 0.5665
0.3418/0.2466 / 0.2657 / 0.7755 / 0.3864
0.5327/0.5013/0.4892 / 0.8849 / 0.5268
0.5299/0.4439/ 0.4208 / 0.8965 / 0.5288
0.5951/0.5418/0.5421/0.9172/0.5973
0.6076 /0.5529 /0.5522/0.9188 / 0.6079
0.6169 / 0.5819 / 0.5817/ 0.9214 / 0.6152

Table 1: Comparative Performance Metrics of Various Models for TTP and ABSA.

Boosting (XGBoost)—to train these models and
optimize their performance.

In our deep learning approach, we similarly use
TF-IDF for text embedding. The processed data
are then input into three neural network
architectures: a Multi-Layer Perceptron (MLP), a
Text Convolutional Neural Network (TextCNN),
and an LSTM with Self-Attention (LSTM-ATT).
The MLP model comprises two fully connected
layers followed by a linear classifier. The
TextCNN model processes inputs through a
convolutional layer before passing them through
two fully connected layers. The LSTM-ATT
model features a bidirectional LSTM layer to
discern complex textual relationships, augmented
by a self-attention layer that prioritizes significant
features while diminishing the less relevant ones.
This enhanced data is finally projected through a
fully connected layer to produce precise output
predictions.

Furthermore, we evaluated the efficacy of these
models under uniform experimental conditions.
All models were trained with a batch size of 16 to
balance the computational load and memory
usage. Specific learning rates were set—0.00001
for the PLM and 0.00005 for the other models—to
foster quick convergence. We utilized the Adam
optimizer for its robustness in managing sparse
gradients, which is common in text data
applications. To mitigate overfitting, an early
stopping protocol was enforced, terminating
training if no improvement in validation loss was
detected after two epochs. The models utilized the
cross-entropy loss function, which is suitable for
the classification tasks at hand. Each model's
hidden dimensions were tailored—768 for the
PLM, 128 for LSTM-ATT, 64 for MLP, and 256
for TextCNN—to optimize their text processing
capabilities. These configurations were based on
preliminary experiments and a review of the
literature, ensuring a rigorous and fair comparison

of each model's performance in handling textual
data.

4.3 Results and Discussion

The comparative analysis of various models for
predicting travel type and average aspect
sentiment type reveals significant performance
differences, particularly  highlighting  the
superiority of ROBERTa. As shown in Table 1 and
Fig. 3, RoBERTa consistently outperforms other
models with the highest AUC and AUPRC values
for both travel type (ROC AUC =0.8717, AUPRC
=0.7895) and sentiment analysis (AUC = 0.9218,
AUPRC = 0.6521). This demonstrates its
robustness in handling both balanced and
imbalanced datasets. In contrast, LSTM-Att and
XGBoost, although performing well, fall behind in
multi-task settings. Traditional machine learning
models like Random Forest and Naive Bayes
exhibit considerably lower AUC and AUPRC
values, underscoring their limitations in complex
semantic parsing and sentiment analysis tasks. The
results underscore the pivotal role of advanced
NLP techniques in enhancing model accuracy in
the hospitality industry. Specifically, the superior
performance of BERT-based models like
RoBERTa suggests that contextually aware
language models can significantly improve the
extraction and classification of nuanced sentiment
from customer reviews, leading to more informed
decision-making and improved customer
satisfaction in hospitality management.

From the performance of the models, it is
notable that the MLP performs differently on the
ABSA task compared to the Travel Type task, with
its Fi-score being lower than traditional machine
learning methods and closely matching that of the
most basic Naive Bayes. This phenomenon may be
attributed to limitations in the training samples,
particularly in certain extremely unbalanced sub-
tasks, which, in turn, may have led to overfitting
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Figure 3: ROC and PRC Curves for Travel Type Prediction and Aspect-Based Sentiment Analysis.

in the MLP model. In our data visualization, it is
observed that most of the reviews are concentrated
on "Service," while feedback on "Business
Service" and "Check-In" is relatively scarce. Such
a distribution of data typically results in many
positive reviews. Through a thorough analysis and
visualization of the review data, we have
uncovered some potential insights. If these review
trends can be accurately predicted, it would not
only help hotel operators avoid potential
survivorship bias but also enable them to make
beneficial improvements based on negative
feedback. This not only helps operators better
understand customer needs but is also an important
step towards achieving sustainable business
objectives.

Taking four ABSA subtasks as examples and
through the visualization results in Figure 3, we
gain a deeper understanding of the distribution of
hotel service evaluations by different travel types.
The charts show that business travelers tend to
provide neutral or negative feedback on sleep
quality, possibly reflecting a shortfall in meeting

the needs of this traveler segment. Meanwhile,
couples often leave a higher proportion of blank
evaluations, which might indicate a less proactive
approach to reviewing experiences that need to
meet good or bad standards. Additionally,
regardless of travel type, there is generally
enthusiastic participation in evaluating service
quality, with a significantly higher proportion of
positive feedback than other aspects. This suggests
that the overall service quality of the hotels
generally receives approval from guests. However,
most of the feedback on value tends towards
neutral to negative, which may imply that the
hotels need to improve their cost-effectiveness.
Such visualized data not only reveals the overall
satisfaction levels of guests but also guides hotel
management on which areas need improvement to
enhance the customer experience.

Our model demonstrates significant potential,
surpassing traditional deep learning and machine
learning methods that do not utilize multitask
learning. Notably, the ROBERTa model achieves
not only higher precision and recall than other
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models, but the gap between these metrics is also
remarkably close. This performance allows our
model to excel in scenarios with unbalanced data,
such as the ABSA task, where it effectively
captures minority classes. This may be attributed
to RoOBERTa being trained on a substantial amount
of data during the pre-training phase, which was
extended further, and its dynamic adjustment of
the masking pattern during training. This
enhancement enables the model to perform
exceptionally well in specific tasks, such as
understanding diverse customer sentiments and
preferences, which are often embedded in
unstructured text data. By accurately classifying
and predicting travel types and sentiment aspects,
the RoBERTa not only enhances the precision of
data analysis but also contributes to more informed
strategic decision-making within the hospitality
sector.

Furthermore, the study wunderscores the
challenge for traditional machine learning models
in keeping pace with the depth and variability of
data that modern NLP tasks demand. While
models like Random Forest and Naive Bayes show
resilience in simpler tasks, their performance
significantly drops in multi-faceted sentiment
analysis, indicating a need for more robust,
adaptable algorithms that can handle the
complexities of real-world data. Incorporating
BERT-based models into practical applications
could revolutionize customer relationship
management by providing insights that enable
personalized customer interactions and proactive
service adjustments. This strategic integration of
NLP technologies promises not only to elevate
customer satisfaction and loyalty but also to drive
business growth through more nuanced
engagement strategies.

5 Conclusion

In conclusion, this study highlights the
effectiveness and necessity of advanced NLP
techniques, particularly BERT-based models of
RoBERTa, in the hospitality industry. By
evaluating the performance of multiple models on
travel type prediction and sentiment analysis tasks,
the research demonstrates that ROBERTa's robust
handling of both balanced and imbalanced data
yields superior results, particularly in capturing
nuanced sentiment aspects critical for strategic
decision-making. The study's findings underscore
that traditional machine learning models, though
effective for simpler tasks, fall short in handling
the complexity of real-world, unstructured data
found in customer reviews.

The research aimed to improve model
interpretability and application in the hotel
industry, which was achieved through analysis of
aspect-based sentiment (ABSA) across different
travel types. These insights reveal critical trends,
such as business travelers' concerns with sleep
quality and a consistent emphasis on service
quality among guests. By pinpointing areas like
value perception that need improvement, this
study offers actionable insights for hotel operators
to refine customer experience strategies.

These results suggest that Al models trained to
parse intricate sentiment can serve as essential
tools in customer relationship management,
enabling hotels to personalize guest interactions
and make data-driven improvements. Future work
could build on these insights by exploring hybrid
models that combine traditional and neural
network approaches, enhancing both model
efficiency and predictive accuracy. As Al
continues to evolve, integrating such models in
hospitality has the potential to redefine service
excellence and foster sustained business growth.
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Abstract

Natural language understanding (NLU) sys-
tems should mirror the incremental nature of
human language processing for a more respon-
sive interaction with users. A recurrent neural
network is an ideal option for an incremen-
tal NLU system but its performance lags be-
hind bidirectional models and transformers that
are not limited to context in a single direction.
These models can be applied to an incremen-
tal NLU task through a restart-incremental in-
terface where increasing input prefixes are re-
peatedly passed to the non-incremental models.
However, the approach is computationally ex-
pensive especially for long input sequences. An
alternative is to employ a two-pass model with
adaptive revision to avoid unnecessary expen-
sive recomputations. We present our evaluation
of the performance of a two-pass incremental
NLU model in perturbed scenarios. Results
showed that performance degradation occurs
when dealing with noisy data. Specifically, fine-
grained noises on the character-level (e.g., ty-
pos) and word-level (e.g., speech errors) cause
more performance losses compared to coarse-
grained noises on the sentence-level (e.g., ver-
bosity, simplification, paraphrasing). This un-
derscores the need for the incorporation of ro-
bust noise-handling mechanisms in incremental
NLU systems.

1 Introduction

Language processing is inherently incremental. Hu-
mans produce words one at a time, in both speaking
and writing, even without having a fully formed
thought in mind. Similarly, they are capable of un-
derstanding the meaning of incomplete utterances.
Developing incremental natural language under-
standing (NLU) systems is thus important to mirror
the incremental nature of language. This can lead
to dialogue and interactive systems with lower la-
tency and faster response time by letting the NLU
models process partial utterances from the users.

A recurrent neural network (RNN) is the most
ideal neural network architecture for the incremen-
tal NLU task because it processes text sequentially,
one word at a time (Kahardipraja et al., 2023).
It also maintains a recurrent state that stores in-
formation from previous time steps which can be
used as context to guide the processing of the cur-
rent input. However, RNN is outperformed by
models that leverage bidirectional context such as
bidirectional long short-term memory (BiLSTM).
The transformer architecture introduced in 2017
uses self-attention mechanisms to capture all rela-
tions between tokens simultaneously, and has since
achieved SOTA performance in various NLP tasks.

Bidirectional models and transformers are not
designed for sequential processing that is needed
in incremental NLU systems. To address this,
Madureira and Schlangen (2020) deployed a restart-
incremental interface where partial prefixes of an
utterance are repeatedly fed into these unchanged
models. This approach, however, is very computa-
tionally expensive due to the recomputations made
in every time step. Kahardipraja et al. (2021) ex-
perimented with a linear transformer with recurrent
computation and found that this achieves better
incremental performance at the expense of lower
non-incremental performance, which can be miti-
gated using a delay strategy.

Another key feature that must be present in in-
cremental NLU systems is the ability to revise
their previous outputs due to the inherent ambiguity
of partial utterances. Restart-incremental systems
meet this requirement by recomputing the entire
output in every step, which is highly inefficient.
Kahardipraja et al. (2023) introduces an adaptive
revision policy that only performs recomputations
when necessary based on the history of inputs and
outputs. Their proposed model, TAPIR, achieved
comparable non-incremental performance with a
restart-incremental transformer and a better incre-
mental performance and inference speed. However,
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TAPIR was only evaluated on clean data, which
is not realistic in real dialogue systems that are
susceptible to various types of noise including ty-
pos, speech errors, verbosity, simplification, and
paraphrasing (Dong et al., 2023).

In this paper, we present our experiments in eval-
uating the impact of different types of input per-
turbations to the performance and robustness of
TAPIR and assessing its effectiveness in real-world
scenarios. The dataset from Dong et al. (2023) is
utilized for this purpose.

2 Related Works

We briefly present prior approaches to incremental
NLU and their performance in perturbed scenarios.

2.1 Incremental NLU

An RNN is the most straightforward neural network
architecture to use for incremental NLU due to
its ability to process sequences per word and to
produce an output at each time step. Liu and Lane
(2016) utilized a conditional RNN for incremental
joint intent detection (ID), slot filling (SF), and
language modeling (LM). Their results indicate that
jointly modeling the intent and slot label history as
new input words arrive leads to better ID and LM
performance with minor degradation in SE.

Despite its strong sequence modeling ability,
an RNN is still unable to achieve a strong non-
incremental performance due to its strict left-
to-right processing (Kahardipraja et al., 2023).
Madureira and Schlangen (2020) adapted the
BiRNNSs, BiLSTMs, and the transformer archi-
tectures for incrementality by using a restart-
incremental interface, where increasing input pre-
fixes are repeatedly fed into an unchanged non-
incremental model. Results showed that the
transformer-based model achieved the best non-
incremental performance in various sequence tag-
ging and sentence classification tasks. However, it
demonstrated worse incremental performance com-
pared to the bidirectional models in terms of edit
overhead (EO), correction time (CT), and relative
correctness (RC), especially in sequence tagging
tasks. This degradation in incremental performance
can be mitigated through strategies such as trun-
cated training, delayed output, and prophecies.

A restart-incremental transformer is computa-
tionally expensive especially when dealing with
long sequences. Instead of processing a sequence
of n tokens once, the restart-incremental approach

requires processing n sequences, each with > 7, k
tokens. To reduce the computational cost, Ka-
hardipraja et al. (2021) applied the linear trans-
former model introduced by Katharopoulos et al.
(2020), which replaces the traditional softmax at-
tention with a feature map-based dot product atten-
tion, achieving an improved time and memory com-
plexity. Results showed that the linear transformer
using recurrent computation performed worse com-
pared to the restart-incremental transformer and
linear transformer models across all the sequence
tagging and classification tasks investigated in the
paper. This may be attributed to the strict left-to-
right processing and sub-optimal approximation of
the softmax attention. However, it is significantly
more efficient by not performing recomputations at
each time step. The performance of the recurrent
linear transformer can be improved through the
combination of training with causal masking, input
prefixes, and delay. This variation also achieves the
best incremental performance.

Kahardipraja et al. (2023) combined the advan-
tages of RNNs and transformers for incremental
NLU by developing the Two-pass model for Adap-
tive Revision (TAPIR). TAPIR uses an RNN as the
incremental processor (i.e., first pass) and a trans-
former as the reviser (i.e., second pass). Revisions
are necessary in incremental NLU due to the inher-
ent ambiguity in partial utterances or the model’s
poor approximation. TAPIR uses an adaptive pol-
icy which avoids making unnecessary revisions. It
performs policy learning as a supervised problem
through the incorporation of supervision signals,
in the form of action sequences, into the training
process. The action sequences consist of WRITE
or REVISE actions that indicate whether the par-
tial outputs at a particular time step must be edited
or not. These are generated using a linear trans-
former, which combines the recurrence mechanism
of RNNs and the backward update ability of trans-
formers. Results showed that TAPIR achieved com-
parable non-incremental performance with better
incremental performance compared to the baseline
restart-incremental transformer.

2.2 Noisy NLU

Real dialogue systems encounter a lot of input per-
turbations and errors such as typos, ASR speech
errors, simplification, verbosity, and paraphrasing
(Dong et al., 2023). Constantin et al. (2019) main-
tained that partial utterances in incremental systems
are noisier due to the short available context. How-
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ever, most existing state-of-the-art NLU models
are usually trained on perturbation-free datasets,
which leads to poor performance in real scenarios.
Liu and Lane (2016) evaluated their incremental
joint ID and SF model, trained on clean data, using
noisy ASR speech input. They obtained a worse
performance on the noisy data with a higher intent
error by 2.87 and a lower slot F1-score by 7.77%.
Constantin et al. (2019) incorporated human, ASR,
and artificial noises into the training data. The arti-
ficial noises were generated using random substitu-
tion, insertion, and deletion of words in the original
clean utterances. Results showed that the model
trained on noisy data achieved a better performance
than those trained on clean data.

3 Task Description

We provide a formal definition of the slot filling
task and describe the DemoNSF dataset used in
the experiment. Additionally, the architecture of
the TAPIR model by Kahardipraja et al. (2023) is
outlined, which serves as the reference incremental
model used in the study.

3.1 Slot Filling Task

Slot filling is a sequence tagging task that assigns
a semantic label to every token in a given utter-
ance. Given an input word sequence with N tokens
x = (x1,...,xN), SF tags each token with a slot
label y = (y1, ..., yn ) from a predefined list of slot
labels. In this paper, we follow the IOB tagging
format where the “B” prefix indicates the begin-
ning or first token of a slot, “I”” indicates a token
inside or at the end of a slot, and “O” indicates a
word that does not belong to the predefined list of
slot labels in the dataset. Table 1 shows a sample
slot annotation where “stansted airport” is tagged
as a “depart” slot, denoting the place of departure,
and “11:45” is tagged as a “leave” slot, denoting
the time of leaving. The other tokens are labeled as
“0”, indicating that they do not belong to any slot.

3.2 Dataset

We adopted the dataset from Dong et al. (2023)
and refer to it as DemoNSF, after the multi-task
demonstration-based generative framework they
proposed for noisy slot filling. DemoNSF is a noise-
robustness evaluation dataset that classifies noises
into sentence-level (verbosity, paraphrasing, sim-
plification), character-level (typos), and word-level
(speech). An example of a clean utterance and its
perturbed versions is presented in Table 2.

3.3 Two-pass Model for Adaptive Revision
(TAPIR)

The TAPIR architecture, depicted in Figure 1, has
four (4) components: incremental processor, re-
viser, memory, and controller. The incremental pro-
cessor (i.e., first-pass model) is a recurrent LSTM
network that outputs a slot label for each new input
token per time step. The reviser (i.e., second-pass
model) is a transformer that is used to recompute
the slot labels of the entire partial input at a spe-
cific time step. The memory stores the history of
inputs and outputs in caches for fast access. The
controller is a modified LSTMN that parametrizes
the revision policy which models the effect of the
new input token on past outputs.

1st Pass 2nd Pass (optional)

QOutput Buffer A A A

WRITE o ri\‘ @ REVISE

Comm\lerD
N
hy

Transformer
Reviser
e —

Y o —

>

\' Input Buffer EN } .......

Figure 1: TAPIR Architecture Diagram

When a new input token x; is fed into the in-
cremental processor, it produces an output label y;.
Then, the controller takes x;, the hidden state of
the incremental processor h;, and the input-output
representation in the memory I'? to compute action
a; using the revision policy. The action to be se-
lected also depends on the threshold 7 such that
the REVISE action is chosen if the policy value is
greater than or equal to 7. Otherwise, the WRITE
action is chosen. If a REVISE action is selected,
the input buffer containing the partial input thus
far will be passed to the reviser to recompute the
output labels ¥y, ..., ¥;_1, ¥;. Simultaneously, the
projected output vector z and input-output repre-
sentation ¢ in the caches will also be recomputed.
Otherwise, if the WRITE action is selected, y; is
added to the output buffer. The caches I'#, I'P, and
I'" are updated for the current time step, and the
algorithm proceeds to process the next token.

TAPIR is trained in a two-step process where
the reviser is first trained independently using cross
entropy loss. Subsequently, the incremental proces-
sor and the controller are trained together with a
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Table 1: Sample Utterance from the DemoNSF Dataset with Slot Annotation in IOB Format

Utterance i would like to leave

from

stansted  airport after 11:45

Slot Label O O O O O

B-depart I-depart O B-leave O

Table 2: 5 Types of Noise in the DemoNSF Dataset

Noise Type Utterance

Clean i would like to leave from
stansted airport after 11:45 .

Verbose looking to leave from stansted air-
port after quarter of twelve be-
cause i have a presentation at
work that morning

Paraphrase departing from stansted airport
after 11:45

Simplification stansted airport after 11:45

Typos leave stansted air aftr 11:45

Speech so i would like to leave from

stanstead airport after eleven
forty five

combined loss. The controller requires the train-
ing set to have supervision signals in the form of
WRITE/REVISE action sequences for policy learn-
ing. The action sequences are generated using a lin-
ear transformer trained with causal masking to sim-
ulate a recurrence mechanism. The trained linear
transformer is then deployed on the same dataset
without masks in a restart-incremental setting to
collect the outputs for partial prefixes. These will
be used to derive the action sequences by compar-
ing the partial outputs at time step ¢ — 1 with that
of the current time step ¢. If there are differences
with the partial outputs, excluding y:, a REVISE
action is appended to the sequence. Otherwise, a
WRITE action is added.

4 Method

TAPIR was evaluated on the noisy DemoNSF
dataset to determine its non-incremental perfor-
mance, incremental performance, and incremental
inference speed. The application of a delay strat-
egy was also explored. The results are compared to
those of a reference restart-incremental transformer
and the non-incremental results of DemoNSF as
reported by Dong et al. (2023).

4.1 Dataset

The training set of DemoNSF, based on MultiWOZ
(Budzianowski et al., 2018), consists of 56,117 ut-
terances across 4 domains (i.e., attraction, hotel,
restaurant, and train). The validation set has 5,000
utterances. The clean and perturbed test sets were
taken from RADDLE (Peng et al., 2021), and anno-
tated for the SF task using the IOB tagging format.
RADDLE is a crowd-source noise robustness eval-
uation benchmark for dialogue systems. Table 3
shows the number of utterances per type of test set.
There are 27 slot labels, some examples of which
are area, type, name, price, and day.

Table 3: Number of Utterances in the DemoNSF Dataset

Dataset Number of utterances

Training 56,117
Validation 5,000

Clean 306

Verbose 306
Test Paraphrase 298

Simplification 307

Typos 301

Speech 298

4.2 Experiments

There are 5 major steps in the implementation of
the TAPIR model: (1) Train the action generator
— linear transformer with causal masking — on the
train and validation sets; (2) Generate the action
sequences for the train and validation sets using the
trained action generator; (3) Train the transformer
reviser; (4) Train the two-pass configuration (i.e.,
the combination of the incremental processor, con-
troller, and the transformer reviser); and (5) Evalu-
ate the model on the clean and perturbed test sets.

Hyperparameter tuning was performed for the
transformer reviser and the two-pass configuration
model using Optuna. Due to resource constraints,
the number of search trials was limited to 10 and
5 for the transformer reviser and the two-pass con-
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figuration model, respectively. The obtained hy-
perparameters are shown in Tables 4 and 5. The
hyperparameters for the transformer reviser was
also applied for the reference restart-incremental
model. The search space and other training pa-
rameters were adopted from the reference work by
Kahardipraja et al. (2023).

Table 4: Transformer Reviser and Reference Model
Hyperparameters

Hyperparameter Value
Layers 3
Gradient Clipping -1
Learning Rate 7e-05
Batch size 16
Feed-forward dimension 1024
Self-attention dimension 512

Table 5: Two-pass Configuration Hyperparameters

Hyperparameter Value
LSTM Layers 4
Controller Layers 2
Gradient Clipping 1.0
Learning Rate Te-05
Batch Size 16
LSTM Hidden Dimension 512
Controller Hidden Dimension 512
Memory Size 5

A delay with a look-ahead window of size 1
and 2 was applied in the training and inference of
TAPIR to investigate whether the availability of the
right context can lead to better performance. This
means that the slot label for input z; is outputted
at time step ¢ + d, where d denotes the delay. For
the reference restart-incremental transformer, the
delay was only incorporated in the inference.

4.3 Evaluation

The non-incremental and incremental performance
of TAPIR were compared with a reference model,
which is a Transformer encoder applied in a restart-
incremental interface. This performs revisions at
every time step due to recomputations. Addition-
ally, the non-incremental performance is compared

to the DemoNSF model, a generative framework
that performs multilevel data augmentation to cre-
ate a noisy candidate pool (Dong et al., 2023). This
is then used in the three noisy auxiliary pre-training
tasks (noise recovery, random mask, and hybrid
discrimination) to learn the semantic structural in-
formation of noises in different levels. It also in-
corporates demonstrations in the generative model.
The demonstrations are retrieved from the top k
most similar utterances to the input from the noisy
candidate pool.

The non-incremental performance of the mod-
els for the SF task, measured using the F1 score,
reveals their ability to arrive at a correct final out-
put. The incremental performance demonstrates
the ability of the models to generate correct and
stable partial outputs and to recover from wrong
outputs timely. This is measured based on three
metrics: edit overhead (EQ), correction time score
(CT), and relative correctness (RC) whose values
range from O to 1 (Madureira and Schlangen, 2020).
EO is the proportion of unnecessary edits, where a
value closer to O indicates fewer edits made. CT is
the average proportion of time steps needed before
a final decision is reached, where a value closer to 0
denotes sooner final decisions. RC is the proportion
of output prefixes that match the final output, where
a value closer to 1 indicates the ability of the sys-
tem to generate correct prefixes of the final output.
It must be noted that RC is evaluated based on the
final non-incremental output, instead of the gold
standard to focus the evaluation on the incremental
performance of the models. The incremental infer-
ence speed was also measured to determine if the
models are computationally efficient at inference.

5 Results

Aside from presenting the non-incremental perfor-
mance, incremental performance, and incremen-
tal inference speed obtained by TAPIR on the
DemoNSF, a qualitative analysis of how TAPIR
performs incremental slot filling is provided.

5.1 Non-incremental Performance

The non-incremental performance results of the
models across the different test sets are shown in
Table 6.

5.1.1 DemoNSF vs. Incremental SF Models

The performance of the models on the clean test
set are relatively similar. However, the perfor-
mance gap between DemoNSF and the incremen-
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Table 6: Non-incremental Performance of DemoNSF, Reference, and TAPIR models

Test Set DemoNSF Reference TAPIR
Delay 0 Delay1 Delay2

Clean 95.72 95.24 95.34 94.81 94.89
Verbose 82.37 79.55 77.94 75.39 76.16

Sentence-level ~ Paraphrase 89.98 88.6 86.09 85.2 88.05
Simplification 89.49 81.77 82.45 84.32 82.39

Character-level Typos 76.63 66.2 60.43 62.69 62.42
Word-level Speech 87.55 74.73 71.72 72.07 70.84

tal models (i.e., reference and TAPIR) becomes
more pronounced on the noisy test sets. This is
expected because the incremental models were not
exposed to input perturbations during training un-
like DemoNSF which is a noisy SF framework.
This highlights the need to adapt the training of
incremental systems to improve their robustness
against noisy inputs, which are prevalent in real
dialogue systems.

5.1.2 Reference Model vs. TAPIR

TAPIR achieves comparable performance with the
restart-incremental transformer even with fewer re-
computations, demonstrating the effectiveness of
the revision policy on the clean test set. TAPIR also
achieved a higher F1 score on the simplification
test set. This may be attributed to the shorter avail-
able context, which can make transformers less
effective. The LSTM component (i.e., first-pass
model) of TAPIR is well-suited for handling sim-
plified utterances because it can effectively use the
available left context for prediction without relying
on long-range dependencies.

The reference model outperformed TAPIR, with
differences ranging from 1.61% to 5.77%, on the
noisy test sets excluding simplification. This may
be because the reference model is deployed in a
restart-incremental fashion, which enables it to per-
form revisions as new input token arrives. Hence,
this reveals the weakness of the current revision
policy employed in TAPIR in noisy scenarios.

5.1.3 Delay Strategy

A delay of 1 is the most effective in improving the
performance of TAPIR on the typos, speech, and
simplification test sets. These datasets are charac-
terized by syntax errors and lack of context. Hence,
the left token is effective in disambiguating the
noisy inputs. TAPIR achieved higher performance

on the paraphrase test set using a delay of 2. This
indicates that the availability of a longer context
aids in disambiguating the rich and varied syntax in
paraphrased text data. The delay strategy was not
effective in improving the performance of TAPIR
on the clean and verbose test sets, indicating that
the addition of a delay may impair the model’s
ability to learn the relationship between the input
and the delayed output. These results show that
the effectiveness of the delay strategy and the look-
ahead window size depends on the type of data to
be processed. A longer delay does not necessarily
lead to better performance.

The performance of the incremental models on
the different noisy test sets are ranked, from best to
worst, as follows: (1) clean, (2) paraphrase, (3) sim-
plification, (4) verbose, (5) speech, and (6) typos.
This shows that incremental models are more sen-
sitive to fine-grained noises, with character-level
noise (i.e., typos) negatively affecting its perfor-
mance the most, followed by word-level noise
(i.e., speech). This is because incremental mod-
els process sequences one token at a time, thus
fine-grained noises have a significant impact due
to the lack of access to the full context.

5.2 Incremental Performance

The incremental performance of the reference
model and TAPIR are shown in Figure 2. For no
delay, TAPIR evidently outperformed the reference
model across the three incremental metrics (i.e.,
CT, EO, and RC). This implies that it is better at
producing stable outputs that are correct prefixes
of the final non-incremental output. Applying the
delay strategy generally reduces the EO and CT
with minimal improvement on RC for both models.
Howeyver, it can be observed that their incremen-
tal performances are worse on the noisy test sets
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Table 7: Comparison of Incremental Inference Speed
(in sequences/sec.) Between the Reference Model and
TAPIR

Test Set Reference TAPIR

Clean 3.05 11.87 (3.89x)
Verbose 2.18 8.76 (4.02x)

Sentence-level ~ Paraphrase 3.32 13.58 (4.09x)
Simplification 5.32 19.43 (3.65x)

Character-level Typos 3.51 12.84 (3.66x)
Word-level Speech 3.11 11.97 (3.85x)
Average 3.42 13.07 (3.82x)

compared to those on the clean test set. The graph
clearly shows that the incremental performance de-
grades most significantly on the typos test set, illus-
trating that incremental systems are highly affected
by character-level input perturbations.

5.3 Incremental Inference Speed

Table 7 compares the incremental inference speed
between the reference model and TAPIR. TAPIR
has significantly faster inference speed, being able
to process 3.82x sequences per second compared
to the reference model. This confirms that using
transformers in a restart-incremental manner for
incremental NLU is computationally costly due to
the unnecessary recomputations of the entire partial
output at every time step.

5.4 Qualitative Analysis

Figure 3 illustrates two examples of how TAPIR
performs incremental slot filling—one where it
performed a correct revision and another where it
made a mistake due to an input perturbation. In the
example on top with the input sequence “stansted
airport after 11:45”, the model mistakenly revised
the slot label of the token “airport” from “I-depart”
to “I-dest” when it encountered the new input token
“after” att = 3. Att = 4, the controller was able to
identify the output inconsistency where the “I-dest”
is preceded by “B-depart” when it should be “B-
dest”. Hence, it emitted a REVISE action to correct
the slot label of “airport” back to “I-depart”.

In the second example, the model was able to
generate the correct input prefixes up to ¢t = 4,
which was when a typo “aftr” arrived in the input
sequence. However, upon the arrival of the final
token, the controller mistakenly revised the correct
prefixes “B-depart” and “I-depart” into “O”, which
may be attributed to the inclusion of the typo “aftr”

in the history of inputs used for the computation of
the next action.

6 Discussion

Results revealed that TAPIR outperforms the
more naive restart-incremental model in terms of
non-incremental performance, incremental perfor-
mance, and incremental inference speed. However,
TAPIR experiences performance degradation when
dealing with noisy input data. From our findings,
three key considerations emerge for the develop-
ment of incremental NLU systems:

Robustness to Noise. Despite its sophisticated
architecture, TAPIR experiences notable perfor-
mance degradation when processing noisy input
data. It was observed that fine-grained noises at
the character-level (e.g. typos) and word-level (e.g.
speech errors) cause more significant performance
losses. This sensitivity arises because incremen-
tal systems process input per token, leading to a
higher impact of noise due to the absence of the
full context. These findings emphasize the need
to incorporate robust noise-handling mechanisms
in incremental NLU systems to achieve reliable
performance in real-world scenarios where noise is
unavoidable.

Revision Policy. The ability to revise is crucial
in incremental NLU tasks to resolve misinterpre-
tations that occur due to the inherent ambiguity
of partial utterances. The adaptive revision pol-
icy of TAPIR is key to its significantly faster in-
ference speed compared to a restart-incremental
model by avoiding unnecessary recomputations. It
was also proven to be effective on clean and sim-
plified test sets. However, TAPIR falls behind the
restart-incremental model on the noisy test sets,
revealing its weakness under more challenging sce-
narios. This underscores the need for further re-
finement of the adaptive revision policy without
incurring significant computational cost.

Delay strategy. Delaying the output generally
results in better performance by providing the incre-
mental model with additional context. The results
showed that a delay of 1 is effective in improving
the non-incremental performance on test sets char-
acterized by syntax errors and limited context, such
as typos and speech errors. A delay of 2 improves
performance on paraphrased inputs by providing a
longer context that can help disambiguate syntacti-
cally varied sequences. However, it is worth noting
that the delay strategy was not effective on clean
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Figure 3: Examples of Incremental Inference Using
TAPIR

and verbose test sets, suggesting that inappropri-
ate delay settings can impair the model’s ability to
learn correct input-output relationships. These find-
ings demonstrate that longer delays do not necessar-
ily lead to better performance. Therefore, the delay
strategy must be tailored to the specific nature of
the input data to achieve siginificant performance

improvement.

7 Conclusion

We evaluated the robustness of TAPIR in noisy slot
filling task and assessed the impact of input per-
turbations to the performance of incremental NLU
systems. Results showed that TAPIR lags behind
the reference restart-incremental transformer on
noisy test sets, which reveal the weakness of its
adaptive revision policy on more challenging sce-
narios. It was also observed that character-level
and word-level noises cause larger performance
losses, demonstrating the sensitivity of incremen-
tal NLU models to fine-grained noise due to the
absence of a global context. Employing a delay
strategy can improve non-incremental and incre-
mental performance. However, the optimal size of
the look-ahead window depends on the nature of
the input data. Future work can focus on develop-
ing robust noise-handling mechanisms for incre-
mental NLU systems. Further research must also
be conducted on improving the revision policies
that can effectively balance the frequency and ac-
curacy of revisions. Furthermore, researchers can
look into optimizing delay strategies to improve
the performance of incremental NLU systems.
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Abstract

In domain-specific contexts, particularly men-
tal health, abstractive summarization requires
advanced techniques adept at handling special-
ized content to generate domain-relevant and
faithful summaries. In response to this, we in-
troduce a guided summarizer equipped with a
dual-encoder and an adapted decoder that uti-
lizes novel domain-specific guidance signals,
i.e., mental health terminologies and contextu-
ally rich sentences from the source document,
to enhance its capacity to align closely with
the content and context of guidance, thereby
generating a domain-relevant summary. Addi-
tionally, we present a post-editing correction
model to rectify errors in the generated sum-
mary, thus enhancing its consistency with the
original content in detail. Evaluation on the
MENTSUM dataset reveals that our model out-
performs existing baseline models in terms of
both ROUGE and FactCC scores. Although
our experiments are specifically designed for
mental health posts, the methodology we’ve
developed is intended to offer broad applica-
bility, highlighting its potential versatility and
effectiveness in producing high-quality domain-
specific summaries.

1 Introduction

Mental health is a critical area that profoundly af-
fects both individuals and society, demanding ef-
fective and accurate communication for support
(Hua et al., 2024). In this domain, abstractive sum-
marization plays a pivotal role by condensing one
lengthy user post from online platforms like Red-
dit' and Reachout? into a concise summary. This
process, through paraphrasing, generalizing, and
reorganizing content with novel phrases and sen-
tences, effectively conveys the essential informa-
tion and meaning of the original text (Shi et al.,
*Corresponding author.

"https://www.reddit.com
2https ://au.reachout.com

General summary by SOTA NLP models

(e.g. Bart, T5)
I'm stressed about my new job and
thinking about getting help.

Ideal summary that captures specific

E-

Mental health
online post

terms and reflects source details

Abstractive

summarization model Struggling with severe anxiety and

depression from job stress, I'm
considering seeking help but worried
about medication.

Figure 1: This example highlights the importance of an
ideal summary that, compared to a general summary, is
focused on domain relevance and faithful to the source
post, providing essential support for effective communi-
cation within the mental health community.

2021; Qian et al., 2023). The summary enables
quicker review and response by professional coun-
selors, thus enhancing support for individuals deal-
ing with mental health issues and demonstrating
significant social impact.

Despite advancements in natural language pro-
cessing (NLP), applying abstractive summarization
to mental health posts illustrates some major chal-
lenges in domain-specific summarization. The first
challenge is that the summary generated by state-
of-the-art (SOTA) pre-trained models (Liu and La-
pata, 2019; Lewis et al., 2020; Raffel et al., 2020)
tends to be too general and lacks domain specificity.
These models often struggle to control the content
of the summary, making it difficult to determine in
advance which parts of the original content should
be emphasized (Dou et al., 2021). The second chal-
lenge pertains to the faithfulness of the generated
summary. Often, there is a notable risk of pro-
ducing a summary that may contradict or diverge
from the source document, potentially introducing
intrinsic hallucination® or inconsistency (Kryscin-
ski et al., 2020; Wang et al., 2024a,b; Na et al.,
2024). Together, these issues highlight the need for
more advanced summarization techniques that can

3Intrinsic hallucination refers to content in a generated
summary that contradicts the source document.
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adeptly handle the complexities of domain-specific
content while ensuring contextual relevance and
detail consistency, as shown in Figure 1.

Drawing inspiration from the GSUM (Dou et al.,
2021) framework for its ability to enhance con-
trollability through guidance signal and constrain
summary to deviate less from the source document,
we introduce a guided summarizer featuring a dual-
encoder and an adapted decoder architecture that
leverages two types of domain-specific knowledge-
based guidance, i.e., specialized mental health ter-
minologies and contextually rich sentences from
source post. This design is specifically tailored to
enhance the summarization process within men-
tal health contexts, guiding the generation of a
summary that is both terminologically precise and
richly informed by the underlying domain-specific
information contained within the original text.

Further, building on established post-editing
practice in recent studies (Dong et al., 2020; Cao
et al., 2020), we propose a corrector that follows
the summarizer and is dedicated to identifying and
correcting potential inconsistencies in the gener-
ated summary with respect to the source post. This
step ensures the corrected summary more faithfully
represents the details of the original text. At last,
we evaluate our model on MENTSUM (Sotudeh
et al., 2022b), the first mental health summarization
dataset. The output summary is evaluated by not
only the ROUGE scores (Lin, 2004) measuring lin-
guistic quality, but also FactCC score (Kryscinski
et al., 2020), an automatic metric assessing factual
consistency* with the source document.

The contributions of this study are as follows:

* We introduce novel domain-specific guidance
signals, encoded by a separate encoder to
guide the summarization process to align
closely with the content and context of guid-
ance, thus improving the summary’s domain
relevance.

* We propose a correction model as a subse-
quent enhancement step to identify and rectify
any potential inconsistency in the generated
summary, thereby reducing intrinsic halluci-
nation and further improving faithfulness.

* Our top-performing model, using contextu-
ally rich sentences as guidance, outperforms

“Although recent studies define “factuality” as being based
on real-world facts, our paper uses the term “factual consis-
tency”, which is commonly employed in evaluation research,
to emphasize alignment with the source document.

the previous SOTA model CURRSUM (So-
tudeh et al., 2022a), achieving improvements
of 0.40, 0.82, and 4.07 in ROUGE-1, ROUGE-
2, and ROUGE-L scores, respectively. Fur-
thermore, it achieves a 2.5% higher FactCC
score compared to BART, and a 3.0% increase
over the original GSUM.

2 Related Work

2.1 Guided Abstractive Summarization

The development of neural abstractive summariza-
tion has seen significant advancements through the
implementation of sequence-to-sequence (seq2seq)
framework (Chopra et al., 2016; Nallapati et al.,
2016) and the Transformer architecture (Vaswani
et al., 2017; Lewis et al., 2020; Raffel et al., 2020).
Building on these foundations, guided abstractive
summarization leverages additional guidance sig-
nals or user input to steer the summarization pro-
cess, ensuring that the resulting summary is aligned
with the specific need and preference.

Knowledge bases (KBs) are the most popular
guidance and enable summarization systems to
deeply engage with the semantic relationship and
hierarchical structure they encapsulate. Internal
KBs (Huang et al., 2020; Zhu et al., 2021) extract
knowledge directly from source documents using
information extraction tools (Wang et al., 2024c¢),
reducing intrinsic hallucination and improving the
summary’s faithfulness. Meanwhile, external KBs
(Liu et al., 2021; Dong et al., 2022; Zhu et al.,
2024) provide common-sense or world knowledge,
enhancing the factuality and reliability of the gen-
erated summary.

For other guidance, He et al. (2022) and Narayan
et al. (2021) incorporate user-defined keywords
and learned entity prompts, respectively. More-
over, Dou et al. (2021) expands on these ideas
with the GSUM framework, which supports dif-
ferent types of guidance signals, i.e., highlighted
sentences, keywords, salient relational triples, and
retrieved summaries.

2.2 Domain-specific Summarization

Domain-specific summarization, particularly in the
healthcare field, faces challenges due to the com-
plexity of terminology, the critical need for ac-
curacy in health-related decisions, and the con-
cern over patient confidentiality and data privacy.
However, the emergence of advanced NLP tech-
niques and the availability of large annotated med-
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Figure 2: The overall architecture: The initial phase involves a guided summarizer with a dual-encoder and an
adapted decoder architecture, utilizing domain-specific guidance signals to produce a candidate summary. This is
then refined in the second phase by a post-editing corrector, which identifies and corrects potential inconsistencies
in the candidate summary with respect to the source document.

ical datasets have spurred increased interest and
progress in this area.

Key efforts include the development of auto-
mated radiology report summarization to help
streamline healthcare by turning complex radio-
graphic findings into concise summaries, supported
by datasets like Indiana University chest X-ray col-
lection (Openl) (Demner-Fushman et al., 2015)
and MIMIC-CXR (Johnson et al., 2019). Sim-
ilarly, innovative approaches like the Re3Writer
model (Liu et al., 2022) leverages the “Patient In-
struction” (PI) dataset from MIMIC-III to gener-
ate discharge instructions tailored to individual pa-
tient records by simulating the physician decision-
making process. Additionally, efforts to summa-
rize varied hospital course notes into Brief Hospi-
tal Course (BHC) summaries (Searle et al., 2023)
utilize adapted BART model, enhanced with clin-
ical ontology signals for producing problem-list-
orientated summaries. Furthermore, the creation
of the MENTSUM (Sotudeh et al., 2022b) dataset
for mental health online posts summarization on
Reddit further exemplifies the domain’s growing
research interest, with models like CURRSUM em-
ploying curriculum learning strategy to improve
performance. These advancements highlight the
evolving landscape of healthcare summarization,
driven by a blend of the latest NLP technologies

and domain-specific knowledge.

3 Methodology

The overall architecture of our proposed model is
illustrated in Figure 2. By leveraging the strength
of both guided summarization and correction in a
unified framework, this integrated approach aims to
generate summaries that are both domain-relevant
and faithful, addressing the challenges of domain-
specific summarization.

3.1 Guided Summarizer

Domain-specific Guidance Signal. The core in-
novation of our model lies in introducing domain-
specific guidance signals, encoded by a separate
encoder and designed to steer the summarization
process to closely align with the content and con-
text of guidance. Specifically, we extract two types
of guidance signals from source posts: specialized
mental health terminologies and, separately, sen-
tences that contain any of these identified terms. In-
tuitively, incorporating this knowledge-based guid-
ance would help the summary enhance domain
specificity by adhering to specialized terminologies
and emphasizing relevant underlying information
within the original text (Wang et al., 2023). More
details about the guidance extraction are described
in Section 4.3.
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Dual-encoders. The first encoder transforms
source document X = (1, ..., z,,) into a sequence
of contextual representations Zx = (2, -y 2, )s
while the second encoder processes domain-
specific guidance signal g = (g1, ..., gx), Which
can be either terms or sentences, into a sequence
of guidance representations Z, = (24,, ..., Zg; ),
where k is the length of the guidance input. Em-
ploying self-attention and feed-forward blocks fol-
lowed by layer normalization, each encoder yields
the output vector that encapsulates rich contextual
and guidance-driven information for each token in
both the document and the guidance.

Decoder. The decoder then integrates outputs
from both encoders to generate the summary ¥ =
(y1, .-+, Ym ). Modifications have been made to the
standard Transformer’s decoder structure, enabling
it to attend to both the document and the guidance,
instead of just one input sequence. Specifically, in
each decoding layer, after the self-attention block,
the decoder first attends to the guidance represen-
tations Z,, enabling it to decide which part of the
source document should be focused on. Then, it
uses these signal-aware intermediate representa-
tions to more effectively attend to the document
representations Zx, culminating in a summary that
is both informative and aligned with the guidance.

Training Objective. The objective function aims
to maximize the log-likelihood of generating the
summary Y given both the source document X and
the guidance signal g. It is formulated as:

N
@) x @ 4.
arg meaxz log P(Y'W| X' ¢'":0)

=1
N m® ] ]
= arg max Z} ; log P(y"y"%), X0 g0 9),

(D

where NN is the number of training examples, Y (),
X@ and g0 represent the summary, source doc-
ument, and guidance for the i-th example, respec-
tively, and 6 denotes the learnable parameters of
our model. This can be further decomposed into
the sum of the log probabilities of each token in
the summary conditioned on the preceding tokens,
the source document, and the guidance, where m(?)
is the length of the ¢-th summary, and yg denotes
all generated tokens in the i-th summary before
position ¢.

By optimizing this function, our model learns to
produce one summary that not only captures the
essence of the source document but also closely
adheres to the guidance signal. During training,
the parameters of the word embedding layers and
the bottom encoding layers are shared between
the two encoders to reduce the computation and
memory requirements, while the top layers of the
two encoders are distinct, and initialized with pre-
trained parameters but separately trained for each
encoder. In the decoder, the first cross-attention
block is initialized randomly since it is additional
to the standard Transformer structure, while the
second cross-attention block is initialized with pre-
trained parameters.

3.2 Corrector

In addition to the guided summarizer, we propose
a neural corrector as a subsequent enhancement
to identify and rectify potential inconsistencies in
the generated summary with respect to the source
document. This correction process can be modeled
as a seq2seq problem: given a candidate summary
Y and its corresponding document X, it aims to
produce a corrected summary Y that is more con-
sistent with the original document X.

Artificial Corruption Data. To adequately train
the neural corrector, we generate synthetic exam-
ples by introducing intentional errors based on
heuristics by Kryscinski et al. (2020). This involves
creating incorrect summaries by swapping entities,
numbers, dates, or pronouns using a strategy out-
lined by Cao et al. (2020). Specifically, the first
three swaps are made by replacing one item in the
reference summary with another random item of
the same type from the source document, while the
pronoun swap is made by replacing one pronoun
with another one of a matching syntactic case.

Model Design. The correction model is designed
to rectify an incorrect summary Y into a consistent
summary Y’ with minimal modifications based on
the source document X. This can be formulated
as optimizing the model parameters 6 to maximize
the likelihood function within an encoder-decoder
framework:

N
1001y () x ().
argmeaxiz;logP(Y Y@ x®.0) (2

where N is the number of synthetic training exam-
ples, and # denotes the model parameters.
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For this purpose, we use BART (Lewis et al.,
2020) as the foundation for fine-tuning the correc-
tor due to its proven effectiveness in conditional
text generation tasks. BART is a seq2seq auto-
regressive transformer pre-trained on various de-
noising objectives, such as text infilling and token
deletion, making it adept at recovering the original
text from corrupted input. This pre-training aligns
naturally with our summary correction task, where
the model treats the incorrect summary as noisy in-
put, focusing on resolving errors to recover factual
consistency.

4 Experiments

4.1 Dataset

Our research utilizes MENTS UM, the first mental
health summarization dataset, which contains se-
lected user posts from Reddit along with their short
user-written summaries (called TL;DR) in English.
Each lengthy post articulates a user’s mental health
problem and quest for support from community
and professional counselors, while the correspond-
ing TL;DR serves to condense this narrative into a
concise summary, facilitating quicker review and
response by counselors. This dataset comprises
over 24k post-TL;DR pairs, divided into 21,695
training, 1,209 validation, and 1,215 test instances.
On average, each post contains 327.5 words or 16.9
sentences, while TL;DR consists of 43.5 words or
2.6 sentences. More details about the dataset can
be found in Sotudeh et al. (2022b).

4.2 Metrics

To evaluate the linguistic quality of the gener-
ated summary, we use standard ROUGE metrics:
ROUGE-1, ROUGE-2, and ROUGE-L. These met-
rics assess the overlap of unigrams, bigrams, and
the longest common subsequence, respectively, be-
tween the generated summary and reference one.
We report the F1 scores for these metrics to provide
a comprehensive analysis.

For automatically assessing the factual consis-
tency of the generated summary with the source
document, we utilize a fine-tuned version of the
FactCC model (Kryscinski et al., 2020). This
model maps the consistency evaluation as a binary
classification problem, and outputs a probability
score ranging from O to 1, indicating the likelihood
that the generated summary is factually consistent
with the source content.

4.3 Implementation Details

Guided Summarizer. To construct knowledge-
based guidance, we curate mental health termi-
nologies from subsets released by Kaiser Perma-
nente (KP) in 2011 and 2016°, focusing on the
“KP_Patient_Display_Name” column. Our prepro-
cessing involves (1) separating terms that are com-
bined with commas to ensure each term is individ-
ually identifiable, (2) splitting terms that contain
parentheses (e.g., “A (B)”) into two separate en-
tities to simplify and clarify the data, (3) remov-
ing duplicates to compile a list of unique terms,
and (4) excluding terms longer than three words to
improve regex matching efficiency. This process
yields a refined list of 1,068 unique terminological
terms. Then, we extract these identified terms from
each mental health post, separate them with a spe-
cial [SEP] token, and use them as the first type of
guidance. Additionally, we explore an alternative
approach by extracting sentences from each source
post that contain any of the predefined terminol-
ogy, using them as the second type of guidance.
Regular expressions are employed to ensure a pre-
cise match of the entire term, avoiding partial or
irrelevant matches.

We adopt the BART-large as the foundation
for fine-tuning our guided summarization model®.
Training parameters include a total of 10,000 up-
dates, a maximum token of 1,024, and an update
frequency of 4. We opt for the AdamW optimizer
with a learning rate of 3e-5, 3 parameters set to (0.9,
0.98), and a weight decay of 0.01. The objective
function is cross-entropy Loss across all models.
After training for five epochs, the model checkpoint
achieving the highest ROUGE-L score on the vali-
dation set is selected for inference. For decoding,
we employ a beam size of 6, with minimum and
maximum lengths set to 15 and 200, respectively,
and a restriction on repeating trigrams. All our
experiments are conducted on four NVIDIA Tesla
V100 GPUs, with the training process requiring
approximately four hours.

Error Corrector. We create synthetic incorrect
summaries incorporating entity, number, date, and
pronoun errors, resulting in 25,940 training and
1,416 validation examples. Based on the BART-

5https://www.johnsnowlabs.com/marketplace/
cmt-mental-health-problem-1list-subset/

6https://github.com/neulab/guided_
summarization
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Model Guidance Signal ROUGE-1 ROUGE-2 ROUGE-L 100xFactCC
CURRSUM No signal 30.16 8.82 21.24 -
BART No sienal 28.792 8.741 23.657 87.74

After Correction & 28.754 8.722 23.625 88.40 (10.75%)
GSum Highlighted 30.031 8.917 24.698 87.65

After Correction  sentences 30.013 8.907 24.685 87.98 (10.38%)
GSUM-TERM Specialized 30.429 9.441 25.335 89.05

After Correction  terminologies 30.426 9.425 25.326 89.22 (10.19%)
GSUM-SENT Context-rich 30.578 9.647 25.315 90.12

After Correction  sentences 30.561 9.638 25.309 90.62 (10.55%)

Table 1: ROUGE scores and FactCC scores on MENTSUM test set.

large architecture implemented in fairseq’, the neu-
ral corrector is fine-tuned with the parameter set-
ting similar to the guided summarizer, except it is
trained for 10 epochs to allow the model to ade-
quately learn to identify and correct these subtle
errors. During inference, the candidate summary
generated from the previous guided summarizer is
concatenated with its source post, and processed
by the optimal checkpoint to produce the corrected
summary for final evaluation.

FactCC Evaluator. We re-implement and fine-
tune the FactCC model®, tailoring it to better suit
our domain-specific needs. The training data con-
sist of both correct and incorrect examples: the for-
mer derives from clean reference summary (labeled
as “CORRECT”), while the latter uses the same
synthetic data as the corrector (labeled as “INCOR-
RECT”), signifying inconsistent with the source
post. Thus, we obtain 21,695 correct and 25,940
incorrect examples for training, with 1,209 correct
and 1,416 incorrect examples for validation. Based
on the BERT-base model, we use the same hyper-
parameters for training the original FactCC model
over 10 epochs. For inference, the corrected sum-
mary (defined as “claim”) and its corresponding
source post (defined as “text”) are combined and
fed into the optimally selected checkpoint (with the
lowest Loss) to compute a probability score, quan-
titatively evaluating the alignment between claim
and text.

4.4 Baselines

BART. Itis a pre-trained SOTA model for sum-
marization tasks, and demonstrated superior per-
formance over various extractive and abstractive

"https://github.com/pytorch/fairseq/blob/
master/examples/bart
8https://github.com/salesforce/factCC

summarizers on MENTSUM dataset (Sotudeh et al.,
2022b). We re-employ BART on this dataset as
a baseline rather than simply copying the results
because that study did not evaluate factual consis-
tency, a key focus of our research for comparison.
In this baseline experiment, training parameters
match those of the guided summarizer, with the
exception of setting the update frequency to 1.

GSuUM. We adopt GSUM with highlighted sen-
tences, the best-performing guidance signal, as
our second baseline. Highlighted sentences are
identified as oracle sentences during training using
a greedy search algorithm for maximum ROUGE
scores with reference summaries, but are extracted
during inference by employing a pre-trained extrac-
tive summarizer, i.e., the best-performing BertExt
checkpoint (Liu and Lapata, 2019), due to unseen
references summaries in the test set. This base-
line experiment proves more complex compared to
our guided summarizer, as it requires an additional
summarizer during inference, a limitation within
the original framework. In contrast, our guidance
extraction (described in Section 4.3) relies on spe-
cialized terminologies, moving away from reliance
on oracle sentences, and streamlining the process
by unifying the training and inference phases.

5 Results

5.1 Automatic Evaluation

We refer to the model that utilizes extracted mental
health terminologies for guidance as GSUM-TERM,
and the model that employs context-rich sentences
containing these domain-specific terms for guid-
ance as GSUM-SENT. As shown in Table 1, experi-
mental results on the MENTSUM dataset reveal that
our proposed models surpass established bench-
marks and baseline models in terms of both ROUGE
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User posts

Human-written

GSUM-SENT generated

Corrected

... About 6- 8 months later ther anxiety was back ...
So back to the prozac I went. I took it again for about
18 months and then the cycle continued ... [ finally
went to see a psychiatrist and she suggested I go back
on it again since my anxiety has gotten out of control
again ...

going back on
Prozac for the
third round ...

I started taking prozac about 4
years ago, stopped taking it after
18 months and then took it again
for about 6 - 8 months. Now I 'm
back on it again and my anxiety
has gotten out of control again ...

... then took it
again for about
18 months ...

I'm 19 year old male with autism, depression and
anxiety ... Since then my dad has sunk into a deep
depression... and he has threatened to kill himself
... My mother who is also extremely sickly has dealt
with him for years ... and is probably going to leave
him. On top of all this we cannot afford to continue
to live in our house ...

mom and dad
sick, dad thread-
ing suicide, mom
leaving dad, we
re losing our
house ...

I m a 19 year old male with
autism, depression and anxiety
who ca nt afford to live in our
house, my father is depressed
and suicidal, my mother is leav-
ing me ...

. my mother
is leaving him

... made an excellent suggestion w CBT, but if cost or
availability is an issue, guidance is a great way to start
... When I was first coming to grips with my anxiety,
1 journaled quite frequently. Not only was it a great
emotional release to let my intrusive thoughts out ...

I suggest look-
ing into CBT or
a guidance coun-
selor. Journalling
is good ...

CBT is a great way to start. Do
n’t be afraid to journal ...

Guidance is a
great way to
start ...

... I've been really depressed for years ... I'll spare
you the details but this goes on for close to 10 years
... I've been failing everything I take due to a combi-

My life
messed up ...

was

I ’ve been in and out of mental
institutions for 10 years and have
been failing everything I take due
to a combination of depression,

I ’ve been in
and out of men-
tal institutions

nation of depression, anxiety ...

fi S ...
anxiety ... or years

Table 2: Four samples of mental health posts along with their human-written TL;DRs, summaries generated by

GSUM-SENT, and corrections applied by neural corrector.

and FactCC scores. Below, we present more de-
tailed insights derived from our experiments.

Effectiveness of Guided Summarizer. Initial ob-
servations from two baseline experiments indicate
that guided summarizer exhibits improved ROUGE
scores, particularly in the ROUGE-2 and ROUGE-
L metrics, compared to CURRSUM, indicating a
better capture of detailed information and narrative
structure. However, the original GSUM achieves a
lower FactCC score compared to BART, suggest-
ing that while highlighted sentences can steer the
model toward relevant information, they do not
guarantee factual consistency.

Improvement through Domain-specific Guid-
ance. Our experiments with the proposed models
yielded significant improvements on both ROUGE
and FactCC scores over the baseline models, in-
dicating improvements in summary quality and
factual consistency. Specifically, GSUM-TERM
is 1.5% higher than BART and 1.6% higher than
GSUM on FactCC score, suggesting that the use
of specialized terminologies as guidance signal,
instead of highlighted sentences, is effective in en-
hancing the summary’s alignment with the source
content while maintaining or even improving its
overall quality.

The subsequent experiment with the GSUM-

SENT model employs context-rich sentences em-
bedded with domain-specific terms as the guidance
signal, leading to notable advancement across the
board. Specifically, the model not only records
superior ROUGE scores but also achieves a 2.7%
higher FactCC score compared to BART and 2.8%
improvement over GSUM. This finding, resonating
with the insight from the original GSUM study,
highlights the superiority of contextually rich,
sentence-based guidance over simpler keyword-
based one. Overall, this integration of domain-
specific guidance underscores the importance of
leveraging specialized information from the source
post, and is pivotal for the generated summary to
improve its alignment with the source content in
the mental health context.

Benefit of Corrector. The correction model
demonstrates its capability to refine the consistency
of summary and faithfully represent the source de-
tails across both our proposed models and base-
line models. After correction, the FactCC scores
showed absolute improvements ranging from 0.17
to 0.66 percentage points and relative increases be-
tween 0.19% and 0.75% across all evaluated mod-
els. It’s worth noticing that correction generally
results in a slight decline in ROUGE scores, a phe-
nomenon observed in multiple studies (Kryscinski
et al., 2020; Maynez et al., 2020), and may be at-
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tributed to the nuanced balance between enhancing
factual consistency and maintaining linguistic qual-
ity in the summary.

5.2 Case Study and Analysis

Acknowledging the limitations of automatic eval-
uation in the summarization system, we also man-
ually assess the quality of our work by comparing
candidate summaries generated by GSUM-SENT
and corrected ones against human-written TL;DRs,
as shown in Table 2. To protect user privacy, the
source posts are selectively displayed. The special-
ized mental health terminologies are highlighted in
bold, and sentences containing these terms are in
italic to show their influence on the summary gener-
ation process. Additionally, corrections and related
text segments are marked in red to provide clear
insight into the improvements in detail consistency.

Heightened Domain Specificity. Summaries
generated by GSUM-SENT often capture more spe-
cialized mental health terms. Conversely, TL;DRs
are written in a colloquial and condensed manner,
which might omit essential terminological details.
Taking the first sample as an example, the human-
written summary merely mentions going back on
Prozac for the third time, while the GSUM-SENT-
generated one specifies details on the duration of
treatment and the underlying issue of anxiety. Sim-
ilarly, in the fourth sample, the human-written sum-
mary describes the situation as “messed up”, a
vague term compared to the explicit mentions of
“depression” and “anxiety” by GSUM-SENT. They
all indicate the model’s potential to provide more
transparent communication of mental health issues,
which is helpful when asking for support from pro-
fessional counselors.

Improved Faithfulness. Both the guided summa-
rizer and corrector play crucial roles in improving
faithfulness according to reported FactCC scores,
with the corrector further enhancing detail consis-
tency with respect to the source post. It addresses
date inaccuracy in the first and fourth samples, cor-
rects pronoun usage in the second, and resolves
entity error in the third. These errors originate
from incorrect references to similar items within
the original posts, exemplified by the misrepresen-
tation of “6-8 months” in the first sample.

Despite the precision in correction, there is a
shortcoming: the corrector’s modifications are very
subtle, attributed to its training on a dataset lim-
ited to four types of minor errors. This restraint

in correction is evident in our examination of sum-
maries generated by GSUM-SENT model, where
only 10.3% undergo revisions by corrector. More-
over, these adjustments are minimal, with 92.8%
of the corrected summaries incorporating three or
fewer new tokens, despite the summary averaging
53.27 tokens in length. This indicates that the cur-
rent correction model may not fully capture com-
plex inaccuracies beyond its training scope, high-
lighting the need for a more diverse training dataset
to enhance its ability to improve detail consistency
across a wider range of summaries.

6 Conclusion

Focusing on the mental health domain, our re-
search addresses the challenges of generating
domain-relevant and faithful summaries through
the development of a guided summarizer followed
by a neural corrector. By incorporating novel
domain-specific knowledge-based guidance, espe-
cially context-rich sentences, our adapted summa-
rizer closely aligns with the specialized source con-
tent and effectively enhances the domain relevance
of the generated summary. The post-editing cor-
rector further ensures the elimination of inconsis-
tency or intrinsic hallucination, making the sum-
mary more faithful to the source document.

Comprehensive evaluation with the MENTSUM
dataset demonstrates the superior performance of
our proposed model over existing baselines, as
evidenced by improvements in both ROUGE and
FactCC scores. Although our experiments are
specifically tailored to the mental health domain,
the methodologies we’ve developed are designed to
be adaptable across various fields where the preci-
sion of domain-specific knowledge and detail con-
sistency are both essential, such as in legal, finan-
cial, or technical contexts. The demonstrated ef-
fectiveness and adaptability of our approach under-
score its potential to advance domain-specific ab-
stractive summarization, offering a versatile frame-
work for future exploration.
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Abstract

Due to the limitation of data, low-resource
word segmentation poses significant challenges
for pre-trained language models, which strug-
gle to process new knowledge beyond their
training data. Instead of focusing on data aug-
mentation or transfer representations, this pa-
per proposes an efficient approach called Word
Boundary Decision (WBD), which redefines
word segmentation learning goals as segmenta-
tion behaviors rather than segmented units from
the training data. The paper presents experi-
ments across diverse datasets, including social
media, medical, patent, Cantonese, and ancient
Chinese text. In small sample tests, WBD en-
ables models to achieve the same performance
with substantially less training data—for exam-
ple, requiring only 3K words to match baseline
F, scores at 20K words for ancient Chinese, rep-
resenting around 6.67 times less data. Through
transfer learning experiments, WBD also signif-
icantly enhances the cross-domain performance
of pre-trained language models. For instance,
WBD increases F; scores by 2.48% and Ry
by 2.28% for BERT on average. This paper
is an initial attempt to enable models to pro-
cess new knowledge beyond their training data
through task formulation'.

1 Introduction

Due to the limitation of data, low-resource word
segmentation poses significant challenges for pre-
trained language models, which struggle to pro-
cess new knowledge beyond their training data
(Roberts et al., 2020; Yin et al., 2023; Hedderich
et al., 2021a). To alleviate the issue, many meth-
ods have been proposed to improve pre-trained
language models’ performance in low-resource set-
tings, such as data augmentation (Ding et al., 2020;
Feng et al., 2021), distant and weak supervision

'Data: https://github.com/LANGUAGE-
UNDERSTANDING/Word-Boundary-Decision-An-
Efficient-Approach-for-Low-Resource-Word-Segmentation

Hong Kong, SAR, China
churen.huang@polyu.edu.hk

(Hedderich et al., 2021b; Liang et al., 2020), cross-
lingual projection (Cotterell and Duh, 2024; Liu
etal., 2021), transfer learning (Alyafeai et al., 2020;
Raffel et al., 2020), etc. These technologies aim
to generate additional labeled data to extend the
task-specific data or transfer learned representa-
tions from high-resource to low-resource domains
to reduce the need for data. For example, Xing
et al. (2018) propose an adaptive multi-task trans-
fer learning approach to avoid the high annotation
cost for collecting large scale word segmentation
data for medical domain. In a similar vein, Ye
et al. (2019) use a semi-supervised approach to im-
prove word segmentation performance in novels,
medicine, and patent cross-domain tasks. Addi-
tionally, Shen et al. (2022) use a data augmenta-
tion method to generate additional data for ancient
Chinese word segmentation tasks. These research
efforts achieve promising results by augmenting or
leveraging limited available data.

However, the fundamental issue persists. When
encountering word patterns that not shown in the
training data, the performance drops significantly.
Examples in low-resource languages include spe-
cial expressions such as "¥{/E" (stupid) and "%
{&" (surely) in Cantonese, as well as compound
words that should be separated into multiple words
in the training data but have been used as single
words in specific text, such as "/NJLIL" (literally:
small nine nine; new meaning: trick) , highlighting
the need for processing new knowledge, which pre-
trained language models currently lack, leading to
sub-optimal performance.

To address these limitations, taking Chinese
word segmentation (CWS) in low resource as topic,
this paper proposes an efficient word segmentation
approach for pre-trained language models called
word boundary decision (WBD). The core innova-
tion of this method lies in:

Redefining the way pre-trained language models
acquire “word segmentation” knowledge, transfer-
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ring the learning goal from learning instances to
learning behaviors.

Departing from the conventional approaches
of augmenting or leveraging data to combat low-
resource challenges, this method tackles the prob-
lem from the task formulation level, enabling mod-
els to learn more knowledge by simpler design.
Notably, the method can be combined with other
methods for enhancing low-resource performance,
such as transfer learning and data augmentation,
offering a synergistic effect.

The main contributions are:

* We combined the formulation of Huang et al.
(2007) with modern deep learning techniques
and introduced an efficient approach, Word
Boundary Decision (WBD) for low-resource
scenarios, enabling models to achieve the
same performance with substantially less
training data — for example, requiring only
3K words to match baseline F; scores at 20K
words for ancient Chinese, around 6.67 times
less.

* Our WBD significantly improves transfer
learning performance across various cross-
domain sets, with F; scores increasing by
2.48%-10.46% and Ryoy by 0.44%-5.26% for
BERT and RoBERTa.

* To our knowledge, we are the first to test the
robustness of models by checking the size
of the required training dataset, which is an
essential issue in low-resource areas.

* To our knowledge, we are the first to address
the low-resource word segmentation issue
from a task formulation perspective, redefin-
ing the training process to reduce the mimic
phenomenon and enhance models’ ability to
process new knowledge beyond their training
data.

2  Word Boundary Decision

2.1 Current Character-tagging Approach

In the era of pre-trained language models, the most
dominant approach for word segmentation is the
character-tagging approach. This approach treats
word segmentation as a sequence labeling problem
(Xue, 2003). For an input text sequence, the pro-
gram annotates each character from left to right
with corresponding labels, and then segments the
text into separate words based on these labels. The

most popular labeling tag setis T = B, M, E, S.
This labeling is inspired by the classic BIO (Be-
gin, Inside, Outside) scheme in the information
extraction field, annotating characters as B (Be-
gin, word beginning), M (Middle, word middle),
E (End, word end), and S (Single, single-character
word). After labeling, the program segments the
text at the characters labeled as "E" (word end)
or "S" (single-character word), thereby obtaining
the corresponding word sequence. The goal of
the character-tagging approach is to learn from the
segmented units of the training data.

However, word segmentation aims to provide
an appropriate separation between characters in a
string without delimiters, for example, transform-
ing "SESRANEL" (appleandpear) into "5 /F1/EL"
(apple/and/pear) by providing a "/". It involves only
one piece of information: whether to segment or
not. On the other hand, the essence of character-
tagging approach like {B, M, E, S} is to classify
each character and determine its position within
a word, and then convert this context-dependent
information (word beginning, word middle, word
end, etc.) into word boundary information (seg-
ment/not segment). This approach, which uses
multi-class character classification information for
single-class word delimiter recognition, introduces
redundant information for the word segmentation
task.

2.2  Word Boundary Decision Approach

Based on Huang et al. (2007), Li and Huang (2009),
Huang and Xue (2012), this paper proposes a dif-
ferent perspective on word segmentation for pre-
trained language models called word boundary de-
cision (WBD). Instead of treating it as a character-
tagging task, this approach views word segmenta-
tion as a word boundary decision process. The goal
is to determine whether the boundary between char-
acters is a word boundary. We formally represent a
text segment as:

CI: I])CZ) IZ,...,C[, Iiy---nd-]) In—]’Cn

Where C; represents a Chinese character, and I;
represents the boundary between characters C; and
Ci;1 . In Chinese text, these character boundaries
do not explicitly indicate whether they are word
boundaries. We define that if a character boundary
is a word boundary, it is denoted as I; = 1, otherwise
I; = 0. The program segments the text based on the
word boundary labels I; = 1, completing the word
segmentation task.
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Comparing these two approaches, the character-
tagging approach takes classifying characters as
the target, designed to learn from the segmented
units of the training data, using multi-class charac-
ter classification information for single-class word
delimiter recognition. This introduces redundant
information, increasing the likelihood of repeat-
ing the same mistakes found in the training data
and making it challenging to learn new knowledge,
especially in low-resource scenarios.

Is I Is Io Iio In 12
o [T o [
koo fit: v

UL S 1 &
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o 1] 0

=)
=)
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Figure 1: Examples of Word Boundary Decision (WBD)
segmentation

In contrast, the WBD approach takes boundaries
as the target, simplifying word segmentation into a
binary decision for a single unit: whether a bound-
ary is a word boundary or not. WBD learns from
the segmentation behavior of the training data and
does not involve the excessive information of seg-
mented units. Hence, it is less likely to be misled
by the training data and can better capture low-
resource language-specific characteristics, exhibit-
ing excellent robustness and generalization capa-
bilities.

3 Experimental Setup

The experiment consists of two parts: small sam-
ple testing and transfer learning testing to evaluate
performance of WBD in low-resource scenarios.

The experiments take PKU dataset from
SIGHAN 2005 bakeoff (Emerson, 2005) as the
training set and test the performance of WBD in
pre-trained language models: BERT (Devlin et al.,
2019) , and RoBERTa (Liu et al., 2019) on five
open-source CWS datasets, ranging from different
domains, time periods, and dialect variants, includ-
ing social media text WEIBO (Qiu et al., 2016),
medical text AMTTL (Xing et al., 2018), patent
text PT (Ye et al., 2019), ancient Chinese EvaHan
(Li et al., 2022), and Cantonese HKCC (Luke and
Wong, 2015). Statistics of datasets are shown in
Table 1.

3.1 Pre-processing

Pre-processing such as substituting digits, En-
glish letters, Chinese idioms, and long words with

DATASET PKU WEIBO AMTTL
Train | Test | Train | Test | Train | Test
WORD 1110K | 104K | 421K | 44K | 45K | 13K
CHAR 1826K | 173K | 689K | 73K | 73K | 21K

WORD TYPE 55K 13K | 43K | 11K | 6K 3K

CHAR TYPE 5K 3K 4K 3K 2K 1K

WORD LENGTH | 1.65 1.65 | 1.64 | 1.68 | 1.61 | 1.62

DATASET PT EvaHan HKCC
Train | Test | Train | Test | Train | Test
WORD 481K | 34K | 166K | 28K | 83K | 47K
CHAR 828K | 56K | 194K | 33K | 114K | 65K

WORD TYPE 36K | 4K | 11K | 3K | 10K | 4K
CHAR TYPE 3K 1K 3K 2K 2K 1K

WORD LENGTH | 1.72 | 1.67 | 1.17 | 1.18 | 1.37 | 1.39

Table 1: Statistics of datasets

unique symbols are commonly employed to en-
hance the performance of CWS models (Huang
et al., 2020a; Ke et al., 2021a). However, in our
experiment, we refrain from using such techniques
for fair comparison, focusing solely on the poten-
tial improvements offered by the WBD.

3.2 Evaluation

The number of labels used in WBD is different
from character-tagging, so for evaluation we first
align the labels before comparison. We uniformly
convert the predicted results to {B, M, E, S}, and
then perform the comparison?. For consistency, all
segmentation results are automatically calculated
with the script provided by previous research (Tian
et al., 2020a, He et al., 2022a)>. The metrics are F;
scores and Roov (Recall of out-of-vocabulary).

Correct predicted words
= P x 100% o)

Total predicted words

_ Correct predicted words

R = x 100% 2)

Total actual words

Correct predicted OOV words
Total actual OOV words

Roov = x 100% 3)

» _ 2PR @
'"PFR

3.3 Hyper-parameters

The experimental environment is Google Colab,
with an NVIDIA® T4 GPU 16GB, and the deep
learning framework is PyTorch. It took 40 hours

>The conversion method is as follows: first, we segment
the predicted results based on the predicted labels to generate
a text file with words separated by spaces. Then, we use the
script to annotate the text with {B, M, E, S}, generating the
{B, M, E, S} results.

3Examples: https://github.com/SVAIGBA/WMSeg/tree/master

or https://github.com/Anzi20/WeiDC/blob/main/evaluate.py
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on the GPU to conduct all experiments. It’s worth
noting that a single training process is not time-
consuming, ranging from 2 minutes to 30 minutes,
depending on the size of the training data. Dur-
ing training, the training set is divided into 80%
for training and 20% for validation. The hyper-
parameters settings used in this paper are shown in
Table 2. For ease of comparison, the parameters
remain unchanged across all experiments.

H-PARAM VALUE
Max input sequence length 256
Learning Rate 2e-5
Batch size 32
Optimizer Adam

Loss function Cross-entropy loss function

Table 2: Hyper-parameters

4 Prior Experiment

4.1 Comparison with State-of-the-Art Models
in High-Resource Settings

Prior to assessing the impact of WBD in low-
resource scenarios, it is essential to evaluate its
fundamental performance in high-resource settings.
If the performance of WBD is only satisfactory
in low-resource settings, the applicability of this
approach would be constrained. Results in Table
3 shows that in golden SIGHAN 2005 datasets,
without fine-tuning the parameters, our WBD’s per-
formance is close to the state-of-the-art record. For
Roov metric on the AS and CITYU datasets, WBD
even achieves new best performance, surpassing
previous state-of-the-art methods.

Model MSR PKU AS CITYU
Fi_ Roov. Fi Roov  Fi Roov Fi Roov
Chen et al. (2017) 96.04 71.6 9432 7267 9475 7537 9555 814
Ma et al. (2018) 98.1 80.0 96.1 78.8 96.2 70.7 97.2 87.5
Gong et al. (2019) 9778 642 96.15 69.88 9522 77.33 9622 73.58
Qiu et al. (2020) 98.05 7892 9641 7891 9644 7639 9691 86.91

Duan and Zhao (2020)  97.6 - 95.5 - 95.7 - 95.4 -
Huang et al. (2020b) 97.9 840 967 81.6 967 773 976 90.1

Tian et al. (2020b) 98.4 8487 96.53 8536 96.62 79.64 97.93 90.15
Ke et al. (2021b) 98.50 83.03 96.92 80.90 97.01 80.89 98.20 90.66
Nguyen et al. (2021) 98.31 8532 96.56 85.83 96.62 7936 97.74 87.45
He et al. (2022b) 98.28 86.39 96.59 87.21 96.76 80.23 97.79 87.58
Our WBD(BERT) 98.16 84.98 9645 83.28 96.60 8584 9790 92.15

Table 3: Comparison of different models on CWS

4.2 Comparison with Large Language Models
in Low Resource Settings

Prior to experiments, it is necessary to test the per-
formance of Large Language Models (LLMs) such
as GPT-4.0 on CWS in low resource. If LLMs’
performance exceeded pre-trained language mod-
els such as BERT, then there would be no need to

use pre-trained language models for CWS in low-
resource scenarios, nor discuss the impact of WBD
on pre-trained language models.

We extracted 50 sentences from the HKCC test
set, which is a Cantonese dataset (a low-resource
Chinese dialect), and then input them into each
model with the prompt: "Please segment the fol-
lowing sentences with spaces between words." The
test results are shown in Table 44,

Model | GPT 4.0 | ChatGPT | Claude-3-Sonnet | Jieba
Fi 63.64% | 63.64% 64.19% 78.45%
Rooy | 60.15% | 60.15% 62.72% 65.19%

BERT_PKU_WBD | BERT_WBD
80.14% 93.19%
72.24% 89.20%

Table 4: CWS performance of LLMs and BERT WBD

The results above clearly show that for low-
resource languages such as Cantonese, LLMs per-
form poorly, failing to adapt and capture features
of the language. Segmentation tools like Jieba also
failed to meet expectations. However, with train-
ing data, pre-trained language models get more
promising results. Even when trained on the PKU
dataset, which consists of simplified news articles,
the performance of BERT with WBD can achieve
80.14% in F; and 72.24% in R,y on Cantonese, a
significantly higher performance than LLMs. Upon
deeper analysis, we found that LLMs can rarely
recognize Cantonese words, and most Cantonese-
specific words are uniformly divided into single-
character words. The result will not change signifi-
cantly with few-shot support.

In conclusion, to improve word segmentation in
low-resource settings, further research and explo-
ration of pre-trained model’s word segmentation
methods are necessary.

5 Experimental Results

5.1 Results of Small Sample Testing

To assess the performance of WBD in low-resource
environments, we conducted small sample experi-
ments. We adopted a word-based sampling method
to unify the amount of information. From each
dataset, we sampled 3K, 4K, 5K, 6K, 9K, and 20K
words as the training sets, while the test set re-
mained the corresponding complete test set.

The results in Table 5 demonstrate that our WBD
significantly enhances the learning effectiveness in
low-resource scenarios. For instance, in the case of
Cantonese, WBD improved F; by 3.24% - 8.25%,
with an average improvement of 4.79%, and Ry

“The tests were conducted in Apirl, 2024.
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3K 4K 5K 6K 9K 20K 3K 4K 5K 6K 9K 20K
F1SCORE F1SCORE
WBD 2239% 2531% 30.85% 35.69% 41.82% 64.30% WBD 46.58% 48.23% 47.60% 49.07% 48.77% 49.98%
BASE 1.70% 540% 15.76% 18.59% 37.29% 63.73% BASE 41.97% 42.69% 43.19% 4135% 46.80% 46.78%
WEIBO Diff  20.70% 1991% 15.09% 17.10% 4.53%  0.56% Medical Diff  4.60% 554% 441% 1.72% 1.96%  3.19%
OOV RATE OOV RATE
WBD 20.59% 22.48% 28.49% 34.84% 41.07% 64.17% WBD 34.96% 37.36% 3538% 37.66% 36.80% 38.43%
BASE 1.04% 323% 1432% 14.82% 37.55% 63.22% BASE 34.76% 34.34% 33.86% 33.36% 37.93% 37.75%
Diff 19.56% 19.24% 14.17% 20.01% 3.52%  0.95% Diff  020% 3.01% 1.52% 4.30% -1.13% 0.69%
3K 4K 5K 6K 9K 20K 3K 4K 5K 6K 9K 20K
F1 SCORE F1SCORE
WBD 73.77% 74.03% 74.63% 78.03% 78.06% 78.24% WBD 56.15% 59.66% 66.35% 6691% 75.98% /
Ancient BASE 73.65% 73.45% 72.02% 73.84% 73.02% 72.44% BASE 4790% 55.56% 61.80% 63.67% 72.17% /
Chinese  Diff  0.13% 0.58% 2.62% 420% 5.04%  5.80% Cantonese  Diff 825% 4.10% 455% 3.24% 3.81% /
OOV RATE OOV RATE
WBD 63.83% 61873% 59.82% 65.40% 65.31% 66.36% WBD 18.15% 1637% 25.98% 28.82% 49.97% /
BASE 60.60% 59.09% 56.61% 58.67% 56.96% 55.82% BASE 11.06% 11.44% 11.70% 21.12% 39.10% /
Diff  3.23% 0.73% 879%  6.64% 9.41% 10.54% Diff  7.09% 4.92% 14.28% 7.710% 10.87% /
3K 4K 5K 6K 9K 20K
F1SCORE
WBD 29.36% 31.40% 33.66% 35.02% 42.36% 56.44%
BASE 1545% 21.09% 28.67% 31.35% 41.98% 55.78%
Patent Diff 13.91% 1031% 4.99% 3.67% 0.39% 0.66%
OOV RATE
WBD 24.89% 2631% 2722% 28.30% 34.84% 46.95%
BASE 12.62% 18.81% 26.11% 26.50% 34.32% 47.12%
Diff  12.27% 7.50% 111% 1.80% 0.53% -0.17%

Table 5: Results of small sample testing

by 4.92%-10.87%, with an average improvement
of 8.97%.

5.1.1 Required Data

Notably, WBD enabled the models to achieve the
same CWS performance with significantly less re-
quired training data. As shown in Figure 2, for
ancient Chinese, models with WBD (in blue) re-
quired only 3k training data to achieve the same F
as base models (in orange) with 20K training data,
which is approximately 6.67 times less data. For
medical text, models with WBD needed only 3k
training data to achieve the same F; as base models
with 9K training data, which is around 3 times less

data.
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Figure 2: Area chart of F; score for small sample testing
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These findings suggest that WBD substantially
improves learning effectiveness, enabling models
to capture new knowledge in low-resource, domain-
specific datasets with much less required training
data. This can greatly contribute to low-resource
languages where training data is insufficient.

5.2 Results of Transfer Learning Testing

For transfer learning, we trained models on the
PKU training set, which consists of simplified Chi-
nese news from People’s Daily, and evaluated their
performance on five diverse cross-domain datasets:
social media texts, medical texts, patent texts, an-
cient Chinese, and Cantonese. The results in Table
6 demonstrate that our WBD significantly enhances
the transfer learning abilities of pre-trained lan-
guage models. Specifically, WBD improved the
average F| by 2.48% and R,y by 2.28% for BERT,
2.30% and 2.85% respectively for RoOBERTa.

Notably, WBD showed its most impressive im-
provements on the Cantonese dataset, with a re-
markable 10.46% increase in F| and 5.26% in R,y
for RoOBERTa. This could be due to the signifi-
cant difference between Cantonese and the PKU
dataset (simplified Chinese news from People’s
Daily). Cantonese is rich in traditional characters
and single-character words (average word-length is
1.37), while most words in the PKU dataset are two
or multi-character words (average word-length is
1.65). Conventional character-tagging approaches,
which learn from segmented units in the training
set, cannot capture the unique language character-
istics, resulting in poor performance. However,
WBD, which learns from boundary decision, a seg-
mented behavior in the training set, demonstrates
good adaptability to Cantonese, acquiring much
more new language knowledge and showing re-
markable improvement.

These findings clearly show that WBD is a pow-
erful technique for boosting the cross-domain trans-
fer capabilities of pre-trained language models, par-
ticularly in scenarios involving significant linguis-
tic divergence from the training data.

6 Analysis and Discussion

We conducted an error analysis to explore why
WBD enables pre-trained language models to
achieve greater robustness and generalization ca-
pabilities, significantly improving performance in
low-resource settings.

Comparing the segmented results by WBD and

character-tagging, we found that there are mainly
two types of errors that character-tagging models
make but WBD models do not (examples are shown
in Figure 3):

* Incorrectly combining frequently co-
occurring individual words into one singer
word; for example, mistakenly combine

individual "tH/ " into "t A"

* Ineffective recognition of less common collo-
cations, such as mistakenly segmenting four
words "%/ /[N JE/ J@" as two words "%/
/NE ", single name entity "L " as two
words "VI./ #", and so on.

Error Sentences

i, PEfE i Al

Character-tagging

WBD

Character-tagging |
WBD
Character-tagging | /L "}
WBD

Figure 3: Examples of error sentences by Character-
tagging

We conducted research on OOV (out-of-
vocabulary) words in the output of transfer learn-
ing, where models trained on PKU were tested on
various cross-domain datasets. The OOV words
obtained by the WBD but not by the base models
have very strong domain-specific features, such
as Cantonese words like "#{/&" (stupid) and "
{&" (surely), English expressions like "check"
and "caibian3 @peopledaily.com.cn", mixed-code
words such as "b¥" (short for "Bilibili", a website)
and "A#X" (A-level), as well as new meaning words
like "“&=]HL" (literally: old driver; new meaning:
experienced person) and " 5" (literally: two ha;
new meaning: stupid Husky dog).

6.1 Explanation

To account for the phenomenon identified in error
analysis, we need to first clearly define the differ-
ence between OOV and unknown words. OOV
(out-of-vocabulary) words are defined according to
an existing lexicon. Hence the term is more precise
in describing a CWS that involves a word list. Un-
known words are more broadly defined and could
include OOV words. For clarity, we reserve this
term to refer to words that are not recognized in the
training data. In other words, they refer to words
that should be recognized as segmentation units
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MODELS WEIBO Medical Patent Ancient Chinese Cantonese
F1 Roov F1 Roov F1 Roov F1 Roov F1 Roov
BERT_WBD 76.59% 52.67% 76.52% 44.30% 67.34% 4587% 86.56% 76.69% 87.17% 71.12%
BERT_BASE 75.08% 49.24% 75.39% 4225% 60.36% 42.97% 8526% 74.42% 85.68% 70.40%
DIFFERENCE 1.51% 343% 113% 2.06% 698% 290% 130% 227% 149% 0.72%
RoBERTa_WBD 75.71% 52.16% 76.01% 4498% 72.07% 53.53% 82.44% 72.69% 69.17% 64.22%
RoBERTa_BASE 7522% 48.83% 7520% 42.92% 71.62% 53.09% 81.31% 68.48% 58.72% 58.96%
DIFFERENCE 049% 333% 081% 2.06% 046% 044% 1.13% 4.21% 10.46% 5.26%

Table 6: Results of transfer learning testing

but are not segmented correctly in the training set,
hence not attested and unknown.

Note that character-tagging models are trained
based on the location and ordering of a character in
a word (B, M, E, S). In other words, the accuracy
of the information they provide depends on the
training data’s segmentation results. They are more
likely to mimic the results of the training data. This
is exactly what we see here. When training data
incorrectly segments unknown words, a character-
tagging model will most likely mirror that error.

WBD, on the other hand, classifies all between
character blanks (potential word boundaries) and
classifies them according to information obtained
from various contexts defined by characters. That
is, it is modeled in the context of characters, not
words. The only segmentation-related information
it uses from the training corpus is whether to seg-
ment or not in the context of that particular char-
acter string. It does not take into consideration
the resulting words/segmentation units produced
by the training data. Hence is it less likely to be
misled by the training data’s unknown words.

Based on the above, we can construct an expla-
nation and argument why WBD will be likely to
outperform a typical pre-trained based approach.

For segmentation tasks, it is reasonable to as-
sume that typical pre-trained language models will
be training based on the past results of segmenta-
tion units, although it may not be limited to the
character location-in-a-word information as in the
character-tagging model. It is expected to still have
some over-fitting issues similar to other pre-trained
language models based on previously segmented
results.

WBD, on the other hand, only learns from the
segmentation decision behavior on each boundary
and does not learn from segmented units or involve
the excessive information of these units. There-
fore, it is not biased to make the same unknown
word mistakes, making the model more robust and

effective.

7 Conclusion

This paper proposes an efficient approach called
Word Boundary Decision (WBD) for improving
word segmentation performance of pre-trained lan-
guage models, especially in low-resource scenarios.
Unlike conventional character-tagging approaches
that learn from the segmented units in the train-
ing data, WBD redefines word segmentation as a
word boundary decision process, learning from the
segmentation behaviors in the training data.

Through experiments on small sample testing
and transfer learning across diverse datasets, the re-
sults demonstrate that WBD significantly enhances
the learning effectiveness of pre-trained language
models like BERT and RoBERTa. WBD achieves
significant improvements in F; and Ryqy, with the
most remarkable gains observed for low-resource
languages like Cantonese.

Notably, WBD enables the models to achieve the
same performance with substantially less training
data required compared to baselines (3K vs. 20K).

This method is an initial attempt to enable pre-
trained language models to process new knowledge
beyond their training data by task formulation.

8 Limitations

* Lack of cross-lingual comparison. Word
segmentation tasks are not only applicable to
Chinese, but also to other languages that lack
explicit word delimiters, such as Japanese and
Korean. There is a need to expand the scope
of research to comprehensively compare and
study the impact of WBD on word segmenta-
tion, leading to more robust conclusions.

* Lack of exploration on synergistic ef-
fects. WBD method can be combined with
other methods such as transfer learning and
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data augmentation to form synergistic effect,
which deserves further research.

* Lack of more low-resourced cases. For ex-
ample , the minority language Yi, Vietnamese
Chu Nom, and specific group scripts like
Niishu.

9 Ethics Statement

We affirm our commitment to contributing posi-
tively to society, prioritizing the avoidance of harm,
and maintaining honesty and trustworthiness in our
work. We do not anticipate any significant risks
associated with our research. All experiments con-
ducted in this study were based on publicly avail-
able datasets.
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Abstract

This research introduces KoGEC, a Korean
Grammatical Error Correction system using
pre-trained translation models. We fine-tuned
NLLB (No Language Left Behind) models
for Korean GEC, comparing their performance
against large language models like GPT-4 and
HCX-3. The study used two social media con-
versation datasets for training and testing. The
NLLB models were fine-tuned using special
language tokens to distinguish between origi-
nal and corrected Korean sentences. Evaluation
was done using BLEU scores and an "LLM as
judge" method to classify error types. Results
showed that the fine-tuned NLLB (KoGEC)
models outperformed GPT-40 and HCX-3 in
Korean GEC tasks. KoGEC demonstrated a
more balanced error correction profile across
various error types, whereas the larger LLMs
tended to focus less on punctuation errors. We
also developed a Chrome extension to make
the KoGEC system accessible to users. Finally,
we explored token vocabulary expansion to fur-
ther improve the model but found it to decrease
model performance. This research contributes
to the field of NLP by providing an efficient,
specialized Korean GEC system and a new eval-
uation method. It also highlights the potential
of compact, task-specific models to compete
with larger, general-purpose language models
in specialized NLP tasks.

keywords : Korean, Grammatical Error Correc-
tion, NLLB, LLM as a Judge

1 Introduction

Korean, like many languages, lacks validated Gram-
matical Error Correction (GEC) models. This gap
is particularly significant given the complexity of
Korean grammar, which poses unique challenges
due to its agglutinative structure, extensive particle
system, intricate word spacing rules, and complex
verb conjugations. These factors make it difficult

even for native speakers to write grammatically cor-
rect Korean, highlighting the need for automated
correction systems.

This study aims to establish a language model
that prioritize the preservation of the author’s
original intent while correcting grammatical er-
rors and typographical mistakes, moving away
from sentence paraphrasing. Our proposed model,
NLLB_ko_gec, is based on the NLLB (No Lan-
guage Left Behind), a multilingual model capable
of translating between 200 languages introduced
by Meta’s Team (2022). Building upon the work of
Luhtaru et al. (2024), who leveraged NLLB mod-
els for multilingual and low-resource Grammatical
Error Correction (GEC), this study expands the
language coverage beyond their initial focus on
English, Czech, and German. We extend the ap-
plication of multilingual machine translation (MT)
models to Korean GEC, incorporating a language
with a distinct writing system to further explore
the versatility of NLLB in automated error correc-
tion across diverse linguistic contexts. We perform
a comparative analysis of the automated Korean
GEC performance of state-of-the-art models such
as GPT-4o0 with OpenAl and HCX-3 with Naver
Cloud against the NLLB_ko_gec model. Further-
more, this research seeks to contribute to the ad-
vancement of the open-source community by pub-
licly releasing the developed research findings un-
der a CC-BY-NC license.

Systematic error classification, such as the 28
error types proposed in the Ng et al. (2014), is
crucial for understanding the characteristics of in-
dividual languages and identifying commonalities
between languages. In this study, we have system-
atized Korean specific error types through collab-
oration between linguists and computer scientists.
By examining grammatical error correction and
error types across the Korean language group, we
hope to address the specific challenges of Korean
grammar.
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For performance evaluation, we applied the
’LLM-as-judge’ method proposed by Zheng et al.
(2023) and followed the Ministry of Culture, Sports,
and Tourism (2017).

With the rapid advancement of Large Language
Models, there is growing recognition of the im-
portance of training data quality for these models.
Grammar and spelling verification are essential in
the data quality inspection process, and this study
proposes an automated quality checking mecha-
nism utilizing the fine tuned NLLB_ko_gec model.

The significance of grammatical error correc-
tion extends beyond data quality inspection; it is
crucial for effective communication in academic,
professional, and social contexts. Thus, we also
propose a Chrome extension service that demon-
strates NLLB_ko_gec’s impact on various social
aspects of communication and accessibility.

2 Related Work

Grammatical Error Correction (GEC) has been an
important task in the natural language process for a
long time. With the emergence of ChatGPT, there
have been studies aimed at verifying whether it
can improve GEC performance on datasets such
as the CoNLL-2014 Shared Task on Grammati-
cal Error Correction (Ng et al. (2014)) and hybrid
datasets for English, German, and Chinese. One
such study is by Wu et al. (2023). In their research,
Wu et al. (2023). compared the GEC performance
of ChatGPT and Grammarly. For long sentences,
the recall scores were 62.8 for ChatGPT and 45.3
for Grammarly, indicating that both systems failed
to achieve satisfactory scores. Additionally, it was
observed that ChatGPT tends to rephrase sentences,
which deviates from the original intent of GEC that
primarily focuses on minimizing edits as a key eval-
uation criterion.

While ChatGPT’s rephrasing increases the over-
all fluency of the input sentences, it often results
in semantic variants or changes in voice and style.
Recognizing the distinction between grammatical
error correction and general writing assistance,
users who simply want to correct grammatical er-
rors may not want a model to arbitrarily change
their writing. Therefore, controllability should be
considered a crucial requirement for using Chat-
GPT in GEC applications. To address these limi-
tations, researchers have explored alternative ap-
proaches. Previous works have suggested that Ma-
chine Translation (MT) models can be effective in

grammatical error correction tasks by treating the
conversion of erroneous sentences to correct sen-
tences as a translation task. This methodology has
led the field to adopt single-direction MT models
for GEC, successfully implementing neural tech-
niques for GEC system development. In the con-
text of the Korean language specifically, Yoon et al.
(2023) and Maeng et al. (2023) developed Korean
grammar error categorizations. However, these re-
search studies do not solely focus on native Ko-
rean speakers; their primary emphasis is on Korean
language learners. Consequently, among the error
types categorized, one can observe categories for
errors that native Korean speakers rarely make.

In the following examples mentioned in Yoon
et al. (2023), in ’An error on ending’, the correction
from "W (tree)’ to Y (too)” was made, and
in "CONIJ An error on conjugation’, *Z2}o] (to
Zalra, place)’ was corrected to A2 2 (to get my
haircut, purpose)’. Such errors are unlikely to be
regular or frequent mistakes made by native Korean
speakers who use an agglutinative language as their
mother tongue. Therefore, in this study, we created
guidelines based on the Korean spelling evaluation
criteria as per the Ministry of Culture, Sports, and
Tourism Notice No. 2017/-12 (March 28, 2017).

3 Data Collection

Our primary objective in developing a Korean GEC
system was to address grammar errors made by
native Korean speakers, rather than those of Ko-
rean language learners. This focus was chosen be-
cause native speakers’ errors are typically more
straightforward and context-specific. In contrast,
learners’ mistakes often involve ambiguities in in-
tended meaning, making them more susceptible
to misinterpretation and inadvertent paraphrasing
during the correction process.

We utilize two native conversation datasets pro-
vided by government-supported institutions. The
first dataset is the NIKL Spelling Correction Cor-
pus 2021, provided by the National Institute of
Korean Language in 2022'. The second dataset is
the Korean Error Correction Data 2023, provided
by the National Information Society Agency?.

The first dataset was collected from social media
conversations and was propagated with emojis and

!(Source) National Institute of Korean Language (2022).
NIKL Spelling Correction Corpus 2021 (v.1.0). URL:
kli.korean.go.kr.

%(Source) National Information Society Agency (2023).
Korean Error Correction Data. URL: www.aihub.or.kr.
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data in English. Thus, our pre-processing involved
replacing emojis with empty strings and remov-
ing data that only held English. Additionally, for
the second dataset, we removed voice recognition
error correction data which contained corrections
that altered the sentences’ meanings entirely. A sec-
tion of this dataset labeled as * @ EF 2} H| o] E(typo
dataset)’ held data with identical correct sentences
corresponding to slightly different error sentences.
This was discarded due to concerns of overfitting.
After preprocessing and concatenation, our final
training dataset consisted of approximately 520k
rows in total.

Corpus Train | Test
NIKL SpellingCorrection Corpus | 393k | 4k
Korean Error Correction Data 127k 1k
Total 520k | S5k

Table 1: Corpus Statistics

Building on previous works, our study aimed to
explore the potential of compact translation mod-
els in Korean GEC tasks. While it is intuitive that
larger language models like LLaMA or Mixtral,
with their vast parameter counts and extensive train-
ing data, would yield superior results, the objective
was to minimize compromising performance qual-
ity while using smaller, task-specific models de-
signed for low-resource environments. We selected
the No Language Left Behind (NLLB) model for
our primary experiments. NLLB, a compact yet
specialized translation model capable of translating
200 different languages, aligned with our research
objectives for reasons below:

* Specialized Architecture: As a translation
model, NLLB demonstrates superior gram-
matical parsing and generation capabilities
compared to general-purpose language mod-
els of similar size. This specialization is par-
ticularly advantageous for GEC tasks, which
require nuanced understanding and manipula-
tion of grammatical structures.

* State-of-the-Art Performance: Among trans-
lation models in its class, NLLB exhibits
state-of-the-art performance. This characteris-
tic makes it an ideal candidate for pushing the
boundaries of GEC performance within the
constraints of smaller model sizes.

* Efficiency: By choosing 600M and 3.3B pa-
rameter models over larger alternatives, we

aim to demonstrate that efficient, task-specific
models can compete with or outperform more
resource-intensive general-purpose LLMs in
specialized tasks like GEC.

Our focus on compact models is driven by the
imperative for computational accessibility and the
democratization of Al technologies. By prioritiz-
ing efficiency and specialization, we aim to demon-
strate that state-of-the-art performance in specific
NLP tasks, such as grammatical error correction,
can be achieved without the extensive computa-
tional resources required by large language models.

4 Experiments

4.1 Dataset split

The total number of rows in the dataset was
525,268, with 520,015 rows used for training and
5,253 for testing. The test dataset was further re-
fined to remove data irrelevant to grammatical er-
ror correction (GEC) tasks, such as rows contain-
ing only strings of repeated Korean characters like
"= 5 5 5 3 7." These expressions are often used
in Korean text to mimic laughter or express amuse-
ment, similar to "haha" in English. The dataset
included two main columns: ‘original form’ and
‘corrected form.” The ‘original form’ column con-
tains Korean sentences with various grammatical
errors, while the ‘corrected form’ column provides
the grammatically correct versions of these sen-
tences.

4.2 Model Training

One of the techniques the NLLB model utilizes to
translate between numerous languages is through
special language tokens. Instead of a <bos> token,
the NLLB uses language tokens that specify the
beginning of a specific language. For example, Ko-
rean is designated by the <kor_Hang> token. For
the models to recognize the correction process from
the original to the corrected form of a Korean sen-
tence as a type of translation, we added a special
token, <cor_Hang> to identify the correct sentence.
Although this process is not necessary, we observed
a much better susceptibility to the GEC task when
we distinguished between the two types of data.
We fine-tuned the NLLB model with the Adafactor
optimizer (Shazeer and Stern (2018)). We utilized
a single NVIDIA A100 GPU, setting batch sizes of
64 and 16 for the 600M and 3.3B models, respec-
tively, with an update frequency of one. A constant
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learning rate scheduler with warm-up was imple-
mented, performing warm-up for the first 1,000
updates.

The maximum sequence length was set to 128 to-
kens to accommodate our dataset of sentence pairs.
Training data consisted of original and corrected
sentence pairs, with batches generated by randomly
selecting two language pairs.

The entire fine-tuning process spanned approx-
imately 13 hours: the 600M model took 3 hours,
while the larger 3.3B model required 10 hours. Dur-
ing training, we monitored the average loss every
200 steps and saved model checkpoints every 2,000
steps. The best checkpoint was selected based on
performance on a development set.

5 Results

5.1 Evaluation and Comparison

Our experiments yielded two models, NLLB-200-
ko-gec-3.3B and NLLB-200-ko-gec-600M that
were derived from fine tuning two of meta’s open
source models, NLLB-200-3.3B and NLLB-200-
Distilled-600M. We compared the two resulting
models to large, general-purpose LLMs: GPT-40
and HCX-3. Currently, these two models are evalu-
ated to have one of the best model performances in
Korean (HyperCLOVA X Al Team (2024)). Specifi-
cally, HCX-3 is a result of an effort to create an LM
tailored to Korean language and culture by Naver
Cloud’s Al team. It has been reported that a third of
HCX-3’s pre-training data consists of Korean, with
the rest being multilingual and code data. The tech-
nical report states that HCX-3 and GPT-40 show
comparable performance in translations between
Korean and English.

NLLB-200 GPT-40 | HCX-3
ko-gec
3.3B | 600M
BLEU | 85.73 | 58.15 75.03 71.24

Table 2: Comparison of BLEU Scores

We assessed each model via BLEU (Bilingual

Evaluation Understudy) scores>.

3Once the test dataset was used for inference, the output
was normalized properly. We found that the test dataset repre-
sented single Korean characters, such as > &’ and * =7’ that is
used as a consonantal expression similar to "LOL’ in English,
with Hangul Compatibility Jamo Unicode. In contrast, the
model outputs were expressed with Hangul Jamo Unicode.
The differences in Unicode interfered with producing an ac-
curate analysis of the results. We found an increase in BLEU

Since the metric compares model outputs to
human-translated reference text, we determined
that it would be appropriate to judge GEC quality as
well. In this paper, we utilize the BLEU scores for
all general performance examinations in reference
to the correct data. Both LLMs, GPT-40, and HCX-
3, were initially tested using GEC instructions and
a comprehensive guideline detailing standard Ko-
rean grammar rules (see appendix B). Each section
of the guideline was accompanied by examples. To
assess the effectiveness of the guideline and evalu-
ate the general understanding of Korean grammar
by GPT and HCX, we compared these results with
those obtained using a zero-shot, instruction-only
prompting method.

The comparison revealed minimal differences
between the two approaches, leading us to con-
clude that both language models had acquired
a respectable level of knowledge about the Ko-
rean language and its grammar through their pre-
training processes. While the few-shot guidelines
did slightly enhance the models’ GEC capabilities,
we determined that this improvement didn’t justify
the increased token input required. Consequently,
we opted to conduct our final model evaluations
using the zero-shot prompting method.

As shown in Table 2, the NLLB-200-ko-gec-
3.3B model achieved a BLEU score of 85.73, sub-
stantially higher than the scores of 75.03 and 71.24
for GPT-40 and HCX-3, respectively. The superior
performance of our ko-gec models demonstrates
their effectiveness and potential for practical appli-
cations in Korean language correction and editing
tools.

5.2 LLM as a Judge

To further investigate the fine-tuned models and
their capabilities, we designed an annotation met-
ric that utilizes an LLM as a Judge. We had re-
searchers visually inspect the results of the LLM
as a Judge to further identify and validate limita-
tions for future improvements. With the main fo-
cus of getting a comprehensive view of each GEC
system’s limitations for later improvements, we
constructed a classification of Korean grammar er-
ror types (see appendix A). We then prompted the
LLM to inspect each GEC model’s inference data
outputs to determine the types of grammar errors

scores after the normalization process across all models, with
an increase as high as 3.12 in the NLLB-200-ko-gec-3.3B
model. We conclude that when replicating experiments in
Korean, it is essential to verify Unicode normalization.
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they failed to catch. The classification was based on
the category of error types proposed by Yoon et al.
(2023), which distinguishes Korean’s unique lin-
guistic characteristics in 14 different error types, la-
beling them with error codes and examples. These
categories were reduced to 11 error types by re-
searchers, as a few of them were identified as er-
ror types only applicable to Korean learners, not
natives. We chose GPT-4o0 to judge the types of
errors within output data based on the criteria and
print its error codes. To minimize errors, we im-
plemented the reference-guided grading method
suggested in previous research, where the LLM
judge is provided with a reference solution to com-
pare the model’s answer with. This method pro-
vides a clear benchmark for judging, minimizing
self-enhancement bias and bypassing the issue of
GPT-40’s limited grading capability (Zheng et al.
(2023)). The generated set of error codes was com-
piled to study the prevalence of each type.

Error Type GPT-40 | HCX | KoGEC
DEL 6.3 5.7 10.6
END 10.9 10.2 43
INS 6.3 34 6.4
MODIFIER 3.1 0.0 2.1
PART 1.6 2.3 2.1
PRO_NOUN 1.6 4.5 10.6
PUNCT 43.8 523 29.8
SPELL 4.7 5.7 2.1
SP_RELATION 3.1 0.0 0.0
VERB_ADIJ 4.7 23 10.6
WS 14.1 13.6 21.3

Table 3: Comparison of Error Types (Unit: %)

GPT-40 and HCX-3 display similar trends, with
punctuation (PUNCT) errors dominating at 43.8%
and 52.3% respectively, followed by word spac-
ing (WS) and ending (END) errors. This suggests
these models may be overcompensating punctua-
tion correction at the expense of correcting other
error types. KoGEC, in contrast, demonstrates a
more balanced error correction profile. While punc-
tuation errors remain the most frequent at 29.8%,
this is significantly lower than the other models. Ko-
GEC shows strength in addressing a wider range
of error types more evenly: word spacing (WS) er-
rors at 21.3%, indicating robust performance in a
crucial aspect of Korean writing. Equal distribu-
tion (10.6% each) across deletion (DEL), pronoun
(PRO_NOUN) and verb/adjective (VERB_ADJ)

errors, suggesting comprehensive coverage of var-
ious grammatical aspects. This balance implies a
more comprehensive error correction strategy, po-
tentially offering users a more thorough and nu-
anced grammatical improvement experience. The
model’s consistency and versatility to a diverse
range of error types with relatively equal emphasis
implies a more practical usability for grammatical
error correction for native speakers.

6 Conclusion

This research introduced KoGEC, a Korean Gram-
matical Error Correction system that leverages fine-
tuned NLLB (No Language Left Behind) models.
Our study compared KoGEC’s performance against
large language models like GPT-4 and HCX-3 us-
ing two social media conversation datasets. Among
the two comparatively small models we tested,
we found that the smaller model (NLLB-200-ko-
gec-600M) struggled to perform adequately in
the Korean GEC task. In contrast, the larger fine-
tuned model (NLLB-200-ko-gec-3.3B) not only
performed well but outperformed both GPT-40
and HCX-3. The results of this study indicate that
model size should be at least 3.3B to achieve good
performance, even on specialised NLP tasks such
as grammatical error correction. The evaluation,
conducted using BLEU scores and an "LLM as
judge" method, demonstrated that KoGEC (specif-
ically the 3.3B model) exhibited a more balanced
error correction profile across various error types
compared to larger, general-purpose models. This
suggests that while raw size is important, targeted
fine-tuning on specific tasks can lead to improved
performance even with smaller models compared
to much larger general-purpose LLMs. As a prac-
tical application of this research, we developed a
Chrome extension to make the KoGEC system ac-
cessible to users. We aim to create an accessible
writing assistant that focuses solely on grammar
errors while maintaining the original writing style
and purpose. This system is designed to be utilized
in low-resource settings for all users.

7 Further Discussions

7.1 Limitations

In our efforts to investigate ways to further im-
prove our model, we resorted to token vocabulary
expansion. We assumed that due to the wide range
of languages it covers, the NLLB tokenizer has a
relatively shallow coverage of each language. Espe-
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Figure 1: Percentage of matched data by Korean GEC assistant. HCX and GPT-40 have match rates of 35.05% and
48.45%, respectively, while KoGEC has a 67.01% match rate. A breakdown of the error rate by error type is shown
in Figure 2.

Distribution of Error Types Across Three Models: GPT-4, HCX-3, and KoGEC
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Figure 2: Distribution of error types across three models: GPT-40, HCX-3, and Ko-GEC. Comparative Analysis of
Error Type Distribution Across Three Korean Grammatical Error Correction Models.
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cially because the Korean language allows, theoret-
ically, for 11,172 baseline syllable letters, the token
vocabulary was insufficient to represent all tokens
in our dataset. Primarily, the ratio of the number
of tokens to words per original form and corrected
form data were deduced to estimate how well the
dataset fit to the NLLB tokenizer. Grammatically
accurate data were tokenized to about 1.63 tokens
per word, whereas the inaccurate data had a ratio of
2.24 tokens per word. To further examine the issue
and the tokenizer, we checked for the number of un-
known tokens within the entire dataset which added
up to 25,831 rows. Having extracted Korean tokens
from the NLLB tokenizer, we were able to con-
clude that NLLB tokenizer vocabulary had 6,789
Korean tokens. To expand the token vocabulary
of the NLLB tokenizer, we trained a separate Sen-
tence Piece tokenizer model on a Korean wikipedia
corpus from HuggingFace, where syllable letters
that appear more than 5 times within the corpus
were assigned as required characters. The trained
tokenizer of size 32K was then compared with the
original NLLB tokenizer of size 256K to transfer
missing tokens and its weights. The tokenizer with
expanded vocabulary resulted in 278k tokens in
total, which we updated the model to accordingly
and trained on the fine-tuning dataset. While we
expected a higher performance after ensuring that
there were no unknown tokens in the entire corpus,
we found that the 3.3B model experienced over-
fitting by around 14000 steps with batch size of
16, and its performance measured via BLEU score
fell behind that of NLLB-200-ko-gec-3.3B. This
must be investigated further, but we suspect that
the added tokens were not pre-trained enough.

7.2 Future Directions

Building upon our Korean Grammatical Error Cor-
rection system, future research directions present
opportunities for expansion and improvement. A
primary focus will be on extending our approach to
other East Asian languages, particularly Japanese
and Chinese. These languages share some struc-
tural similarities with Korean, such as complex
writing systems and agglutinative or isolating fea-
tures, which we predict will influence the overall
GEC performance. This expansion will not only
broaden the applicability of our work but also pro-
vide valuable insights into the commonalities and
differences in error correction across these linguis-
tically related yet distinct languages.

In parallel with language expansion, we plan to

explore the integration of emerging state-of-the-
art language models into our GEC framework. Of
particular interest is Google’s recently released
Gemma model, which has shown promising results
across various Korean natural language process-
ing tasks. By comparing Gemma’s performance
against our current NLLB-based approach, we aim
to address NLLB’s limited token vocabulary.
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Appendix

A LLM as judge guide line

INS: Insertion, where an inserted word adds
redundant meaning.

Incorrect: ZALZALE T Wo] sloFzld] Q.
Correct: A T Hol sfjopzlu]| a.

(We need to do more research.)

DEL: Deletion, where a deleted word makes the
sentence awkward but still understandable.
Incorrect: 6] 10f| = A8 5}A] LALE?
Correct: o8| 1w =11} 222 612 FZLE?
(But then who wouldn’t want to use it?)

WS: Word Spacing, violating Korean spacing
rules.

Incorrect: @& o] B2 A|7|#}.

Correct: @ A o]&2-& A]7]A}.

(Let’s order stirfried squid.)

SPELL: Spelling errors, mainly typing mistakes
unrelated to grammar or sentence structure.
Incorrect: 7+ 71 27} 9kglol Q.

Correct: ZYAF71 9FQlo] Q.

(The potato is delicious.)

PUNCT: Punctuation errors, incorrect use of
periods, commas, etc.

Incorrect: 14} @FE 7} H} &| 7] of ..

Correct: 1%} SHH 7} B} =] ] of .

(You should really go see it. It’s so pretty.)

VERB_ADIJ: Predicate errors, incorrect use of
consonants and vowels in standard Korean verbs
adjectives.

Incorrect: SJjA] Z2fof| 7]50] Y7 Tho}. o] Eofj?
Correct: SHA] ZHA}e]| 7]50] A Hol. o] H5ff?

(The hash browns are so oily. What should I do?)

PRO_NOUN (Nominal errors, using non-standard
words for nouns, pronouns, numerals, etc.)
Incorrect: ofj 7| U=t o] So0] Zth

Correct: o}7] 5 U o] Fo] 2Tt

(The baby and I have the same name.)

PART: Particle errors, violating rules for particles
that should be combined with preceding nouns.
Incorrect: AF=7} 5}eto] S Zict.

Correct: 4F&0] oteto] & it

(My uncle went to hawaii.)

MODIFIER: Modifier errors.
Incorrect: @|LF5}H of B8 7] wfjFo]c}.
Correct: SjLF5}H of 1 7] wjZo]c}.

(Because it’s pretty.)

SP_RELATION: Sentence coherence errors,
changing the structure or meaning of the sentence.
Incorrect: J=2 3 & x}of.

Correct: 1= 23 &x}7} o} ok

(You are never alone.)

END: Ending errors, occurring in tense, connective
endings, or final endings.

Incorrect: HE 7} U7 oSt 2 5.

Correct : H=7} &=7F nt5i 2 .

(Whether you eat or not, do as you please.)

SHORT: Affix errors, occurring in prefixes or
suffixes.

Incorrect: &%) o] WafjA] EALE0] L5 Lot
Correct : /3] WA E4H&o] LT ek,

(To be honest, the birth rate is too low.)

B Korean Orthography Rules

» Korean orthography principles are based on
writing standard pronunciation while adhering
to grammatical rules.

* In principle, each word in a sentence should
be written separately.

* Loanwords should be written according to the
’Loanword Orthography’ rules.

¢ When the dependent *-©](-)’ or ’-5]|-" follows
"t ’,’ e’ endings, even if Tt ’, €’ sounds
like > =’, > =, it should be written as "©°,

=2
Example: "o’ not "a}z]’°

>

* Among the endings that sound like * © ’, those
without a basis for writing as > © ’ should be
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written as * A .
Example: "Gl # 112]".

e The’ A" in A, 9, "v’, "5, * &’ should
be written as * 91” even if it sounds like * 1.
Example: " A5, not > A<= However, words
like 7|4 are written according to their orig-
inal pronunciation.

*’—]”in 9]’ or in syllables starting with a con-
sonant should be written as >’ even if it
sounds like ” 1.

Example: 2] 2], not * 2]o]’.

5 91_% o

* When Sino-Korean sounds "J’°, *1’, "¢,
Y’ appear at the beginning of a word, they
should be written as ¢, >R, °-8~, "0]” ac-
cording to the initial sound law.

Example: *©{A}° [woman], not *\{ A},

* When Sino-Korean sounds ’2F, &, 9, &, &,
2]” appear at the beginning of a word, they
should be written as “oF, of, o, &, &, o’
according to the initial sound law.

Example: *F4], not "=F41".

* Nouns should be written separately from par-
ticles.
Example: Ho], B8, o], o1, wgt

* The stem and ending of verbs should be writ-
ten separately.
Example: Ht}, 531, Hof, &

o1,

* When the last syllable vowel of the stem is
>}, .7, the ending should be written as *-©}”,
and for other vowels, it should be written as
5 _01 ’

Example: Lo}, Lo}, LfoLA].

* The particle ’ 9’ added after an ending should
be written as * Q.
Example: ¢]o], ¢]o] Q.

* When ’-0]’ or *--2/-u’ is attached to the stem
to form a noun, or ’-©]’ or ’-5]’ is attached to
form an adverb, the original form of the stem
should be preserved in writing.

1. When -]’ is attached to form a noun
Example: Z 0]

e Words formed by attaching ’©]” after a noun
should be written preserving the original form
of the noun.

178

1. When forming an adverb
Example: 323L0]

* Words formed by attaching a suffix starting
with a consonant after a noun or verb stem
should be written preserving the original form
of the noun or stem.

Example: ZfA]t}.

» Words formed by attaching suffixes ’-7]-, -2]-,
O, 8-, -, ~§r, -Fn, - 2.7, -0] 7], o)
to verb stems should be written preserving the
original form of the stem.

Example: 7]tk

e When ’O]’ is attached to a root that can take
"5}k or *-A 2]tk to form a noun, it should
be written preserving the original form.
Example: Z4Z%0], not Z%:7].

 Verbs formed by attaching *-©|T} to ono-
matopoeic or mimetic roots that can take ’-
712t} should be written preserving the orig-
inal form of the root.
Example: 72420t} not Z#}7| t}.

e When ’-0]’ or ’-5]’ is attached to a root that
can take *-5}t} to form an adverb, or when
’-0]” is attached to an adverb to intensify its
meaning, it should be written preserving the
original form of the root or adverb.

Example: &3].

* Verbs formed by attaching ’-o}t}” or *-git}’
should be written preserving *-5}C} or *§l
o
Example: T}o}t}.

* Words formed by combining two or more
words or by attaching a prefix should be writ-
ten preserving the original form of each com-
ponent.

Example: =-Z0|

* Words with clear etymology but unique sound
changes should be written as they are pro-
nounced.

Example: gFo}H %]

* When a word ending with > & is combined
with another word and the ’ &’ sound is not
pronounced, it should be written as it is pro-
nounced.

Example: tt2o]|(E-E-°])



* When a word ending with &’ is combined
with another word and the * 2’ sound is pro-
nounced as ’ © ’, it should be written as " & .
Example: ¥ 31 2](Mp=2 )

» A]o] A2 (linking sound) should be written in
the following cases:

1. In compound words made of pure Ko-
rean words where the first word ends
with a vowel
Example: 1721 A]]

* When two words are combined and a’ v’ or
>’ sound is added, it should be written as it
is pronounced.

1. When a’ v’ sound is added
Example: A2

e When the final vowel of a word is reduced
and only the consonant remains, it should be
written as a final consonant of the preceding
syllable.

Example: 7] 2o} (7]2]7]oF)

* When a noun and a particle are combined and
shortened, they should be written as short-
ened.

Example: 174(Z17-2)

* When ’-0}/-¢], -9}-/-9]” is combined with
stems ending with vowels > }, 1’ it should
be written as shortened.

Example: 7H7}ot)

e When ’-©]’ follows ’©]” and is shortened to
> 4’ it should be written as shortened.
Example: 7}2] (7}2] o)

* When ’-i-’ follows stems ending with > }, {,
2, T, — and is shortened to > W, 4, 2],
-1, 17 respectively, it should be written as
shortened.

Example: At (4]t

* When ’-©]9]’ is combined after > |, 1., -+,
— " and is shortened, it should be written as
shortened.

Example: 4o (4] ©1)

e When ’-Z]’ is combined with *$F-’ and be-
comes *-Z-’, or when ’-3}#]” is combined
with *¢t-’ and becomes *Z&, it should be writ-
ten as shortened.

Example: T2&-2 (1% 7] ¢F2)
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* When the > }’ in the final syllable ha’ of a
stem is reduced and ’ &’ combines with the
initial sound of the next syllable to form an
aspirated sound, it should be written as the
aspirated sound.

Example: ZHAA| (7HH5}A)

Korean Word Spacing Rules:

* Particles should be attached to the preceding
word.
Example: 2£0]

* Dependent nouns should be written separately.
Example: of= Z o] 3 o]t}

* Nouns indicating units should be written sep-
arately.

Example: $t 7}

* When writing numbers, they should be sepa-
rated in units of 10,000 (man).
Example: 0] 9] AP AH © 4] S 1l
WA,

* The following words used to connect or list

two words should be written separately.
Example: =4 3 77

SRk

* When single-syllable words appear consecu-
tively, they can be written together.
Example: £ T

* Auxiliary verbs should be written separately
in principle, but writing them together is also
allowed in some cases.

Example: £-°] 74 2] 7}th.(principle)

* Family names and given names, family names
and pen names, etc., should be written to-
gether, and titles, official positions, etc., added
to these should be written separately.
Example: 7 9.

* Proper nouns other than personal names
should be written separately by word in prin-
ciple but can be written separately by unit.
Example: gt &5t

* Technical terms should be written separately
by word in principle but can be written to-
gether.

Example: TH4d 254 & " (principle)

ju)

* For adverbs, if the final syllable clearly sounds
only as ’i’, it should be written as ’-©]’, and if



it sounds only as ’hi’ or as either ’i’ or "hi’, it
should be written as *-hi’.
Example: 70|

In Sino-Korean words, those that are pro-
nounced in both their original sound and col-
loquial sound should be written according to
each pronunciation.

Example: <Y (pronounced in original sound)

The following endings should be written with
unaspirated sounds.
Example: -(2)= 7|1}

The following suffixes should be written with
tense sounds.
Example: 4] 553,

The following words that were previously
written in two different ways should now be
written in one way.

Example: S50hH(= WET, S5
oh.

Endings indicating past events should be writ-
ten as *-=2X]’, ’-%” instead of -H Z], -T".
Example: 5T 2}.

ol
=

tlo
B

The following words should be written sepa-
rately.
Example: 715, 2+
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Abstract

Sentiment Analysis (SA) remains an active re-
search area in Natural Language Processing
due to its significance in academia and indus-
try. Recent advancements in large language
models (LLMs), including closed-source and
open-source models, have demonstrated their
potential for enhancing SA tasks. While ex-
isting research focuses on high-resource lan-
guages like English, this paper aims to con-
duct a comprehensive investigation into the ef-
fectiveness of prompt engineering with vari-
ous LLMs for Vietnamese SA tasks. Specifi-
cally, we experiment with three prompt tem-
plates designed in Vietnamese and English,
combined with two prompt engineering strate-
gies (zero-shot and few-shot prompting), across
the GPT family (GPT 3.5, GPT 4, and GPT 4o0)
and open-source models (Llama-3, SeaLLM)
on six benchmark datasets. Our experimen-
tal results demonstrate that employing LLMs
with appropriate prompt templates and strate-
gies yields satisfactory performance, surpass-
ing several strong baselines in sentiment clas-
sification tasks.

1 Introduction

Sentiment Analysis is one of the active research
branches in the field of Natural Language Process-
ing (NLP), with the goal of analyzing and auto-
matically extracting opinions and emotional in-
formation aimed at the entities mentioned in the
text (Liu, 2022). This task has attracted much at-
tention from researchers because of its potential
in real-world applications. Besides, organizations
can utilize sentiment analysis applications to mon-
itor multiple social media platforms in real-time
and take immediate supportive actions (Feldman,
2013). However, manually conducting the analy-
sis of such a large amount of data will be time-
consuming and costly. Therefore, these practical
needs have provided strong motivations for much
research on the topic of opinion mining.

In recent years, large language models have rev-
olutionized the field of Natural Language Process-
ing, allowing machines to understand human lan-
guage with increased efficiency (Zhao et al., 2023;
Chang et al., 2023). These LLMs are developed
based on the Transformer architecture (Vaswani
et al., 2017) and trained on the large-scale raw
corpora. This helps these models address various
challenging NLP tasks in a zero-shot manner. In
particular, recent extensive work has been utilis-
ing the LLMs to solve the sentiment analysis and
has also received the attention of research com-
munities. However, most of the previous studies
focused on investigating the performance of LLMs
for high-resource languages like English (Zhang
et al., 2023b,a; Fatouros et al., 2023; Amin et al.,
2023b; Xu et al., 2023; Deng et al., 2023; Amin
et al., 2023a). Therefore, exploring the effective-
ness of current LLMs in low-resource languages is
a crucial research topic, especially for downstream
tasks.

For the Vietnamese language, Sentiment Analy-
sis has garnered attention from the research com-
munity for more than a decade. Inspired by the
initial study (Kieu and Pham, 2010), there has been
a significant amount of research in the field of
SA at various data domain levels such as educa-
tion (Nguyen et al., 2018b), hotels (Duyen et al.,
2014), and e-commerce (Vo et al., 2017; Nguyen
et al., 2018a), etc. Besides, the development of
traditional tasks in document-level and sentence-
level SA tasks (Thin et al., 2023c¢), research top-
ics in the field of SA in Vietnamese have focused
mainly on aspect-based sentiment analysis tasks
(Thin et al., 2023b). Most of the previous works
developed methods based on the power of machine
learning models (Do et al., 2023), deep learning
(Loc et al., 2023) or pre-trained language models
(Thin et al., 2023a; Thin and Nguyen, 2023). Ex-
ploring the effectiveness of LLMs for a regional
language on downstream tasks is one of the cru-

181



cial research topics. To the best of our knowledge,
there is no research exploring the effectiveness of
large language models for addressing various Viet-
namese SA tasks. In order to bridge this research
gap, this paper aims to investigate the effective-
ness of various open-source LLMs and GPT series
models in handling Vietnamese SA tasks across
different scenarios.

2 Related Work

2.1 Vietnamese Sentiment Classification

For the Vietnamese language, the topic of Sen-
timent Analysis has also received significant at-
tention from the scientific research community,
particularly in the past five years. In detail, Thin
et al. (2023c) was the first attempt to investigate the
effectiveness of fine-tuning pre-trained language
models on various Vietnamese benchmark datasets
for sentiment classification. Thin et al. (2023b) pro-
vided a systematic survey of current research on the
ABSA task for the Vietnamese language. The study
analyzed different aspects of the topic, including
the current approaches, evaluation metrics, and
available benchmark datasets. Particularly, Do et al.
(2023) presented a Contextualized Window Atten-
tion (CWA) method to acquire the context of these
groups rather than focusing on an individual word.
Another work by Thin et al. (2023a) investigated
two ensemble methods: soft-voting and feature fu-
sion, utilizing various pre-trained language models
for sentiment classification and aspect-category SA
tasks. Loc et al. (2023) proposed a deep learning
architecture combined with contextual embeddings
from a pre-trained language model.

2.2 Large Language Models for SA

Recently, the development of large language mod-
els has received substantial interest across both
academic and industrial communities (Zhao et al.,
2023; Chang et al., 2023). Most existing LLMs
are developed based on the Transformer architec-
ture, as described by Vaswani et al. (2017), and
are trained on massive unlabeled corpora. With the
growth of LLMs, there have been a number of re-
search efforts aiming at evaluating the performance
of LLMs or ChatGPT across Sentiment Analysis
tasks (Zhang et al., 2023b,a; Fatouros et al., 2023;
Amin et al., 2023b; Xu et al., 2023; Deng et al.,
2023; Amin et al., 2023a). Specifically, Zhang et al.
(2023b) carried out a systematic evaluation to ex-
amine the performance of LLMs in zero-shot and

few-shot settings, comparing them with fine-tuned
TS5 models across various SA tasks and bench-
marks. The authors explored three open-source
LLMs of the Flan model family and two versions
of the OpenAl model. Similarly, the work of Zhang
et al. (2023a) investigated three open-source LLMs
in both zero-shot and few-shot scenarios on five
datasets specific to the software engineering do-
main. Instead of using the same LLMs as in the pre-
vious work (Zhang et al., 2023b), the authors opted
for three publicly available LLMs, each with 13
billion parameters. Fatouros et al. (2023) explored
the potential of ChatGPT with zero-shot prompting
in the finance domain. Amin et al. (2023b) also
investigated the capabilities of ChatGPT models,
including GPT-4 and GPT-3.5, on various affec-
tive computing tasks. The study of Xu et al. (2023)
designed a specialized prompt template and exam-
ined the limitation of ChatGPT for a complex task,
namely the quadruplet ABSA task. The authors
(Deng et al., 2023) presented a novel architecture
for analyzing market sentiment on social media
based on the LLM.

From the analysis above, it is clear that most
prior research has focused on evaluating the perfor-
mance of Large Language Models in the English
language. To the best of our knowledge, there has
been no exploration into the performance of various
LLMs for SA tasks in regional and low-resource
languages. As a result, the use of LLMs for these
languages is a critical issue. One of the crucial re-
search topics is investigating how existing LLMs
can more effectively support the processing of these
languages, particularly in downstream applications.
Therefore, this paper aims to evaluate the effec-
tiveness of prompt engineering on different current
LLMs in the zero-shot and few-shot settings on
Vietnamese SA tasks.

3 Methodology

3.1 Prompt Template Design

Large language models can produce different re-
sponses depending on the information provided in
the prompt template. Therefore, designing effec-
tive prompts is challenging due to the variability
in the underlying knowledge and background in-
formation of different LLMs (Hasan et al., 2024).
A well-crafted prompt is crucial for LLMs to un-
derstand the task and generate the desired response
accurately. As a result, in this work, we explore
three prompt templates for both Vietnamese and
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English languages. We present three designs for
prompt engineering below:

* Direct Question Prompting: This prompt
format is highly effective for tasks requiring
specific answers. It minimizes ambiguity by
directly instructing the model to classify senti-
ment, making it ideal for straightforward tasks
or situations where clarity is crucial.

* Labeling Instructions: Providing clear in-
structions ensures the model understands what
is expected. This method is particularly effec-
tive where consistency and accuracy in re-
sponse generation are crucial.

* Role-Playing Prompt: This approach capi-
talizes on the ability of LLMs by assigning
them a specific role, like a sentiment analysis
expert. This can create more engagement in
classifying the sentiment polarity class for the
input review.

Each template has its strengths and holds po-
tential for exploring the sentiment classification
task in various levels of input reviews and domains,
especially for low-resource languages such as Viet-
namese. Figure 1 illustrates the three prompt tem-
plate designs in English for the sentiment classifi-
cation task.

3.2 Prompt Engineering Strategy

Beyond the use of prompt templates, prompt en-
gineering offers a powerful approach to effec-
tively harnessing LLMs for diverse NLP tasks.
Given the wide range of prompt engineering tech-
niques and their task-specific nature, this study fo-
cuses on applying zero-shot prompting (Wei et al.,
2021; Reynolds and McDonell, 2021) and few-shot
prompting (Brown et al., 2020a) to the sentiment
classification problem. A brief overview of these
strategies follows.

* Zero-shot Prompting: This strategy involves
providing a model with a task instruction
without any accompanying examples. The
model must generate output based solely on
its general knowledge and understanding of
the given task.

* Few-shot Prompting: This technique incor-
porates k-shot examples into the prompt to
improve in-context learning abilities using
demonstrations. Contrary to the approach in

the previous work (Min et al., 2022), we ran-
domly select k input-label samples for each
sentiment class from the training set. We eval-
uated using three k-shot settings: 1-shot, 3-
shot, and 5-shot. For the ACSC task, we ran-
dom sample K (k=1,3) examples for each as-
pect category.

3.3 Large Language Models

In this study, we utilize three major closed-source
(GPT 3.5, GPT 4 and GPT 40) and two open-source
LLMs (Llama-3 8B and SealLLM v3 7B) that have
significantly advanced NLP in Vietnamese lan-
guage. Furthermore, these models are at the fore-
front of language modelling capabilities and pro-
vide robust support for the Vietnamese language.

* GPT 3.5 Turbo: GPT-3.5 Turbo is an ad-
vanced model in the GPT architecture series
developed by OpenAl (Brown et al., 2020b). It
enhances the capability to understand natural
contexts.

* GPT 4 (Achiam et al., 2023): This model
enhanced capabilities in understanding and
generating human-like text. GPT-4 demon-
strates exceptional ability in various NLP
downstream tasks, especially reasoning tasks.

* GPT 40: GPT-40 is a multilingual and mul-
timodal model that represents an update and
optimization of the GPT-4 model. This model
has the ability to respond faster and better rec-
ognize context to provide answers.

The list of open-source large language models is
investigated in this work is present as below:

* Llama-3 8B Instruct: is a family of models
developed by Meta based on the Llama-2 ar-
chitecture (Touvron et al., 2023). The models
utilize a new tokenizer that expands the vo-
cabulary size up to 128K, enabling efficient
multilingual text encoding.

e SealLLM v3 7B (Wenxuan et al., 2024): is
the latest models to the SealLLMs family (Phi
et al., 2024), specifically designed for South-
east Asian languages.

4 Experimental Setup

4.1 Experimental Settings

To investigate the performance of GPT-3.5-Turbo,
GPT40 and GPT-4, we used the key from Azure
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Direct Question Prompting

#Ht Instruction: What is the sentiment
(positive, negative, or neutral) of the following
Vietnamese review

##H# Input: {vietnamese_review}

##Ht Sentiment label:

Label Instruction Prompting
### Instruction: Classify the sentiment of
the following Vietnamese review as positive,
negative, or neutral.
### Input: {vietnamese_review}

###Ht Sentiment label:

\ / Role Playing Prompting
### Instruction: Assume that you are a sentiment

analysis expert. Your task is to performance a
sentiment classification task. You are provided a
Vietnamese review, your task is to classify the
sentiment of aspect category based on the given review
as either positive, neutral or negative. Return only the
label without any additional text.

Example Example

### Instruction: What is the sentiment
(positive, negative, or neutral) of the negative. or neutral
following Vietnamese review. 9 ’ ’

### Input: Giadng vién day hay

### Sentiment label: ### Sentiment label:

Response: The sentiment of the review in

N . " Response: positive
Wamese is positive J \

### Instruction: Classify the sentiment of
the following Vietnamese review as positive,

##4Ht Input: Giang vién day hay

### Input: {vietnamese_review}
### Sentiment label:

Example

### Instruction: Assume that you are a sentiment
analysis expert. Your task is to performance a sentiment
classification task. You are provided a Vietnamese
review, your task is to classify the sentiment of aspect
category based on the given review as either positive,
neutral or negative. Return only the label without any
additional text.

### Input: Gidng vién day hay

### Sentiment label: /

Response: positive

/

Figure 1: Three Prompt Template designs for Sentiment Classification task.

OpenAPI because of its stability and minimal im-
pact on response time. Two open-source LLMs can
be accessed through the Huggingface platform. All
experiments were conducted on a single NVIDIA
A100 with 80GB GPU and a token length limit
of 4096 for the zero-shot and few-shot prompt-
ing. The temperature parameter was set to zero
to ensure consistency for LLMs, thereby yielding
deterministic predictions in the inference phrase.

4.2 Datasets and Evaluation Metrics

For the sentiment classification task, we utilize
sentence-level and document-level data from di-
verse domains. We employ publicly available
datasets such as UIT-VSFC (Nguyen et al., 2018b)
for the education domain, VLSP (Nguyen et al.,
2018a) for social media, and HSA (Duyen et al.,
2014) for the hotel domain. We use the same num-
ber of samples in our training and testing sets as
the corresponding original datasets. For the aspect-
category sentiment classification task, we use three
datasets for different domains from two previous
works, including the restaurant and hotel (Thin
et al., 2021), smartphone (Luc Phan et al., 2021).
Due to the imbalanced distribution of aspect and
sentiment labels in these datasets, we restructured
the test set by selecting 50 samples for each aspect
category and sentiment extracted from the test and
development sets. The training set size is main-
tained as in prior studies.

4.3 Baseline Comparison Models

To comprehensively evaluate the performance of
our results, we compare them against the following

approaches:

Fine-tuning pre-trained BERT-based lan-
guage models (Thin et al., 2023c) have achieved
state-of-the-art performance across numerous NLP
downstream tasks. For this approach, we re-report
the results from previous studies for the sentiment
classification task and implement the new models
for the ACSA task. We use different robust pre-
trained BERT-based language models for the Viet-
namese language.

Fine-tuning pre-trained Encoder-Decoder
language models can address the understanding
tasks by converting them into the text genera-
tion problem. In this work, we fine-tuned sev-
eral of these models, including viT5 (Phan et al.,
2022), mT5 (Xue et al., 2021). We use the hyper-
parameters as a recommendation in previous works
(Thin and Nguyen, 2023; Thin et al., 2023c¢) for the
classification tasks.

5 Results and Discussion

5.1 Zero-shot Strategy

Table 1 and Table 2 present the performance of the
zero-shot strategy with different prompt templates
on three close-source LLMs for different datasets.
As can be observed in Table 1, the “Role-Playing”
template tends to have higher Macro F1 and Micro
F1 scores across different models, languages, and
datasets compared to the other two templates except
for the hotel domain. The role-playing approach
might encourage the LLM to understand the task
better. Therefore, LLMs might focus on relevant as-
pects of the text and make more accurate sentiment
predictions. Moreover, using the “Role-Playing”
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Table 1: The results of different prompt templates based on zero-shot strategy on close-source LLMs for the

Sentiment Classification. (Best results are highlighted in each column).

UIT-VSFC

HSA

VLSP

Model  Language  Prompt T Macro F1 Micro F1 MacroF1 Micro F1 Macro F1  Micro F1 Average
Direct Question 64.56 76.03 67.85 71.76 64.66 67.24 69.68
Vietnamese Labeling Instruction 57.10 66.55 67.11 73.52 67.97 68.48 66.78
GPT 3.5 Role-Playing 68.77 82.00 63.47 78.21 68.68 68.79 71.82
Direct Question 65.23 78.71 73.27 82.30 68.63 69.90 72.84
English Labeling Instruction 64.51 77.38 72.13 81.69 65.41 67.24 71.39
Role-Playing 68.69 81.15 63.60 80.79 69.14 69.24 72.10
Direct Question 67.58 80.39 70.58 82.15 59.59 65.52 70.97
Vietnamese Labeling Instruction 67.28 80.20 70.28 81.54 65.41 68.86 72.26
GPT 4o Role-Playing 68.76 81.30 74.06 81.24 71.24 72.67 74.88
Direct Question 55.74 79.19 67.72 79.12 49.09 60.95 65.30
English Labeling Instruction 67.97 80.54 70.28 81.54 50.18 61.52 68.67
Role-Playing 68.96 81.21 74.74 80.33 72.01 72.67 74.99
Direct Question 69.78 82.38 72.86 82.00 73.69 74.86 75.93
Vietnamese Labeling Instruction 67.95 80.01 73.18 81.54 72.57 73.52 74.80
GPT 4 Role-Playing 69.12 81.43 76.38 83.02 74.71 75.43 76.52
Direct Question 64.98 77.01 73.87 82.75 75.22 75.71 74.92
English Labeling Instruction 64.22 76.06 75.00 82.90 73.60 74.10 74.31
Role-Playing 69.31 82.93 76.74 83.06 74.15 74.76 76.83

template makes the interaction with the LLM more
engaging and natural, potentially leading to better
performance (Sondos Mahmoud Bsharat, 2023).

We also observed that English prompt templates
generally outperformed their Vietnamese counter-
parts across most datasets and prompt templates.
However, the performance difference between the
two languages was not statistically significant. Even
using the Vietnamese prompt with the GPT 4
model gives better results on two metrics for the
VLSP dataset. This is primarily due to the fact
that most LLLMs are initially pre-trained on mas-
sive English text corpora, providing them with a
stronger foundation in understanding and generat-
ing English text compared to other languages. This
finding matches those observed in earlier studies
(Tran et al., 2024).

As shown in Table 1 and Table 2, the results
show that GPT-4 performs better than GPT-3.5 and
GPT-40 for most datasets. On average, GPT-4 con-
sistently outperformed the other two models across
both SC and ACSC tasks, regardless of the prompt
template used. Interestingly, for the more complex
ACSC task, the performance difference between
GPT-4 and GPT-40 was insignificant when using
the "Role-Playing’ template in both languages. Be-
sides, experimental results suggest that the impact
of prompt template design diminishes when using
large language models like GPT-4 and GPT-40,
likely due to their enhanced ability to understand
a broader range of languages and dialects. For ex-
ample, GPT-4 using a Vietnamese prompt template
achieved the best performance on VLSP datasets,
with Macro F1 and Micro F1 scores of 74.71%
and 75.43%, respectively. Compared to the two

smaller open-source LLMs (Llama-3 8B Instruct
and Seallm v3 7B), the GPT series models signifi-
cantly outperform in zero-shot prompting scenarios
(see Table 3 and Table 4). In addition, the Llama-3
model gives the best results compared to Sea-LLM
v3 in most of the datasets except for the UIT-VSFC.

5.2 Few-shot Strategy

Tables 3 and 4 present the performance of var-
ious LLMs under few-shot scenarios for the SC
and ACSC datasets, respectively. Generally, k-
shot prompting significantly enhances performance
compared to zero-shot prompting across most mod-
els. However, we observe performance degradation
in some high-parameter models like GPT-4 and
GPT-40 on the HSA dataset as the number of shots
increases. This might be attributed to overfitting,
where the model relies on provided examples rather
than understanding the underlying task.

Figure 2 demonstrates that using a few-shot
prompt with GPT-4 enhanced the overall perfor-
mance than zero-shot prompting for the UIT-VSFC
and HSA datasets. In the case of VLSP, the few-
shot approach also improved results, but the differ-
ence is not significant in three LLLMs. The reason
is that the VLSP dataset is a challenging dataset
annotated at the document level and contains many
vocabulary, syntax and grammar errors. Besides,
we noticed that two open-source LLMs (Llama-
3 and Sea-LLLM) with 5-shot prompting achieved
a comparable performance with the GPT-3.5 and
GPT-40 in three SA datasets. For the ACSC dataset,
the Llama-3 8B Instruct also give better results than
GPT-3.5 in the Hotel and Phone datasets. More-
over, the experimental results show that increas-
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Table 2: The results of different prompt templates based on zero-shot strategy on close-source LLMs for the
Aspect-Category Sentiment Classification.

Restaurant

Hotel Smartphone

Model  Language  Prompt Temp Macro F1 Micro F1 MacroF1 Micro F1 Macro F1  Micro F1 Average
Direct Question 60.25 63.33 66.26 78.14 57.54 75.36 66.81
Vietnamese Labeling Instruction 51.72 60.00 62.66 77.65 43.20 64.97 60.03
GPT 3.5 Role-Playing 51.38 56.67 69.15 83.04 55.33 74.54 65.02
Direct Question 66.91 69.67 69.08 81.75 68.54 79.02 72.66
English Labeling Instruction 64.30 67.67 66.23 80.63 67.55 78.82 70.87
Role-Playing 56.68 64.50 69.50 82.13 60.16 76.99 68.33
Direct Question 55.51 65.00 71.47 85.85 66.22 82.28 71.06
Vietnamese Labeling Instruction 61.62 67.67 71.26 84.24 65.62 81.26 71.95
GPT 4o Role-Playing 67.36 71.83 72.27 86.82 71.89 83.32 75.58
Direct Question 63.86 63.83 68.37 86.01 62.83 82.48 71.23
English Labeling Instruction 62.50 63.33 70.84 87.14 63.37 82.48 71.61
Role-Playing 71.90 74.33 73.36 84.89 72.53 83.30 76.72
Direct Question 70.46 73.67 71.93 86.41 68.40 81.47 75.39
Vietnamese Labeling Instruction 70.44 73.00 72.89 86.25 73.75 81.67 76.33
GPT 4 Role-Playing 68.18 72.00 73.22 86.17 70.75 81.87 75.37
Direct Question 72.93 72.00 71.48 85.77 69.95 83.10 75.87
English Labeling Instruction 69.69 74.17 73.51 87.94 69.31 82.28 76.15
Role-Playing 71.42 74.83 73.71 85.93 73.26 83.87 77.00
Zero-shot setting 1-shot setting 3-shot setting
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Figure 2: Performance Comparison of GPT-4, Sea-LLM v3 and Llama-3 in Zero-Shot vs Few-Shot Prompting (k=1
and k=3) on three SA benchmark datasets.

ing the k-shot example improves the performance
on various datasets in different LLMs. Our results
are consistent with previous studies (Zhang et al.,
2023b) in the English language.

5.3 Comparison to baselines

In comparison to other baseline approaches, two
prompting strategies demonstrate competitive per-
formance across AC and ACSC datasets. Specif-
ically, in the SA datasets, the few-shot prompting
approach achieves a weighted F1-score of 91.27%
on the UIT-VSFC dataset, surpassing most baseline
models except for viT5, XLM-R, and PhoBERT.
For the HSA and VLSP datasets, both prompt
strategies outperform previous approaches, with
improvements of +2.39% and +1.52%, respectively.
The comparison of different approaches to the best
results of the two prompt strategies is shown in
Table 5.

As depicted in Table 6, it can be seen that

fine-tuning pre-trained language models in a
classification-based approach are strong baselines
with the highest performance for the ACSC task,
followed by the results of prompt strategies. De-
spite the complexity of the ACSC task, LLMs
with prompt engineering have not yet been able
to surpass the performance of fine-tuned small pre-
trained language models. Nonetheless, our exper-
iments demonstrate that LLMs can achieve rea-
sonable performance on the ACSC task without
requiring the development of new datasets or train-
ing custom models.

6 Error Analysis

To better understand LLM performance, we con-
duct an error analysis based on GPT-4’s best results
using a few-shot prompting strategy across differ-
ent datasets. We manually select these incorrect
predictions and categorize error types by model.
First, we analyze the confusion matrix to under-
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Figure 3: Confusion matrix for three SA datasets.
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Figure 4: Confusion matrix for three ACSC datasets.

Table 3: Few-shot performance of different LLMs for
three SA datasets.

Table 4: Few-shot performance of different LLMs for
aspect-level sentiment classification datasets.

HSA [ VLSP

Model ‘ Restaurant ‘ Hotel Phone

Model | UIT-VSFC [
\

| Macro F1 Micro F1 | Macro F1  Micro F1 | Macro F1 Micro F1

| Macro F1 Micro F1 | Macro F1  Micro F1 | Macro F1  Micro F1

Llama-3 8B Instruct

Llama-3 8B Instruct

0-Shot 59.78 68.41 66.71 69.59 65.80 65.90 0-Shot 56.08 60.50 70.21 82.23 67.71 77.80
1-Shot 70.01 84.30 73.19 79.43 68.76 68.95 1-Shot 54.33 60.33 71.39 84.00 65.53 77.39
3-Shot 70.88 84.14 71.58 79.12 66.93 68.10 3-Shot 55.30 61.17 71.59 84.16 65.58 77.39
5-Shot 75.96 87.05 70.19 80.03 69.39 69.90 Sea-LLM v3 7B

Sea-LLM v3 7B 0-Shot 36.94 46.00 56.13 76.05 51.64 68.64
0-Shot 63.89 75.36 63.44 69.44 46.08 52.10 1-Shot 4593 54.50 65.94 82.88 59.46 74.95
1-Shot 65.76 78.49 70.09 77.31 46.70 50.38 3-Shot 45.29 54.50 64.49 82.80 59.56 74.34
3-Shot 71.72 83.86 70.75 75.64 49.82 52.38 GPT 3.5

5-Shot 71.76 85.06 70.86 77.76 56.14 57.14 0-Shot 56.68 64.50 69.50 82.13 60.16 76.99
GPT 3.5 1-Shot 63.75 66.00 71.06 83.76 58.39 74.54
0-Shot 71.69 84.65 63.60 80.79 56.14 63.24 3-Shot 64.56 68.17 69.89 81.35 61.35 74.95
1-Shot 74.30 87.21 70.11 81.45 69.52 71.05 GPT 40

3-Shot 72.97 85.79 71.73 80.94 67.33 69.71 0-Shot 71.90 74.33 73.36 84.89 72.53 83.80
5-Shot 73.69 86.83 71.01 81.54 69.10 71.14 1-Shot 71.84 74.17 73.88 85.23 73.11 84.26
GPT 40 3-Shot 74.74 76.67 72.32 82.80 75.07 82.28
0-Shot 68.96 81.21 74.74 80.33 72.01 72.67 GPT 4

1-Shot 74.72 86.77 76.46 81.85 77.22 77.14 0-Shot 71.42 74.83 72.71 85.93 70.26 81.87
3-Shot 76.09 88.66 75.29 80.03 76.20 76.38 1-Shot 72.34 75.00 74.99 86.50 70.58 82.08
5-Shot 77.41 89.86 75.38 79.73 77.70 77.62 3-Shot 75.66 77.67 73.71 85.13 74.86 83.71
GPT 4

0-Shot 69.31 82.93 76.74 83.06 74.15 74.76

1-Shot 76.46 89.01 76.93 82.45 75.68 76.10

3-Shot 77.77 89.51 75.36 80.7' 75.62 76.48 .

Sshot | 80.41 0125 7516 go,lz 7157 777 demonstrates that LL.Ms are able to classify the

stand better the prediction ability of each label in
our best-performing models. The results are shown
in Figure 3 and Figure 4 for SC and ACSC tasks,
respectively. In analyzing the three SA datasets, we
observe that the models effectively classify both
negative and positive reviews. Additionally, the per-
centage of misclassifications between positive and
negative labels is minimal in all three datasets. This

positive and negative reviews effectively in most
datasets. Two confusion matrices also reveal that
most reviews related to the neutral label are incor-
rectly predicted. Moreover, in some datasets like
UIT-VSFC, Hotel, and Phone, the proportion of
incorrect data samples is notably higher for neutral
and positive labels. The reason for this result is
the definition of “neutral” class in the annotation
guidelines for each dataset. For example, in Table
7, the review with Id 3, “néi chung 1a 6n,” is an-
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Table 5: Weighted F1-score of two prompt strategies
against other approaches on three SA datasets. Some
results is adapted from (Thin et al., 2023c).

Model VLSP

Type HSA UIT-VSFC

MLP (Nguyen et al., 2018a)

MaxEnt (Nguyen et al., 2018b)

LD-SVM (Nguyen et al., 2018c)
VietSentiLex (Vo and Yamamoto, 2018)
BiLSTM-CNN (Le et al., 2020)
Two-channel CNN (Nguyen et al., 2020)
Two-channel LSTM (Nguyen et al., 2020) -
mT5 73.07
viT5 80.80
VviBERT_FPT 74.02
VviELECTRA_FPT 74.10
mBERT 77.15
XLM-R 74.57
PhoBERT 80.94

- 69.40
87.94 -
- 90.20
77.00 -
- 93.51
838.90
89.30
89.27
92.54
90.64
89.87
91.41
92.55
93.45

64.00
69.50
63.27
75.66
69.98
67.33
68.53
73.06
76.05

Baselines

This work Zero-shot Prompting 83.33 85.04 74.15

(Best results)  Few-shot Prompting 81.35 91.27 77.57

Table 6: Macro F1-score of two prompt strategies
against other baselines on three ACSC datasets.

Type Model Restaurant Hotel Phone
VisoBERT 82.90 78.89  86.16
XLM-R 81.79 7720 83.81
Baselines PhoBERT 82.82 79.90 86.46
mT5 75.12 73.13  71.85
viT5 77.17 75.14  76.32
This work Zero-shot Prompting 71.90 73.71  73.75
(Best results) Few-shot Prompting 75.66 7499 75.07

notated as “positive” but is predicted as ’neutral’
due to the word *8n’ (“okay”). In Vietnamese, this
word expresses a moderate emotion and is generally
considered neutral sentiment, similar to the exam-
ple with ID10 in the UIT-VSFC dataset. Besides,
we found that the model tends to give the wrong
prediction with reviews containing two opposing
sentiments. These reviews often are annotated as
“neutral” labels based on the guidelines (as exam-
ples in Id 2). The lack of this assumption in the
models leads to incorrect predictions.

For the SC datasets, we also found that the model
often gives the wrong prediction with implicit sen-
timent, insufficient context, comparison review, or
conditional reviews. For instance, in the examples
with Id 1, Id 12, and ID 13 in Table 7, it can be
seen that these reviews contain implicit sentiments.
Therefore, the model must be able to reason to de-
tect the right sentiment label. To address this chal-
lenge, the chain-of-thought reasoning prompting
technique (Fei et al., 2023) is one of the effective
solutions for classifying implicit sentiment in re-
views. The model mispredicted some reviews that
lack context, such as examples in Id 7, 8, 9, and
14. These samples are ambiguous, and making a
decision depends heavily on the definitions of the
guidelines and the domain experts. Moreover, the
model often fails to predict the comparison review

as the example with Id 11 (“Mua ipad air2 cii ngon
hon nhiéu” (Buying a used ipad air2 is much bet-
ter)). We can see that the user compares the current
product to the old ipad air2’ and expresses that the
current product is not good enough to buy. There-
fore, the sentiment label is negative. One type of
error we also noticed that the model predicted in-
correctly was conditional review, as in the examples
with Id 4 and 5. It is difficult for a model to iden-
tify the right sentiment label for these reviews as
human opinions.

In the ACSC task, we noted that the model fre-
quently struggled to accurately predict implicit
sentiment, which necessitates analyzing the un-
derlying implications of reviews. As illustrated by
examples 1, 2, and 11 in Table 8, the model of-
ten misinterprets the context of reviews related
to the Drinks#Quality, Drinks#Style_Option and
Rooms#Quality aspect categories. These categories
typically convey positive sentiments when com-
pared to other aspects. Besides, the model some-
times gives the wrong prediction for some aspect
categories that are mentioned in the review but does
not express the polarity, such as, for example, in Id
3 and 5. As the same error type as the SC dataset,
some review contains the “neutral” vocabulary (&n
(okay) or binh thudng (ordinary)), but the model
predicts a positive class.

Another type of error occurs when the model is
not able to identify the information for the given
aspect category, which leads to incorrect classify of
the sentiment polarity label. For example, in review
with Id 8 as “Qua tht vong. Pang xai ul0 chuyén
qua con nay do thiét ké mau dep hon nhung do,
xai loan cam ung. (Very disappointed. Switched
to this phone due to its nicer color design, but
it’s laggy and has an unresponsive touchscreen.)”,
we can easily identify the phrase representing the
information for the “Design” aspect as ‘thiét ké
mau dep hon” (its nicer colour design), and the
corresponding sentiment label is positive. However,
it is possible that due to information ambiguity,
the model incorrectly predicts the corresponding
sentiment label for the “Design” aspect category
as negative. To address this situation, future work
can require the models to extract the text related to
the aspect category before classifying its sentiment
polarity. This approach could potentially enhance
the overall performance of the ACSC task.
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Table 7: Error examples for three sentiment classification datasets.

Id Dataset Review Gold Label Prediction
1 Gan dén sang mdi thay mat ... (It only starts to feel cool ~ negative neutral
near dawn ...)
2 HSA Khach san c6 dia di€ém tot nhung phong hoi nho va bi. neutral negative
(The hotel is well-located but the rooms are somewhat
small and stuffy.)
3 Noi chung 1a 6n (Overall, it’s okay) positive neutral
4 néu c6 thém bon tam nita thi khong con gi dé phan neutral positive
nan. (If there were a bathtub, there would be nothing to
complain about.)
5 Néu phong 16n hon mot chut sé tot hon. (If the room negative neutral
were a bit larger, it would be better.)
6 nén cho sinh vién slide d€ hoc. (Students should be negative positive
given slides to study.)
~ 7  UIT-VSFC  may chiéu o hon. (The projector should be clearer.) negative positive
8 khong di€ém danh. (Do not take attendance.) neutral positive
9 day full english. (Teach fully in English.) negative neutral
10 thay day khd on. (The teacher teaches quite okay.) neutral positive
11 Mua ipad air2 cii ngon hon nhiéu (Buying a used ipad negative positive
_ VLSP air2 is much better)
12 udc gi c6 em nay (Wish I had this one) positive neutral
13 lai 1a oppo (It’s Oppo again) negative neutral
14 Dua chi gid con chua mua ndi note 4?? (Joking, but I neutral negative

still can’t afford a note 427?)

7 Conclusion

In this study, we focused on evaluating the perfor-
mance of various LLMs across different prompt
templates and engineering strategies for Viet-
namese sentiment classification tasks. To our
knowledge, this is the first comprehensive investi-
gation of LLLMs for diverse Vietnamese datasets.
Our extensive experiments demonstrated that the
GPT-4 model, combined with a role-playing tem-
plate in English, consistently achieved the highest
performance across most datasets. Moreover, the
few-shot prompting strategy effectively enhanced
overall performance for both SC and ACSC tasks,
regardless of whether the LLMs were open-source
or closed-source. Compared to previous baseline
approaches, employing LLMs with prompt en-
gineering, particularly for datasets with limited
training data, significantly improved overall per-
formance. The findings presented in our paper
can contribute to research on developing Al ap-
plications across various data domains, as they ad-
dress the significant cost associated with annotating
datasets for training machine learning models.
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Abstract

The widespread use of social networking ser-
vices (SNS) has made it possible to collect
a wide variety of text data on a large scale.
Text data posted on SNS contain many broken
expressions, especially abbreviations and col-
loquial expressions. In order to utilize such
data as a resource for natural language pro-
cessing, annotation of the data, assignment
of class labels, etc. become issues. In gen-
eral, because manual annotation is costly, arti-
ficial data augmentation and semi-automation
of label assignment are often used as a counter-
measure against data shortages. In this study,
we propose a method for efficiently preparing
large-scale, high-quality labeled text data for
machine learning by applying evaluation indi-
cators from multiple perspectives to the data
generated by data augmentation methods. The
goal is to improve the prediction accuracy of
the model by adding the augmented data to
the training data. Specifically, the proposed
method sets thresholds for the semantic sim-
ilarity based on the vector of BERT between
the original text and the augmented text, the
degree of change by BLEU, and the change in
attention by Attention, respectively, and deletes
data that do not satisfy the threshold conditions.
Since the number of augmented data also af-
fects learning accuracy, the number of data is
also addressed by adding it to the evaluation
indicators. Evaluation experiments on emotion-
labeled datasets show that the proposed method
achieves higher Accuracy than the method that
simply augments the data using Easy Data Aug-
mentation.

1 Introduction

In recent years, it has become easy to obtain vast
and diverse text data on the World Wide Web (Web).
However, there are several problems with text data
on the Web. For example, text data posted on social
networking services (SNS) tend to be short sen-
tences with abbreviations, slang, colloquialisms,

and colloquial expressions, reducing the number of
words needed for people to grasp the meaning of a
sentence. This makes consistent labeling difficult
in the creation of training data for natural language
processing tasks. In addition, manually preparing
large, high-quality, labeled text data for machine
learning is generally expensive. Data augmentation
methods exist as an efficient way to prepare training
data without human intervention. Data augmenta-
tion is the automatic generation of different data
that are similar by performing various processes on
the data so as not to spoil its essence. This can be
expected to improve the prediction accuracy of the
model.

In order to improve the learning accuracy of
sentiment classification of text data, this research
aims to increase the number and quality of training
data by applying evaluation indicators from multi-
ple perspectives to the data generated by the data
augmentation method. When data augmentation
is easily applied to text, it may cause a significant
change in the meaning of the text, which may result
in a loss of accuracy. For example, in image data
augmentation, operations such as blurring, inver-
sion, and color change can generate a large amount
of effective training data. However, with text, a sin-
gle missing word or a change in the order of words
can drastically change the meaning of a sentence.
Therefore, the augmentation process is likely to
generate meaningless text or text that belongs to
different classes, which may cause accuracy loss.
As a data augmentation method, Easy Data Aug-
mentation (EDA) by Wei and Zou (2019). is used to
deal with data imbalances and shortages by generat-
ing multiple texts from a single text. In addition, in
order to avoid inappropriate text for training data,
which causes the aforementioned accuracy loss, we
investigate how to suppress the loss of learning ac-
curacy by applying evaluation indicators to the text
generated by the data augmentation method.
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2 Related Work

Wei and Zou (2019) proposed Easy Data Augmen-
tation (EDA) as a method for augmenting simple
text data in English. The main data augmentation
operations on text data with EDA are synonym re-
placement, synonym insertion, word movement,
and word deletion. Classification experiments us-
ing deep learning with SST-2(Socher et al., 2013),
CR(Hu and Liu, 2004), SUBJ(Pang and Lee, 2004),
TREC(Li and Roth, 2002), and PC(A. and Miller,
1995) datasets were conducted and showed great
effectiveness when the number of original datasets
was small. In this research, EDA is applied to the
Japanese language and data augmentation is per-
formed.

Okimura et al. (2022) used 12 different data
augmentation methods with pre-trained models.
MRPC(Dolan and Brockett, 2005), SICK(Marelli
et al., 2014), and SST-2(Socher et al., 2013) were
used for the dataset. The performance improve-
ment was confirmed when using a dataset of several
hundred examples, suggesting the effectiveness of
data augmentation when training with a pre-trained
model. Cosine similarity and BLEU were used to
evaluate the sentences generated by data augmen-
tation, and their impact on learning was analyzed.
In this research, we evaluate the text generated by
data augmentation to find the optimal threshold of
evaluation values for the training data.

Yamada et al. (2022) proposed a method for
adaptively selecting a data augmentation method
utilizing Transformer(Vaswani et al., 2017) for im-
age data. The Transformer can learn through its
internal Self-Attention mechanism to obtain appro-
priate weights for its inputs. By using this Atten-
tion, the appropriate data was analyzed from the
augmented data. In this research, Attention is used
as a evaluation indicator of data augmentation for
the text data.

Uda et al. (2023) performed data augmentation
on Japanese text data, and selected the augmented
data according to the evaluation indicators of the
augmented data using cosine similarity and BLEU.
As a result, the classification accuracy of the model
was improved by manipulating the threshold of the
evaluation indicators. In this research, we aim to
improve the quality of augmented data by adding
Attention, a new evaluation indicator, to cosine
similarity and BLEU.

3 Method

In this section, we describe the dataset used and the
proposed method. The Figurel shows the flow of
this research.

dataset

Text &
label

|

' |
I |
: |
| Data . :
: Augnentat ion Augmented dataset :
' |
' |
I |
' |
' |

Filtering
data

Text & [:> Evaluation
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Figure 1: Flow of this research. The left side shows the
flow of data augmentation, and the right side shows the
flow of learning and searching for the optimal value of
the evaluation indicators.
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3.1 Dataset

For the dataset, we use WRIME corpus created
by Kajiwara et al. (2021) as a reliable source of
assigned labels. This corpus consists of past posted
texts on SNS to which emotional intensity has been
assigned by the posters themselves and by read-
ers, both subjectively and objectively. The labels
used in the experiment are the five emotional polar-
ities of the WRIME corpus: strong positive, strong
negative, positive, negative, and neutral, and three
emotional polarities: positive, negative, and neu-
tral.

3.2 Data Augmentation

The Figure2 briefly illustrates the data augmen-
tation process.The data augmentation of the text
included synonym replacement (SR), synonym in-
sertion (SI), word swap (WS), and word deletion
(WD). In EDA, changes in sentence meaning were
suppressed by using stop words in word selection.
In this research, data augmentation is performed for
all words in order to suppress changes in sentence
meaning and increase text expandability through
evaluation indicators. In the process, MeCab(Kudo
et al., 2004) was used to separate Japanese words
into phrases. The Japanese WordNet(Yamada et al.,
2010) developed by the National Institute of Infor-
mation and Communications Technology (NICT)
is used for synonym selection. The Japanese Word-
Net is a Japanese semantic dictionary that has a set
of synonym relations for words, and we randomly
selects words from the set of synonym:s.
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input text
separating words

| [_synonym insertion | | word swap ] ( word deletion ]
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Figure 2: Process steps of data expansion. For a single
text input, text is generated using four augmentation
methods. The generated text is output as a set of aug-
mented data.

] [ Random word deletion |

3.3 Evaluation

Thresholds are set for the semantic similarity based
on the vector of BERT between the original text
and the augmented text, the degree of change by
BLEU, and the change in attention by Attention,
respectively, and data that do not satisfy the thresh-
old conditions are removed. In this way, similar
texts and texts that are not appropriate for the label
of the data are filtered out to avoid deterioration of
the quality of the training data. The following are
the evaluation indicators used in the experiments.

* Semantic Similarity (SS) :Cosine similarity
between CLS vectors from learned BERT of
original and augmented text

* Degree of Text Change (DTC) :BLEU score
between original and augmented text

¢ Word Attention (WA) :Sum of the difference
in attention between corresponding words in
the original and augmented text

3.3.1 SS (Semantic Similarity)

SS uses the pre-trained model Japanese BERT to
vectorize the text, and compares the text before
and after augmentation by cosine similarity. The
first token output from the model, CLS, is used to
vectorize the text. The equation] shows the cosine
similarity used in this experiment.

‘/O'Va

Cos(Vo, Va) = T TVl

(1

V, : Original text vector

V., : Augmented text vector

3.3.2 DTC (Degree of Text Change)

DTC uses BLEU(Papineni et al., 2002), a method
of machine translation that evaluates translation
results by comparing the translated text with the
correct text using word N-grams. BLEU is char-
acterized by the fact that the closer the translated
text and the correct text are, the higher the score.
In this experiment, we use BLEU provided in the
NLTK(NLTK) library by default.

3.3.3 WA (Word Attention)

Word attention uses Transformer’s self-attention
mechanism to automatically evaluate the relation-
ships between input data and dynamically represent
the words of interest in the text. The Figure3 shows
an example of the degree of attention to a text when
English text is used as input data, represented by
the intensity of the color. Comparing each sentence,
the attention of the text along the basic syntax is
the same, but the addition or replacement of a word
causes a change in attention. In this research, we
use a pre-trained model of Japanese BERT to ex-
tract the attention of each word from the text and
compare the text before and after the augmentation.
MeCab was used for data augmentation, but WA
used tokenizer for segmentation.

i have a apple

i have my apple

i have a apple eating apple
i a apple

have a'apple i

Figure 3: Example of Attention. The topmost text is the
text before augmentation, and the following text is the
augmented text. Colored markers indicate the degree of
attention to a word.

3.4 Filtering by Evaluation Indicators

The augmented text is evaluated based on SS, DTC,
and WA, and filtered by determining the respective
threshold values to create the best set of augmented
data for the training data. The threshold for cre-
ating optimal training data is determined by the
learning accuracy obtained in training based on
training data created using various combinations
of threshold values for each evaluation indicator.
Training accuracy refers to the percentage of cor-
rect responses when emotional polarity label clas-
sification is performed on test data. The reason
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for this is that we believe that the quality of the
augmented data itself should be evaluated based on
the learning accuracy. However, if the threshold
value is set so that only those with high scores are
retained in order to improve learning accuracy, a
significant increase in the number of augmented
data cannot be expected. Since a certain amount
of data increase is necessary to improve learning
accuracy, the number of training data after augmen-
tation should also be an evaluation criterion for
data augmentation. Therefore, in this research, the
number of text data after augmentation is also used
as a measure of data augmentation optimization,
considering the balance between learning accuracy
and the number of data.

3.5 Learning Model

The emotion classification model in this experiment
is trained by fine-tuning BERT (Bidirectional En-
coder Representations from Transformers)(Devlin
et al., 2018) label classification. Fine tuning in-
volves inputting text into the model and adjusting
parameters to minimize loss between output and
labels. In this experiment, we use a pre-trained
Japanese language model from Tohoku Univer-
sity(Tohoku University) as the tokenizer and model,
and evaluate the performance of emotion label clas-
sification under the conditions in the Tablel. Early-
Stopping means that learning is terminated if the
loss in three consecutive epochs is not improved.

Model Tohoku Uni. BERT
Tokenizer Tohoku Uni. BERT
Learning rate le-5

Epoch 10

Early-Stopping | 3

Table 1: Learning Environment. The learning model
and parameters are shown.

4 Experiment

In this section, we present the experiment, results,
discussion, and issues.

4.1 Data Augmentation

Data augmentation is performed on the training
data of the WRIME corpus, and the validation
data and test data are used for training without
modification. For a single text, EDA generates
two texts from each of the four types of text ma-
nipulation. Then, the augmented text set is the

set of eight augmented texts plus the original text,
from which the text identical to the original text
is deleted. The augmented text is given the same
label as the source text. This data augmentation
process was performed on the training data. The
Table2 shows examples of data augmentation with
Japanese displayed in romaji.

4.2 Evaluation

SS, DTC, and WA are used to compare the text
before and after data augmentation. The Table2
shows an example of the comparison: “None” in
Operation indicates the text before augmentation,
and “Other” indicates the text after augmenta-
tion.

4.2.1 Calculation of Word Attention Change

Table3 shows an example of how each word’s atten-
tion is noted when determining the WA. From top
to bottom, it shows the original text, SR, SI, WS,
and WD. Words in the original and augmented text
are assigned corresponding numbers. The attention
of each word represents the degree to which the
model pays attention to the word, ranging from 0
to 1. Therefore, by comparing the words before
and after the augmentation, the WA that the text
possesses is obtained. In this experiment, the At-
tentionalChangeScore (ACS) is used to obtain the
evaluation value by WA. However, some augmen-
tation methods do not correspond to certain words,
resulting in differences in the way WA 1is obtained
for each augmentation method.

ACS = (Attno, — Attnas) ()

Attn,,, : Attention value of word,, in the original
text

Attng, @ Attention value of word,, in the aug-
mented text

The following sections describe how to obtain WA
for each augmentation method.

* Synonym Replacement (SR) : In obtaining
the evaluation value, the synonym-substituted
word is compared with the original word.

* Synonym Insertion (SI) : To see the impact of
the inserted words, the evaluation values are
obtained without using the inserted words.

* Word Swap (WS) : The evaluation value is cal-
culated from the corresponding words before
and after the augmentation.

196



Text Operation SS DTC WA
yana kisetsu ga ki ta na xa ***

(The bad season is here--+) None ) i i
yana season ga ki ta na xa *** SR 0.9743 | 0.5946 | 0.2544
yana kisetsu season ga ki ta na xa **- SI 0.9857 | 0.6102 | 0.0759
kisetsu ga ki ta na xa *** yana WS 0.9858 | 0.7652 | 0.2041
kisetsu ga ki ta na xa - WD 0.9712 | 0.6803 | 0.0899

Table 2: Example of data augmentation. From left to right, the Japanese text in romaji, the operation, and the

evaluation value by each evaluation indicators are shown.

Original Text

ID 1 2 3 4 5 6 7 8 9
Word ya na | kisetsu ga ki ta na xa o
Attention || 0.709 | 0.517 | 0.482 | 0.667 | 0.732 | 0.558 | 0.708 | 0.437 | 0.687
Synonym Replacement
ID 1 2 3 4 5 6 7 8 9
Word ya na | season ga ki ta na xa e
Attention || 0.741 | 0.485 | 0.506 | 0.713 | 0.768 | 0.624 | 0.722 | 0.539 | 0.700
Synonym Insertion
ID 1 2 3 10 4 5 6 7 8 9
Word ya na kisetsu | season | ga ki ta na xa e
Attention || 0.746 | 0.508 | 0.306 | 0.490 | 0.687 | 0.749 | 0.609 | 0.689 | 0.494 | 0.682
Word Swap
ID 3 4 5 6 7 8 9 1 2
Word kisetsu | ga ki ta na xa e ya na
Attention | 0.383 | 0.581 | 0.633 | 0.511 | 0.676 | 0.413 | 0.618 | 0.803 | 0.657
Word Deletion
ID 3 4 5 6 7 8 9
Word kisetsu | ga ki ta na xa e
Attention || 0.428 | 0.622 | 0.645 | 0.559 | 0.713 | 0.455 | 0.714

Table 3: Examples of WA. The ID of each word, the word in the text, and the word’s attention.

* Word Deletion (WD) : To see the impact of
the deleted words, the evaluation values are
obtained without using the deleted words.

4.2.2 Thresholds for Evaluation Indexes

The threshold values were determined based on
the distribution of evaluation values for the aug-
mented data in the Figure4, and the Table7 shows
the threshold values used. From the Figure4, SS
indicates that the higher the evaluation value, the
more the compared texts have the same meaning.
Therefore, the threshold was set within this range
to ensure that the meaning does not change sig-
nificantly from the original text, and because the
augmented data is biased in the range of 0.9 to 1.0.
In DTC, a higher evaluation value indicates that
the compared texts have identical words and word
sequences. Therefore, we excluded from the aug-

mented data texts that are identical to the original
texts, and since the augmented data is biased in
the range of 0.5 to 0.9, we set the threshold value
within this range, taking into account the number
of augmented data. In WA, the closer the evalu-
ation value is to O, the more it indicates that the
compared texts are the same in the noted parts.
Therefore, the threshold was set within this range,
taking into account the number of augmented data,
since the text being compared was different from
the original text and the augmented data was biased
in the range from -0.5 to +0.5. The Table4 shows
the filtering conditions by threshold value.

4.3 Filetering Example

The augmented text to be filtered using each evalu-
ation value is shown in the following Table5. The
first text from the top is the text that we want to
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Figure 4: Distribution of evaluation indices for the augmented training data.The x-axis indicates the threshold of the
evaluation value, and the y-axis indicates the amount of data.

SS x > TH
DTC x <TH
WA | x <TH_ or TH; <x

Table 4: Threshold setting condition. Let x denote each
evaluation value and TH denote the threshold value.

Augmented Text ‘ SS ‘ DTC ‘ WA
yana season ga ki ta na xa ** T| T T
yana kisetsu shun ga ki ta na xa *** T| T F
zisetsu yana kisetsu gakitanaxa- | T | F T
yana kisetsu ta ki ga na xa ** F| T F

Table 5: Example of filtering. T means true to be re-
tained, F means false to be removed.

keep the most because we believe that its mean-
ing is similar to the text before the augmentation,
the text has changed, and the model treats it as a
different text. The second text has a similar mean-
ing and textual changes. However, it is possible
that the model treats it as the same text as the pre-
augmentation text, so it is removed by filtering. In
this way, filtering is performed when SS, DTC, or
WA is False, and the evaluation index is used on the
extended text to select the extended text suitable
for training the model.

4.4 Learning

We perform experiments using the training data
from the WRIME corpus, the validation data, and
the test data. The Table6 shows the breakdown of
the number of data in each category. We also check
the change in learning accuracy by expanding data
only on the training data, and using the same val-
idation and test data for all training. The training
accuracy is the percentage of correct answers to
the model trained on the training data using the test
data.

Type | Size

Train | 30,000
Valid | 2,500
Test 2,500

Table 6: WRIME Corpus. Training data, validation data,
and test data composition.

4.4.1 Learning Results without Filtering

The WRIME corpus is used as the original data,
and data augmentation to the training data is used
as the augmented training data. Using these data,
we compare the learning accuracy of emotional
polarity label classification. The Table7 shows the
data size and learning accuracy of the training data
before and after augmentation.

4.5 Learning Results with Filtering

We evaluated the augmented training data using SS,
DTC, and WA, and created new augmented training
data using the threshold values. Then, we compare
the learning accuracy of emotional polarity label
classification. The Table7 shows the data size and
learning accuracies for the augmented training data,
applying the evaluation indicators to the augmented
training data.

Next, we compared the learning accuracy of
emotional polarity label classification when com-
bining SS, DTC, and WA thresholds. The Table7
shows the data size and learning accuracies for the
optimal thresholds, taking into account the respec-
tive evaluation values and the number of augmented
data.

5 Discussion and Issues

In this section, we compare the learning of clas-
sification of emotional polarity labels using the
training data after data augmentation based on the
experimental results in the previous section with
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Evaluation Indicators Size 5-Labels 3-Labels
SS \ DTC \ WA Subj. \ Obj. | Sub;j. \ Ob;.

’ without Filtering ‘
Original Training Data 30,000 | 0.391 | 0.566 | 0.616 | 0.697
Augmented Training Data | 243,788 | 0.388 | 0.560 | 0.576 | 0.704

| with Filtering |
0.9 - - 240,001 | 0.392 | 0.563 | 0.575 | 0.708
0.95 - - 226,638 | 0.374 | 0.554 | 0.556 | 0.695
0.98 - - 172,791 | 0.379 | 0.564 | 0.585 | 0.704

- 0.7 - 124,452 | 0.410 | 0.570 | 0.631 | 0.695

- 0.6 - 84,219 | 0.413 | 0.572 | 0.641 | 0.686

- 0.5 - 63,047 | 0.414 | 0.574 | 0.626 | 0.696

- - -0 87,466 | 0.392 | 0.576 | 0.618 | 0.708

- - +0 185,751 | 0.373 | 0.562 | 0.586 | 0.703

- - 0.5 97,736 | 0.404 | 0.554 | 0.633 | 0.699
Filtering by multiplying two Evaluation Indicators

099 | 0.6 - 61,823 | 0.411 | 0.569 | 0.650 | 0.705

0.95 - +0 174,342 | 0.411 | 0.561 | 0.611 | 0.701

- 0.6 0.5 45,930 | 0.424 | 0.573 | 0.653 | 0.703
Filtering by multiplying three Evaluation Indicators

[095] 07 [ 05 60,096 | 0.394 | 0.572 | 0.625 | 0.705 |

Table 7: Experimental Results. From left to right, thresholds for each evaluation indicators, data size, and learning
accuracies for the five and three sentiment polarity labels. From top to bottom, training on the original data, training
on the augmented data, and training with thresholds applied to the augmented data.

the learning by filtering process using the evalua-
tion indicators, and discuss the issues involved.

5.1 Discussion of Unfiltered Learning Results

The results of the comparison of the learning accu-
racy of the emotional polarity label classification
by BERT showed that the learning accuracy of
the five subjective emotional polarity labels was
0.391 using the original training data and 0.388
using the augmented training data, and no improve-
ment in accuracy could be confirmed. Similarly, no
clear improvement in accuracy was observed for
the three subjective emotion polarity labels. How-
ever, for the three objective emotion polarity labels,
the training accuracy using the augmented train-
ing data was 0.704, while the accuracy using the
original training data was 0.697, showing a slight
improvement in accuracy. The reason for the lack
of improvement in learning accuracy is that subjec-
tive labels are more affected by differences in the
tendency of each writer to assign labels than are
objective labels, which use the average of labels
assigned by multiple readers. Therefore, subjec-
tive labels are more susceptible to the influence of

slight changes in meaning due to data augmenta-
tion. As a result, it is thought that data that reduces
the learning accuracy may have been mixed in. For
example, since different writers have different la-
beling tendencies, we believe that increasing the
amount of training data created by multiple writers
will make it easier to misclassify data created by
writers with different tendencies.

5.2 Discussion of Filtered Learning Results

The Table7 shows that the learning accuracy was
slightly improved in label classification of emo-
tional polarity for the augmented training data fil-
tered by each evaluation indicators, compared to
that using the original training data. However,
there were cases in which the learning accuracy did
not improve, such as when the threshold value in-
creased the percentage of correct subjective labels
and decreased the percentage of correct objective
labels. In terms of each evaluation indicator, DTC
showed a clear improvement in learning accuracy,
but filtering by SS showed no improvement in learn-
ing accuracy. The filtering by WA also showed no
clear improvement in learning accuracy.We believe
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Augmented Text | SS | DTC| WA
yana season ga ki ta na xa *** | 0.97 | 0.59 | -0.25
yana yoki ga ki ta na xa *** 0.96 | 0.59 | -0.01
yana kisetsu ga kita ** 093] 0.70 | 0.29

Table 8: Example of text you do not want to filter.

that the reason for the lack of improvement in learn-
ing accuracy is that SS and WA are dependent on
model performance, and that the evaluation values
may not be output correctly.

As an example, the first and second augmented
texts from the Table8 are texts generated by syn-
onym replacement.The low SS is due to the model
not learning enough of the replacement words,
which we consider to be the reason for the low
similarity. In addition, the WA may be lower de-
pending on the location of the replacement. The
third text is the text generated by word deletion. It
is considered to have the same meaning to people
as before the augmentation, but the evaluation of
the model shows a low SS and is not considered
similar to before the augmentation.

In order to perform the evaluation correctly,
we believe it is necessary to construct a model-
independent method and a model suited to the data
set.

The table shows that the accuracy in label clas-
sification of emotional polarity of the augmented
training data filtered by a combination of each eval-
uation indicator was better than that of the training
data filtered by each evaluation indicator. In par-
ticular, the training data filtered using DTC and
WA shows the most improvement in label classifi-
cation. We believe that this means that only high
quality data can be used for training data by fil-
tering. However, the training data size is greatly
reduced when filtering for the combined evaluation
indicators, and we believe that the optimal augmen-
tation method is not being used to generate the data.
Therefore, it is necessary to investigate a suitable
data augmentation method for Japanese texts.

6 Conclusion

In this research, we aimed to improve the learning
accuracy of label classification of sentiment po-
larity by augmenting Japanese text data with data
augmentation, evaluating the augmented text, and
filtering the post-extension training data. In partic-
ular, by using SS, DTC, and WA for the evaluation
of augmented text, we were able to generate data

suitable for learning. As a result, learning accuracy
of label classification was improved by using aug-
mented training data filtered by a combination of
SS, DTC, and WA. We found that there are issues
such as Japanese text augmentation methods and
model dependence between SS and WA. In order to
solve these issues, we would like to investigate aug-
mentation methods and evaluation methods, and
examine whether appropriate data is generated by
data augmentation.
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text ‘ Operation | semantic similarity | degree of text change | word attention

BV SR

. None - - -
(The bad season is here-**)
R = AV RT B SR 0.9743 0.5946 0.2544
RREHY— XD % SI 0.9857 0.6102 0.0759
RNk R 5 R0 WS 0.9858 0.7652 0.2041
ZHIN KT 5 WD 0,9712 0.6803 0.0899

Table 9: Example of data augmentation in Japanese. From left to right, the Japanese text in romaji, the operation,
and the evaluation value by each evaluation indicators are shown.

Original Text
ID 1 2 3 4 5 6 7 8 9
word P 7 Z=Hi »w % 7z 75 b :

attention || 0.709 | 0.517 0.482 0.667 0.732 | 0.558 | 0.708 | 0.437 | 0.687
Synonym Replacement
ID 1 2 3 4 5 6 7 8 9
word ® no| V=AY n ok - AN e

attention || 0.741 | 0.485 0.506 0.713 0.768 | 0.624 | 0.722 | 0.539 | 0.700
Synonym Insertion

ID 1 2 3 10 4 5 6 7 8 9
word » AN ZHi V—=AV | MW k 7z IA »
attention | 0.746 | 0.508 0.306 0.490 0.687 | 0.749 | 0.609 | 0.689 | 0.494 | 0.682
Word Swap
ID 3 4 5 6 7 8 9 1 2
word =i | A k 7= AN X AN
attention | 0.383 | 0.581 0.633 0.511 0.676 | 0.413 | 0.618 | 0.803 | 0.657
Word Deletion
ID 3 4 5 6 7 8 9
word =i | A ok 7- 2 )

attention || 0.428 | 0.622 |  0.645 0.559 | 0.713 | 0.455 | 0.714

Table 10: Examples of WA in Japanese. The ID of each word, the word in the text, and the word’s attention.

Augmented Text | SS | DTC | WA
Ry =AUk | T T T
RS AN= VLSRR YA, RRE T| T F
R F=/irkr-7s - | T| F T
Bk T H F| T F

Table 11: Example of filtering in Japanese. T means
true to be retained, F means false to be removed.

Augmeted Text | SS | DTC | WA
PRy —=AVDEKEE s 1097 ] 059 |-0.25
RIRGRDK T 0.96 | 0.59 | -0.01
RREHiA kT 0.93 | 0.70 | 0.29

Table 12: Example of text you do not want to filter in
Japanese.
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Abstract

This paper explores the integration of advanced
Multi-Agent Systems (MAS) techniques to de-
velop a team of agents with enhanced logical
reasoning, long-term knowledge retention, and
Theory of Mind (ToM) capabilities. By uniting
these core components with optimized com-
munication protocols, we create a novel frame-
work called SynergyMAS, which fosters collab-
orative teamwork and superior problem-solving
skills. The system’s effectiveness is demon-
strated through a product development team
case study, where our approach significantly
enhances performance and adaptability. These
findings highlight SynergyMAS’s potential to
tackle complex, real-world challenges.

1 Introduction

Large Language Models (LLMs) have seen signif-
icant advancements in recent years, particularly
in answer accuracy, increased context windows,
and the ability to tackle complex tasks. How-
ever, despite these improvements, LLMs continue
to face challenges such as hallucinations, knowl-
edge gaps due to incomplete training data, and
difficulties in managing long-term dependencies
(Naveed et al., 2024). Enhancing LLM perfor-
mance remains complex, often requiring enormous
resources for training and domain-specific data in-
tegration, which may not always yield the desired
outcomes (Raschka, 2024).

A promising approach to overcoming these lim-
itations is the development of Multi-Agent Sys-
tems (MAS) that incorporate LLMs at their core.
MAS can be tailored for specific use cases, allow-
ing more sophisticated solutions by refining com-
munication protocols and integrating external tools
and databases.

This study aims to broaden the capabilities of
LLMs by creating a MAS framework that inte-
grates three critical components: logical reason-
ing, Retrieval-Augmented Generation (RAG), and

(o)

feTe3
e

* Communication Protocols

* Agent Specialization

* Team Synergy

X

Multi-Agent
System (MAS)

Logical
Reasoning

Retrieval
Theory of Mind Augmented
(ToM) Generation
(RAG)

Figure 1: SynergyMAS: Integrating Logical Reasoning,
RAG, and Theory of Mind in a Multi-Agent System to
enhance LLM capabilities for complex tasks (based on
Sun et al. (2024)).

Theory of Mind (ToM). By combining these ele-
ments, we propose a new framework named Syn-
ergyMAS, which enhances LLM capabilities for
complex tasks. The framework was tested on mul-
tiple LLMs, including Claude and Gemini, to eval-
uate its versatility and effectiveness.

LLMs often struggle with complex reasoning
tasks that require logical thinking, frequently lead-
ing to hallucinations (Chen et al., 2023). Previous
research has shown that incorporating logical rea-
soning, such as a logical solver, can mitigate these
issues on logic testing datasets (Pan et al., 2023).
In this study, we implement a graph knowledge
base integrated with a logic solver using Answer
Set Programming (ASP), enhancing the system’s
ability to engage in extended, logical discussions.

Moreover, MAS members will have access to a
personalized RAG database with didactic materials
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specific to their profession. This approach aims
to improve specialists’ performance by providing
them with relevant information without overbur-
dening others.

As LLMs evolve, their ToM capabilities also im-
prove (Kosinski, 2024). Given the importance of
ToM in collaborative problem-solving, enhancing
these capabilities should boost system effective-
ness. Including a belief state in agents’ communi-
cations allows for better inference of each other’s
states, promoting better teamwork.

This paper contributes to Artificial Intelligence,
Machine Learning, and Dialogue Systems by:

1. Proposing a novel architecture for multi-agent
LLM systems, integrating logical solvers with
graph databases and new communication pro-
tocols that enhance agent synergy.

2. Demonstrating the effectiveness of combin-
ing logical reasoning, RAG, and ToM in im-
proving agent capabilities for complex con-
versations requiring external knowledge and
domain-specific expertise.

3. Offering insights into practical applications
of such systems in collaborative problem-
solving scenarios, identifying real-world con-
texts where SynergyMAS can significantly
enhance system performance.

The main components of SynergyMAS are illus-
trated in Figure 1.

2 Related Work

SynergyMAS integrates several ideas discussed in
various studies, each playing a critical role in en-
hancing MAS performance. This section explores
the current research on these components.

2.1 Background on Multi-Agent LLM
Systems

The topic of MAS has been ongoing for many
years, with significant contributions documented
(Wooldridge, 2009). Recently, MAS has gained
popularity in Al due to its superior ability to solve
complex problems through the collaborative ef-
forts of autonomous agents (Lei, 2024). MAS
architectures typically involve a network of intel-
ligent agents with specialized knowledge working
towards common objectives (Russell and Norvig,
2016). A hierarchical structure, as showcased in
Figure 2, is one such structure utilized in this article.

Leader

Followers

Figure 2: Hierarchical team structure.

Recent improvements in LLMs continue to enhance
the potential of MAS, allowing for more refined
communication and reasoning among agents (Wu
et al., 2023). However, as these systems grow in
complexity, they face coordination, scalability, and
consistency challenges, driving ongoing research
to improve MAS functionality.

2.2 Overview of Logical Reasoning in Al

The complex and opaque nature of LLMs makes
it challenging to directly analyze and improve
their behavior and outputs (Calegari et al., 2020).
This has made it difficult for LLMs to effectively
handle convoluted logical reasoning tasks (Chen
et al., 2024a). Incorporating logical solver tools
into MAS can address this limitation (Chen et al.,
2024b). Many studies have attempted to integrate
logical thinking into models using single or mul-
tiple methods (Yang et al., 2023). The typical ap-
proach involves converting natural language into
a logical format (Gelfond and Kahl, 2014), fol-
lowed by applying a logic solver to resolve the
query. This approach has shown promising results,
improving performance on logic testing datasets
like ProofWriter (Tafjord et al., 2021). However,
the use of these solvers to enhance reasoning capa-
bilities in multi-agent systems still requires further
exploration.

2.3 Graph Databases in AI Systems

Graph databases have gained prominence in Al
for their ability to efficiently manage and query
complex relationships between data points. Unlike
traditional databases, graph databases use nodes
and edges to represent and traverse connections,
making them well-suited for interconnected data
applications (Lane et al., 2019). Graph databases
like neo4j are increasingly used in Al to enhance
reasoning and decision-making by providing struc-
tured, context-aware data retrieval (Besta et al.,
2023). Their integration into Al systems supports
advanced tasks such as knowledge management
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(Liang et al., 2024) and logical inference, essential
for tackling complex problems.

2.4 RAG (Retrieval-Augmented Generation)

RAG has emerged as a critical enhancement in the
LLM landscape, addressing challenges related to
context expansion and the inclusion of real-world
knowledge in responses while reducing halluci-
nations (Lewis et al., 2021). This approach al-
lows models to analyze vast amounts of informa-
tion beyond their training data, leading to the cre-
ation of specialized agents with domain-specific
expertise. Recent innovations like Corrective RAG
(CRAG) (Yan et al., 2024) and GraphRAG (Edge
et al., 2024) demonstrate the field’s dynamic nature
and progress in implementing long-term knowl-
edge into models. In our study, we employ CRAG,
which includes a web search tool that provides
agents with relevant real-time data. This synergy
expands the agents’ knowledge base and improves
their expertise. By introducing agents to trade
knowledge, we aim to closely mirror the behav-
ior and insights of real-world specialists.

2.5 Theory of Mind

ToM enables agents to reason about others’ men-
tal states (McLaughlin et al., 2011), facilitating
effective collaboration and communication. In
MAS, ToM allows agents to infer others’ beliefs,
intentions, and goals (Shoham and Leyton-Brown,
2012). While LLMs have shown promising results
in ToM tasks (Li et al., 2023), further tests are
needed in text-based problem-solving scenarios.
ToM is crucial for agent collaboration, enabling
them to understand each other’s perspectives and
make collective decisions. By incorporating ToM
capabilities into our system, we aim to improve
agents’ social intelligence, making them more ef-
fective collaborators.

3 System Architecture: SynergyMAS

SynergyMAS is designed to leverage multiple
agents working together to solve complex, domain-
specific problems. Figure 3 illustrates the archi-
tecture of a single agent within this system, high-
lighting key components such as memory manage-
ment, planning capabilities, knowledge retrieval
and reasoning tools, and action execution. This
agent structure forms the foundation of Synergy-
MAS and underpins the functionality discussed in
the following subsections.

Phase divided
methodology
Subtask division

Future work plannig

Figure 3: Agents architecture: illustrates the Synergy-
MAS architecture, showcasing the key components and
interactions of an agent within the multi-agent system
(based on Weng (2023)).

3.1 System Philosophy and Objectives

The development of SynergyMAS is guided by a
central question: How can a multi-agent system
powered by Large Language Models (LLMs) effec-
tively navigate and solve complex, domain-specific
problems? The solution is to build a system capa-
ble of managing long, detailed conversations while
addressing the unique characteristics of specialized
domains.

To achieve this, SynergyMAS was designed with
its core components of logical reasoning, knowl-
edge retrieval, and Theory of Mind working to-
gether in synergy. This synergy is also about
employing communication protocols crafted to
unify individual agents’ efforts, amplifying each
approach’s strengths. The system’s hierarchical
structure, with a central "boss" agent coordinat-
ing tasks, ensures all agents operate together in a
constructive fashion.

The success of SynergyMAS is determined by its
ability to maintain logical consistency, efficiently
retrieve and synthesize knowledge, and adapt dy-
namically to evolving problem-solving scenarios.
The true synergy in SynergyMAS lies in this or-
chestrated union, where each element enhances the
others, resulting in a system with superior capabili-
ties.

3.2 Overall System Design

The overall design of SynergyMAS revolves
around a hierarchical structure, with a "boss" agent
coordinating the workflow and ensuring that all
agents align with the system’s objectives. This
structure integrates three key components: Logical
Reasoning, RAG-Based Knowledge Management,
and ToM Capabilities.
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Logical Reasoning component is powered by a
Neo4j graph knowledge base and a logic solver.
Conversation data is continuously added to the
graph, enabling agents to retrieve relevant infor-
mation, which is then translated into an ASP query.
The logic solver processes this query and returns a
logical response in natural language.

RAG-Based Knowledge Management utilizes
a modified version of Corrective RAG (CRAG).
This component first retrieves information from
a Chroma vector base containing domain-specific
data. The query is forwarded to an external web
search using the Tavily Search framework if rele-
vant data is not found.

ToM capabilities capabilities are integrated
through the "My Beliefs" section in each agent’s
response. This feature enables agents to infer and
reason about the beliefs and strategies of others,
promoting effective collaboration and coordination.

3.3 Agent Interactions

Agent interactions in SynergyMAS are governed
by structured communication protocols, ensuring
efficient problem-solving. After each task, control
returns to the "boss" agent, who evaluates progress,
tracks the conversation stage, and assigns new tasks.
This process prevents redundancy and maintains
focus on the current objectives.

Each agent’s response is divided into three parts:
My Beliefs, Response, and Future Work.

* My Beliefs reflects the agent’s understanding
of the task, incorporating insights from other
agents and applying ToM to align with the
team’s overall strategy.

* Response section delivers task-specific solu-
tions, leveraging logical reasoning and RAG
for accuracy and relevance.

* Future Work outlines potential next steps and
challenges, guiding the boss agent in steering
the conversation forward without unnecessary
deviations.

This structured approach ensures clarity, cohesion,
and focus throughout the problem-solving process.

4 Logical Reasoning Component

The logical reasoning component in SynergyMAS
integrates a Neo4j graph knowledge base with a
logic solver, specifically Clingo, to manage and
process complex queries. A logic solver is a tool

query_knowledge
_base()

Retrieve data from
graph knowledge
base

solve_with_clingo()

Translate
natural language
into ASP

Ensure proper
syntax
Run logic program

Translate
solution into
natural language

Translate
solution into
natural language

solve_with_clingo()

Figure 4: Logical Reasoning Functions: Shows the core
logical functions of SynergyMAS, including knowledge
base expansion and query solving.

that processes queries based on formal logic, al-
lowing the system to infer conclusions from a set
of given facts and rules. Clingo, a widely-used
logic solver, leverages ASP to solve complex prob-
lems by generating potential solutions that satisfy
all the logical constraints (Wang et al., 2024c), as
illustrated in Figure 4.

4.1 Adding and Retrieving Data from the
Knowledge Base

After each agent’s response, the add_to_kb func-
tion is called to process the agent’s answer and add
relevant data to the Neo4j graph knowledge base.
When an agent needs to retrieve data, the
query_knowledge_base function is invoked with
the agent’s question. The question is first translated
into a Cypher query by an LLM, which retrieves
the relevant data from the graph. If the amount of
retrieved data is below a predefined threshold, the
query is further translated into an ASP format and
processed by the Clingo solver. If the retrieved data
exceeds the threshold, it is directly translated into
natural language and returned to the agent.

4.2 Implementation Using Logic Solver

When data retrieval from the graph is insufficient,
the LLM translates the natural language question
into a logical representation suitable for process-
ing by the Clingo solver. For example, consider a
scenario where the knowledge base includes facts
about software development tasks:

task(ImplementFeatureX)
Va(task(z)Nassigned(z, Alice) — completed(x))
assigned(Implement FeatureX, Alice)

The query might be: "Is the task ImplementFea-
tureX completed?" The logic solver would process
this and infer:
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Retreive
[ 2acy documents ]
Grade documents

Re-write question

web_search()

Answer the
question

Figure 5: Corrective-RAG flowchart: Document re-
trieval, grading, and adaptive question-answering pro-
cess.

completed(ImplementFeatureX)

Safety mechanisms validate the ASP syntax to
ensure logical consistency and correctness, allow-
ing the LLM up to three attempts to produce valid
code (McGinness and Baumgartner). During test-
ing, the GPT-40 model demonstrated superior per-
formance compared to the GPT-3.5-Turbo model,
making it the preferred choice.

After processing by the Clingo solver, the ASP
output is translated back into natural language, pro-
viding the agent with a clear and accurate response.

5 RAG Knowledge Base

The RAG knowledge base in SynergyMAS is de-
signed to provide agents with access to domain-
specific knowledge, making their knowledge and
actions more similar to those of a domain specialist.
The system leverages a modified version of CRAG,
which enhances standard RAG by incorporating a
document grading layer. This layer classifies the
relevance of documents stored in a Chroma vector
base, ensuring that the most relevant information
is retrieved. If the internal database lacks relevant
data, the query is forwarded to an external search
using the Tavily web search tool.

Figure 5 illustrates the workflow of the modi-
fied CRAG system used in SynergyMAS. The re-
trieval process begins with query analysis, where
the agent formulates a query based on the assigned
task. CRAG then grades the relevance of docu-
ments within the database, retrieving information
from the Chroma vector base if relevant data is
available. The query is forwarded to the Tavily
Search tool for external data if necessary. The
query is optimized for internet search, and retrieved

information is synthesized to generate a coherent
and accurate response.

The vector-based storage system in Synergy-
MAS enhances efficiency by enabling quick re-
trieval and reuse of processed data, allowing inte-
gration of documents. This scalable framework,
supported by CRAG, ensures agents can access
and utilize up-to-date, domain-specific knowledge.
By combining internal databases with external web
search capabilities, SynergyMAS provides a robust
and flexible environment for knowledge retrieval,
empowering agents to perform their specialized
roles effectively and improving overall system per-
formance.

6 Theory of Mind Implementation

In the SynergyMAS system, ToM capabilities en-
hance collaborative efficiency by enabling agents
to reason about their own and others’ mental states.
ToM is implemented through explicit belief state
representations, allowing agents to attribute beliefs,
intents, and knowledge to themselves and their
teammates.

Inspired by recent studies, the belief state system
in SynergyMAS uses prompt engineering to rep-
resent and update belief states dynamically. Each
agent’s belief state evolves with new information
and interactions, facilitating a deeper understand-
ing of team dynamics and improving task execution.
Figure 6 demonstrates how the "My Beliefs’ sec-
tions enable agents to integrate knowledge from dif-
ferent team members, fostering informed decision-
making.

ToM capabilities are integrated into the My Be-
liefs section of agent responses, which builds upon
two ideas:

* Introspection: Agents summarize their own
mental states and recent actions, enhancing
self-awareness.

* First-Order ToM: Agents infer the mental
states of other agents based on shared infor-
mation and observations.

By incorporating ToM, SynergyMAS signifi-
cantly improves collaborative efficiency and overall
system performance. Explicit belief state repre-
sentations allow for aligned strategies and coher-
ent problem-solving, resulting in better decision-
making, more transparent communication, re-
duced errors, and increased efficiency. This ToM-
enhanced approach demonstrates the potential for
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Task: Develop the Minimum Viable Product (MVP)
of the Smart Home Energy Management System
focusing on core energy optimization features.
Product Manager
Alex

My belief:
* Thetask at hand is developing an MVP for the
Smart Home Energy Management System,
emphasizing energy optimization features.
= Sam, the Market Research Analyst, has likely
provided insights into market needs and
trends, which can guide the selection of core
features.
« Taylor, the Sales Manager, may have gathered
feedback from potential clients, offering
valuable information on customer

2

Product Designer

expectations and willingness to pay. e
amie

* Thestrategies used by Sam likely include data
analysis and trend identification, while Taylor
focuses on customer acquisition and pricing
models.

Responce: ...
Future work: ...

Figure 6: Belief Prompts for Collaboration: Demon-
strates how "My Beliefs’ sections facilitate agent collab-
oration and informed decision-making.

creating more sophisticated, human-like Al sys-
tems that advance multi-agent collaboration across
various domains.

7 Product Development Team Case Study
(Lean Startup Methodology)

This case study demonstrates SynergyMAS’s ap-
plication in product development using the Lean
Startup methodology. While this example focuses
on a specific approach, the SynergyMAS frame-
work is versatile and applicable to various problem-
solving scenarios across different domains. Fig-
ure 7 illustrates the Lean Startup process used in
this case study, highlighting the iterative Build-
Measure-Learn cycles that guide product develop-
ment.

7.1 Defining the Case Study

This case study explores how SynergyMAS can be
used to develop a Smart Home Energy Manage-
ment System, employing the Lean Startup method-
ology (Ries, 2017). The goal is to show how
a team of specialized agents can collaboratively
guide product development through iterative Build-
Measure-Learn cycles. The primary objectives
are to validate product-market fit, optimize energy
management algorithms, and ensure the system
meets market demands and regulatory standards.
The sequential collaboration between Alex, Jamie,
and Sam is depicted in Figure 8.

7.2 Team Structure and Roles

The product development team comprises a Prod-
uct Manager (PM), a Market Research Analyst
(MRA), a Product Designer (PD), and a Sales Man-
ager (SM). Each agent specializes in a distinct do-

main, contributing their expertise to product devel-
opment and refinement.

Product Manager (PM) - Alex

Role: Oversees the Lean Startup process, making
key decisions about product direction and ensuring
alignment with company goals.

Responsibilities: Alex defines the product vision
and strategy, coordinates the Build-Measure-Learn
cycles, synthesizes feedback from other agents, and
ensures the project stays on track.

Market Research Analyst (MRA) - Sam

Role: Conducts market analysis and identifies cus-
tomer needs and trends to inform the product de-
velopment process.

Responsibilities: Sam provides data-driven in-
sights, analyzes user data to identify emerging
trends, collaborates with Alex to align market in-
sights with the product vision, and works with
Jamie to integrate market trends into the design
process.

Product Designer (PD) - Jamie

Role: Responsible for designing the product, ensur-
ing its usability and aesthetics.

Responsibilities: Jamie creates user-friendly and
visually appealing designs, incorporates market
trends and customer preferences, collaborates with
Sam, and works with Taylor to align product design
with sales strategies.

Sales Manager (SM) - Taylor

Role: Develops sales strategies and manages cus-
tomer relationships.

Responsibilities: Taylor provides insights on cus-
tomer preferences, sales potential, and go-to-
market strategies, collaborates with Alex to en-
sure alignment with the product vision, works with
Jamie to meet customer expectations, and gathers
feedback to refine the product.

7.3 Analysis of Agent Interactions and
Decision-Making Processes

This section explores how agents interact and make
decisions during product development, covering
key aspects such as:

¢ Communication Protocol:

— The PM (Alex) oversees interactions, en-
suring each agent contributes based on
their expertise.
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— Control returns to the PM after each
agent’s response, who then assesses the
task and assigns the next one.

— The structured format ensures effi-
cient information flow and collaborative
decision-making.

¢ Iterative Development:

— During the Build phase, Jamie develops
the MVP, focusing on core features.

— Sam and Taylor provide input to ensure
the MVP meets market demands and
sales potential.

— Feedback is collected and analyzed to
guide subsequent iterations.

* Decision-Making:

— Decisions are based on quantitative data
and qualitative feedback.

— Alex synthesizes insights from all agents
to decide whether to persevere or pivot.

— Documentation of each phase ensures
transparency and informed decision-
making.

¢ Conflict Resolution:

— Differences in opinions are addressed
through structured discussions.

— The PM ensures all perspectives are con-
sidered, selecting the best course of ac-
tion.

8 Evaluation

Comparing SynergyMAS ! directly with traditional
systems like ChatGPT-40, ChatGPT-40 with Chain
of Thought (CoT), and ChatGPT-40 with Tree of
Thoughts (ToT) is challenging due to their design
differences (Wei et al., 2023; Yao et al., 2023; Guo
et al., 2024). SynergyMAS excels in handling
longer conversations and collaborative problem-
solving, while the other models vary in their abil-
ity to maintain context and provide depth over ex-
tended interactions. To gain valuable insights, a
controlled test scenario evaluated each system’s
performance in analyzing a Smart Home Energy
Management System, a critical component in the
Lean Startup methodology. The quality of each
response was assessed to draw conclusions from
the results.

!Code available at https://github.com/feilaz/

SynergyMAS-Evaluation

PIVOT/

BUILD MEASURE LEARN PERSEVERE
Based on the
insights gained,
decide whether to
make significant
changes to the
product (pivot) or
continue in the
current direction

Use the lessons
learned to refine
the product,
enhancing its
features and

Develop the MVP,
ensuring it includes
the essential
features necessary
totest your initial
hypatheses and
deliver value to
early users.

Deploy the MVP to
your target
audience, and
systematically

Analyze the data
and feedback to
identify key insights
and areas where
collect data on user the product can be
interactions and improved or better

feedback to aligned with user
evaluate product needs.
performance.

functionaiity in
preparation for the
next development
(persevere). cycle

Figure 7: Diagram illustrating the Lean Startup method-
ology (Ries, 2017) steps used in our team case study.

8.1 Comparative Analysis with Existing
Multi-Agent Systems

Structural Analysis: ChatGPT-4o0 provides a clear,
concise structure but lacks detail in areas like en-
ergy savings variability. CoT offers a more compre-
hensive analysis but with some repetition. ToT en-
hances structure and provides future-oriented think-
ing with clear next steps. SynergyMAS balances
structure and detail, offering specific data points
and calculations, though with some inconsistencies
in structuring.

Content Analysis: ChatGPT-4o focuses on key
insights and next steps but lacks depth in areas like
energy savings variability. CoT provides detailed
analysis of specific data points, though with less
emphasis on competitive analysis. ToT excels in
a comprehensive, future-oriented analysis. Syner-
gyMAS provides a thorough competitive analysis
and justified priorities despite some redundancy in
conclusions.

Analytical Depth: ChatGPT-40 offers a good
overview but lacks depth in exploring causes of
energy savings variability. CoT explores multiple
factors in detail, providing Al improvement sug-
gestions. ToT delivers the most in-depth analysis
among single-model approaches, integrating future
strategies. SynergyMAS offers the deepest anal-
ysis, exploring factors from multiple perspectives
and providing a comprehensive strategy.

Unique Contributions: ChatGPT-40 emphasizes
climate advantages and Al personalization. CoT an-
alyzes energy savings variability with precise sug-
gestions. ToT integrates a comprehensive, future-
oriented perspective. SynergyMAS provides the
most exhaustive competitive position analysis and
detailed strategies for gamification, emphasizing
user education for Al adoption.
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Task: Analyze the quantitative data on user
engagement, energy savings, and system
performance, as well as qualitative feedback on
user experience and perceived value collected
Product Manager |during the deployment of the MVP.
Alex

[Provides a detailed analysis of user engagement
metrics, energy savings data, and system
performance indicators. Highlights key findings on
feature usage, user satisfaction, and areas for
improvement.]

2

Market Research
Analyst

Sam
Task: Review the documented insights and metrics
from Sam's monitoring process. Ensure alignment
with the overall product vision and strategy.
Decide on any necessary adjustments or
analysis. Outlines next steps for implementing g

Product Manager |refinements based on the data analysis.
adjustments and planning for broader market Product Designer

[Reviews the insights and metrics, ensuring
alignment with the product vision. Proposes
refinements to the pricing strategy, product
features, and user experience based on the data

Alex
deployment] Jamie

Figure 8: Multi-Agent Task Progression: Illustrates the
sequential collaboration among agents to advance the
Smart Home Energy Management System from concept
to deployment.

8.2 Discussion of Strengths and Limitations

SynergyMAS excels in multi-perspective analy-
ses with transparent reasoning processes. Its
multi-agent design enhances collaborative problem-
solving, effectively combining specialized knowl-
edge (Wang et al., 2024b). The iterative improve-
ment process and the ability to retrieve external
information give SynergyMAS an advantage in
complex scenarios. While ToT offers a highly
structured, in-depth approach with a strong future-
oriented perspective, SynergyMAS’s ability to inte-
grate diverse viewpoints and provide iterative im-
provements remains superior in complex scenar-
ios. However, SynergyMAS could reduce redun-
dancy in agent responses and improve analysis tech-
niques. Its multi-agent nature may introduce vari-
ability (Chen et al., 2024c), raising efficiency con-
cerns compared to single-model approaches like
ChatGPT-40, CoT, and ToT.

9 Future Work

Scalability is vital for SynergyMAS’s future. As
tasks grow in complexity, the system must manage
more agents and handle longer, more intricate con-
versations. Future efforts will focus on optimizing
the architecture to meet these challenges while stay-
ing goal-oriented. Potential enhancements include
refining the hierarchical structure or adopting more
flexible nested designs (Han et al., 2024), alongside
advanced memory management techniques (Xie
et al., 2024) and improved information synthesis
across threads, making the framework more adapt-
able to evolving tasks (Wang et al., 2024a). These

advancements will equip SynergyMAS to tackle
increasingly complex problems while maintaining
coherence and efficiency.

While SynergyMAS has been demonstrated with
specific use cases, such as a Smart Home Energy
Management System, future work will also involve
testing the framework on open-source models like
LLaMA, Gemma, and PHI-3. This will help assess
its adaptability and performance across a broader
range of LLM architectures. Additionally, the
framework’s principles can be adapted to various
other domains, such as healthcare for collabora-
tive diagnostics and finance for market analysis.
Similar systems have shown promise in software
development for project management (Cinkusz and
Chudziak, 2024a,b), and SynergyMAS could also
support personalized learning in education. With
the rapid emergence of new LLMs, expanding Syn-
ergyMAS to integrate with a wider variety of mod-
els will further enhance its applicability and effec-
tiveness across diverse tasks and domains.

10 Conclusion

This paper has presented SynergyMAS, a multi-
agent system designed to enhance collaborative
problem-solving by integrating logical reasoning,
RAG-based knowledge management, and Theory
of Mind capabilities. The system’s performance
was evaluated in the context of developing a Smart
Home Energy Management System, demonstrating
significant improvements in analysis depth, data-
driven insights, and actionable recommendations.
SynergyMAS offers an ordered and iterative ap-
proach, using specialized agents to provide exhaus-
tive and well-justified responses.

The development and evaluation of Synergy-
MAS contribute to the field of multi-agent LLM
research by showcasing the potential benefits of
integrating advanced reasoning and collaboration
capabilities. The system’s proficiency in handling
complex tasks suggests that similar approaches
could be beneficial in other domains requiring re-
fined problem-solving and decision-making. By
emphasizing the importance of scalability and ver-
satility, this work lays the groundwork for future
research and development in multi-agent systems,
ultimately aiming to create more intelligent and
effective Al solutions for various applications.
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Abstract

In this study, we developed a multimodal
dataset and performed emotion recognition
experiments. The datasetincludes objective
emotion labels derived from online
counseling videos. Five individuals were
asked to predict the emotions ofthe person
speaking in each counseling video and to
assign emotion labels. Each video was
evaluated by positioning a cursor on
Russell's circumplex model, where the x-
axis represents emotional valence
(pleasantness-unpleasantness) and the y-
axisrepresents arousal levels. To assess the
inter-rater reliability of these evaluations,
we calculated Fleiss' kappa. Using the
constructed dataset, we conducted an
emotion recognition experimentemploying
a Hybrid Fusion approach. Specifically, we
used emotion recognition results from py-
feat as features from images, acoustic
features from wav2vec2.0 as features from
speech and text-embedding-3 as features
from language. When the acoustic features
were weighted 0.4, the facial features 0.3,
and the linguistic features 0.3, the result for
the 16 emotion classifications was the most
accurate, with a score 0f0.4521.

1 Introduction

The COVID-19 pandemic has rapidly accelerated
the adoption of online counseling. However, one of
the challenges of online counseling is the difficulty
in accurately identifying subtle facial expressions
and vocal tones. To assist counselors in their
assessments and improve operational efficiency,
automatic emotion analysis of clients is considered
to be highly effective. When humans interpret the
emotions of others, they rely on a comprehensive
judgment based on multiple cues, such as vocal
tone, facial expressions, and speech content.
Similarly, emotion estimation by Al can achieve
high accuracy through multimodal emotion

recognition, which combines different modalities
for analysis (Lukas Stappen et al., 2021). For
effective multimodal emotion recognition, a
dataset containing multimodal data labeled with
emotions is required (Schmidt et al., 2018).

In this study, we aim to develop a model that
predicts stress levels by using emotion recognition
results to support counselors in their decision-
making. To achieve this, we have created a
multimodal dataset specifically designed for
analyzingclient emotions during online counseling
sessions and have conducted evaluations of this
dataset. The dataset includes videos of online
counseling sessions between laborers and
counselors, with objective emotion labels assigned
by third parties. Additionally, the dataset contains
stress labels derived from questionnaires and
counselor  assessments. This provides
comprehensive data for the development and
evaluation of stress prediction models.

Given the current scarcity of multimodal
datasets in Japanese that include both emotion and
stress labels, this research begins with the creation
of such a dataset. This dataset can be applied to
develop systems for assessing the mental well-
being of workers by analyzing video data, thereby
contributing to advancements in managing
workers' mental health.

2 Related Works

In this section, we introduce datasets similar to the
one constructed in this study.

21 MELD

MELD is a multimodal dataset for emotion
recognition in conversation. Approximately 13,000
utterances were extracted from 1433 conversations
spoken in the TV series “Friends” featuring
multiple actors, and each utterance was labeled
with an emotion (one of neutral, happiness,
surprise, sadness, anger, disgust, or fear). The
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labels include audio, image, and text modalities.
The labels areassigned by three annotators, and the
final label is determined by a majority vote. As a
result of allowing re-annotation, a kappa
coefficient of 0.43 was achieved. (Poria et al,
2018)

2.2 MuSe: a Multimodal Dataset of Stressed
Emotion

MuSe was created to study the multimodal
interactions between the presence of stress and
emotional expression and the performance of
multimodal functions on emotion and stress
categorization. [t wascreated to record both college
students during and after the test and to make
second-by-second predictions about valence and
arousal for subjective emotions. (Mimansa et al,
2020)

The differences between the similar data set and
this data set are shown in Table 1.

This dataset MELD MuSe
Contents Onlm.e TV Single-person
counseling Drama speech
Number of Alone Multiple Alone
speakers people
Annotation Consecutive Spe.ech Spef:ch
Interval units units
Language Japanese English English

Table 1: Differences between similar datasets and this
dataset.

3 Data Collection

In this study, data were collected through online
counseling sessions conducted by counselors using
Zoom ! with Japanese workers. The following
section 3.1 describes the video data collection
method, and section 3.2 describes the results of the
video data collection.

3.1 Video Data Collection Methods

In the online counseling interviews, the counselors
conducted semi-structured interviews with a total
of 50 clients (workers), each lasting approximately
30 minutes, using Zoom. Before the counseling
interview, a questionnaire to evaluate stress was
administered. This stress evaluation questionnaire
included “quantity of work burden,” “quality of

L https://zoom.us/

99 ¢ 99 Cc

work burden,” “sleeping hours,” “whether they
wakeup in themiddle ofthenight,” “daily working
hours,” and “life satisfaction” (ona scaleof1 to 10),
and participants were asked to answer
approximately 150 questions in a choice-type
questionnaire. The counseling sessions were
conducted in the form of semi-structured
interviews, in which the participants were asked a
set of questions based on the questionnaire,
followed by open-ended questions.

3.2 Processing before showing video to
annotators

Only the client's image was included in the video,
and the video data was anonymized (i.e., face parts
were merged with the average face) so that the
annotator assigning the label could not identify the
individual client at the time of emotion labeling. A
deep learning-based face swapping framework
called SimSwap 2 was used for anonymity
processing. The audio data of both the counselor
and the client were used without anonymization.
Figure 1 left shows a part of the counseling video
after face exchange using SimSwap.

4 Assigning Annotations

In this study, we annotated the collected data with
objective emotion labels to create a multimodal
dataset. Section 4.1 describes the annotation
method, Section 4.2 describes the annotation
results, and Section 4.3 discusses the results,

Section 4.4 discusses the correlation between the
stress questionnaire and the annotation of emotions.

4.1 Annotation Method

Annotation was performed on the collected data.
Seven annotators participated in this experiment,
and five of them were randomly selected and
assigned to annotate each video. In addition, we
instructed the annotators to label emotions without
overlooking small changes in emotion, because it
was considered that online counseling may not
express many emotions when annotating videos.

The annotation method was based on the
Russell's circle model (James A. Russell 1980), in
which the client's emotional valence (X-
coordinate) and arousal level (Y-coordinate) were
recorded in one-second increments while watching
an anonymously processed online counseling

2 https://github.com/neuralchen/SimSwap
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video, and the coordinates were recorded as
objective emotion The labels were obtained as
objective emotion labels. The label assignment tool
was created using JavaScript and HTML. Figure 1
shows the annotation tool we created.

The online counseling video and Russell's circle
model are displayed side by side, and emotion
coordinates are captured by mouse operations on
the Russell's circle model.

All videos are approximately 30 minutes in length.

Annotators can pause/play by clicking the screen
during playback. If a mistake is found in labeling,
the video can be paused, and the scene can be
rewound and corrected using the seek bar below
the video.

To prevent the annotator from losing the mouse
pointer onthecircular map, a different coloris used
for each quadrant, and the target range for the 16
emotion labels is highlighted. For example, if the
client's emotion at a given point in time is
determined to be “depressed,” move the mouse
cursor as shown on the right in Figure 2.

As described above, coordinates were obtained
every second by mouse operation on Russell's
circle model, and continuous labeling was
performed. The results of objective emotion
labeling are stored as csv data for each video and
each annotator. The X-coordinate (pleasantness-
unpleasantness emotional valence), Y-coordinate
(arousal level), and the number of seconds (every
second) were recorded in this data. We also took
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Figure 1: Ul forannotation tool to assign
emotion labels.
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o
DEACT
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Figure 2: Annotation Example of “neutral” and
“depressed.”

«
VATE

ressed

care not to label other videos in the middle of a
video once the video labeling was started. The
system also prevents the user from selecting and
watching other videos until the video is finished.
The X-coordinate and Y-coordinate of the emotion
labels are assumed to be from-300 to 300 and from
-300 to 300, respectively. Figure 3 shows the
correspondence between the circular map and the
coordinate values.

The pointsindicatedby “@” inthe circularmap
indicate the type and intensity of the clients
emotion at that point in time. For example, if the
mouse cursor is moved to the coordinate in Figure
3 at20.0 seconds, the csv data obtained will be [X
coordinate, Y coordinate, time] =[250, 50, 20.0].

4.2  Annotation result and analysis

Atotal 0410280 labels were assigned by 5 people
to all 50 videos. The average number of labels
assigned by one person per video was 164 1. Figure
4 shows the correspondence between the circle
map and the quadrants.

coordinate (x,y)=(250,50)

ACTIVATED
Caution =z Surpri
300 N
Alraid
200 -
Worry

Distressed
UNPLEASANIgGg 300 100~ © 100 200 300" PLEASANT

Contented
Oppression 160
Comfort
Depressed
=200
Relaxed
Bored

Droopy -300°  Calm
DEACTIVATE

Figure 3: Correspondence between circular map
and coordinate values.
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Quadrant 0
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Relaxed

Bored
Droopy Calm
DEACTIVATE

Figure 4: Correspondence between the circle
map and the quadrant.
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Table 2 shows the number of labels in each
quadrant.

Quadrant Category Labels Number of
label data
Quadrant 0 neutral 248,040
Quadrant 1 pleasure 5,045
Quadrant 2 anger 54,990
Quadrant 3 sadness 69,702
Quadrant 4 enjoyment 32,503

Table 2: Number of label data in each quadrant.

We used Fleiss' kappa coefficient (Fleiss, J. L.,
1971) to evaluate the corpus. The Fleiss' kappa
coefficient evaluates the reliability of the
constructed dataset. In this study, the Fleiss' kappa
coefficient, which corresponds to more than one
person among the kappa coefficients, was used
because the labeling was done by five annotators.
The Fleiss' kappa coefficient is a statistic that
expresses the degree of agreement, excluding
coincidence, for categorical data. In this study, to
obtain the values of the kappa coefficients for the
objective evaluation of the five annotators, we
divided the data into categorical labels with the
following4 levelsof granularity. For each division,
a threshold of coordinate values was set.
(1) Divide the value of X into 3 parts
(threshold: -100, 100)
(2) Divide the value of Y into 3 parts
(threshold: -100, 100)
(3) Divide the value of X into 5 parts
(threshold: -200, -100,100,200)
(4) Divide the value of Y into 5 parts
(threshold: -200, -100,100,200)
Figure 5 shows the categories.

Figure 5: Division into category labels.

The index of Landis et al. The evaluation criteria
are shown in Table 3. (Landis, J. R., 1977)

k<0 No agreement
0.00<x<0.20 Slight
0.21<x<0.40 Fair
0.41<x<0.60 Moderate
0.61<x<0.80 Substantial
0.81<k<1.00 Almost perfect

Table 3: Criteria for Fleiss' kappa coefficient.

The Fleiss' kappa coefficient for this dataset was
determined. The results are shown in Table 4.

Kappa . -
coefficient consistency  concentration
Trisection in
X-axis 0.149 0.614 0.546
direction
Trisection in
y-axis 0.016 0.764 0.761
direction
5 divisions in
X-axis 0.094 0.562 0.515
direction
5 divisions in
y-axis 0.048 0.442 0.414
direction

Table 4: Average value of Kappa coefficient,
agreement, and concentration for 50 videos.

Using the Landis et al. index, the results were
“slight” for all categories.

4.3 Discussion of corpus evaluation

Comparing the kappa coefficients for pleasant-
unpleasant (x-axis) and activate-deactivate (y-axis),
the value for pleasant-unpleasant was higher than
that for activate-deactivate. On the other hand, the
agreement was higher for activate-deactivate.

This may be because there were few situations
in which the level of arousal changed significantly
in this counseling session, and most workers
moved the mouse pointer up and down less
frequently, resulting in higher agreement. Similarly,
the concentration level was also higher because the
mouse pointer was positionednear the center of the
y-axis in more scenes. This is thought to have
reduced the value of the Kappa coefficient for
activate-deactivate (y-axis direction) in relation to
pleasant-unpleasant (x-axis direction). Figure 6
shows a scatter plot of the labels for one video.
Colors are assigned to each annotator.
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Figure 6: Annotation result.

Calculating kappa coefficients for all of the one-
second data tends to result in low values because it
does not take into account the aforementioned out-
of-sync situations.

44  Correlation Analysis Between Emotions
and Stress

A correlation analysis was conducted between the
mean values of the XY coordinates of Russell's
circle model obtained above and the mean values
of the probability of occurrence of each emotion
calculated from these XY coordinates, and the
stress values calculated from the stress
questionnaire answered by the participants in
advance. The questionnaire consisted of a 57 -item
occupational stress questionnaire to be answered
on a 4-point scale (1~4), with the total score on the
BJSQ (highest score 228) representing the
participant's self-reported stress value.
Negative correlations were found for the total
score of stress values in the questionnaire and the
mean score for each item, with the mean value of
the X-coordinate of Russell's circle model, the
mean value of the probability of occurrence of the
feeling of satisfaction, the mean value of the
probability of occurrence of the feeling of ease, the
mean value ofthe total probability of occurrence of
the feeling in the quadrant 4, and the mean value of
the total probability of occurrence ofthe feeling in
the quadrant 1 and the quadrant 4. Negative
correlations were found in the mean values.
Conversely, a positive correlation was found for
the mean value of the occurrence probability of the
emotion depression, the mean value of the sum of
the occurrence probabilities of the emotions
corresponding to the quadrant 3, and the mean
value of the sum of the occurrence probabilities of

3 https://github.com/amsehili/auditok

the emotions corresponding to the quadrants 2 and
3.

From these results, it can be seen that the higher
the x-axis (emotional valence), the lower the stress
value tends to be. No correlation was observed for
the y-axis (arousal level) with stress values. These
results suggest thatthe x-axis (emotional valence)
is a particularly importantindicator for predicting
stress. Figure 7 shows the correlation between
stress values and emotions.
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Arousal Mean -0.45 IS -0.37 -0.33 -0.3 -042 042 034 038 0.18 0.18
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Comfort Mean - 0.44 033 0.2

Valence Mean JERIN 045 044 0.47
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il 023 017 0.27 -0.36 0.36
Contented Mean - 047 0.3 027 0.23 1 0.16 [UECINE:EY -0.16 -0.44 0.44

-0.42“40]7 -0.16 AN -0.19 -0.2

0.42 -0.29

Quadrant3 Mean - 0.35 0.35 - 000

Quadrant4 Mean - (10 0.9 IREENVETY 0.26 0.5 05
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Quadrant2&3 Mean 0.38

027 0.16 0.26 0.24 AN 037 037

Figure 7: Correlation between emotions and stress
levels.

5 Model Construction

Using the constructed dataset, models were built,
and emotion estimation was performed. In the
following sections, 5.1 describes the feature
extraction method, 5.2 describes the feature fusion
method, 5.3 describes the model building method,
5.4 describes the emotion estimation results, and
5.5 discusses the results.

5.1 Feature extraction method

The feature extraction procedure is described
below as (1) to (4).

(1) Data segmentation method

The data were extracted by excluding scenes in
which only the calm label was assigned or in
which the subject was not speaking. Specifically,
the data were segmented in the silence interval
using auditok?.
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(2) Feature extraction from images

Emotion recognition by py-feat (Cheong, J. H., &
Xie, S. 2020) isa Python tool for facial expression
analysis. It can detect facial expressions (action
units, emotions, and facial landmarks) from
images and quickly process and analyze them. In
this research, emotion recognition results are used
as features from images, instead of using features
from the entire image. The reason for using the
recognition results as features is that facial
expression recognition methods are language-
independent and are somewhat well established,
and because it is possible to eliminate the
influence of unnecessary factors such as
background. The average value of 30 frames per
speech segment was used.

(3) Feature extraction from speech

Acoustic features from wav2vec2.0 (Baevski, A
et al., 2020), which has been pre-trained on
Japanese speech, are used. wav2vec2.0 leams
speech features and builds models using
Convolutional Neural Networks (CNN) that have
been pre-trained on the voice waveform. At the
same time, it is a framework for self-supervised
learning for speech representations, achieving
high accuracy with only a small transcribed

speech dataand speech data without correct labels.

(4) Feature extraction from language

For transcribing speech into language, we use a
model called NueASR*, which uses deep leaming
techniques and is specialized for Japanese speech
transcription. It can recognize spoken words with
high accuracy. We also use OpenAl's text-
embedding-3° model. This model is capable of
vectorizing linguistic information, supports
Japanese, and has the advantage of fast generation
speed. The text-embedding-3 model is shown in
Figure 8.

Embedding

Working long hours
L J model

-0.011 -0.011 0.032 . -0.011

Text Text as vector

Figure 8: text-embedding-3

4 https://huggingface.co/rinna/nue-asr

5.2 Feature fusion method

In this study, experiments are conducted using a
simple concatenation of 1024 dimensions
obtained from acoustic features (wav2vec2.0),
facial expressionrecognition results (py-feat), and
1536 dimensions obtained fromlinguistic features
(text-embedding-3). The fusion method used is
shown in Figure 9.

| Emotional output by py-feat
1 speech unit
| wav2vec2.0 }

| text-embedding-3 }

|
)
Wodanty weighting classifier

Figure 9: Fusion method used in this study

| py-feat

The main fusion methods of existing research are
described below as (1) to (3).

(1) Early Fusion

Early Fusion first combines data from different
modalities and then inputs them into a single
model. In this method, all modalities are passed to
the model at the same time, allowing direct
capture of their correlation and interaction.
(Jennifer Williams et al., 2018)

(2) Late Fusion

Late Fusion trains separate models for each
modality and combines them at the final output
stage. This method preserves independence
among modalities while allowing complementary
information to be leveraged in making the final
decision. (Sun, L et al., 2020)

(3) Hybrid Fusion

Hybrid Fusion is a method that combines the
advantages of Early Fusion and Late Fusion by
fusingsome modalities early and otherslater. This
allows for emotion recognition while preserving
the important features of each modality. (Cimtay,
Y etal., 2020)

5 https://huggingface.co/datasets/Qdrant/dbpedia-entities-
openai3-text-embedding-3-large-3072-1M
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5.3 Model Construction Method

The data was divided into two sets, using 80% of
the data for training and 20% for testing.
LightGBM (Guolin Ke et al., 2016) was used as
the gradient boosting method for training the
classifier. This is a type of supervised learning
data analysis method that classifies explanatory
variables according to an objective variable. The
hyperparameters set in this study are as follows.
Table 5 shows the hyperparameters used in
LightGBM.

label for each speech unit is determined through a
majority vote among the five annotators.

Let us denote the py-feat features as “V”, the
wav2vec2.0 features as “A”, and the text-
embedding-3 features as “T”. Table 6 shows the
results of the 16 emotion classifications.

Objective Multiclass
Num_class 16
Num_leaves 62

Learning_rate 0.01
Feature_fraction 0.8
verbose -1
metric Multi_logloss
num_boost_round 100

Table 5: Hyperparameters used in LightGBM.

The features of each modal of the speech unit
(defined as a segment of speech divided by silent
intervals) and the emotional output results of py-
feat are input to the LightGBM.

5.4 Emotional Prediction Results

When trainingthe classifier, we assigneda weight
to each modality: features from images, features
from audio, and features from language. The
minimum weight for each feature is 0.2.
Usingthis weighting, we performed 16 emotion
prediction experiments. These 16 emotion
assignments are shown in Figure 10.

ACTIVATED
Caution :_ Surprise

Distressed, Happy

UNPLEASANT » PLEASANT

Contented

Droopy Calm
DEACTIVATE

Figure 10: 16 emotions to predict.

Each speech unit is predicted to have one label
from the set of 16 emotion labels. The correct

Feature weight Selection modal Accuracy
\% 0.3802
A 0.4056
T 0.3068
unweighted V+A 0.4071
V+T 0.4461
A+T 0.4416
V+A+T 0.4266
V+A 0.4236
V+T 0.4461
V=0.2 A=0.2 T=0.6
A+T 0.4326
V+A+T 0.4491
V+A 0.4251
V+T 0.4446
V=0.5 A=0.2 T=0.3
A+T 0.4281
V+A+T 0.4506
V+A 0.4251
V+T 0.4461
V=0.3 A=0.4 T=0.3
A+T 0.4326
V+A+T 0.4521

Table 6: Results of 16 classification of emotions.

55 Discussion of Emotion Prediction

Experiments

The results follow previous studies in that
accuracy is improved by combining features from
images, speech, and language. In the single-modal
case, the results using acoustic features showed
the best accuracy, followed by facial expression
features, and finally linguistic features. Among
the overall weightings, the best accuracy was
obtained withaweightingof 0.3 for facial features,
0.4 for acoustic features, and 0.3 for linguistic
features. The accuracy of 16 emotion recognition
was 0.4521.

For this result, the importance of the features
was calculated using LightGBM. The top five
most important features are shown in Figure 11.
(The number of the features is the number of the
dimensions entered into the model)
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Figure 11: Top 5 most important features.

It was confirmed that the voice feature was
more important than the other features. This is
consistent with the results of the emotion
prediction experiment, in which accuracy was
improved when the weight of voice was increased
relative to other features in the weighting process.

We hypothesized that speech features are more
likely to be expressed to people who have never
met before than facial expression or language
features.

6 Conclusion

6.1 Summary

In this study, five annotators assigned objective
emotion labelsto videodata(about 30 minutes, 50
people) of stress evaluation interviews conducted
with workers using Zoom and constructed a
counseling multimodal dataset. Specifically,
Russell's circle model was used. An original
annotation tool was created, and emotion labels
were assigned to the X-coordinate (pleasant -
unpleasant) and Y-coordinate (activate -
deactivate) every second.

The results of the collected coordinate labels
were divided on the pleasant-unpleasant and
activate-deactivate axes, and their reliability was
evaluated using the Fleiss' kappa coefficient. The
results showed that the X-coordinate (pleasant-
unpleasant) was higher than the Y-coordinate
(activate-deactivate). It is considered that there
are differences in response to stimuli (emotional
evaluation) andtime differencesamongpeople. In
addition, we used indices such as the Kappa
coefficient for each second, but there is room for
further investigation as to whether the evaluation
for each second is correct or not.

Although we discussed agreement as an
objective label, we believe that agreement is
difficult to achieve because the task of predicting
the client's emotion is subjective in the first place.

In the emotion recognition experiment, we
conducted a classification experiment of 16
emotions. Comparing the results of emotion
recognition from images, acoustic features, and
linguistic features with those from fusion, we
found that the accuracy was higher in the fusion
case. Theaccuracy results foremotion recognition
in a single modal were 0.3802 for emotion
recognition from images, 0.4056 for emotion
recognition from acoustic features, and 0.3068 for
emotion recognition from linguistic features. The
maximum accuracy resulting from the fusion of
these features with weights was 0.4521. The
weights for each modal were as follows: 0.3 for
the emotion recognition results from images, 0.4
for the speech features, and 0.3 for the language
features.

6.2 Future Issues

There is a value of stress intensity assigned to
each client by counselors and occupational
physicians. We would like to compare this value
with the annotations and emotion recognition
results obtained in this study.

In addition, we would like to analyze the trend
of the output of the emotion recognition
experiment in a time series and compare it with
the results of the annotations and the emotion
recognition results obtained in this study.

We would like to see the trend by analyzing the
trend of the correct and incorrect parts of the
emotion recognition results.
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Abstract

This paper explores the potential of leverag-
ing Large Language Models (LLMs), specifi-
cally ChatGPT-4, LLaMa 3-8B, and Gemini-
1.5-pro, in PERMA-based psychological well-
being assessment. Utilizing the ISEAR dataset,
7,431 utterances were processed then classi-
fied into the five well-being states: excelling,
thriving, surviving, struggling, and in-crisis.
In the absence of a ground truth, intercoder
agreement was applied as the metric to com-
pare the performance of the LLMs with one
another and with the rule-based PERMA lexi-
con. Analysis of the results revealed that 9.45%
of the dataset showed no agreement among the
LLMs, 60.93% showed partial agreement, and
29.62% showed full agreement. The mode of
the LLMs’s labels then served as the standard
for comparison, resulting in an intercoder agree-
ment of 32.54% for PERMA lexicon, 72.86%
for ChatGPT, 78.95% for Gemini, and 68.36%
for LLaMa. These findings highlight that while
the LLMs demonstrate substantial agreement,
the discrepancies unveil the challenges in cap-
turing nuanced emotional expressions - necessi-
tating further refinements to enhance the LLMs’
accuracy and reliability in psychological well-
being assessments.

1 Introduction

Mental health is a state of well-being that exists on
a complex continuum and can vary greatly among
individuals (Gautam et al., 2024). Albeit funda-
mental aspect of overall well-being, it remains one
of the leading global health challenges not only
from the after effects of the COVID-19 pandemic
(Duden et al., 2022), but also everyday stressors.
If left unmanaged, this psychological distress can
lead to lower quality of life, unrealized potentials,
poor academic and work performance, and negative
emotions. As such, the importance of proper detec-
tion and management of psychological well-being
has grown significantly in recent years.

Emotional expression is the process of convey-
ing one’s emotions through verbal or non-verbal
manner. It is a complex indicator of one’s mental
state and integral to psychological well-being. A
study by Pennebaker (1997) revealed the impor-
tance of emotional expression in reducing psycho-
logical distress. Expressing emotions effectively
can act as a coping mechanism that lowers stress
levels, reduces depressive symptoms, improves
mental health, and enhances psychological well-
being. Conversely, emotional suppression is the
inhibition of emotional expression. It is linked
to lower levels of well-being and higher levels of
depression and anxiety (Gross and John, 2003).
Barrett et al. (2011), however, argue that emotional
expressions are ambiguous as they can vary signifi-
cantly depending on the context, individual differ-
ences, and cultural background.

The emergence of large language models
(LLMs) with the ability to understand and generate
fluent human language enables them to respond
dynamically and coherently to a user’s prompts.
Some LLMs are also equipped with user-friendly
interfaces and conversational capabilities that en-
able them to function as empathetic chatbots with
applications in mental healthcare. These studies are
devoted to building empathetic language models
capable of understanding human emotions through
language analysis (Shin et al., 2019; Zhou et al.,
2020) and generating empathetic responses (Lee
et al., 2022; Lin et al., 2020; Morris et al., 2018)
in order to offer individualized emotional support.
However, while emotion detection is a necessary
component in generating empathetic responses, it
is only one of the five dimensions that comprise an
individual’s mental health and well-being.

The PERMA model, proposed by Seligman
(2010), is a psychological framework aimed at un-
derstanding well-being through its five dimensions:
Positive Emotions (P), Engagement (E), Relation-
ships (R), Meaning (M), and Accomplishment (A).
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This can provide a better assessment of an individ-
ual’s flourishing state. PERMA emphasizes that to
be flourishing does not merely mean the absence of
mental illness but the presence and sustained culti-
vation of positive states that contribute to long-term
well-being. Moreover, unlike models that focus on
a single aspect of well-being, PERMA recognizes
that well-being is multi-faceted; thus, capturing
multiple dimensions that are essential for overall
well-being. Even though it is a holistic model,
the use of PERMA for well-being detection and
assessment has not been extensively explored in
NLP research. Moreover, while there are publicly
available datasets commonly used for emotion and
stress detection, there is none for PERMA well-
being assessment.

LLMs are capable of language comprehension,
contextual understanding, and scalability that tradi-
tional machine learning models fall short of. Stud-
ies have also demonstrated the abilities of LLMs to
perform annotations on textual data (Pangakis et al.,
2023). However, LLMs are still limited in fully un-
derstanding nuanced human emotions. As such,
Zhang et al. (2024) built the Agent for STICK-
ERCONYV (Agent4SC) to account for the limited
abilities of LLMs in performing empathetic anno-
tations.

In this paper, we describe our experiments in
leveraging multiple LL.Ms, specifically ChatGPT-
4 (OpenAl, 2023), LLaMa 3-8B (Touvron et al.,
2023), and Gemini-1.5-pro (Team, 2024) for
PERMA well-being assessment. Our study makes
the following contributions:

1. Application of Seligman’s PERMA model in
psychological well-being assessment;

2. Comparison of the performance of ChatGPT-
4, LLaMa 3-8B, and Gemini-1.5-pro in
PERMA well-being assessment; and,

3. Utilization of intercoder agreement to derive
the ground truth which can be used to label
existing datasets with PERMA.

2 Related Works

Early works in well-being assessment focused on
sentiment analysis through simply detecting the
overall tone of an utterance, and emotion detec-
tion that captures a wider range of emotional states
which is crucial in understanding the user’s feel-
ings. Both tasks are integral for empathetic dia-
logue generation that requires understanding the

overall tone of the utterance and the emotional state
of the user to respond empathetically. The use of
LLMs for sentiment analysis and emotion detec-
tion are briefly presented in this section to provide
the essential foundation of well-being assessment.

2.1 LLMs for Sentiment Analysis

Krugmann and Hartmann (2024) explored LLMs’
performance in sentiment analysis. Specifically,
their study evaluated the performance of three state-
of-the-art LLMs: GPT-3.5, GPT-4, and LLaMa
2 for zero-shot binary and three-class sentiment
classification tasks, as opposed to traditional learn-
ing models. Results showed that GPT-4 surpassed
the LLMs for binary sentiment analysis, except
the fine-tuned transfer-learning model SiEBERT.
While GPT-4 dominated the three-class sentiment
analysis for three out of four datasets, ROBERTa
outperformed GPT-4 by 15% on the Twitter dataset.
Although the LLMs demonstrated their prowess in
zero-shot sentiment analysis, their study also high-
lights that fine-tuned transfer-learning models are
able to surpass LLMs in certain contexts.

Sun et al. (2023) proposed a multi-LLM negoti-
ation framework for sentiment analysis to address
the challenge that single-round in-context learn-
ing of a single LLM may not generate accurate
response. The multi-LLM negotiation framework
involves a generator LLM that generates the senti-
ment and a discriminator LLM that evaluates the
credibility of the generated sentiment by the gener-
ator LLM. Results showed that using two different
LLMs such as GPT-3.5 and GPT-4 yield signif-
icant performance as opposed to one LLM (self-
negotiation). Moreover, introducing a third LLM to
settle disagreements between the two LLMs further
improved the performance on sentiment analysis.

2.2 LLMs for Emotion Detection

Nedilko (2023) probed the utilization of genera-
tive pretrained transformers for multi-class emo-
tion classification. Specifically, ChatGPT was em-
ployed to classify code-mixed Roman Urdu and
English SMS messages into one of the twelve
pre-defined emotion labels. Results showed that
ChatGPT exceeded the baseline XGBClassifier and
BERT-base-multilingual-cased model. Moreover,
it was also observed that the ChatGPT’s perfor-
mance is reliant on the prompt.

Bhaumik and Strzalkowski (2024) introduced an
approach that jointly addresses emotion detection
and emotion reasoning as a generative question-
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answering (QA) task. Their approach includes
prompting the LLM to generate a context, then
the context is subsequently utilized for the LLM to
generate step-by-step reasoning through the chain-
of-thought (CoT) prompting, and the emotion label.
Results showed that this approach (QA prompting)
excelled in emotion detection as opposed to regular
prompting and CoT prompting.

3 Task Description

In this study, PERMA well-being assessment is
projected as a text classification task. Given the
PERMA label L = {excelling, thriving, surviving,
struggling, in crisis} which is a set containing
all possible well-being states defined by (Delphis,
2020) and U which is the set of all input utterances,
the well-being assessment task is a function f :
U — L to classify each utterance ©v € U with
a label | € L that best represents the well-being
state of the utterance u. This label is the output of
the PERMA well-being assessment task. Figure 1
depicts the five well-being states.

EXCELLING

Figure 1: Well-being States Defined by Delphis (2020).

4 Methodology

We outline our procedure in pre-processing the
dataset, data annotation, and the experiments to
validate the performance of three LLMs, namely
ChatGPT-4, Gemini-1.5-pro, and LLaMa 3-8B, on
the PERMA-based well-being assessment task.

4.1 ISEAR Dataset

The International Survey on Emotion Antecedents
and Reactions (ISEAR) dataset serves as a bench-
mark for emotion classification. It contains 7,666
records of phrases, sentences, and short paragraphs
that were sourced from a survey where participants
described their emotional experiences for particular
situations (Scherer and Wallbott, 1994).

The ISEAR dataset is chosen in this study be-
cause of the emotional experiences transcribed that
is closely related to the PERMA model. As such,
the emotional responses recorded in the content col-
umn of the dataset is utilized in our experiments.

Pre-processing included the removal of special
characters and duplicate entries from the dataset.

Records with non-informative content such as vari-
ants of “no response,” ‘“not applicable,” “no de-
scription,” and “nothing” were excluded. After
pre-processing, the ISEAR dataset is reduced to
7,475 rows of utterances.

4.2 PERMA Lexicon

The PERMA Lexicon is a tool designed to mea-
sure well-being based on the PERMA model. This
lexicon associates scores to each token in an in-
put utterance, enabling the automated assessment
of well-being from textual data (Schwartz et al.,
2016). Prior works (Beredo and Ong, 2022; Ong
et al., 2024) employed the PERMA Lexicon to
facilitate the assessment of users’ mental health
for chatbots to generate affective responses. The
reliance on dictionaries, however, limits the dy-
namic handling of new contexts and utterances that
use figurative languages (Belal et al., 2023). This
prompted the exploration of PERMA in LLMs as
it offers the ability to understand context in a way
that traditional lexicons cannot.

4.3 Prompt Formulation

Following the work of Vizmanos et al. (2024),
prompts were formulated such that they specify the
role of the LLLM, the well-being assessment task to
be performed, the utterance v € U which serves
as the input, and the target labels L. which serve
as options for the output to be generated. These
prompts were sent to the respective LLMs from
which the LLMs will respond with a label [ € L
for each utterance wu.

4.4 Large Language Models

The LLMs employed to label the ISEAR dataset
according to the PERMA model are ChatGPT-4,
Gemini-1.5-pro, and LLaMa 3-8B.

44.1 ChatGPT4

ChatGPT-4 is a transformer model built from GPT-
4. Tt is pre-trained to predict the next token in a
sequence using diverse publicly available and third-
party licensed datasets. It is then fine-tuned through
Reinforcement Learning from Human Feedback
(RLHF) (OpenAl, 2023).

The web-interface of ChatGPT-4! is employed to
label each row of the ISEAR dataset with the well-
being states. Because of its 40-prompt limitation
every 3 hours, multiple accounts were used in this

"https://chatgpt.com/
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study to send prompts to the model to label the
ISEAR dataset.

4.4.2 Gemini-1.5-pro

The Gemini models are built on top of Transformer
decoders with several architectural enhancements
and optimizations to support training and opti-
mized inference on Google’s Tensor Processing
Units (TPUs). The models were then trained on
multimodal and multilingual datasets that include
data from web documents, PDFs, books, codes, im-
ages, charts, audio, and video data using TPUv5e
and TPUv4. RLHF was applied post-training to
align the model’s responses with human prefer-
ences (Team, 2024).

The Gemini-1.5-pro API from Google Al for
Developers? is utilized as this is the latest stable
version of the model. Because access to this model
is limited to 120 requests per minute with a recom-
mendation to not exceed 1 request per second, the
code is implemented to sleep 20 seconds for every
request sent. Moreover, Gemini has strict safety
guidelines for hate speech, harassment, sexually
explicit, and dangerous contents. This hindered 44
utterances from being labeled due to the presence
of sensitive content. As such, these 44 entries were
removed from the dataset to achieve uniformity
across all LLMs.

4.4.3 LLaMa 3-8B

The LLaMa models are based on the transformer
architecture with several modifications. The first
modification is pre-normalization inspired by GPT-
3. The RMSNorm normalizing function was used
to normalize the input for each of the transformer
sub-layer. The second modification is replacing
ReLU with SwiGLU activation function inspired
by PaLM. The last modification is replacing abso-
lute positional embeddings with rotary positional
embedding (RoPE) inspired by GPTNeo.

The LLaMa models were trained on a diverse
set of publicly available datasets. This includes the
English CommonCrawl, C4, Github, Wikipedia,
Gutenberg and Books3, Arxiv, and Stack Exchange.
The data were tokenized with the byte-pair encod-
ing algorithm through the Sentence-Piece tokenizer.
As such, the entirety of the training dataset contains
roughly 1.4 trillion tokens (Touvron et al., 2023).

The LLaMa 3-8B is chosen for this study as it is
currently the most capable and accessible version
of the LLM (meta llama, 2024). The entirety of the

Zhttps://ai.google.dev/gemini-api/docs/api-key
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Figure 2: Agreement Percentages of the PERMA Labels
Generated by LLMs.

LLaMa 3-8B model is 16.07GB; but due to hard-
ware constraints, the quantized version of LLaMa
3-8b is obtained from the Ollama? library which is
only 4.7GB. There are also no request limitations
as the LLaMa 3-8B model was executed locally.

4.5 Evaluation Metric

The Intercoder Agreement is the measure of agree-
ment between annotators in the absence of ground
truth. Specifically, the consistency of the PERMA
labels across the PERMA Lexicon, ChatGPT-4,
Gemini-1.5-pro, and LLaMa 3-8B is analyzed and
used as the basis for evaluating the performance of
the models.

5 Results and Analysis

We performed two types of analysis using inter-
coder agreement to evaluate the performance of the
LLMs: consistency in PERMA labels and agree-
ment to the reference label.

5.1 Consistency in PERMA Labelling

To determine the consistency of the LLMs in as-
sociating PERMA labels to an input utterance, we
compare their output label [ € L for each utterance
u according to three (3) agreement levels: no agree-
ment, partial agreement, and full agreement. The
percentages of agreement are shown in Figure 2.

5.1.1 Full Agreement

The analysis revealed that ChatGPT, Gemini, and
LLaMa fully agreed on labeling 29.62% of the
dataset as observed in Figure 2. This represents
the most reliable classification and showcases the
LLMs’ ability to consistently identify certain as-
pects of well-being. Further analysis on their agree-
ment showed that unambiguous utterances with

*https://ollama.com/library
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clear emotional cues and straightforward language
are universally recognized by the LLMs. Given an
utterance “I had a summer job in Sweden, and my
boyfriend came to meet me on my birthday,” Chat-
GPT, Gemini, and LLaMa unanimously agreed on
the label excelling.

5.1.2 Partial Agreement

Partial agreement refers to instances when two of
the LLMs agreed on the PERMA labels. As seen in
Figure 2, results revealed that ChatGPT, Gemini, or
LLaMa partially agreed in their PERMA labels for
60.93% of the dataset. Specifically, ChatGPT and
Gemini agreed on labeling 27.09% of the dataset,
followed by LLLaMa and Gemini with 19.16%, and
ChatGPT and LLaMa with 14.68% of the dataset.
The most common pair of LLMs with partial agree-
ment is ChatGPT and Gemini. The findings further
suggest that Gemini has a higher tendency to come
into consensus with both ChatGPT and LLaMa.

Additional insights may also be observed from
the pairwise agreement rates. The high agreement
rate between ChatGPT and Gemini suggests that
these models are more aligned and may have had
similar training methodologies and datasets such
as fine-tuning through the RLHF. On the other
hand, the low agreement rates involving LLaMa
may be attributed to the lost precision of the quan-
tized model which could have influenced LLaMa’s
ability to capture emotional cues. Consider the
utterance "My daughter was two years when she
went up to a colt tried to hit it. It turned on her and
kicked her over the heart, sent her flying through
the air. I left my mother and sister to deal with her
as they are nurses. 1 felt I didn’t want to know if
she was going to die, it was just too much." While
ChatGPT and Gemini both labeled this in crisis
due to the intensified situation-driven emotional
cue implying sadness, fear, and anxiety, LLaMa
labeled this utterance excelling.

5.1.3 No Agreement

No agreement is used to refer to instances when
the three LLMs generated differing PERMA labels.
Results shown in Figure 2 revealed that the models
did not agree on the PERMA labels for 9.45% of
the dataset. This lack of agreement highlights the
challenges in well-being assessment, and suggests
that the ambiguous nature of emotional expressions
in certain sentences were challenging for the LLMs
to classify consistently (Barrett et al., 2011).

A closer examination of the dataset revealed that

the disagreement between the LLMs occurred as
the labels generated by each LLLM are merely adja-
cent from each other. This is evident in Figures 4, 5,
and 6 where the concentration of values is along the
diagonal and the adjacent cells. While the highest
concentration shown through the heat map is along
the diagonal that represents agreement, the min-
imal concentration on the adjacent cells indicate
that even when the LLMs disagreed, their assess-
ment were often close. This mirrors real-world
scenarios where different psychologists may give
varying diagnosis based on their own interpretation
and respective biases, highlighting the complexity
and subjectivity in well-being assessment.

Further analysis of the variance among the
LLMs’ labels showed that 8.33% of the dataset
has a high variance, meaning the labels assigned
by the LLMs are not adjacent, but at least two well-
being states away. For instance, the utterance "The
day I was happiest was the day when I received
a phone call from Eve’s Weekly to inform me that
I had won the first prize of the All India Essay
competition. I had won this prize when I was an
undergraduate when even post graduates had par-
ticipated. I had been judged by eminent judges and
political scientists" was labeled by ChatGPT, Gem-
ini, and LLaMa as surviving, excelling, excelling
respectively. On the other hand, 91.67% of the
dataset exhibited low variance. That is, the LLMs
assigned either similar or adjacent labels to a given
utterance. Given an utterance "A bus drove over
my right leg. The event itself was not very frighten-
ing, but when I had to wait in the emergency ward
for three hours and then my leg began to swell, 1
was frightened.," ChatGPT, LLaMa, and Gemini
labeled the utterance as struggling, struggling, and
surviving. This suggest that while the LLMs may
align in well-being assessments, slight difference
on interpreting utterances may still occur.

5.2 Reference Label

A reference label is a predefined label used as the
standard in evaluating the performance of a ma-
chine learning model in tasks such as classification.
This serves as the "ground truth" from which the
outputs generated by the model are compared with.
Because the ISEAR dataset does not have a refer-
ence PERMA label, the most common label gener-
ated between the three LLMs, which we termed as
the "mode", was adopted to be the reference label
in this study. We used this model to perform further
analysis on the performance of the each PERMA
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annotator namely PERMA Lexicon, ChatGPT-4,
Gemini-1.5-pro, and LLaMa 3-8B.

5.2.1 PERMA Lexicon

The PERMA Lexicon achieved an intercoder agree-
ment of 32.54%, the lowest amongst the annotators
employed in this study. It is observed in Figure 3
that the lexicon struggles to classify excelling and
in crisis states, but rather classifies the utterances
as surviving instead. This may be attributed to the
context-dependent nature of language describing
high and low emotional states that the lexicon fails
to capture because of its static dictionaries. An
example of this would be words that are positive
in one context, but are negative in another. Con-
sider the utterance "I am dying out of laughter!"
While this utterance is conveying excessive joy and
used the word dying to express this intensified feel-
ing, the PERMA Lexicon labeled this as struggling
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2000
1750

thriving -1500
= - 1250
=
‘6 surviving -1000
g
= - 750
struggling
500
in crisis 751 [250
| 0
g g g2 g2 i
T B = & =
o= 5§ =
#
Gemini
Figure 5: Mode of LLMs vs. Gemini-1.5-pro.
1600
excelling
1400
thriving -1200
= - 1000
=
‘s surviving - 800
g
= - 600
struggling

in crisis

400
[ 200

|
=1 o o =) A
£ £ = = a
= = = =
T B Z E] S
g £ £ g £
i 7 =
i
LLaMa

Figure 6: Mode of LLMs vs. LLaMa 3-8B.

because of the negative score associated with the
word dying. This exemplifies the lexicon’s inabil-
ity to understand context, causing it to miss subtle
cues, misinterpret the utterance, and ultimately mis-
classify the well-being states.

5.2.2 ChatGPT-4

ChatGPT-4 recorded an intercoder agreement of
72.86%. ChatGPT-4 mostly misclassified in crisis
labels as struggling. However, it was able to excel
in classifying other nuanced states like surviving
and struggling as observed in Figure 4. Despite its
high agreement rate, its occasional misclassifica-
tion highlights the need for further training due to
the sensitive nature of psychological well-being.

5.2.3 Gemini-1.5-pro

Gemini-1.5-pro achieved an intercoder agreement
of 78.95% which is the highest amongst the anno-
tators. It is particularly able to classify most of
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the well-being states in consensus with the other
LLMs as shown in Figure 5. This suggests that
Gemini-1.5-pro may have understood the context
of the utterances more compared to the other LLM:s.
Though not explicitly mentioned, Gemini’s archi-
tecture, training, and fine-tuning may have aided
it in capturing the subtle emotions which led to its
high agreement with other LLMs.

5.2.4 LLaMa 3-8B

LLaMa 3-8B was able to record an intercoder
agreement of 68.36%. LLaMa 3-8B excelled in
classifying the extremities of the well-being states
compared to the other LLMs. Specifically, LLaMa
3-8B was able to accurately classify excelling and
in crisis more than ChatGPT-4 and Gemini-1.5-
pro as shown in Figure 6. However, LLaMa 3-8B
also recorded the lowest performance in classify-
ing thriving, surviving, and struggling states as op-
posed to ChatGPT-4 and Gemini-1.5-pro. As men-
tioned before, the lost precision from employing
the quantized LLaMa 3-8B model could have af-
fected its capability in capturing context-dependent
texts and subtle nuances of expressions.

5.3 Discussion

Analysis of the results revealed the distinct
strengths and weaknesses of each LLM in the well-
being assessment task. ChatGPT-4 excelled in clas-
sifying intermediate states surviving and struggling,
but encountered challenges in classifying excelling
and in crisis states as shown in Figure 7. Con-
versely, LLaMa 3-8B proficiently classified the
extremities of the well-being states excelling and
in crisis, although it performed the worst in clas-
sifying thriving, surviving, and struggling states.
Despite Gemini-1.5-pro achieving the highest in-
tercoder agreement, it was only able to outperform
the other LLMs in classifying the thriving state.
Further analysis revealed that utterances with am-
biguous language or mixed emotions resulted in
disagreement between the LLMs, while utterances
with clear emotional cues resulted in agreement
amongst the LLMs.

Barrett et al. (2011) previously highlighted the
significance of context in emotional expressions,
revealing that there is significant variability in how
emotions are expressed and perceived which is
rooted on personal experiences, societal expecta-
tions, and cultural norms. This emphasizes that the
interpretation of emotional expressions is highly
variable and deeply influenced by contextual fac-
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Figure 7: Performance of the LLMs in PERMA Well-
Being Assessment Task.

tors. Barrett suggests researchers to account for the
variability and context-dependence of emotions.
This has direct implications for NLP classification
tasks where context can drastically alter the mean-
ing of the language used.

Ghosal et al. (2021) quantified the role of context
in emotion, act, and intent detection for utterance-
level dialogue understanding. Findings revealed
that inter-speaker context had the most significant
impact on the model’s performance, followed by
the context shuffling of the order of an utterance in
a dialogue. Moreover, replacing the utterance with
its paraphrased version led to a minimal decrease in
the model’s performance, indicating that the overall
meaning conveyed by the utterance is what primar-
ily contributed to the accurate classification rather
than the precise wording. Meanwhile, Chatterjee
et al. (2019) developed EmoContext that handles
the ambiguity of emotional expressions by lever-
aging contextual information from dialogue his-
tory. EmoContext, however, still faced challenges
in differentiating the happy class from the neutral
class due to the inherent ambiguity between these
classes. A greeting like "Happy Morning" can be
interpreted by some as conveying a happy emotion,
while being interpreted as neutral by others. These
challenges that continue to baffle emotion detection
research, combined with the multi-faceted dimen-
sions of well-being, will be addressed in future
studies that seek to build LLMs able to perform
PERMA-based well-being assessment.

6 Conclusion

This paper explored the potential of LLMs in detect-
ing psychological well-being through the PERMA
model. The findings revealed that while LL.Ms of-
fer additional contextual understanding and there
is a substantial agreement among the LLMs, fur-
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ther research and development or refinement must
be done to enhance the accuracy and reliability of
LLMs for psychological well-being assessments.
Moreover, the utilization of the intercoder agree-
ment as a metric to establish ground truth that facil-
itated the comparison of the LLMs’ performance in
the absence of labeled data. This approach is par-
ticularly crucial in research areas where annotated
datasets are scarce.

The insights gained from this study can con-
tribute to the ongoing research of LLMs in mental
health and psychological well-being assessments.
Future works will focus on refining the LLMs, ex-
ploring additional LLMs, and incorporating human
validation to enhance the reliability of psycholog-
ical assessments. Additionally, a middle-layer ar-
chitecture that will function as a decision-making
module may be developed to optimize the distinct
strengths of each LLM in classifying well-being
states. Lastly, emotion embeddings may be ex-
plored to represent the user’s emotional state to aid
the LLMs in capturing the complexity and nuances
of human emotions.

References

Lisa Feldman Barrett, Batja Mesquita, and Maria Gen-
dron. 2011. Context in emotion perception. Current
directions in psychological science, 20(5):286-290.

Mohammad Belal, James She, and Simon Wong. 2023.
Leveraging chatgpt as text annotation tool for senti-
ment analysis. Preprint, arXiv:2306.17177.

Jackylyn L. Beredo and Ethel Ong. 2022. Analyzing the
capabilities of a hybrid response generation model
for an empathetic conversational agent. International
Journal of Asian Language Processing, 32(4).

Ankita Bhaumik and Tomek Strzalkowski. 2024. To-
wards a generative approach for emotion detection
and reasoning. Preprint, arXiv:2408.04906.

Ankush Chatterjee, Kedhar Nath Narahari, Meghana
Joshi, and Puneet Agrawal. 2019. SemEval-2019 task
3: EmoContext contextual emotion detection in text.
In Proceedings of the 13th International Workshop
on Semantic Evaluation, pages 39-48, Minneapo-
lis, Minnesota, USA. Association for Computational
Linguistics.

Delphis. 2020. The mental health contin-
uum is a better model for mental health.
https://delphis.org.uk/mental-health/continuum-
mental-health/.

Gesa Solveig Duden, Stefanie Gersdorf, and Katarina
Stengler. 2022. Global impact of the covid-19 pan-
demic on mental health services: A systematic re-
view. Journal of Psychiatric Research, 154:354-377.

Shiv Gautam, Akhilesh Jain, Jigneshchandra Chaud-
hary, Manaswi Gautam, Manisha Gaur, and Sandeep
Grover. 2024. Concept of mental health and men-
tal well-being, it’s determinants and coping strate-
gies. Indian Journal of Psychiatry, 66(Suppl 2):S231—
S244,

Deepanway Ghosal, Navonil Majumder, Rada Mihalcea,
and Soujanya Poria. 2021. Exploring the role of
context in utterance-level emotion, act and intent
classification in conversations: An empirical study.
In Findings of the Association for Computational
Linguistics: ACL-IJCNLP 2021, pages 1435-1449,
Online. Association for Computational Linguistics.

James J. Gross and Oliver P. John. 2003. Individual dif-
ferences in two emotion regulation processes: impli-
cations for affect, relationships, and well-being. Jour-
nal of personality and social psychology, 85(2):348.

Jan Ole Krugmann and Jochen Hartmann. 2024. Senti-
ment analysis in the age of generative ai. Customer
Needs and Solutions, 11(1):3.

Young-Jun Lee, Chae-Gyun Lim, and Ho-Jin Choi.
2022. Does GPT-3 generate empathetic dialogues?
a novel in-context example selection method and au-
tomatic evaluation metric for empathetic dialogue
generation. In Proceedings of the 29th International
Conference on Computational Linguistics, pages 669—
683, Gyeongju, Republic of Korea. International
Committee on Computational Linguistics.

Zhaojiang Lin, Peng Xu, Genta Indra Winata,
Farhad Bin Siddique, Zihan Liu, Jamin Shin, and
Pascale Fung. 2020. Caire: An end-to-end empa-
thetic chatbot. In Proceedings of the AAAI con-
ference on artificial intelligence, volume 34, pages
13622-13623.

meta llama. 2024. Introducing meta llama 3:
The most capable openly available 1lm to date.
https://ai.meta.com/blog/meta-llama-3/.

Robert R. Morris, Kareem Kouddous, Rohan Kshir-
sagar, and Stephen M. Schueller. 2018. Towards an
artificially empathic conversational agent for men-
tal health applications: System design and user per-

ceptions. Journal of Medical Internet Research,
20(6):e10148.

Andrew Nedilko. 2023. Generative pretrained trans-
formers for emotion detection in a code-switching
setting. In Proceedings of the 13th Workshop on
Computational Approaches to Subjectivity, Sentiment,
& Social Media Analysis, pages 616—620, Toronto,
Canada. Association for Computational Linguistics.

Ethel Ong, Melody Joy Go, Rebecalyn Lao, Jaime
Pastor, and Lenard Balwin To. 2024. Investigating
shared storytelling with a chatbot as an approach in
assessing and maintaining positive mental well-being
among students. International Journal of Asian Lan-
guage Processing, 33(3).

229



OpenAl. 2023. Gpt-4 technical report. Preprint,
arXiv:2303.08774.

Nicholas Pangakis, Samuel Wolken, and Neil Fasching.
2023. Automated annotation with generative ai re-
quires validation. Preprint, arXiv:2306.00176.

James W. Pennebaker. 1997. Writing about emotional
experiences as a therapeutic process. Psychological
science, 8(3):162—-166.

Klaus R. Scherer and Harald G. Wallbott. 1994. Evi-
dence for universality and cultural variation of dif-
ferential emotion response patterning. Journal of
Personality and Social Psychology, 66(2):310.

H. Andrew Schwartz, Maarten Sap, Margaret L. Kern,
Johannes C. Eichstaedt, Adam Kapelner, Megha
Agrawal, Eduardo Blanco, Lukasz Dziurzynski, Gre-
gory Park, David Stillwell, Michal Kosinski, Mar-
tin E.P. Seligman, and Lyle H. Ungar. 2016. Pre-
dicting individual well-being through the language
of social media. In Biocomputing 2016: Proceed-
ings of the pacific symposium, pages 516-527. World
Scientific.

Martin Seligman. 2010. Flourish: Positive psychology
and positive interventions. The Tanner Lectures on
Human Values, 31(4):1-56.

Jamin Shin, Peng Xu, Andrea Madotto, and Pascale
Fung. 2019. Happybot: Generating empathetic dia-
logue responses by improving user experience look-
ahead. arXiv preprint arXiv:1906.08487.

Xiaofei Sun, Xiaoya Li, Shengyu Zhang, Shuhe Wang,
Fei Wu, Jiwei Li, Tianwei Zhang, and Guoyin Wang.
2023. Sentiment analysis through Ilm negotiations.
Preprint, arXiv:2311.01876.

Gemini Team. 2024. Gemini: A family of highly capa-
ble multimodal models. Preprint, arXiv:2312.11805.

Hugo Touvron, Thibaut Lavril, Gautier [zacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Roziere, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurelien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. 2023. Llama: Open
and efficient foundation language models. Preprint,
arXiv:2302.13971.

Julianne Vizmanos, Ethel Ong, Jackylyn Beredo, and
Remedios Moog. 2024. Well-being assessment using
chatgpt-4: A zero-shot learning approach. In Pro-
ceedings of the 24th Philippine Cmoputing Science
Congress. Computing Society of the Philippines.

Yiqun Zhang, Fanheng Kong, Peidong Wang, Shuang
Sun, Lingshuai Wang, Shi Feng, Daling Wang, Yifei
Zhang, and Kaisong Song. 2024. STICKERCONYV:
Generating multimodal empathetic responses from
scratch. In Proceedings of the 62nd Annual Meeting
of the Association for Computational Linguistics (Vol-
ume 1: Long Papers), pages 7707-7733, Bangkok,
Thailand. Association for Computational Linguistics.

Ming Zhou, Minlie Huang, and Xiaoyan Zhu. 2020.

230

Emotion-aware chatbots: A survey of recent ad-
vances and future research directions. Information
Fusion, 59:103-127.



Aspect-Based Sentiment Analysis of Clothing Reviews in Vietnamese
E-commerce®

Pham Quoc-Hung!, Dinh Van-Dan!, Le Huu-Loi!, Le Thi-Viet-Huong?,
Nguyen Thu-Ha', Phan Xuan-Hieu?, Nguyen Minh-Tien', Pham Ngoc-Hung?*,

"Hung Yen University of Technology and Education, Hungyen, Vietham
2VNU University of Engineering and Technology, Hanoi, Vietnam
3National Hospital of Obstetrics and Gynecology, Hanoi, Vietnam

“Phenikaa University, Hanoi, Vietnam
quochungvnu@gmail.com

Abstract

Significant advancements have been achieved
in sentiment analysis; however, aspect-based
sentiment analysis (ABSA) remains underex-
plored in the Vietnamese language despite its
vast potential across various natural language
processing applications, including 1) monitor-
ing sentiment related to products, movies, and
other entities; and 2) enhancing customer re-
lationship management models. A huge num-
ber of reviews are generated on e-commerce
platforms, and analyzing them in depth brings
a lot of helpful information to users. This
paper presents the first standard Vietnamese
dataset for the clothing reviews domain. Specif-
ically, we create a new Vietnamese dataset, Vi-
CloABSA, as a new benchmark based on a
strict annotation scheme for evaluating aspect-
based sentiment analysis. The proposed dataset
comprises 7,000 human-annotated comments
with five aspect categories and three polarity
labels for clothes collected from e-commerce
platforms. The dataset is freely available for
research purposes '. We experiment with this
dataset using strong baselines and report er-
ror analysis. The evaluation results show that a
model based on large language models is supe-
rior to other existing works.

1 Introduction

Aspect-based sentiment analysis is challenging in
natural language processing (NLP) due to its need
for fine-grained sentiment classification, accurate
aspect extraction, and contextual understanding.
The complexity of the task is heightened by fac-
tors such as sparse data, interdependencies among
aspects, and the dynamic nature of language (Liu,
2020). With the boom of e-commerce, customers
generate a large number of user feedback reviews
on these platforms every day. These reviews are

*The corresponding author is Pham Ngoc-Hung.
"https://github.com/quochungvnu24/ViCloABSA

effective for customers, manufacturers, and service
providers.

People are very interested in costumes, so e-
commerce platforms sell many of these products.
When buying a set of clothes, customers often find
out information about some aspects of the product,
such as material, design, price, and more. Thanks
to this, it is possible to conduct some analysis to
understand customers’ attitudes towards clothes
deeply. This rationale underpins our decision to
select clothing reviews for constructing a dataset
that addresses the Aspect-Based Sentiment Anal-
ysis challenge within the context of e-commerce
reviews.

While the ABSA task has shown encouraging re-
sults in English across various numerical datasets,
much research hasn’t been done on it in Viet-
namese, especially for clothing products. This pa-
per fills the gap by investigating the capability of
five advanced methods for ABSA in Vietnamese
with a new dataset for clothing. In summary, this
paper presents two main contributions.

* Itintroduces a Vietnamese dataset focusing on
clothing reviews from e-commerce platforms,
specifically designed for the ABSA tasks.

* It conducts a comprehensive evaluation of ro-
bust baseline models tailored to ABSA tasks.

2 Related Work

ABSA datasets have significantly contributed to
the progression of sentiment analysis research, par-
ticularly in the context of product reviews. Vari-
ous datasets have driven recent advancements in
ABSA. Notable datasets include the SemEval-2014
Restaurant and Laptop datasets (Pontiki et al.,
2014), which were early benchmarks for ABSA
tasks, covering restaurant and laptop product re-
views. The SentiHood dataset (Saeidi et al., 2016)
extended ABSA to location-based sentiment analy-
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sis in a real-world context. The MultiAspect Multi-
Sentiment (MAMS) dataset was presented by Jiang
et al. (2019), in which each sentence contains mul-
tiple aspects with different sentiment polarities.
Expanding ABSA to non-English contexts, the Chi-
nese Review Datasets (ASAP) by Bu et al. (2021)
provided a crucial resource for Chinese product
reviews. Most recently, Xu et al. (2023) presented a
Diversified Multi-domain Dataset For Aspect Sen-
timent Triplet Extraction (DMASTE), manually
annotated to better fit real-world scenarios by pro-
viding more diverse and realistic reviews.

In Vietnamese, several datasets for sentiment
analysis across various domains are available. For
instance, Tran and colleagues from VNUHCM -
University of Information Technology (Tran et al.,
2022) introduced a Vietnamese dataset specifi-
cally tailored for assessing lipstick products within
the context of ABSA. Luc Phan et al. (2021)
presented the UIT-ViSFD dataset, a Vietnamese
Smartphone Feedback Dataset comprising 11,122
human-annotated comments related to mobile e-
commerce. Furthermore, Nguyen et al. (2018)
made public the SA-VLSP2018 dataset, designed
for ABSA tasks focusing on the restaurant and hotel
domains. Additionally, Nguyen and collaborators
(Van Nguyen et al., 2018) released the UITVSFC
dataset, which is centered on student feedback anal-
ysis. These datasets have facilitated extensive re-
search and model development in ABSA tasks.
However, to the best of our knowledge, there has
been no Vietnamese dataset on clothing reviews for
the ABSA task yet. It motivates the creation of a
new dataset, ViCloABSA, for this problem.

3 Dataset

We have built a comprehensive Vietnamese dataset
comprising customer reviews related to clothing
products tailored specifically for the ABSA task.
This dataset contains a collection of 7,000 reviews
acquired from Shopee? and Lazada®, which are two
popular e-commerce platforms in Vietnam.

It encompasses two sub-tasks: aspect detection
and sentiment classification. In the aspect detection
sub-task, our focus is directed toward identifying
and categorizing aspects discussed within the feed-
back reviews. These aspects encompass five cate-
gories: MATERIAL, DESIGN, PRICE, SERVICE,
and GENERAL, each meticulously defined as pre-

Zhttps://shopee.vn/
3https://www.lazada.vn/

sented in Table 1. These aspects are selected based
on their popularity and importance in clothing re-
views, facilitating a more comprehensive analy-
sis and providing detailed, helpful information for
businesses and customers. Additionally, the dataset
also entails the second sub-task of classifying the
sentiment polarity of these aspects as either posi-
tive, negative, or neutral.

3.1 Data Collection Process

The data collection process was systematically exe-
cuted through the acquisition of Vietnamese prod-
uct reviews pertaining to T-shirts from two promi-
nent e-commerce platforms, Shopee and Lazada,
which enable customers to write fine-grained re-
views regarding the T-shirts they have purchased
or utilized.

To collect review data, we utilized a combination
of web scraping tools and APIs. Our data collec-
tion process is conducted on the basis of respecting
customer privacy and complying with data owner-
ship regulations. Specifically, we collected product
reviews and ensured that all personal information
remained anonymous. In the reviews, users give
positive, neutral, or negative opinions on many
aspects, such as MATERIAL, DESIGN, PRICE,
SERVICE, and GENERAL.

3.2 Data Annotation Process

Following the completion of data collection, the
subsequent phase involved the meticulous anno-
tation of the acquired dataset utilizing the Label-
Studio tool. Two stages made up the data annotation
process: Phase 1 concentrated on combining guide-
lines, while Phase 2 observed annotators utilizing
the established guideline to annotate the remain-
ing samples, ensuring a systematic and consistent
approach throughout the entire annotation process.

In the initial phase, a stratified random sampling
method selected 200 reviews, which were divided
into two segments for systematic annotation. The
goal was to identify aspects within the reviews and
assess the associated sentiment. In the annotation
phase, two annotators participated, and their label-
ing outputs were compared using Cohen’s Kappa
coefficient to measure agreement scores. This pro-
cess was repeated to optimize the Kappa score and
create a comprehensive annotation guideline. Af-
ter achieving high inter-annotator agreement and
establishing a clear annotation guideline, the re-
maining reviews were divided into two segments
for annotation.
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Aspect Mean

MATERIAL
DESIGN

Evaluations of the product’s materials and fabrics.
The review refers to the style and design of the clothing, e.g.,

color, shape, feeling of wearing, etc.

PRICE
SERVICE
GENERAL

The review discusses clothing prices and affordability.
The comment mentions sales service, warranty, and delivery.
The review of customers is generally about the product.

Table 1: Aspect definition.

3.3 Statics

The dataset comprises 7,000 reviews, encompass-
ing evaluations across five distinct sentiment as-
pects. Table 2 presents some samples from our
dataset along with their respective aspects and sen-
timent classifications.

Figure 1 depicts the distribution of each aspect
and sentiment within the dataset. Across all as-
pects, Positive sentiment predominates. Further-
more, over 4,500 reviews are focused on the MA-
TERIAL aspect, comprising more than 60% of all
reviews. This highlights the considerable impor-
tance customers place on this aspect when making
clothing purchases.

The dataset has been thoughtfully partitioned
into three distinct sets: 5,000 reviews designated
for training, 1,000 reviews for development, and
another 1,000 reviews intended for testing. Table 3
presents an overview of the statistics for our dataset.

4 Aspect-based Sentiment Analysis
models

The problem is defined as follows, given a re-
view R = {51, So, ..., S, } with n sentences. The
goal is to extract sets of aspects and their cor-
responding sentiment polarity pairs: [A;, SP;] =
LM(R). LM denotes the Language Model.
The aspect-sentiment polarity pair [4;, SP;| =
{(a¥, spF);alf € Ayspf € SP},A =
{a1, a9, ...,an} is the set of aspects, and SP =
{sp1, $p2, ..., Spm } s the set of sentiment polarity,
with sp; € [positive, negative, neutral)].
Various methods address the ABSA problem,
including rule-based methods (Poria et al., 2014),
semantic similarities (Liu et al., 2016), SVM-based
algorithms (Jihan et al., 2017), and conditional
random fields (CRF) (Shu et al., 2017). Recently,
deep neural networks with long short-term memory
(LSTM) layers have excelled in extracting senti-
ment information from word embeddings (Zhang
etal., 2018). However, pre-trained language models

significantly outperform these methods (Do et al.,
2019; Scaria et al., 2023).

Recognizing the potential of language models
and the limitations of deep learning models like
LSTM, BiLSTM, and GRU for Vietnamese ABSA
(Thanh et al., 2021; Mai and Le, 2018), we applied
state-of-the-art models using pre-trained language
models to our dataset. To ensure compatibility with
Vietnamese, we used ViT5, a model pre-trained on
Vietnamese (Phan et al., 2022).

4.1 InstructABSA

From the success of instruction learning (Mishra
et al., 2022; Wei et al., 2022), there has been a
substantial improvement in the reasoning capa-
bilities of large language models, showcasing im-
pressive results across a variety of tasks. Based
on the research by Scaria et al. (2023) we intro-
duce two instruction prompts tailored to the ABSA
task. We employ two prompts to facilitate perfor-
mance comparison, where prompt 1 is translated
into Vietnamese from the prompt used by Scaria
et al. (2023). Meanwhile, prompt 2 is our proposed
prompt. Our approach involves defining these in-
struction prompts in a manner inspired by the struc-
ture depicted in Table 4.

For instruction prompt 1, in addition to the
definition, it requires corresponding examples for
each sentiment: Positive Example, Neutral Exam-
ple, and Negative Example. Recognizing that this
prompt is relatively lengthy and may increase train-
ing time, we proposed prompt 2, which only re-
quests one example that can encompass multiple
sentiments. Experimental results indicate that our
prompt is higher than the one used by Scaria et al.
(2023). The language model LM is refined through
instruction tuning using data equipped with in-
structions, resulting in the instruction-tuned model
LMj,. Subsequently, L My, undergoes further
fine-tuning for downstream tasks related to ABSA.
The task is formulated as follows: [A;, SP;] =
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Review

Aspect & Polarity

Giao hang nhanh. Nhan dugc 4o dep hon ca mong dgi! Vai 4o va
dudng may rat dep, dong géi rat xin xo, danh gi 5 sao. Lan sau sé

mua ting ho shop tiép a.

(Fast delivery. Received a shirt even more beautiful than expected!

SERVICE:positive
GENERAL:positive
MATERIAL:positive
DESIGN:positive

The fabric and stitching are excellent, and the packaging is very
fancy. rated 5 stars. Will support the shop again in the future.)

Hang giao hoi 1au, chit dep so véi gid tién rit ding nhung mau
xanh pastel & ngoai ddm hon nhiéu so véi hinh anh nén hoi thét

vong mot chut.

(The delivery took a bit long, the quality is quite good for the price,

SERVICE:negative
MATERIAL:positive
PRICE:positive
DESIGN:negative

but the pastel green color is much darker in person compared to

the photo, so I'm a bit disappointed.)

Table 2: Some samples from the ViCloABSA dataset.

5000
4000 -
3000
2000
1000
0 MATERIAL DESIGN
neutral 449 304
m negative 976 859
m positive 3135 1675

PRICE SERVICE GENERAL
307 60 219
48 314 357
1555 2646 3273

Figure 1: Distribution of Aspects and Sentiments in the ViCloABSA dataset.

LMinst(Inst, R).

42 MVP

Gou et al. (2023) noted that previous studies of-
ten ordered sentiment elements left-to-right, ignor-
ing contrast and language diversity in emotional
expression, leading to errors and instability. To
address this, they proposed Multi-view Prompt-
ing (MVP), which synthesizes predicted emotional
factors in various orders. MVP, inspired by prompt
chaining (Liu et al., 2021; Wei et al., 2022), lever-
ages different perspectives in human reasoning to
control the sequence of emotional elements, en-
hancing diversity in target expressions.

4.3 GAS

Building on recent successes in framing language
tasks as content generation tasks (Raffel et al.,
2020; Athiwaratkun et al., 2020; Zhang et al.,
2021), we propose addressing ABSA issues with a
model that encodes natural language labels into the

output. This unified model adapts to multiple tasks
without needing task-specific designs.

To facilitate Generative Aspect-based Sentiment
Analysis (GAS), we have devised two customized
approaches: GAS-Annotaion and GAS-Extraction
modeling. These paradigms reframe the original
task as a generation problem. In the former, annota-
tions with label information are added to construct
the target sentence. In the latter, the desired natural
language label is used directly as the target. The
original and target sentences are paired for model
training. Additionally, a prediction normalization
strategy addresses deviations of generated senti-
ment elements from the label vocabulary set.

5 Results and discussion

The experimental results on the ViCloABSA
dataset for aspect-based sentiment analysis have
provided significant insights into the performance
of the evaluated methods. Table 5 illustrates the
variation of three key metrics: Precision (P), Recall
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Set | Review | Positive | Negative | Neutral | Total sentiment
Train | 5000 8764 1823 954 11541
Test 1000 1721 405 198 2324
Dev 1000 1799 326 187 2312

Table 3: Statistics of our dataset.

Definition

Két qua dau ra sé bao gom cac khia canh va cdm xic ctia cc khia canh.
Trong trudng hop khong c6 bat ky khia canh nao, két qua dau ra sé la
"noaspectterm:none".

(The output results will include both aspects and the corresponding emotions
Jor those aspects. In cases where there are no aspects identified, the output
result will be "noaspectterm:none.")

Instruction 1

Example

Input: giao hang nhanh. nhin dc 4o dep hon ca mong dgi! vai 4o va dudng
may rét dep dong géi rat xin x0, danh gid 5 sao 1an sau sé mua ting ho shop
tiép a.

Output: giao hang nhanh:positive [SEP] dudng may rat dep:positive
(Input: Fast delivery. The shirt received is more beautiful than expected! The
fabric and stitching are excellent, and the packaging is very fancy. I rated it
five stars. I will support the shop again in the future.)

Definition

Hay trich xut ra cdc khia canh va phan loai cAm xiic ctia cdc khia canh dé.
(Extracting aspects and classifying the corresponding emotions associated
with those aspects.)

Instruction 2

Example

Input: mua size M nhung cam thay hdi bé mot xiu, vai mat, dong géi ki, dep.
Output: vai mat:positive [SEP] hoi bé mot xiu:negative [SEP] dong g6i ki,
dep:positive

(Input: bought size M but felt a bit small, cool fabric, carefully packaged,
beautiful.)

Table 4: Instruction prompts.

(R), and F1-score (F) for each evaluation method
when using different percentages of the dataset.
MVP consistently demonstrates adaptability across
different percentages of the dataset, showcasing its
robustness in handling varying amounts of training
data. For instance, at 5%, MVP achieves a Precision
of 34.17, Recall of 31.88, and F1-score of 32.99,
while at 100%, these metrics improve to 54.90,
55.94, and 52.61, respectively.

Metrics
Method P R Fi
MVP 5490 | 55.94 | 52.61
InstructABSA1 | 74.00 | 72.12 | 73.11
InstructABSA2 | 74.11 | 72.68 | 73.39
GAS-Annotation | 53.74 | 51.94 | 52.83
GAS-Extraction | 45.30 | 44.13 | 44.71

Table 5: Performance analysis of evaluated methods on
ViCloABSA Dataset.

InstructABSA1 and InstructABSA?2, two meth-

ods utilizing guidance during training, exhibit high
performance even with small percentages of the
dataset. InstructABSA2 appears more effective,
with a substantial increase at higher percentages. At
5%, its Precision, Recall, and F1-score are 59.79,
58.08, and 58.92, respectively, and these values
increase to 74.11, 72.68, and 73.39 at 100%.

GAS-Annotation stands out for its Precision,
which progressively improves with a larger dataset.
However, a corresponding reduction in Recall at
higher percentages suggests a potential bias or se-
lectiveness in attention. For example, at 5%, GAS-
Annotation achieves a Precision of 9.28 and Recall
of 8.52, while at 100%, these metrics change to
53.74 and 51.94, respectively.

GAS-Extraction, while displaying strong Pre-
cision, experiences a substantial decline in Re-
call, emphasizing the delicate balance between
these metrics and shedding light on the impact of
the chosen extraction methodology. At 5%, GAS-
Extraction’s Precision, Recall, and F1-score are
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38.80, 36.66, and 37.70, and at 100%, these metrics
decrease to 45.30, 44.13, and 44.71, respectively.

The performance of these methods with various
data segmentations is shown in Figure 2. The trend
shows two important points. First, all strong models
exhibit an increasing trend in F1-scores as the num-
ber of samples in the dataset increases. It indicates
that the models can learn and predict more accu-
rately with more data. Second, both InstructABSA1
and InstructABSA2 exhibit high F1-scores, demon-
strating robust performance, particularly at higher
percentages of data.

6 Conclusion

In the context of advancing research in aspect-
based sentiment analysis, this paper introduces Vi-
CloABSA, a meticulously curated dataset designed
to propel the field forward. Comprising a sub-
stantial collection of over 7,000 human-annotated
comments sourced from the domain of clothes e-
commerce, ViCloABSA offers a nuanced perspec-
tive on sentiment expressions. Each feedback entry
undergoes detailed manual annotation, precisely
identifying spans relevant to five fine-grained as-
pect categories, accompanied by their associated
sentiment polarities. This study contributes in two
major ways. First, the study introduces a specialized
Vietnamese dataset centered on clothing reviews
from e-commerce platforms, specifically crafted
for ABSA tasks. Second, a comprehensive assess-
ment of robust baseline models customized for
ABSA tasks is carried out by the research.

We believe that our published dataset will be
a valuable resource for future research, promot-
ing further exploration in the field of e-commerce
customer feedback analysis. The significant effort
invested in ViCloABSA’s creation aims to not only
provide a comprehensive dataset but also to serve
as a catalyst for the development of cutting-edge
NLP models.
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Abstract

In this study, we propose a novel system
that extracts characters from the narrative
text of novels and generate a character-
relationship map. By using the generated
character-relationship maps when selecting
a novel, the user can obtain an overview of
the novel's content without having to read it,
and can select only the novels that they like.
In addition, if the user forgets the
progression of a story, the system can also
help the user to resume reading by
providing an overall picture of the story up
to that point. This system aims to eliminate
factors that may cause stress when reading.
The system extracts the names of people
from the narrative text, creates a list of
characters, replaces pronouns with the most
appropriate words using GPT, outputs the
relationships, and creates a relationship
map. The results of the quantitative
evaluation showed that the relationship
map with the pronoun conversion had a
higher percentage of correct character
relationships.

1 Introduction

In recent years, increasingly many people have lost
the habit of reading books. Among them, many,
especially those in their 20s, do not read regularly,
which is considered a problem. One of the reasons
for this is that reading takes up a lot of time, and
one cannot understand the content of a book until
the user has read it. Today, there are many forms of
entertainment, most of which can be enjoyed
without spending much time. This situation has
contributed to the decline in the reading population.
In addition, when people forget the contents of a

book, they need to go back to the previous page in
order to recall it, which takes time. Although the
number of young people who are no longer reading
is growing, the market size of electronic publishing
has been increasing in recent years due to the
spread of smartphones and tablets. As a result,
opportunities to read on electronic media such as
smartphones and tablets have increased. We
believe that reading on electronic media is one of
the ways to make reading more accessible and to
solve the problem of reading away from books.
Unlike paper novels, reading on electronic media is
not heavy, even if one owns multiple novels.
Therefore, the number of people who read multiple
books in parallel is expected to rise. When reading
novels in parallel, it is expected that the number of
people who forget the progress of a story will
increase. However, in today's society, it is difficult
to find time for reading, and many people read in
their limited spare time, so spending time going
back to the previous page is not effective.
Therefore, we have developed a system that
extracts characters from the narrative text of a
novel and creates a character relationship map to
help the reader recall the content of the book
without needing to go back to the previous page.

2 Related Work

In their research, Kobayashi and his colleagues
(Satoshi Kobayashi. 2007.) proposed a method for
extracting place, time, and character candidates
from a story using existing dictionaries and other
resources, and then segmenting scenes based on the
number of different words counted in each of these
three categories. In addition, Yoneda et al 2012
(Yoneda et al. 2012.) proposed a method for
extracting unknown character names from a story
using local occurrence frequencies and co-
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occurring predicate information. In their research,
Jindai et al. (Jindai et al. 2008.) proposed a method
for identifying speakers and listeners by machine
learning that uses the relative positions of speakers
and sentences as features, and then learns a
classifier that determines the existence of personal
relationships by using personal expressions such as
"Watakushime"(myself) as features to extract
friendly, hostile, and superior/subordinate persons
from conversational texts. Srivastava et al
(Srivastava et al.2016.) used sentiment analysis to
exploit the contextual meaning of text and showed
that polarity can be associated with interactions.
Chu et al. (Chu et al. 2021.) showed that a method
combining neural learning and text-passage
summarization utilizing BERT is effective for
relationship  extraction. Shahsavari et al.
(Shahsavari et al. 2020.) show that the use of reader
reviews allows for the generation of a narrative
framework.

Nowvel text

2.1 Extraction and Systematization of
Person Information

In the study by Baba et al. (Baba et al. 2007.),
names of people are extracted based on the results
of morphological analysis of detective story texts
from English and American literature. The
relevance between specific pairs is calculated using
the co-occurrence frequency in scenes. As a result,
it has been shown that it is possible to create a
person correlation map. Figure 1 shows an
overview of the method developed by Baba et al.
The input is a novel text and the output is a person
correlation map. Rectangles represent processes,
and columns represent resources such as rules and
dictionaries. Agata et al. (Agata et al. 2010.) also
showed that judging presence status based on a pre-
generated list of death expressions is effective in
extracting information about a person.

Extraction [

Sentence
segmentation

Name H
extraction H

e —
Dictionary +
extraction rules

Relevance
calculation

Dictionary +
extraction rules

Creation of a character
correlation map

Character
correlation
map

Figure 1:Extraction of a character map Overview (Baba et al. 2007.)
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2.2 Improvement of pre-trained language
models

In a study by Tianyu et al. (Tianyu et al. 2021.) an
effective method for fine-tuning language models
with a small number of examples was proposed for
improvement of per-trained language models. In
this study, templates with masked relations are
inserted into novel texts, and the relations are
outputted.

3 System Structure

In previous research, we could not find any method
that focus on pronouns to clarify the relationships
between characters. Therefore, in this study, we
replace pronouns with character names to elucidate
these relationships. First, we extract the names of
characters from books in the Aozora Bunko
(Aozora Bunko). To perform each process sentence
by sentence, the text is divided accordingly. Next,
based on the morphological analysis results, the
names of the characters are extracted and a list of
characters is created. Then, pronouns are converted
based on this list. To determine the degree of
association between personal names, a sentence-
by-sentence noun list is created, and a dictionary
object consisting of co-occurring word pairs and
their frequency of occurrence is referenced. Finally,
we use GPT (Ilya Sutskever. 2019.) to output the
relationships.

3.1 Person name extraction.

In this study, morphological analysis is first
performed using MeCab  (Taku Kudo. "MeCab,")
with reference to the method of Baba et al. (Baba
et al. 2007.) The morphological analysis results
show that morphemes parsed as "proper noun,
person's name" are extracted as names of people,
and a list of characters is created based on them. If
morphemes parsed as "proper noun, person's
name" appear consecutively in a sentence, it is
likely that the words form a family name and a first
name, so the two words are combined and treated
as a single name. Additionally, to extract names of
characters not registered as person's names, the part
of speech of the morpheme parsed as "particle" is
used to extract the previous word, provided it is not
a "conjunctive particle".

3.2 Pronoun Conversion

Morphological analysis is performed using MeCab,
and words with the parts of speech "pronoun,
general" are converted into the token "[MASK]".
Then, the words in the character list are inserted
into the "[MASK]" token in order. Next, using GPT,
we calculate the Perplexity score for each word in
the character list and insert the word with the
lowest Perplexity score into the sentence.

3.2.1 Perplexity Score

Perplexity is a transformed probability that a
given sequence of tokens will occur naturally. In
this study, the lower the Perplexity score, the more
natural the sentence. Equation (1) shows the
calculation for Perplexity. Here, "N" represents
the number of data points, "n" denotes the nth
word in the dataset, t, , is the correct answer
label for the nth word, and Pp,pge;(Vn k) i the
probability of predicting the correct word for
the nth word.

1
ppl = exp _Nznzktn,klogpmodel(yn,k) (1)

3.3 Relational Output

Referring to Tianyu et al. (Tianyu et al. 2021.),
the novel text is divided into 600-character
segments, and a template with "[MASK]" as the
relationship is inserted at the end of the sentence.
Then, a word representing the relationship is
inserted into "[MASK]". The words used in this
study as relationship words are shown in Table 1.
Next, GPT is used to compute a Perplexity score
for each word. The Perplexity score is then
modified based on the frequency of occurrence
of each relation, and the word with the lowest
Perplexity score is inserted into the sentence.
Table 2 shows the templates used in this study.
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Table 1: Nouns used to describe relationships
between characters.

Acquaintance Sibling Cousin
(F1N) (XXH720) | (WE2D)
Lover Same person Pa::ehrﬁ;nd
7N Al — .
(@A) (F—A80) |y

'\éljlzgfed Unrelated
(Geli) (HERALR)

Table 2: Templates.

[namel and name2 have a [MASK]
relationship.]

[namel has a [MASK] relationship with
name2.]
[name2 has a [MASK] relationship with

namel.]

3.4  Creating a Relationship Map

In this study, we represent a character relationship
map by using person names as nodes and
relationships between people as edges. We use
NetworkX (GitHub -  networkx/networkx:
Network Analysis in Python) to create the graph.

3.5 Evaluation

In this experiment, we calculated the percentage
of correct answers based on the output results of
each relationship, and confirmed the accuracy for
each story and each relationship. In this study, the
relationships considered correct answers are those
selected by three men and three women in their
early twenties who read the novel and made their
selections. Let the relationship classes be fromL,
to L,,. If the number of instances predicted to
belong to class L; and actually belonging to class
L; is denoted by C;;, the accuracy A is expressed
by the following equation (2).
N Ci
A — =1 ™1 2
1205 Gy @

4  Experiment

In this study, we used Ryunosuke Akutagawa's
novels "Ababababa," "Autumn," "Rashomon," "In

a Grove," and "The Nose," Osamu Dazai's
"Ritsuko and Sadako," and Rampo Edogawa's
"Diary" among works included in the Aozora
Bunko. The following two experiments were
conducted.

4.1 Experiment 1

A personality map was created without pronoun
conversion using GPT.

4.2 Experiment 2

Pronouns were converted using GPT and a
character relationship map was created.

5 Result
5.1 Experiment1

The results of generating the relationships using
GPT are shown below. Figures 2 and 3 present an
example of a relationship map generated from
narrative text in Experiment 1, along with the
corresponding correct answers for the character
relationship map. Table 3 shows the percentage of
correct answers for each story.

Ama

% Master
0
% s
\ et

Yasuklchi
=
.

Y
s,
%,
%

(o)
O% X

N
<
g agmsluxenbw

o
g
5
2
&
3
3
by
2
i
5
=
5
o

Figure 2: Character relationship map of
"Ababababa" in the experiment 1, Predicted result

*: "Ama" is the name of a product mentioned in the
work, not a character.
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Figure 3: Character relationship map of
"Ababababa" in the experiment 1, Correct result

Table 3: Accuracy of Human relationship extraction
for different stories in Experiment 1

Title of the novel Accuracy(%)

Ababababa 60.0
Autumn 100.0
Diary 50.0
Ritsuko and Sadako 50.0
Rashomon 14.3

In a Grove 42.9

The Nose 20.0

Figure 2 and 3 show that the word "ama," which is
not a character in the story, was included in the list
of characters as a name. In addition, Figure 3 shows
that the correct output is "parent and child" instead
of ""same person," which is the correct output. One
of the reasons for this output is thought to be that
the preceding and following sentences contain
conversations and descriptions related to the parent
and child. Table 3 shows that the correct response
rate was higher for "Autumn" than for
"Ababababa." The reason for this can be attributed
to the fact that the sentences used in "Autumn" are

similar to the modern kana usage that the GPT is
trained.

5.2 Experiment 2

The results of generating the relationships using
GPT are shown below. Figure 3 and 4 show an
example of a relationship map generated when
narrative text was input in Experiment 1, as well as
an example of the correct answers for the generated
character relationship map. Table 3 shows the
percentage of correct answers for each story.
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Figure 4: Character relationship map of
"Ababababa" in the experiment 2, Predicted result

*%*: "Jingoro" is the author of the novel mentioned in
the work, not a character in it.
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Figure 5: Character relationship map of
"Ababababa" in the experiment 2, Correct result

Table 4: Accuracy of Human relationship extraction
for different stories in Experiment 2

Title of the novel Accuracy(%)

Ababababa 80.0
Autumn 100.0
Diary 75.0
Ritsuko and Sadako 75.5
Rashomon 66.7

In a Grove 88.9

The Nose 66.7

Figure 4 and 5 show that words that are not
characters are included in the list of characters such
as "Jingoro". Table 4 shows that the percentage of
correct answers in Experiment 2 is higher than in
Experiment 1 for all stories.
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6 Discussions

The results of the quantitative evaluation showed
that the relationship map with the pronoun
conversion had a higher percentage of correct
character relationships. Although the system
performed well, there are some issues to be
addressed. One contributing factor to this issue is
that non-character names appeared in the character
relationship map. For example, the term
"irrelevant," which was considered as a potential
relationship descriptor, was not generated even
once. This indicates variability in the specificity of
terms used to represent relationships in the study,
which could be a contributing factor. Furthermore,
the list of character names employed to generate
the relationship map included not just character
names but also the names of regions, locations, and
authors referenced in the narrative. Consequently,
it is important to account for nouns that serve dual
purposes as personal and place names within the
context of the narrative. Additionally, newly
introduced characters in the narrative may initially
be referred to by pronouns. Under the current
methodology, this can lead to the erroneous
insertion of incorrect character names. To mitigate
this, the system must be configured to prevent
conversions when perplexity score comparisons
surpass a predefined threshold. Establishing
precise threshold values is crucial to prevent
incorrect pronoun conversions, necessitating
further analysis to determine optimal thresholds in
future research..

7 Conclusion

In this study, a list of characters was initially
created by extracting the names of individuals from
the narrative text. Next, GPT was used to replace
pronouns with the corresponding names from the
character list, selecting the words with the lowest
perplexity scores to identify relationships and
generate a relationship map. The performance
evaluation demonstrated that pronoun replacement
significantly improved the accuracy of the
relationship map. Future research should focus on
developing methods to enhance the precision of
identifying relationships between characters.
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Abstract

The limitations of traditional image clustering
methods arise from their reliance on single-
modal image representations, which impedes
their ability to capture complex relationships
within datasets and lacks interpretability of
clustering results. In this work, we introduce
a novel approach by incorporating captions di-
rectly generated from images and integrating
image and caption embeddings to enhance im-
age clustering performance. This method uti-
lizes generated captions from images, thereby
eliminating the need for human-labeled anno-
tations. Experiments on five datasets validate
the effectiveness of our approach, demonstrat-
ing notable improvements in clustering perfor-
mance compared to methods that rely solely
on visual or textual information. By fusing
multimodal information from images and cap-
tions, we significantly improve clustering sta-
bility and accuracy, with enhancements ranging
from 0.003 to 0.129 in the ACC, NMI, and ARI
metrics for more challenging image datasets.
In addition, we improve the interpretability of
the cluster by employing advanced language
models to generate a concise summary for each
cluster. The summaries produced by ChatGPT
enhance the comprehension of clustered data
by effectively encapsulating the distinctive fea-
tures of images within each cluster, thereby im-
proving the accessibility and interpretability of
the clustering results more nuancedly. Overall,
this research paves the way for a new approach
to image clustering by leveraging multimodal
representations that integrate images with gen-
erated captions.

1 Introduction

Image clustering is a foundational technique in data
analysis and machine learning, crucial for organiz-
ing data into meaningful groups based on similar-
ity. Traditional methods often rely on single-modal
data representations, which can limit their ability to
capture the full complexity of datasets. The advent

of vision-language models such as CLIP (Radford
et al., 2021), BLIP (Li et al., 2022), and BLIP2 (Li
etal., 2023a) has transformed clustering by integrat-
ing both visual and textual information, offering
promising avenues for enhanced performance.

This research explores the integration of image
and caption embeddings to enhance clustering per-
formance. The images convey detailed visual in-
formation, while the captions provide contextual
summaries, enriching the overall data representa-
tion. Our approach introduces a novel clustering
methodology that directly utilizes generated cap-
tions from images, thus eliminating the require-
ment for human-labeled annotations. By embed-
ding images and captions using advanced vision-
language models into a unified multimodal space,
our method aims to improve clustering accuracy
and stability significantly.

The major contributions of this work can be sum-
marized as follows:

1. We introduce an approach that improves
image clustering by incorporating generated cap-
tions, reducing the reliance on manual annotations
and leading to a more practical and cost-effective
method.

2. Advanced language models generate concise
sentence-type summaries for clusters, improving
the interpretability of clustering results and reveal-
ing underlying data patterns.

3. Experiments validate that our multimodal
clustering approach significantly improves over tra-
ditional unimodal methods for most datasets. This
highlights the role of multimodal fusion in enhanc-
ing clustering performance.

2 Related Work

In this section, we review some recently published
image clustering methods and briefly introduce the
combination of text and image information meth-
ods.
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Figure 1: Overview of our method. Step 1: The image captioning model generates descriptive captions from the
input images. Step 2: The encoder model encodes both the image and text into their respective embeddings, which
are subsequently integrated into a single fused embedding. Step 3: These fused embeddings are clustered using
K-means, enhancing the representation of the data and improving clustering performance.

2.1 Modern Image Clustering

Recent image clustering methods have improved
significantly due to advanced deep learning-based
representation techniques, particularly through con-
trastive learning (Li et al., 2021; Shen et al., 2021;
Zhong et al., 2021). These advancements have en-
hanced the ability to map similar images closer
together in feature spaces, improving the effective-
ness of clustering algorithms in capturing semantic
similarities.

In addition to these advances, externally guided
image clustering methods, particularly those
guided by text, enhance performance by incorporat-
ing additional information. TAC (Li et al., 2023b)
uses WordNet textual semantics to improve feature
discriminability and distill neighborhood informa-
tion between text and images. The Text-Guided
Image Clustering method (Stephan et al., 2024)
generates text using image captioning and visual
question-answering (VQA) models to inject task-
or domain-specific knowledge and then utilizes
only text to cluster images. The IC | TC methodol-
ogy (Kwon et al., 2024) leverages modern vision
language and large language models to group im-
ages based on user-specified text criteria, represent-
ing a new paradigm in image grouping.

Additionally, leveraging textual knowledge not
only enables the meaningful and accurate cluster-
ing of images based on semantic meanings but also
provides text explanations that are easily under-
standable for humans. Methods often employ in-
terpretable features like semantic tags (Sambaturu
et al., 2020; Davidson et al., 2018), particularly
when aiming for textual explainability. For in-
stance, the method of Zhang and Davidson (2021)

uses integer linear programming to assign tags
to clusters. The Text-Guided Image Clustering
method introduces an approach that enriches clus-
ter descriptions with keyword-based explanations.

In our method, as shown in Figure 1, we lever-
age vision-language models (VLMs) to generate
image descriptions, thus introducing additional tex-
tual information. Subsequently, we employ con-
trastive learning-based deep learning models to en-
code both images and descriptions. Unlike previ-
ous research by Stephan et al. (2024), we do not
rely solely on text to cluster images. Clustering
based solely on text can lead to unstable results.
Instead, we fuse both image and text embeddings,
enhancing clustering results’ stability and accuracy.
Furthermore, we generate sentence-type textual ex-
planations for the clusters by summarizing the im-
age descriptions within each cluster, making them
more understandable compared to using just a few
keywords as explanations.

2.2 Text And Image Combination

In recent years, there has been considerable focus
on developing VLMs due to their impressive perfor-
mance in multimodal representation learning from
large datasets of image-text pairs. These models
learn joint representations from both images and
text, capturing the interplay between visual and
linguistic information (Al-Tameemi et al., 2023;
Bakkali et al., 2020; Do et al., 2020). The emer-
gence of CLIP (Radford et al., 2021), BLIP (Li
et al., 2022), and BLIP2 (Li et al., 2023a) demon-
strated robust zero-shot performance across vari-
ous benchmarks, solidifying VLMs as a leading
approach in visual recognition. In Menon and
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Vondrick (2023) study, they utilized GPT-3 as a
large language model (LLM) to generate textual
descriptions of category names. They then used
CLIP for image embeddings and text description
embeddings to compare similarities for image clas-
sification. The combination of external linguistic
knowledge and images enhanced interpretability
in model decisions and improved performance in
recognition tasks. In Do et al. (2020) study, images
and their associated human-labeled text descrip-
tions are fused into a unified, information-enriched
image, and they demonstrated the effectiveness in
the image-text pairs clustering task.

Some studies suggest that integrating textual and
image information across various tasks enhances
performance compared to utilizing unimodal data
alone. Techniques such as concatenation, addi-
tion, multiplication of diverse embeddings, and
training fusion models illustrate improved accu-
racy and other advantageous attributes (Zhao et al.,
2023; Tembhurne and Diwan, 2021). Each modal-
ity contributes complementary insights, enriching
the holistic representation and mitigating ambigui-
ties in data interpretation.

Our method also combines text and image infor-
mation. However, unlike existing approaches that
use pre-existing human-labeled text descriptions,
we generate descriptions automatically based on
images and then fuse the information by adding the
embeddings of the descriptions and the images.

3 Methodology

This section presents a simple yet effective clus-
tering method in Figure 1. In brief, this approach
involves generating textual descriptions for images
and leveraging VLMs to embed both the image and
caption. Subsequently, these embeddings are fused
into multimodal embeddings used for k-means
(MacQueen et al., 1967) clustering. Our method
capitalizes on the zero-shot capabilities inherent
in large-scale vision-language models, thereby ob-
viating the need for model training, rendering our
approach both cost-effective and influential.

3.1 Image Information

Image embedding is the process of transforming
images into high-dimensional vector representa-
tions that encapsulate the essential features and
characteristics of the images.

There are various advanced methods for extract-
ing salient information from images. In this study,

we employ two state-of-the-art models, CLIP (Rad-
ford et al., 2021) and BLIP (Li et al., 2022), for
image embedding, leveraging their robust zero-shot
learning capabilities without any further training
or fine-tuning. These models possess a comprehen-
sive understanding of images’ content and context,
enabling them to generate rich, semantically mean-
ingful embeddings. In the subsequent experiment
section, we also compare the performance of these
two models on clustering tasks.

3.2 Caption Information

We experiment with BLIP (Li et al., 2022), BLIP2
(Li et al., 2023a), and ClipCap (Mokady et al.,
2021) models to generate image captions. Despite
these models achieving state-of-the-art results in
image captioning tasks, we employ the CLIPscore
(Hessel et al., 2021) model to assess the quality
of the generated captions. Due to superior scoring
performance, we opt to use the BLIP and BLIP2
models for caption generation. Subsequently, we
utilize the BLIP and CLIP (Radford et al., 2021)
models to embed these captions, as both models
have achieved state-of-the-art results in various text
embedding tasks.

3.3 Modality Fusion

Modality fusion involves integrating data from di-
verse modalities, such as text, images, and audio,
to improve machine learning model performance.
In the context of fusing image and caption embed-
dings, concatenation, addition, and multiplication
are frequently used methods that do not necessitate
additional training. Our study chose addition due to
its simplicity and effectiveness in preserving the in-
formation from both modalities while maintaining
computational efficiency relative to concatenation
and multiplication approaches.

3.4 Clustering Method

We employ the K-means (MacQueen et al., 1967)
algorithm as our clustering method, renowned for
its popularity and widespread use in partitioning
datasets into clusters. K-means clustering groups
similar data points to uncover patterns by iteratively
assigning each point to the nearest cluster centroid
and updating centroids based on assigned points’
means until convergence. K-means clustering en-
deavors to divide n data points into N clusters, In
our study, N was defined based on the number of
categories present in each dataset.
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3.5 Clustering Summary

We use captions generated by BLIP (Li et al., 2022)
model, then summarize these captions into 30-word
descriptions for each cluster using the ChatGPT
(OpenAl, 2023) and T5 (Raffel et al., 2020) mod-
els. The purpose of these summaries is to provide
an easily understandable explanation for each clus-
tered group of images, serving as folder names for
each cluster. This offers a general description of
the images without requiring detailed visual inspec-
tion of numerous images in each cluster, allowing
for a quick overview of the cluster contents. The
summaries are condensed to 30 words for direct
visibility and easy checking in Windows system
folder names, ensuring key information is quickly
accessible and readable at a glance.

4 Experiments

This section assesses the proposed method across
two widely-used and three more challenging image
clustering datasets. A series of quantitative and
qualitative comparisons and analyses are carried
out to investigate the method’s effectiveness and
robustness.

4.1 Experimental Setup

In this subsection, we outline the datasets and met-
rics employed for evaluation and then detail the
implementation of our method.

4.1.1 Datasets

To evaluate the performance of our method, we
initially apply it to two widely-used image clus-
tering datasets: ImageNet-10-train and ImageNet-
10-val (Deng et al., 2009). Additionally, we as-
sess this method on three more complex datasets:
DTD (Cimpoi et al., 2014), WEAPD (Xiao et al.,
2021), and Food-101-tiny-val (Bossard et al.,
2014), which are characterized by a larger num-
ber of categories or more challenging image com-
positions. DTD is a dataset for texture recogni-
tion, WEAPD comprises 11 categories of weather
phenomena for climate recognition, and Food-101-
tiny-val is a subset for food recognition. Table 1
summarizes concise details of all datasets used in
our evaluation.

4.1.2 Evaluation Metrics

To evaluate the clustering performance, we uti-
lize three widely-used clustering metrics, includ-
ing NMI (Vinh et al., 2010), ACC (Yang et al.,
2010), and ARI (Hubert and Arabie, 1985). Higher

Dataset Used Split  #Used Split  #Classes
ImageNet10  Train 13,000 10
ImageNet10  Val 500 10
DTD Train+Val 5,640 47
WEAPD Train+Val 6,862 11
Food10ltiny  Val 500 10

Table 1: Dataset Splits and Sizes

values of these metrics collectively indicate supe-
rior clustering performance, providing a robust and
comprehensive evaluation of the clustering results.

4.1.3 Implementation Details

In our experimental setup, we compare clustering
based on different data representations: solely key-
words, solely captions, solely images, and fused
image captions. Following the previous works
(Stephan et al., 2024), we utilize the BLIP2 model
(Li et al., 2023a) with the blip2-flan-t5-xx1 variant
to generate keywords using the prompt: "Which
keywords describe the image?" For caption genera-
tion, we employ the BLIP model (Li et al., 2022)
with the base-coco configuration and BLIP2 model
(Lietal., 2023a) using blip2-flan-t5-xI and the Clip-
Cap model (Mokady et al., 2021) using clip-ViT-B-
32 to generate one caption for each image. Caption
quality is evaluated using the CLIPscore metric
(Hessel et al., 2021), as shown in Table 2, with
the best scores highlighted in bold. CLIPscore
is a reference-free metric with a strong correla-
tion to human judgment and outperforms existing
reference-based metrics. Since the performance
of the BLIP and BLIP2 models is comparable, in
subsequent experiments, we aim to evaluate the ef-
fectiveness of a single caption and compare it with
previous studies that suggest multiple captions may
be more effective. For this purpose, we use BLIP
to generate one caption for each image and BLIP2
to generate six captions for each image.
Subsequently, we use the BLIP model with the
blip-image-captioning-base configuration and the
CLIP model (Radford et al., 2021) with clip-ViT-
B-32 to embed images, as well as the generated
single caption and keywords. To facilitate compar-
ison with the previous study, we also use SBERT
to embed six captions. The image and caption
embeddings were then fused through additive com-
bination. Finally, we apply k-means clustering
(MacQueen et al., 1967) with a random state of
42 to ensure that the k-means algorithm produces
consistent and reproducible results by fixing the
seed for random initialization. Subsequently, we
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Dataset Used Split | BLIP BLIP2 ClipCap
ImageNet10 | Val 0.775  0.788 0.739
DTD Train +Val | 0.782 0.777 0.717

Table 2: CLIPscore of different captions

set the number of clusters to correspond with the
number of classes listed in Table 1.

4.2 Main Results

In this study, we test our proposed method on both
a widely-used and a challenging image clustering
dataset. Additionally, we present the performance
outcomes on three other datasets, followed by an
in-depth analysis of the results.

4.2.1 Text Clustering

Prior research performed clustering using texts gen-
erated from images. However, the generated texts,
say, captions, prompts, or keywords, can vary sig-
nificantly according to the model or prompt they
used, which greatly affects the text information. As
a result, the clustering target can change, and thus,
the clustering results can also be greatly influenced.

In Table 3, we present examples from the Im-
ageNet10 (Deng et al., 2009) and Food101-tiny
(Bossard et al., 2014) datasets, illustrating signifi-
cant variations in the information provided by key-
words and captions. It is apparent that keywords
are less descriptive and lack the context and detail
that captions provide, as seen with "dessert, plate,
strawberry" versus "a piece of cake on a plate with
chocolate sauce and berries." Besides, keywords
can sometimes be ambiguous or unrelated, like
"yelp" in the ImageNet10 example, leading to po-
tential confusion. Moreover, identical keywords
can correspond to different classes, necessitating
more detailed captions for accurate class differenti-
ation.

Table 4 compares the performance of different
models on clustering tasks using various types of
input. Our observations reveal that using only key-
words or a single caption for clustering with the
embedding models BLIP and CLIP resulted in low
accuracy and unstable outcomes. Keywords per-
form worse than single captions and images, in-
dicating that keywords alone do not capture suffi-
cient information for effective clustering. One sin-
gle caption significantly outperforms keywords but
remains less effective than images. Furthermore,
with different embedding models, the metrics show
substantial variability, approaching differences of
0.4, highlighting the instability of clustering results

based on captions. This suggests that while one sin-
gle caption provides more context than keywords,
it still lacks some of the visual details necessary
for accurate and stable clustering. Using images
yields the most stable and highest-quality cluster-
ing results. However, images alone do not provide
a textual explanation of the clusters, which can be
a limitation for interpretability.

4.2.2 Image Clustering with Captions

Texts provide coarse-grained information, while
images provide fine-grained details. This differ-
ence arises because texts are concise and con-
strained by space, leading to general descriptions.
Language abstracts information, as seen in captions
like "A man riding a bicycle," which omit specific
details such as the bicycle’s color, the man’s cloth-
ing, or the background. Texts highlight the main
subject or action, offering a broad overview rather
than detailed information.

Integrating textual information with image data
enhances clustering accuracy and stability, as
shown in Table 4. For single caption, with the em-
bedding models BLIP and CLIP, regardless of the
embedding model or dataset used, the combined
use of images and captions consistently yields the
best overall clustering performance. Besides, be-
cause captions outperform keywords, we used cap-
tions as text information, combined with image
information, experimented on five datasets, and
compared the clustering results on caption embed-
dings, image embeddings, and fused embeddings.

As demonstrated in Table 5, the instability of
clustering results based solely on captions is evi-
dent once again. The best results for each dataset
are highlighted in bold. For single caption, with
the embedding models BLIP and CLIP, regardless
of whether the dataset is widely used, like Ima-
geNet (Deng et al., 2009), or more challenging,
the combination of images and captions consis-
tently outperforms using either image or caption
data alone. Additionally, performance varies be-
tween CLIP (Radford et al., 2021) and BLIP (Li
et al., 2022) models depending on the dataset, indi-
cating no universal model superiority. Furthermore,
for ImageNet10-train and ImageNet10-val, despite
being from the same dataset, differences in data
volume or the specific images included can lead to
variations in clustering metrics.

However, the situation changed when multiple
captions with SBERT embeddings were used. We
compare our method, which utilizes an image with

250



Dataset

Image Example

Imagenet10

R L ik Wy

Food101-tiny

~—

Ground Truth wood tiramisu apple pie cannoli
Keywords yelp dessert, plate, straw- | dessert, plate, straw- | dessert, plate, straw-
berry berry berry
Captions a group of people stand- | a piece of cake on | a plate of food with | a white plate topped
ing around a wooden | a plate with chocolate | strawberries on it with a dessert covered
structure sauce and berries in chocolate
Table 3: Keywords generated by BLIP2 and captions generated by BLIP
Dataset Encoder | Keywords Caption Image Image + Caption
model
Food101tiny- dessert, plate, straw- | a white plate topped
Val berry with a dessert cov- white plate topped with
ered in chocolate a dessert covered in
strawberry chocolate strawberry
ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.482 0.492 0.280 | 0.271 0.376 0.145 0.846 0.819 0.741 0.930 0.875 0.853
CLIP 0.474 0.480 0.278 | 0.610 0.614 0.462 0.916 0866 0.832 0.924 0.863 0.838
Imagenet10- grass, field, rabbit a rabbit sitting in a j ¢ 4 a
Val field of grass rabbit sitting in a field
of grass
ACC NMI ARI ACC NMI ARI ACC NMI ARI ACC NMI ARI
BLIP 0.476 0.349 0.226 | 0.480 0.402 0.222 0.906 0.898 0.845 | 0.932 0.925 0.878
CLIP 0.448 0.353 0.211 | 0.832 0.804 0.716 0.910 0904 0.855 0.946 0.927 0.897

Table 4: Clustering with different inputs

one single caption generated by the BLIP model
and an image with six captions generated by the
BLIP2 model for clustering, with the previous
study Stephan et al. (2024) that uses SBERT to
embed six captions generated by the BLIP2 model.
For consistency, we refer to some experimental se-
tups from prior research: we use the BLIP2 model
using blip2-flan-t5-xI to generate six captions, and
the same captions were used for comparison. The
results are shown in Table 6.

In Table 6, for the entire Imagenet10Train+Val
dataset, we observe that when using BLIP for em-
bedding, the results of combining an image and
six caption embeddings outperform those com-
bining an image and a single caption. However,
SBERT’s performance with only six caption em-
beddings still surpasses our method. This may be
attributed to SBERT’s specialization for textual rep-
resentations and the BLIP2 model’s pre-training on

the Imagenet dataset, which enables it to generate
high-quality captions for Imagenet10. Addition-
ally, we observe that for the DTD, WEAPD, and
Food101tiny-Val datasets, even when using embed-
dings from the fusion of an image and a single
caption generated by the BLIP model, our method
performs better than the previous study. In these
cases, the captions generated by BLIP or BLIP2
might not capture the nuances of images. However,
BLIP’s ability to create strong image embeddings
compensates for this, making the image+1 caption
embeddings more powerful than SBERT’s embed-
dings of potentially weaker captions from these
datasets.

In our opinion, the combination of image and
text modalities is effective for clustering when the
quality of generated captions is not sufficiently
high, and the reasons for this effectiveness are as
follows: First, images capture fine-grained visual
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Representation | DTD

| Imagenet10-Train | Imagenet10-Val

[ WEAPD

| Food101tiny-Val

Image

BLIP
CLIP

ACC NMI ARI
0.498 0.567 0.309
0.476 0.548 0.296

ACC NMI ARI
0.925 0.885 0.852
0.903 0.878 0.837

ACC NMI ARI
0.906 0.898 0.845
0.910 0.904 0.855

ACC NMI ARI
0.712 0.722 0.592
0.790 0.731 0.619

ACC NMI ARI
0.846 0.819 0.741
0.916 0.866 0.832

Caption

BLIP
CLIP

ACC NMI ARI
0.206 0.223 0.057
0.358 0.404 0.174

ACC NMI ARI
0.413 0.275 0.168
0.693 0.623 0.516

ACC NMI ARI
0.480 0.402 0.222
0.832 0.804 0.716

ACC NMI ARI
0.354 0.251 0.161
0.628 0.585 0.416

ACC NMI ARI
0.271 0.376 0.145
0.610 0.614 0.462

Image+Caption

BLIP
CLIP

ACC NMI ARI
0.523 0.586 0.338
0.511 0.578 0.330

ACC NMI ARI
0.919 0.881 0.845
0.911 0.897 0.857

ACC NMI ARI
0.932 0.925 0.878
0.946 0.927 0.897

ACC NMI ARI
0.735 0.723 0.580
0.806 0.753 0.642

ACC NMI ARI
0.930 0.875 0.853
0.924 0.863 0.838

Table 5: Clustering Results on Other Datasets

Representation [ DTD

[ WEAPD

[ Food101tiny-Val | Imagenet10TrainVal

1 Caption (BLIP)
BLIP
CLIP

ACC NMI ARI
0.206 0.223 0.057
0.358 0.404 0.174

ACC NMI ARI
0.354 0.251 0.161
0.628 0.585 0.416

ACC NMI ARI
0.271 0.376 0.145
0.610 0.614 0.462

ACC NMI ARI
0.413 0.275 0.168

Image+1Caption (BLIP)
BLIP
CLIP

ACC NMI ARI
0.523 0.586 0.338
0.511 0.578 0.330

ACC NMI ARI
0.735 0.723 0.580
0.806 0.753 0.642

ACC NMI ARI
0.930 0.875 0.853
0.924 0.863 0.838

ACC NMI ARI
0.919 0.881 0.845

Image+6Captions (BLIP2)
BLIP

ACC NMI ARI

ACC NMI ARI

\

ACC NMI ARI

\

ACC NMI ARI
0.946 0.902 0.886

6 Captions (BLIP2)
SBERT

ACC NMI ARI
0.467 0.522 0.265

ACC NMI ARI
0.730 0.712 0.577

ACC NMI ARI
0.826 0.812 0.724

ACC NMI ARI
0.969 0.933 0.933

Table 6: Comparison with Previous Research

details, while captions provide a high-level sum-
mary, highlighting aspects or context not imme-
diately obvious from visual data alone. Second,
visual information reduces ambiguity in textual de-
scriptions, and captions clarify important objects
or actions in the image. Third, multi-modal integra-
tion creates a more comprehensive representation
of the content, leveraging the strengths of both
modalities for better clustering performance. How-
ever, to optimize the integration of image and text
information, we should consider employing more
effective embedding models. Besides, although
generating multiple captions requires more time
and cost compared to a single caption, it has the
potential to enhance the clustering results.

4.3 Cluster Explainability

In this study, we initially employ BLIP (Li et al.,
2022) to generate one caption for each image.
These captions, corresponding to images grouped
within the same cluster, are then processed by Chat-
GPT (OpenAl, 2023) and T5 (Raffel et al., 2020)
models to create 30-word summaries for each clus-
ter, aiming to identify the common characteristics
of images within the same cluster. Examples from
the ImageNet10-val (Deng et al., 2009) and DTD
(Cimpoi et al., 2014) datasets are shown in Table 7.

From the generated summaries, it is evident that
the summaries produced by ChatGPT more effec-
tively encapsulate the features of images within

each cluster. In contrast, the summaries generated
by the T5 model often fail to form coherent sen-
tences and include repeated words. This discrep-
ancy may be attributed to ChatGPT’s capability
to embed a larger number of words in a single in-
stance, allowing us to input the image captions in
one go and generate a summary. On the other hand,
the TS model can embed a limited number of words
at a time, necessitating multiple inputs of captions
and subsequent summarization, which might lead
to less coherent outputs.

5 Conclusion

In this study, we present a novel clustering method
that enhances image clustering by incorporating
generated captions directly from images, bypass-
ing the need for human-labeled annotations. Our
approach leverages advanced models like CLIP
(Radford et al., 2021), BLIP (Li et al., 2022), and
BLIP2 (Li et al., 2023a) to generate captions and
embed both textual descriptions and images with-
out additional training, ensuring practicality and
cost-effectiveness. By fusing these embeddings
into multimodal representations, we exploit the
complementary strengths of image and text modal-
ities.

Our experimental results, conducted on a variety
of datasets ranging from widely-used datasets to
more challenging collections, demonstrate that our
multimodal fusion significantly enhances cluster-
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Dataset Imagenet10-Val DTD
Cluster Clusterl Cluster3 ClusterO Cluster9
= |l
—_— | ‘
Image Examp]e ILSVRC2012 val 00001628 ILSVRC2012 val 00002201 ILSVRC2012 val 00018275JP  ILSVRC2012_val_00043608.P cobwebbed 0046jpg cobwebbed 0047jpg banded_0146.j banded_0152,j
Summary images feature various | assorted decorative | various spider webs, | various striped patterns
by GPT-3.5 aspects of violins and | pillows featuring var- | some with  water | and designs: black and
other musical instru- | ious designs such as | droplets, on different | white, green, brown and
ments: close-ups of vio- | trees, owls, trucks, and | backgrounds like a | tan, red and white, pink,
lins, people playing vio- | patchwork. Colors | blue sky, green surface, | rainbow, purple, orange,
lins, instruments on dis- | range from pink and | and black background. | multicolored, and more
play, and scenes of mu- | black to green and gold, | Close-ups and details of | on wallpaper, fabric,
sicians in different set- | adding vibrancy to beds, | webs covered in dew or | and clothing
tings. couches, and chairs. illuminated at night.
Summary a violin and strings a vi- | a pillow with a picture | on a tree a spider web | a striped wallpaper pat-
by T5-base olin and strings a vio- | of a truck on it a pillow | with water drops onita | tern with vertical stripes
lin and strings a violin | with a picture of a truck | on a fence a spider web | a purple background
and strings a violinand | onita with water drops on it with vertical stripes a
strings a violin purple and white striped
wallpaper with vertical
stripes

Table 7: Cluster Summarization

ing performance compared to using either modal-
ity independently on more challenging collections.
This fusion captures detailed visual features along-
side high-level textual summaries, reducing am-
biguity and improving feature richness for more
stable and accurate clustering outcomes.

Furthermore, we address cluster interpretability
by employing advanced language models to gener-
ate concise summaries for each cluster. These sum-
maries facilitate a better understanding of the clus-
tered data, thereby making the clustering results
more accessible and interpretable. Overall, our
study underscores the significance of multimodal
data fusion in clustering tasks when the quality
of generated captions is not sufficiently high, also
demonstrating that generated textual information
can enhance interpretability for clustering.
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