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Introduction

The Joint Fifth Workshop on Statistical Machine Translation and MetricsMATR (WMT10) took place
on July 15 and 16 in Uppsala, Sweden, immediately following the 48th conference of the Association
for Computational Linguistics (ACL).

This is the sixth time this workshop has been held. The first time was in 2005 as part of the ACL 2005
Workshop on Building and Using Parallel Texts. In the following years the Workshop on Statistical
Machine Translation was held at HLT-NAACL 2006 in New York City, USA, at ACL 2007 in Prague,
Czech Republic, at ACL 2008 in Columbus, Ohio, USA, and at EACL 2009 in Athens, Greece.
MetricsMATR was previously held in conjunction with AMTA 2008 in Honolulu, Hawaii, USA.

The focus of our workshop was to evaluate the state of the art in machine translation for a variety of
languages. Recent experimentation has shown that the performance of machine translation systems
varies greatly with the source language. In this workshop we encouraged researchers to investigate
ways to improve the performance of machine translation systems for diverse languages.

Prior to the workshop, in addition to soliciting relevant papers for review and possible presentation we
conducted a shared task that brought together machine translation systems for an evaluation on previously
unseen data. The shared task also included a track for evaluation metrics and system combination
methods.

The results of the shared task were announced at the workshop, and these proceedings also include an
overview paper that summarizes the results, as well as provides information about the data used and any
procedures that were followed in conducting or scoring the task. In addition, there are short papers from
each participating team that describe their underlying system in some detail.

Like in previous years, we have received a far larger number of submission than we could accept for
presentation. This year we have received 24 full paper submissions. 15 full papers were selected for oral
presentation and one for poster presentation.

We received 7 short paper submissions for the evaluation task, 9 short paper submissions for the system
combination task, and 30 short paper submissions for the translation task. Due to the large number of
high quality submission for the full paper track, shared task submissions were presented as posters. The
poster session gave participants of the shared task the opportunity to present their approaches.

The invited talk was given by Hermann Ney (RWTH Aachen).

We would like to thank the members of the Program Committee for their timely reviews. We also would
like to thank the participants of the shared task and all the other volunteers who helped with the manual
evaluations.

Chris Callison-Burch, Philipp Koehn, Christof Monz, Kay Peterson, and Omar Zaidan

Co-Organizers
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A Semi-supervised Word Alignment Algorithm
with Partial Manual Alignments

Qin Gao, Nguyen Bach and Stephan Vogel
Language Technologies Institute
Carnegie Mellon University
5000 Forbes Avenue, Pittsburgh PA, 15213
{ging, nbach, stephan.vogel}@cs.cmu.edu

Abstract

We present a word alignment framework
that can incorporate partial manual align-
ments. The core of the approach is a
novel semi-supervised algorithm extend-
ing the widely used IBM Models with
a constrained EM algorithm. The par-
tial manual alignments can be obtained
by human labelling or automatically by
high-precision-low-recall heuristics. We
demonstrate the usages of both methods
by selecting alignment links from manu-
ally aligned corpus and apply links gen-
erated from bilingual dictionary on unla-
belled data. For the first method, we con-
duct controlled experiments on Chinese-
English and Arabic-English translation
tasks to compare the quality of word align-
ment, and to measure effects of two differ-
ent methods in selecting alignment links
from manually aligned corpus. For the
second method, we experimented with
moderate-scale Chinese-English transla-
tion task. The experiment results show an
average improvement of 0.33 BLEU point
across 8 test sets.

1 Introduction

Word alignment is used in various natural lan-
guage processing applications, and most statistical
machine translation systems rely on word align-
ment as a preprocessing step. Traditionally the
word alignment model is trained in an unsuper-
vised manner, e.g. the most widely used tool
GIZA++ (Och and Ney, 2003), which implements
the IBM Models (Brown et. al., 1993) and the
HMM model (Vogel et al., 1996). However, for
language pairs such as Chinese-English, the word
alignment quality is often unsatisfactory (Guzman
et al., 2009). There has been increasing interest on
using manual alignments in word alignment tasks.

1

Ittycheriah and Roukos (2005) proposed to use
only manual alignment links in a maximum en-
tropy model. A number of semi-supervised word
aligners are proposed (Blunsom and Cohn, 2006;
Niehues and Vogel, 2008; Taskar et al., 2005; Liu
et al., 2005; Moore, 2005). These approaches use
held-out manual alignments to tune the weights
for discriminative models, with the model param-
eters, model scores or alignment links from un-
supervised word aligners as features. Also, sev-
eral models are proposed to address the prob-
lem of improving generative models with small
amount of manual data, including Model 6 (Och
and Ney, 2003) and the model proposed by Fraser
and Marcu (2006) and its extension called LEAF
aligner (Fraser and Marcu, 2007). The approaches
use labelled data to tune parameters to combine
different components of the IBM Models.

20054 B ER
2005nian dg xiatian

'«

The surﬁfr;er of 2005

Figure 1: Partial and full alignments

An interesting question is, if we only have par-
tial alignments of sentences, can we make use of
them? Figure 1 shows the comparison of par-
tial alignments (the bold link) and full alignments
(both of the dashed and the bold links). A partial
alignment of a sentence only provides a portion of
links of the full alignment. Although it seems to be
trivial, they actually convey different information.
In the example, if the full alignment is given, we
can assert 2005 is only aligned to 2005nian, not to
de or xiatian, but if only the partial alignment is
given we cannot make such assertion.

Partial alignments can be obtained from vari-
ous sources, for example, we can fetch them by
manually correcting unsupervised alignments, by
simple heuristics such as dictionaries of technical
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terms, by rule-based alignment systems that have
high accuracy but low recall rate. The function-
ality is considered useful in many scenarios. For
example, the researchers can analyse the align-
ments generated by GIZA++ and fix common
error patterns, and perform training again. On
another way, an application can combine active
learning (Arora et al., 2009) and crowdsourcing,
asking non-expertise such as workers of Amazon
Mechanical Turk to label crucial alignment links
that can improve the system with low cost, which
is now a promising methodology in NLP areas
(Callison-Burch, 2009).

In this paper, we propose a semi-supervised ex-
tension of the IBM Models that can utilize partial
alignment links. More specifically, we are seeking
answers for the following questions:

e Given the partial alignment of a sentence,
how to find the most probable alignment that
is consistent with the partial alignment.

e Given a set of partially aligned sentences,
how to get the parameters that maximize the
likelihood of the sentence pairs with align-
ments consistent with the partial alignments

e Given a set of partially aligned sentences,
with conflicting partial alignments, how to
answer the two questions above.

In the proposed approach, the manual partial
alignment links are treated as ground truth, there-
fore, they will be fixed. However, for all other
links we make no additional assumption. When
using manual alignments, there can be links con-
flicting with each other. These conflicting evi-
dences are treated as options and the generative
model will choose the most probable alignment
from them. An efficient training algorithm for
fertility-based models is proposed. The algorithm
manipulates the Moving and Swapping matrices
used in the hill-climbing algorithm (Och and Ney,
2003) to rule out inconsistent alignments in both
E-step and M-step of the training.

A similar attempt has been made by Callison-
Burch et al. (2004), where the authors interpo-
late the parameters estimated by sentence-aligned
and word-aligned corpus. Our approach is differ-
ent from their method that we do not require fully
aligned data and we do not need to interpolate two
parameter sets. All the training is done within a
unified framework. Our approach is also different
from LEAF (Fraser and Marcu, 2007) and Model
6 (Och and Ney, 2003) that we do not use these

additional links to tune additional parameters to
combine model components, as a result, it is not
limited to fully aligned corpus.

A question may raise why the proposed method
is superior over using the partial alignment links
as features in discriminative aligners? There are
three possible explanations. First, the method pre-
serves the power of the generative model in which
the algorithm utilizes large amount of unlabeled
data. More importantly, the additional information
can propagate over the whole corpus through bet-
ter estimation of model parameters. In contrast, if
we use the alignment links in discriminative align-
ers as a feature, one link can only affect the par-
ticular word, or at most the sentence. Second, al-
though the discriminative word alignment meth-
ods provide flexibility to utilize labeled data, most
of them still rely on generative aligners. Some
rely on the model parameters of the IBM Mod-
els (Liu et al., 2005; Blunsom and Cohn, 2006),
others rely on the alignment links from GIZA++
as features or as training data (Taskar et al., 2005),
or use both the model parameters and the align-
ment links (Niehues and Vogel, 2008). Therefore,
improving the generative aligner is still important
even when using discriminative aligners. Third,
these methods require full alignment of sentences
to provide positive (aligned) and negative (non-
aligned) information, which limits the availability
of data (Niehues and Vogel, 2008).

The proposed method has been successfully ap-
plied on various tasks, such as utilizing manual
alignments harvested from Amazon Mechanical
Turk (Gao and Vogel, 2010), and active learning
methods for improving word alignment (Ambati
et al., 2010). This paper provides the detailed al-
gorithm of the method and controlled experiments
to demonstrate its behavior.

The paper is organized as follows, in section
2 we describe the proposed model as well as the
modified training algorithm. Section 3 presents
two approaches of obtaining manual alignment
links, The experimental results will be shown in
section 4. We conclude the paper in section 5.

2 Semi-supervised word alignment

2.1 Problem Setup

The IBM Models (Brown et. al., 1993) are a
series of generative models for word alignment.
GIZA++ (Och and Ney, 2003) is the most widely
used implementation of the IBM Models and the



HMM model (Vogel et al.,, 1996). Given two
strings from target and source languages f{ =
fi, -+, fj,--- f7and e{ = ey, -+ ,€, - -€eq, an
alignment of the sentence pair is defined as a{ =
lai,a2, -+ ,az],a; € [0,I]. The IBM Models
assume all the target words must be covered ex-
actly once (Brown et. al., 1993). We try to model
P(f{]el), which is the probability of observing
source sentence given target sentence e!. In sta-
tistical models a hidden alignment variable is in-
troduced, so that we can write the probability as
P(f{lel) = 3,0 Pr(f!.af e} ,0). where Pr()
is the estimated probability given the parameter set
6. The IBM Models define several different set of
parameters, from Model 1 to Model 5. Starting
from Model 3, the fertility model is introduced.

EM algorithm is employed to estimate the
model parameters of the IBM Models. In E-step,
it is possible to obtain sufficient statistics from
all possible alignments with simplified formulas
for simple models such as Model 1 and Model 2.
Meanwhile for fertility-based models, enumerat-
ing all possibilities is NP-complete and hence it
cannot be carried out for long sentences. A solu-
tion is to explore only the “neighbors” of Viterbi
alignments. However, obtaining Viterbi align-
ments itself is NP-complete for these models. In
practice, a greedy algorithm is employed to find
a local optimal alignments based on Viterbi align-
ments generated by simpler models.

First, we define the neighbor alignments of a as
the set of alignments that differ by one of the two
operators from the original “center alignment”.

e Move operator my; 1, that changes a; := i,
i.e. arbitrarily set word f; in source sentence
to align to word f; in target sentence.

e Swap operator s[;, ;,] that exchanges a;, and
Qjy.

We denote the neighbor alignments set of
current center alignment a as nb(a). In
each step of hill-climbing algorithm, we find
the alignment b(a) in nb(a), st. bla) =
arg maxq cnp(q) P(a'le, f), and update the current
center alignment. The algorithm iterates until
there is no update could be made. The statistics of
the neighbor alignments of the final center align-
ment will be collected for normalization step (M-
step). The algorithm is greedy, so a reasonable
start point is important. In practice GIZA++ uses
Model 2 or HMM to generate the seed alignment.

To improve the speed of hill climbing, GIZA++
caches the cost of all possible move and swap op-
erations in two matrices. In the so called Moving
Matrix M, the element M;; stores the likelihood
difference of a move operator a; = i:

~ Pr(my(a)le, f)
Y Pr(ale, f)

: (1 - 5(aj’i)) (1)

and in the Swapping Matrix S, the element S}/
stores the likelihood difference of a swap operator
between a; and a;:

PT(S[j’j/](a)\e,f) . lf_] < j/
otherwise

;0 :{ )
@)

The matrices will be updated whenever an oper-
ator is made, but the update is limited to the rows
and columns involved in the operator.

We define a partial alignment of a sentence
pair (f{,el) as af = {(i,5),0 < i < 1,0 <
j < J}, note that the partial alignment does not
assume 1-to-N restriction on either side, and the
word from neither source nor target side need to be
covered with links. If an index is missing, it does
not mean the word is aligned to the empty word.
Instead it just means no information is provided.
We use a link (0, j) or (7, 0) to explicitly represent
the information that word f; or e; is aligned to the
empty word.

In order to find the most probable align-
ment that is consistent the partial alignments,
we treat the partial alignment as constraints, i.e.
for an alignment a{ = [a1,a2, - ,a;] on the
sentence pair f{,el, the translation probability
Pr(f{,ailel,af) will be zero if the alignment is
inconsistent with the partial alignments.

(1 —d(az, a;))

Pr(fl‘]\e{ ai] a}] Fr :
Y Pr(file1,ai,0),otherwise

3

= { 0, aiis inconsistent Witha{

Under the constraints of the IBM Models, there
are two situations that af is inconsistent with a7

1. Target word misalignment: The IBM Models
assume one target word can only be aligned
to one source word. Therefore, if the target
word f; aligns to a source word e;, while the
constraint a{ suggests f; should be aligned
to ey, the alignment violates the constraint
and thus is considered inconsistent.
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Figure 2: Illustration of Algorithm 1

2. Source word to empty word misalignment:
Since one source word can be aligned to mul-
tiple target words, it is hard to constrain the
alignments of source words. However, if a
source word is aligned to the empty word,
it cannot be aligned to any concrete target
word.

However, we are facing the problem of con-
flicting evidences. The problem is not necessar-
ily caused by errors in manual alignments, but
the assumption of the IBM Models that one tar-
get word can only be aligned to one source word.
This assumption causes multiple alignment links
from one target word conflict with each other. In
this case, we relax the constraints of situation 1
that if the alignment link a;+ is consistent with any
target-to-source links (7, j) that j = j*, it will be
considered consistent. Also, we arbitrarily assign
the source word to empty word constraints higher
priorities than other constraints.

In EM algorithm, to ensure the final model be
marginalized on the fixed alignment links, and
the final Viterbi alignment is consistent with the
fixed alignment links, we need to guarantee that
no statistics from inconsistent alignments be col-
lected into the sufficient statistics. On fertility-
based models, we have to make sure:

1. The hill-climbing algorithm outputs align-
ment links consistent with the fixed align-
ment links.

2. The count collection algorithm rules out all
the inconsistent statistics.

With the constrained hill-climbing algorithm
and count collection algorithm which will be de-
scribed below, the above two criteria are satisfied.

2.2 Constrained hill-climbing algorithm

Algorithm 1 shows the algorithm outline of con-
strained hill-climbing. First, similar to the original
hill-climbing algorithm described above, HMM
(or Model 2) is used to obtain a seed alignment.
To ensure the resulting center alignment be con-
sistent with manual alignment, we need to split the

Algorithm 1 Constrained Hill-Climbing

1: Calculate the seed alignment ag using HMM model
2: while ic(ag) > 0do

3 if {a:ic(a) < ic(ap)} =0 then

4: break

5:  endif

6: ap ‘= argmMaXgenb(ag),ic(a)<ic(ag) P?“(f|€, CL)
7: end while

8: My == —1if (4,5) € af or (4,0) € af

9: loop

10 Sj;r:=—1if (j,a;) & of or (', a;) & af

11 M5, = argmax Mi; ; S;,j; = argmax S
12:if My 5, <1landS; ;; <1 then

13: Break

14:  endif

15:if M; ;5 > Sj, 5 then

16: Update M;, «, M, «, Myiy, Myj,

and Si, «, Sy, Sy, Sxjys set ao := Miyj, (ao)

17:  else

18: Update M, «, M., My, M,y

and Sji*’ Sj1*7 S*ji s S*jv set ag := Sjlj{ (ao)

19:  endif
20: end loop

21: Return ag

hill-climbing algorithm into two stages, i.e. opti-
mize towards the constraints and towards the opti-
mal alignment under the constraints.

From a seed alignment, we first try to move the
alignment towards the constraints by choosing a
move or swap operator that:

1. has highest likelihood among alignments
generated by other operators, excluding the
original alignment,

2. eliminates at least one inconsistent link.

The first step reflects in line 2 through 7 in the
algorithm, where we use ic(-) to denote the total
number of inconsistent links in the alignment, and
nb(-) to denote the neighbor alignments.

We iteratively update the alignment until no ad-
ditional inconsistent link can be removed. The al-
gorithm implies that we force the seed alignment
to become closer to the constraints while trying
to find the best consistent alignment. Figure 2
demonstrates the idea, given the manual alignment
link shown in (a), and the seed alignment shown as
solid links in (b), we move the inconsistent link to
the dashed link by a move operation.

After we find the consistent alignment, we pro-
ceed to optimize towards the optimal alignment
within the constraints. The algorithm sets the cells
to negative if the corresponding operations are not
allowed. The Moving matrix only need to be up-
dated once, as in line 8 of the algorithm. Whereas
the swapping matrix need to be updated every it-



eration, Since once the alignment is updated, the
possible violations will also change. This is done
in line 10.

If source words 7 are aligned to the empty
word, we set M;, ; = —1,Vj, as shown in line 8.
The swapping matrix does not need to be modified
in this case because the swapping operator will not
introduce new links. Again, Figure 2 demonstrates
the optimization step in (c), two move operators
or one swap operator can move the link marked
with cross to the dashed line, which can be a bet-
ter alignment.

Because the cells that can lead to violations are
set to negative, the operators will never be picked
in line 11, therefore we effectively ensure the con-
sistency of the final center alignment.

The algorithm will end when no better update
can be made (line 12 through 14), otherwise, we
pick the new update with highest likelihood as new
center alignment and update the cells in the Mov-
ing and Swapping matrices that will be affected
by the update. Line 15 through line 19 perform
the operation.

2.3 Count Collection

After finding the center alignment, we collect
counts from the neighbor alignments so that the
M-step can normalize the counts to produce the
model parameters for the next step. All statis-
tics from inconsistent alignments are ruled out to
ensure the final sufficient statistics marginalized
on the fixed alignment links. Similar to the con-
strained hill climbing algorithm, we can manipu-
late the Moving/Swapping matrices to effectively
exclude inconsistent alignments. We just need to
bypass all the cells whose values are negative, i.e.
represent inconsistent alignments.

By combining the constrained EM algorithm
and the count collection, the Viterbi alignment is
guaranteed to be consistent with the fixed align-
ment links, and the sufficient statistics is guar-
anteed to contain no statistics from inconsistent
alignments.

2.4 Training scheme

We extend the multi-thread GIZA++ (Gao and
Vogel, 2008) to load the alignments from a mod-
ified corpus file. The links are appended to the
end of each sentence in the corpus file in the form
of indices pairs, which will be read by the aligner
during training. In practice, we first training un-
constrained models up to Model 4, and then switch

to constrained Model 4 and continue training for
several iterations, the actual number of training
order is: 5 iterations of Model 1, 5 iterations of
HMM, 3 iterations of Model 3, 3 iterations of
unconstrained Model 4 and 3 iterations of con-
strained Model 4. Because here we actually have
more Model 4 iterations, to make the comparison
fair, in all the experiments below we perform 6 it-
erations of Model 4 in the baseline systems.

3 Obtaining alignment links

Given the algorithm described in the Section 2,
we still face the problem of obtaining alignment
links to constrain the system. In this section, we
describe two approaches to obtain the links, the
first is to resort to human labels, while the second
applies high-precision-low-recall heuristic-based
aligner on large unsupervised corpus.

3.1 Using manual alignment links

Using manual alignment links is simple and
straight-forward, however the problem is how to
select links for human to label given that labelling
the whole corpus is impossible. We propose two
link selectors, the first is the random selector in
which every links in the manual alignment has
equal probability of being selected. Obviously,
the random selecting method is far from optimal
because it pays no attention on the quality of ex-
isting links. In order to demonstrate that by select-
ing links carefully we can achieve better alignment
quality with less manual alignment links, we pro-
pose the second selector based on disagreements
of alignments from two directions. We first clas-
sify the source and target words f; and e; into
three categories. Use f; as an example, the cat-
egories are:

e C1: fjaligns to e;,i > Oine — f,! butin
reversed direction e; does not align to f; but
to another word.

e (2: f; alignsto e;,¢ > 0,in f — e, butin
reversed direction (e — f), f; aligns to the
empty word.

e (C3: no word aligns to f;, in f — e, but in
reversed direction f; aligns to e;, 7 > 0.2

The criteria of e; are the same as f; after swap-
ping the definitions of “source” and “target”.

We prioritize the links a7 = (4, 5) by looking at
the classes of the source/target words. The order of

"Recall that f; can align to only one word.

“This class is different from C'1 that whether e; aligns to
concrete words or the empty word.



Order | Criterion | Order | Criterion
1 fjeCl |5 e; € C2
2 f;€C2 | 4 e; € C1
3 fj eC3 |6 e; € C3

Table 1: The priorities of alignment links

priorities is shown in Table 1. All the links not in
the six classes will have the lowest priorities. The
links with higher priorities will be selected first,
but the order of two links in a same priority class
is not defined and they will be selected randomly.

3.2 Using heuristics on unlabelled data

Another possible way of getting alignment links
is to make use of heuristics to generate high-
precision-low-recall links and feed them into the
aligner. The heuristics can be number map-
ping, person name translator or more sophisticated
methods such as alignment confidence measure
(Huang, 2009). In this paper we propose to use
manual dictionaries to generate alignment links.

First we filter out from the dictionary the en-
tries with high frequency in the source side, and
then build an aligner based on it. The aligner out-
put links between words if them match an entry
in the dictionary. The method can be applied on
large unlabelled corpus and generate large num-
ber of links, after that we use the links as manual
alignment links in proposed method.

The readers may notice that GIZA++ supports
utilizing manual dictionary as well, however it is
different from our method. The dictionary is used
in GIZA++ only in the initialization step of Model
1, where only the statistics of the word pairs ap-
peared in the dictionary will be collected and nor-
malized. Given the fact that Model 1 converges to
global optimal, the effect will fade out after sev-
eral iterations. In contrast, our method impose
a hard constraint on the alignments. Also, our
method can be used side-by-side with the method
in GIZA++.

4 Experiments
4.1 Experiments on manual link selectors

We designed a set of controlled experiments to
show that the algorithm acts as desired. Particu-
larly, with a number of manual alignment links fed
into the aligner, we should be able to correct more
misaligned alignment links than the manual align-
ment links through better alignment models. Also,
carefully selected alignment links should outper-

form randomly selected alignment links.

We used Chinese-English and Arabic-English
manually aligned corpus in the experiments. Ta-
ble 2 shows the statistics of the corpora:

Number of Num. of Words Alignment

Sentences Source Target Links
Ch-En 21,863 424,683 524,882 | 687,247
Ar-En 29,876 630,101 821,938 830,349

Table 2: Corpus statistics of the corpora

First the corpora is trained as unlabelled data
to serve as baselines, and then we feed a portion
of alignment links into the proposed aligner. We
experimented with different methods of choosing
alignment links and adjust the number of links vis-
ible to the aligner. Because of the limitations of
the IBM Models, such as no N-to-1 alignments,
the manual alignment is not reachable from ei-
ther direction. We then define the best align-
ment that the IBM Models can express “oracle
alignment”, which can be obtained by dropping
all N-to-1 links from manual alignment. Also, to
show the upper-bound performance, we feed all
the manual alignment links to our aligner, and call
the alignment “force alignment”. Table 3 shows
the alignment qualities of oracle alignments and
force alignments of both systems. For force align-
ments, we show the scores with and without im-
plicit empty links derived from the manual align-
ment.> The oracle alignments are the performance
upper-bounds of all aligners under IBM Model’s
1-to-N assumption. The result from Table 3 shows
that, if we include the derived empty links, the
force alignments are close to the oracle results.
Then the question is how fast we can approach the
upper-bound.

To answer the question, we gradually increase
the number of links being fed into the aligner. In
these experiments the seeds for random number
generator are fixed so that the links selected in
later experiments are always superset of that of
earlier experiments. The comparison of the align-
ment quality is shown in Figure 3 and 4. To show
the actual improvement brought in by the algo-
rithm instead of the manual alignment links them-
selves, we compare the alignment results of the
proposed method with directly fixing the align-
ments from original GIZA++ training. By fix-
ing alignments we mean that first the conventional

3We can derive empty links if one word has no alignment
link from the full alignment we have access to.
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Figure 3: Alignment qualities of Chinese-English word alignment, NN: Random selector without empty
links, WN: Random seletor with empty links, DF: Disagreement selector, FR: Directly fixing the align-
ments with random selector, FD: Directly fixing the alignments with disagreement selector. Each row
shows the precision, recall and AER when applying different number of manual alignment links. The
three rows are for Chinese-English, English-Chinese and heuristically symmetrized alignments (grow-

diag-final-and) accordingly.

GIZA++ training is performed and then we add the
manual alignment links to the resulting alignment.
In case that the 1-to-N restriction of the IBM Mod-
els is violated, we keep the manual alignment links
and remove the links from GIZA++.

We show the results as FR (dashed curves with
diamond markers) and FD (dashed curves with
square markers) in the plots, corresponding to
alignments selected from the random link selector
and the disagreement-based link selector. These
two curves serve as baseline, and the gaps between
the FR curves and the WN curves (dotted curves
with cross markers) and the gaps between the FD
curves and the DF curves (solid curves) show the
amount of improvement we achieved using the
method in addition to the manual alignment links.
Therefore, they represent the effectiveness of the
proposed alignment approach. Also the gaps be-

tween DF and WN curves indicate the differences
in the performance of two link selectors.

The plots illustrate that when the number of
links is small, the WN and DF curves are al-
ways higher than the FR/FD curves. It proves
that our system does not just fix the links pro-
vided by manual alignments, instead the informa-
tion propagates to other links. The largest gap
between FD and DF is 8% absolute in com-
bined alignment of Chinese-English system with
200,000 manual alignment links. Also, we can
see that the disagreement-based link selector (DF)
always outperform the random selector (WN). It
suggest that, if we want to harvest manual align-
ment links, it is possible to apply active learning
method to minimize the user labelling effort while
maximizing the improvement on word alignment
qualities. Especially, notice that in the lower parts
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links, WN: Random selector with empty links, DF: Disagreement selector, FR: Directly fixing the align-
ments with random selector, FD: Directly fixing the alignments with disagreement selector. Each row
shows the precision, recall and AER when applying different number of manual alignment links. The
three rows are for Arabic-English, English-Arabic and heuristically symmetrized alignments (grow-diag-

final-and) accordingly.

of the curves, with a small number of manual
alignment links, we can already improve the align-
ment quality by a large gap. This observation can
benefit low-resource word alignment tasks.

4.2 Experiment on using heuristics

The previous experiment shows the potential of
using the method on manual aligned corpus, here
we demonstrate another possible usage of the pro-
posed method that uses heuristics to generate high-
precision-low-recall links. We use LDC Chinese-
English dictionary as an example. The entries with
single Chinese character and more than six En-
glish words are filtered out. The heuristic-based
aligner yields alignment that has 79.48% preci-
sion and 17.36% recall rate on the test set we used
in 4.1. By applying the links as manual links,
we run proposed method on the same Chinese-
English test data presented in 4.1, and the results

of alignment qualities are shown in 5. As we can
see, the AER reduced by 1.64 from 37.23 to 35.61
on symmetrized alignment.

We also experimented with translation tasks
with moderate-size corpus. We used the corpus
LDC2006G05 with 25 million words. The train-
ing scheme is the same as previous experiments,
where the filtered LDC dictionary is used. After
word alignment, standard Moses phrase extraction
tool (Och and Ney, 2004) is used to build the trans-
lation models and finally Moses (Koehn et. al.,
2007) is used to tune and decode.

We tune the system on the NIST MTO06 test
set (1664 sentences), and test on the MTOS8 (1357
sentences) and the DEV07° (1211 sentences) test
sets, which are further divided into two sources
(newswire and web data). A trigram language

31t is a test set used by GALE Rosseta Team



MTO02 | MTO3 | MT04 | MTO05 | MTO8-NW | MTO08-WB | DevO7NW | DevO7WB
Baseline | 28.87 | 27.82 | 30.08 | 26.77 25.09 17.72 24.88 21.76
Dict-Link | 29.59 | 27.67 | 31.01 | 27.13 25.14 17.96 25.51 21.88

Table 4: Comparison of the performance of baseline and the alignment generated by new aligner with

dictionary links in BLEU scores

Precision Recall AER

ORL 100.00  62.61 23.00
Ch-En | F/NE 89.25 6247 26.50
F/WE 99.59 6247 23.22

ORL 100.00  80.98 10.51
En-Ch | F/NE 9349  80.79 13.32
F/WE 99.82  80.79 10.70

Comb F/NE 90.79  87.49 10.89
F/WE 99.78 87.23 6.92

ORL 100.00  72.07 16.23

Ar-En | F/NE 82.46  72.00 23.13
F/WE 9425  72.00 18.36

ORL 100.00  90.14 5.18

En-Ar | F/NE 79.81 90.06 15.37
F/WE 93.27  90.10 8.34

Comb F/NE 7891 93.07 14.59
F/WE 94.64  93.21 6.08

Table 3: Alignment quality of oracle alignment
and force alignment, the rows with “ORL” in the
second column are oracle alignments, “F/NE” and
“F/WE” represent force alignments with empty
links and without empty links correspondingly.
For “F/NE” and “F/WE” we also listed the
scores of heuristically symmetrized alignment®.
(“Comb”)

model trained from GigaWord V1 and V2 cor-
pora is used. Table 4 shows the comparison of
the performances on BLEU metric (Papineni et
al., 2002). As we can observe from the results,
the proposed method outperforms the baseline on
all test sets except MTO03, and has signiﬁcant6
improvement on MTO02 (+0.72), MT04 (+0.93),
and DevO7NW(+0.63). The average improvement
across all test sets is 0.35 BLEU points.

As a summary, the purpose of the this experi-
ment is to demonstrate an important characteris-
tic of the proposed method. Even with imperfect
manual alignment links, we can get better align-
ment by applying our method. This characteristic
opens a possibility to integrate other more sophis-
ticated aligners.

5 Conclusion

In this study, our major contribution is a novel
generative model extended from IBM Model 4 to

®We used the confidence measurement described in
(Zhang and Vogel, 2004)

Chinese-English
Precision | Recall | AER
Baseline 68.22 46.88 | 44.43
Dict-Link 69.93 48.28 | 42.88
English-Chinese
Precision | Recall | AER
Baseline 65.35 55.05 | 40.24
Dict-Link 66.70 56.45 | 38.85
grow-diag-final-and
Precision | Recall | AER
Baseline 69.15 5747 | 37.23
Dict-Link 70.11 59.54 | 35.61

Table 5: Comparison on alignment error rate by
using alignment links generated by dictionaries

utilize partial manual alignments. The proposed
method enables us to efficiently enforce subtle
alignment constraints into the EM training. We
performed experiments on manually aligned cor-
pora to prove the validity. We also demonstrated
using the method with simple heuristics to boost
the translation quality on moderate size unlabelled
corpus. The results show that our method is ef-
fective in promoting the word alignment quali-
ties with small amounts of partial alignments and
with high-precision-low-recall heuristics. Also the
method of using dictionary to generate manual
alignment links showed an average improvement
of 0.35 BLEU points across 8 test sets.

The algorithm has small impact on the speed of
GIZA++, and can easily be added to current multi-
thread implementation of GIZA++. Therefore it is
suitable for large scale training.

Future work includes applying the proposed ap-
proach on low resource language pairs and in-
tegrating the algorithm with other rule-based or
discriminative aligners that can generate high-
precision-low-recall partial alignments.
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Abstract

This paper presents a fast consensus hy-
pothesis regeneration approach for ma-
chine translation. It combines the advan-
tages of feature-based fast consensus de-
coding and hypothesis regeneration. Our
approach is more efficient than previous
work on hypothesis regeneration, and it
explores a wider search space than con-
sensus decoding, resulting in improved
performance. Experimental results show
consistent improvements across language
pairs, and an improvement of up to 0.72
BLEU is obtained over a competitive
single-pass baseline on the Chinese-to-
English NIST task.

1 Introduction

State-of-the-art statistical machine translation
(SMT) systems are often described as a two-pass
process. In the first pass, decoding algorithms are
applied to generate either a translation N-best list
or a translation forest. Then in the second pass,
various re-ranking algorithms are adopted to
compute the final translation. The re-ranking al-
gorithms include rescoring (Och et al., 2004) and
Minimum Bayes-Risk (MBR) decoding (Kumar
and Byrne, 2004; Zhang and Gildea, 2008;
Tromble et al., 2008). Rescoring uses more so-
phisticated additional feature functions to score
the hypotheses. MBR decoding directly incorpo-
rates the evaluation metrics (i.e., loss function),
into the decision criterion, so it is effective in
tuning the MT performance for a specific loss
function. In particular, sentence-level BLEU loss
function gives gains on BLEU (Kumar and
Byrne, 2004).

The naive MBR algorithm computes the loss
function between every pair of k hypotheses,
needing O(k’) comparisons. Therefore, only
small number k is applicable. Very recently, De-
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Nero et al. (2009) proposed a fast consensus de-
coding (FCD) algorithm in which the similarity
scores are computed based on the feature expec-
tations over the translation N-best list or transla-
tion forest. It is equivalent to MBR decoding
when using a linear similarity function, such as
unigram precision.

Re-ranking approaches improve performance
on an N-best list whose contents are fixed. A
complementary strategy is to augment the con-
tents of an N-best list in order to broaden the
search space. Chen et al (2008) have proposed a
three-pass SMT process, in which a hypothesis
regeneration pass is added between the decoding
and rescoring passes. New hypotheses are gener-
ated based on the original N-best hypotheses
through n-gram expansion, confusion-network
decoding or re-decoding. All three hypothesis
regeneration methods obtained decent and com-
parable improvements in conjunction with the
same rescoring model. However, since the final
translation candidates in this approach are pro-
duced from different methods, local feature func-
tions (such as translation models and reordering
models) of each hypothesis are not directly com-
parable and rescoring must exploit rich global
feature functions to compensate for the loss of
local feature functions. Thus this approach is de-
pendent on the use of computationally expensive
features for rescoring, which makes it inefficient.

In this paper, we propose a fast consensus hy-
pothesis regeneration method that combines the
advantages of feature-based fast consensus de-
coding and hypothesis regeneration. That is, we
integrate the feature-based similarity/loss func-
tion based on evaluation metrics such as BLEU
score into the hypothesis regeneration procedure
to score the partial hypotheses in the beam search
and compute the final translations. Thus, our ap-
proach is more efficient than the original three-
pass hypothesis regeneration. Moreover, our ap-
proach explores more search space than consen-

Proceedings of the Joint 5th Workshop on Statistical Machine Translation and MetricsMATR, pages 11-16,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



sus decoding, giving it an advantage over the
latter.

In particular, we extend linear corpus BLEU
(Tromble et al., 2008) to n-gram expectation-
based linear BLEU, then further extend the n-
gram expectation computed on full-length hypo-
theses to n-gram expectation computed on fixed-
length partial hypotheses. Finally, we extend the
hypothesis regeneration with forward n-gram
expansion to bidirectional n-gram expansion in-
cluding both the forward and backward n-gram
expansion. Experimental results show consistent
improvements over the baseline across language
pairs, and up to 0.72 BLEU points are obtained
from a competitive baseline on the Chinese-to-
English NIST task.

2 Fast Consensus Hypothesis Regenera-
tion

Since the three hypothesis regeneration methods
with n-gram expansion, confusion network de-
coding and re-decoding produce very similar per-
formance (Chen et al., 2008), we consider only
n-gram expansion method in this paper. N-gram
expansion can (almost) fully exploit the search
space of target strings which can be generated by
an n-gram language model trained on the N-best
hypotheses (Chen et al., 2007).

2.1 Hypothesis regeneration with bidirec-

tional n-gram expansion

N-gram expansion (Chen et al., 2007) works as
follows: firstly, train an n-gram language model
based on the translation N-best list or translation
forest; secondly, expand each partial hypothesis
by appending a word via overlapped (n-1)-grams
until the partial hypothesis reaches the sentence
ending symbol. In each expanding step, the par-
tial hypotheses are pruned through a beam-search
algorithm with scoring functions.

Duchateau et al. (2001) shows that the back-
ward language model contains information com-
plementary to the information in the forward
language model. Hence, on top of the forward n-
gram expansion used in (Chen et al., 2008), we
further introduce backward n-gram expansion to
the hypothesis regeneration procedure. Backward
n-gram expansion involves letting the partial hy-
potheses start from the last words that appeared
in the translation N-best list and having the ex-
pansion go from right to left.

Figure 1 gives an example of backward n-
gram expansion. The second row shows bi-grams
which are extracted from the original hypotheses

in the first row. The third row shows how a par-
tial hypothesis is expanded via backward n-gram
expansion method. The fourth row lists some
new hypotheses generated by backward n-gram
expansion which do not exist in the original hy-
pothesis list.

about weeks' work .
one week's work
about one week's
about a week work
about one week work

original
hypotheses

about weeks', weeks' work, ...,
about one, ..., week work.

bi-grams

backward work
n-gram

expansion

partial hyp. week's

n-gram|one|week's

new partial hyp.|one|\week's\work

about one week's work
about week's work

one weeks' work .

one week's work .

one week's work .

new
hypotheses
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Figure 1: Example of original hypotheses; bi-grams
collected from them; backward expanding a partial
hypothesis via an overlapped n-1-gram; and new hy-
potheses generated through backward n-gram expan-
sion.

2.2 Feature-based scoring functions

To speed up the search, the partial hypotheses
are pruned via beam-search in each expanding
step. Therefore, the scoring functions applied
with the beam-search algorithm are very impor-
tant. In (Chen et al., 2008), more than 10 addi-
tional global features are computed to rank the
partial hypothesis list, and this is not an efficient
way. In this paper, we propose to directly incor-
porate the evaluation metrics such as BLEU
score to rank the candidates. The scoring func-
tions of this work are derived from the method of
lattice Minimum Bayes-risk (MBR) decoding
(Tromble et al., 2008) and fast consensus decod-
ing (DeNero et al., 2009), which were originally
inspired from N-best MBR decoding (Kumar and
Byrne, 2004).

From a set of translation candidates £, MBR
decoding chooses the translation that has the
least expected loss with respect to other candi-
dates. Given a hypothesis set E, under the proba-
bility model P(el ), MBR computes the trans-

lation ¢ as follows:



¢ =argmin ) L(e,e)- P(el f)

ecE ek

ey

where f is the source sentence, L(e,e’) is the loss
function of two translations e and e’ .

Suppose that we are interested in maximizing
the BLEU score (Papineni et al., 2002) to optim-
ize the translation performance. The loss func-
tion is defined as L(e,e’)=1—BLEU(e,¢’) ,
then the MBR objective can be re-written as

¢ =argmax Y BLEU (e,¢)- P(el f) (2)

eccE ek

E represents the space of the translations. For
N-best MBR decoding, this space is the N-best
list produced by a baseline decoder (Kumar and
Byrne, 2004). For lattice MBR decoding, this
space is the set of candidates encoded in the lat-
tice (Tromble et al., 2008). Here, with hypothesis
regeneration, this space includes: 1) the transla-
tions produced by the baseline decoder either in
an N-best list or encoded in a translation lattice,
and 2) the translations created by hypothesis re-
generation.

However, BLEU score is not linear with the
length of the hypothesis, which makes the scor-
ing process for each expanding step of hypothe-
sis regeneration very slow. To further speed up
the beam search procedure, we use an extension
of a linear function of a Taylor approximation to
the logarithm of corpus BLEU which was devel-
oped by (Tromble et al., 2008). The original
BLEU score of two hypotheses e and e’ are
computed as follows.

BLEU (e,e’) = (e, e')xexp(%ilog(Pn (e,e)) 3

where P (e,€’) is the precision of n-grams in the
hypothesis e given e’ and ¥(e,€’) is a brevity

penalty. Let lel denote the length of e. The corpus
log-BLEU gain is defined as follows:

log(BLEU (e, €’)) = min(0,1— %) + ii log(P,(e,¢")) “)
e n=1

Therefore, the first-order Taylor approxima-
tion to the logarithm of corpus BLEU is shown
in Equation (5).

G(e,e'):&o|e|+ii€n-cn(e,e') &)

n=1

13

where ¢, (e, ¢’) are the counts of the matched n-
grams and § (0<n<4) are constant weights

estimated with held-out data.

Suppose we have computed the expected n-
gram counts from the N-best list or translation
forest. Then we may extend linear corpus BLEU
in (5) to n-gram expectation-based linear corpus
BLEU to score the partial hypotheses /. That is

G(h,e'):HUIhI+ii9n-ZE[cn(e',t)]-Sn(h,t) (©)

n=1 teT,

where § (h,t) are n-gram indicator functions that

equal 1 if n-gram ¢ appears in & and O other-
wise; E[c,(e',1)] (1<n<4) are the real-valued

n-gram expectations. Different from lattice MBR
decoding, n-gram expectations in this work are
computed over the original translation N-best list
or translation forest; 7. (1<n<4) are the sets of

n-grams collected from translation N-best list or
translation forest. Then we make a further exten-
sion: the expectations of the n-gram counts for
each expanding step are computed over the par-
tial translations. The lengths of all partial hypo-
theses are the same in each n-gram expanding
step. For instance, in the 5" n-gram expanding
step, the lengths of all the partial hypotheses are
5 words. Therefore, we use n-gram count expec-
tations computed over partial original transla-
tions that only contain the first 5 words. The rea-
son is that this solution contains more informa-
tion about word orderings, since some n-grams
appear more than others at the beginning of the
translations while they may appear with the same
or even lower frequencies than others in the full
translations.

Once the expanding process of hypothesis re-
generation is finished, we use a more precise
BLEU metric to score all the translation candi-
dates. We extend BLEU score in (3) to n-gram
expectation-based BLEU. That is:

Score(h)= BLEU (h,e')

i h,t), E ',
CENNE gmn(cn( 0, Elc,(¢',0)])
) st S, (nn)

teT,

=exp min[O,l -

O

where ¢, (h,t) is the count of n-gram ¢ in the

hypothesis 4. The step of choosing the final
translation is the same as fast consensus decod-
ing (DeNero et al., 2009): first we compute n-



gram feature expectations, and then we choose
the translation that is most similar to the others
via expected similarity according to feature-
based BLEU score as shown in (7). The differ-
ence is the space of translations: the space of fast
consensus decoding is the same as MBR decod-
ing, while the space of hypothesis regeneration is
enlarged by the new translations produced via n-
gram expansion.

2.3  Fast consensus hypothesis regeneration

We first generate two new hypothesis lists via
forward and backward n-gram expansion using
the scoring function in Equation (6). Then we
choose a final translation using the scoring func-
tion in Equation (7) from the union of the origi-
nal hypotheses and newly generated hypotheses.
The original hypotheses are from the N-best list
or extracted from the translation forest. The new
hypotheses are generated by forward or back-
ward n-gram expansion or are the union of both
two new hypothesis lists (this is called “bi-
directional n-gram expansion”).

3 Experimental Results

We carried out experiments based on translation
N-best lists generated by a state-of-the-art
phrase-based statistical machine translation sys-
tem, similar to (Koehn et al., 2007). In detail, the
phrase table is derived from merged counts of
symmetrized IBM2 and HMM alignments; the
system has both lexicalized and distance-based
distortion components (there is a 7-word distor-
tion limit) and employs cube pruning (Huang and
Chiang, 2007). The baseline is a log-linear fea-
ture combination that includes language models,
the distortion components, translation model,
phrase and word penalties. Weights on feature
functions are found by lattice MERT (Macherey
et al., 2008).

3.1

We evaluated with different language pairs: Chi-
nese-to-English, and German-to-English. Chi-
nese-to-English tasks are based on training data
for the NIST ' 2009 evaluation Chinese-to-
English track. All the allowed bilingual corpora
have been used for estimating the translation
model. We trained two language models: the first
one is a 5-gram LM which is estimated on the
target side of the parallel data. The second is a 5-

Data

" http://www.nist.gov/speech/tests/mt
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gram LM trained on the so-called English Giga-
word corpus.

Chi | Eng
Parallel | Large N 10.1M
Train Data [WI | 270.0M | 279.1M
Dev ISI | 1,506 | 1,506x4
Test | NISTO6 | ISI | 1,664 | 1,664x4
NISTOS8 | ISI | 1,357 | 1,357x4
Gigaword ISI - 11.7M

Table 1: Statistics of training, dev, and test sets for
Chinese-to-English task.

We carried out experiments for translating
Chinese to English. We first created a develop-
ment set which used mainly data from the NIST
2005 test set, and also some balanced-genre web-
text from the NIST training material. Evaluation
was performed on the NIST 2006 and 2008 test
sets. Table 1 gives figures for training, develop-
ment and test corpora; IS| is the number of the
sentences, and W/ is the size of running words.
Four references are provided for all dev and test
sets.

For German-to-English tasks, we used WMT
2006° data sets. The parallel training data con-
tains about 1 million sentence pairs and includes
21 million target words; both the dev set and test
set contain 2000 sentences; one reference is pro-
vided for each source input sentence. Only the
target-language half of the parallel training data
are used to train the language model in this task.

3.2 Results

Our evaluation metric is IBM BLEU (Papineni et
al., 2002), which performs case-insensitive
matching of n-grams up ton =4.

Our first experiment was carried out over
1000-best lists on Chinese-to-English task. For
comparison, we also conducted experiments with
rescoring (two-pass) and three-pass hypothesis
regeneration with only forward n-gram expan-
sion as proposed in (Chen et al., 2008). In the
“rescoring” and “three-pass” systems, we used
the same rescoring model. There are 21 rescoring
features in total, mainly translation lexicon
scores from IBM and HMM models, posterior
probabilities for words, n-grams, and sentence
length, and language models, etc. For a complete
description, please refer to (Ueffing et al., 2007).
The results in BLEU-4 are reported in Table 2.

? http://www.statmt.org/wmt06/



testset | NIST’06 | NIST’08
baseline 35.70 28.60
rescoring 36.01 28.97
three-pass | 35.98 28.99
FCD 36.00 29.10
Fwd. 36.13 29.19
Bwd. 36.11 29.20
Bid. 36.20 29.28

Table 2: Translation performances in BLEU-4(%)
over 1000-best lists for Chinese-to-English task: “res-
coring” represents the results of rescoring; “three-
pass”, three-pass hypothesis regeneration with for-
ward n-gram expansion; “FCD”, fast consensus de-
coding; “Fwd”, the results of hypothesis regeneration
with forward n-gram expansion; “Bwd”, backward n-
gram expansion; and “Bid”, bi-directional n-gram
expansion.

Firstly, rescoring improved performance over
the baseline by 0.3-0.4 BLEU point. Three-pass
hypothesis regeneration with only forward n-
gram expansion (“three-pass” in Table 2) ob-
tained almost the same improvements as rescor-
ing. Three-pass hypothesis regeneration exploits
more hypotheses than rescoring, while rescoring
involves more scoring feature functions than the
former. They reached a balance in this experi-
ment. Then, fast consensus decoding (“FCD” in
Table 2) obtains 0.3-0.5 BLEU point improve-
ments over the baseline. Both forward and back-
ward n-gram expansion (“Fwd.” and “Bwd.” in
Table 2) improved about 0.1 BLEU point over
the results of consensus decoding. Fast consen-
sus hypothesis regeneration (Fwd. and Bwd. in
Table 2) got better improvements than three-pass
hypothesis regeneration (“three-pass” in Table 2)
by 0.1-0.2 BLEU point. Finally, combining hy-
pothesis lists from forward and backward n-gram
expansion (“Bid.” in Table 2), further slight
gains were obtained.

testset | Average time
three-pass 3h 54m
Fwd. 25m
Bwd. 28m
Bid. 40m

Table 3: Average processing time of NIST’06 and
NIST’08 test sets used in different systems. Times
include n-best list regeneration and re-ranking.

Moreover, fast consensus hypothesis regenera-
tion is much faster than the three-pass one, be-
cause the former only needs to compute one fea-
ture, while the latter needs to compute more than
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20 additional features. In this experiment, the
former is about 10 times faster than the latter in
terms of processing time, as shown in Table 3.

In our second experiment, we set the size of
N-best list N equal to 10,000 for both Chinese-to-
English and German-to-English tasks. The re-
sults are reported in Table 4. The same trend as
in the first experiment can also be observed in
this experiment. It is worth noticing that enlarg-
ing the size of the N-best list from 1000 to
10,000 did not change the performance signifi-
cantly. Bi-directional n-gram expansion obtained
improvements of 0.24 BLEU-score for WMT
2006 de-en test set; 0.55 for NIST 2006 test set;
and 0.72 for NIST 2008 test set over the base-
line.

Lang. ch-en de-en
testset | NIST’06 | NIST08 | Test2006
baseline | 35.70 28.60 26.92
FCD 36.03 29.08 27.03
Fwd. 36.16 29.25 27.11
Bwd. 36.17 29.22 27.12
Bid. 36.25 29.32 27.16

Table 4: Translation performances in BLEU-4 (%)
over 10K-best lists.

We then tested the effect of the extension ac-
cording to which the expectations over n-gram
counts are computed on partial hypotheses rather
than whole candidate translations as described in
Section 2.2. As shown in Table 5, we got tiny
improvements on both test sets by computing the
expectations over n-gram counts on partial hypo-
theses.

testset | NIST 06 | NIST 08
full 36.11 29.14
partial | 36.13 29.19

Table 5: Translation performances in BLEU-4 (%)
over 1000-best lists for Chinese-to-English task:
“full” represents expectations over n-gram counts that
are computed on whole hypotheses; ‘“partial”
represents expectations over n-gram counts that are
computed on partial hypotheses.

3.3 Discussion

To speed up the search, the partial hypotheses in
each expanding step are pruned. When pruning is
applied, forward and backward n-gram expan-
sion would generate different new hypothesis
lists. Let us look back at the example in Figure 1.



Given 5 original hypotheses in Figure 1, if we set
the beam size equal to 5 (the size of the original
hypotheses), the forward and backward n-gram
expansion generated different new hypothesis
lists, as shown in Figure 2.

backward
one week's work .
about one week's work

forward
one week's work .
about week's work

Figure 2: Different new hypothesis lists generated by
forward and backward n-gram expansion.

For bi-directional n-gram expansion, the cho-
sen translation for a source sentence comes from
the decoder 94% of the time for WMT 2006 test
set, 90% for NIST test sets; it comes from for-
ward n-gram expansion 2% of the time for WMT
2006 test set, 4% for NIST test sets; it comes
from backward n-gram expansion 4% of the time
for WMT 2006 test set, 6% for NIST test sets.
This proves bidirectional n-gram expansion is a
good way of enlarging the search space.

4 Conclusions and Future Work

We have proposed a fast consensus hypothesis
regeneration approach for machine translation. It
combines the advantages of feature-based con-
sensus decoding and hypothesis regeneration.
This approach is more efficient than previous
work on hypothesis regeneration, and it explores
a wider search space than consensus decoding,
resulting in improved performance. Experiments
showed consistent improvements across lan-
guage pairs.

Instead of N-best lists, translation lattices or
forests have been shown to be effective for MBR
decoding (Zhang and Gildea, 2008; Tromble et
al., 2008), and DeNero et al. (2009) showed how
to compute expectations of n-grams from a trans-
lation forest. Therefore, our future work may
involve hypothesis regeneration using an n-gram
language model trained on the translation forest.
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Abstract

This paper presents the results of the
WMTI0 and MetricsMATR10 shared
tasks,! which included a translation task,
a system combination task, and an eval-
uation task. We conducted a large-scale
manual evaluation of 104 machine trans-
lation systems and 41 system combina-
tion entries. We used the ranking of these
systems to measure how strongly auto-
matic metrics correlate with human judg-
ments of translation quality for 26 metrics.
This year we also investigated increasing
the number of human judgments by hiring
non-expert annotators through Amazon’s
Mechanical Turk.

1 Introduction

This paper presents the results of the shared
tasks of the joint Workshop on statistical Ma-
chine Translation (WMT) and Metrics for MA-
chine TRanslation (MetricsMATR), which was
held at ACL 2010. This builds on four previ-
ous WMT workshops (Koehn and Monz, 2006;
Callison-Burch et al., 2007; Callison-Burch et al.,
2008; Callison-Burch et al., 2009), and one pre-
vious MetricsMATR meeting (Przybocki et al.,
2008). There were three shared tasks this year:
a translation task between English and four other
European languages, a task to combine the out-
put of multiple machine translation systems, and
a task to predict human judgments of translation
quality using automatic evaluation metrics. The

!The MetricsMATR analysis was not complete in time for
the publication deadline. An updated version of paper will be
made available on http://statmt.org/wmt10/ prior
to July 15, 2010.
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performance on each of these shared task was de-

termined after a comprehensive human evaluation.
There were a number of differences between

this year’s workshop and last year’s workshop:

e Non-expert judgments — In addition to hav-
ing shared task participants judge translation
quality, we also collected judgments from
non-expert annotators hired through Ama-
zon’s Mechanical Turk. By collecting a large
number of judgments we hope to reduce the
burden on shared task participants, and to in-
crease the statistical significance of our find-
ings. We discuss the feasibility of using non-
experts evaluators, by analyzing the cost, vol-
ume and quality of non-expert annotations.

o Clearer results for system combination —
This year we excluded Google translations
from the systems used in system combina-
tion. In last year’s evaluation, the large mar-
gin between Google and many of the other
systems meant that it was hard to improve on
when combining systems. This year, the sys-
tem combinations perform better than their
component systems more often than last year.

e Fewer rule-based systems — This year there
were fewer rule-based systems submitted. In
past years, University of Saarland compiled a
large set of outputs from rule-based machine
translation (RBMT) systems. The RBMT
systems were not submitted this year. This
is unfortunate, because they tended to outper-
form the statistical systems for German, and
they were often difficult to rank properly us-
ing automatic evaluation metrics.

The primary objectives of this workshop are to
evaluate the state of the art in machine transla-

Proceedings of the Joint 5th Workshop on Statistical Machine Translation and MetricsMATR, pages 17-53,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



tion, to disseminate common test sets and pub-
lic training data with published performance num-
bers, and to refine evaluation methodologies for
machine translation. As with past years, all of the
data, translations, and human judgments produced
for our workshop are publicly available.> We hope
they form a valuable resource for research into sta-
tistical machine translation, system combination,
and automatic evaluation of translation quality.

2 Overview of the shared translation and
system combination tasks

The workshop examined translation between En-
glish and four other languages: German, Span-
ish, French, and Czech. We created a test set for
each language pair by translating newspaper arti-
cles. We additionally provided training data and
two baseline systems.

2.1 Test data

The test data for this year’s task was created
by hiring people to translate news articles that
were drawn from a variety of sources from mid-
December 2009. A total of 119 articles were se-
lected, in roughly equal amounts from a variety
of Czech, English, French, German and Spanish
news sites:>

Czech: iDNES.cz (5),
ky (16)

French: Les Echos (25)

Spanish: El Mundo (20), ABC.es (4), Cinco
Dias (11)

English: BBC (5), Economist (2), Washington
Post (12), Times of London (3)
German: Frankfurter Rundschau (11),

gel (4)

iHNed.cz (1), Lidov-

Spie-

The translations were created by the profes-
sional translation agency CEET*. All of the trans-
lations were done directly, and not via an interme-
diate language.

2.2 Training data

As in past years we provided parallel corpora to
train translation models, monolingual corpora to

Mttp://statmt.org/wmt10/results.html

3For more details see the XML test files. The docid
tag gives the source and the date for each document in the
test set, and the origlang tag indicates the original source
language.

*nttp://www.ceet.eu/
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train language models, and development sets to
tune parameters. Some statistics about the train-
ing materials are given in Figure 1.

2.3 Baseline systems

To lower the barrier of entry for newcomers to
the field, we provided two open source toolkits
for phrase-based and parsing-based statistical ma-
chine translation (Koehn et al., 2007; Li et al.,
2009).

2.4 Submitted systems

We received submissions from 33 groups from 29
institutions, as listed in Table 1, a 50% increase
over last year’s shared task.

We also evaluated 2 commercial off the shelf
MT systems, and two online statistical machine
translation systems. We note that these companies
did not submit entries themselves. The entries for
the online systems were done by translating the
test data via their web interfaces. The data used
to train the online systems is unconstrained. It is
possible that part of the reference translations that
were taken from online news sites could have been
included in the online systems’ language models.

2.5 System combination

In total, we received 153 primary system submis-
sions along with 28 secondary submissions. These
were made available to participants in the sys-
tem combination shared task. Based on feedback
that we received on last year’s system combina-
tion task, we provided two additional resources to
participants:

e Development set: We reserved 25 articles
to use as a dev set for system combination.
These were translated by all participating
sites, and distributed to system combination
participants along with reference translations.

n-best translations: We requested n-best
lists from sites whose systems could produce
them. We received 20 n-best lists accompa-
nying the system submissions.

Table 2 lists the 9 participants in the system
combination task.

3 Human evaluation

As with past workshops, we placed greater em-
phasis on the human evaluation than on the auto-
matic evaluation metric scores. It is our contention



Europarl Training Corpus

Spanish < English

French < English

German < English

Sentences 1,650,152 1,683,156 1,540,549
Words 47,694,560 | 46,078,122 | 50,964,362 | 47,145,288 | 40,756,801 | 43,037,967
Distinct words 173,033 95,305 123,639 95,846 316,365 92,464

News Commentary Training Corpus

Spanish <~ English French — English German — English Czech — English
Sentences 98,598 84,624 100,269 94,742
Words 2,724,141 | 2,432,064 | 2,405,082 | 2,101,921 | 2,505,583 | 2,443,183 | 2,050,545 | 2,290,066
Distinct words 69,410 46,918 53,763 43,906 101,529 47,034 125,678 45,306
United Nations Training Corpus
Spanish < English French — English
Sentences 6,222,450 7,230,217
Words 213,877,170 | 190,978,737 | 243,465,100 | 216,052,412
Distinct words 441,517 361,734 402,491 412,815
10° Word Parallel Corpus
French < English
Sentences 22,520,400
Words 811,203,407 | 668,412,817
Distinct words 2,738,882 2,861,836
CzEng Training Corpus
Czech — English
Sentences 7,227,409
Words 72,993,427 | 84,856,749
Distinct words 1,088,642 522,770
Europarl Language Model Data
English Spanish French German
Sentence 1,843,035 1,822,021 1,855,589 1,772,039
Words 50,132,615 | 51,223,902 | 54,273,514 | 43,781,217
Distinct words 99,206 178,934 127,689 328,628
News Language Model Data
English Spanish French German Czech
Sentence 48,653,884 3,857,414 15,670,745 17,474,133 13,042,040
Words 1,148,480,525 | 106,716,219 | 382,563,246 | 321,165,206 | 205,614,201
Distinct words 1,451,719 548,169 998,595 1,855,993 1,715,376
News Test Set
English | Spanish | French | German | Czech
Sentences 2489
Words 62,988 65,654 | 68,107 62,390 | 53,171
Distinct words | 9,457 11,409 10,775 12,718 15,825

Figure 1: Statistics for the training and test sets used in the translation task. The number of words and
the number of distinct words is based on the provided tokenizer.
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ID

Participant

AALTO Aalto University, Finland (Virpioja et al., 2010)
CAMBRIDGE Cambridge University (Pino et al., 2010)
CMU Carnegie Mellon University’s Cunei system (Phillips, 2010)
CMU-STATXFER | Carnegie Mellon University’s statistical transfer system (Hanneman et al., 2010)
COLUMBIA Columbia University
CU-BOJAR Charles University Bojar (Bojar and Kos, 2010)
CU-TECTO Charles University Tectogramatical MT (Zabokrtsky et al., 2010)
CU-ZEMAN Charles University Zeman (Zeman, 2010)
DCU Dublin City University (Penkale et al., 2010)
DFKI Deutsches Forschungszentrum fiir Kiinstliche Intelligenz (Federmann et al., 2010)
EU European Parliament, Luxembourg (Jellinghaus et al., 2010)
EUROTRANS commercial MT provider from the Czech Republic
FBK Fondazione Bruno Kessler (Hardmeier et al., 2010)
GENEVA University of Geneva
HUICONG Shanghai Jiao Tong University (Cong et al., 2010)
JHU Johns Hopkins University (Schwartz, 2010)
KIT Karlsruhe Institute for Technology (Niehues et al., 2010)
KOC Koc University, Turkey (Bicici and Kozat, 2010; Bicici and Yuret, 2010)
LIG LIG Lab, University Joseph Fourier, Grenoble (Potet et al., 2010)
LIMSI LIMSI (Allauzen et al., 2010)
LIU Linkdping University (Stymne et al., 2010)
LIUM University of Le Mans (Lambert et al., 2010)
NRC National Research Council Canada (Larkin et al., 2010)
ONLINEA an online machine translation system
ONLINEB an online machine translation system
PC-TRANS commercial MT provider from the Czech Republic
POTSDAM Potsdam University
RALI RALI - Université de Montréal (Huet et al., 2010)
RWTH RWTH Aachen (Heger et al., 2010)
SFU Simon Fraser University (Sankaran et al., 2010)
UCH-UPV Universidad CEU-Cardenal Herrera y UPV (Zamora-Martinez and Sanchis-Trilles, 2010)
UEDIN University of Edinburgh (Koehn et al., 2010)
UMD University of Maryland (Eidelman et al., 2010)
UPC Universitat Politecnica de Catalunya (Henriquez Q. et al., 2010)
UPPSALA Uppsala University (Tiedemann, 2010)
UPV Universidad Politécnica de Valencia (Sanchis-Trilles et al., 2010)
UU-MS Uppsala University - Saers (Saers et al., 2010)

Table 1: Participants in the shared translation task. Not all groups participated in all language pairs.
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ID

Participant

BBN-COMBO

BBN system combination (Rosti et al., 2010)

CMU-COMBO-HEAFIELD

CMU system combination (Heafield and Lavie, 2010)

CMU-COMBO-HYPOSEL

CMU system combo with hyp. selection (Hildebrand and Vogel, 2010)

DCU-COMBO Dublin City University system combination (Du et al., 2010)
JHU-COMBO Johns Hopkins University system combination (Narsale, 2010)
KOC-COMBO Koc University, Turkey (Bicici and Kozat, 2010; Bicici and Yuret, 2010)

LIUM-COMBO

University of Le Mans system combination (Barrault, 2010)

RWTH-COMBO

RWTH Aachen system combination (Leusch and Ney, 2010)

UPV-COMBO

Universidad Politécnica de Valencia (Gonzalez-Rubio et al., 2010)

Table 2: Participants in the system combination task.

Language Pair

Sentence Ranking Edited Translations Yes/No Judgments

German-English 5,212 830 824
English-German 6,847 755 751
Spanish-English 5,653 845 845
English-Spanish 2,587 920 690
French-English 4,147 925 921
English-French 3,981 1,325 1,223
Czech-English 2,688 490 488
English-Czech 6,769 1,165 1,163
Totals 37,884 7,255 6,905

Table 3: The number of items that were collected for each task during the manual evaluation. An item
is defined to be a rank label in the ranking task, an edited sentence in the editing task, and a yes/no
judgment in the judgment task.
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that automatic measures are an imperfect substi-
tute for human assessment of translation quality.
Therefore, we define the manual evaluation to be
primary, and use the human judgments to validate
automatic metrics.

Manual evaluation is time consuming, and it re-
quires a large effort to conduct it on the scale of
our workshop. We distributed the workload across
a number of people, including shared-task partic-
ipants, interested volunteers, and a small number
of paid annotators. More than 120 people partic-
ipated in the manual evaluation®, with 89 people
putting in more than an hour’s worth of effort, and
29 putting in more than four hours. A collective
total of 337 hours of labor was invested.®

We asked people to evaluate the systems’ output
in two different ways:

e Ranking translated sentences relative to each
other. This was our official determinant of
translation quality.

e Editing the output of systems without dis-
playing the source or a reference translation,
and then later judging whether edited transla-
tions were correct.

The total number of judgments collected for the
different modes of annotation is given in Table 3.
In all cases, the output of the various translation
systems were judged on equal footing; the output
of system combinations was judged alongside that
of the individual system, and the constrained and
unconstrained systems were judged together.

3.1 Ranking translations of sentences

Ranking translations relative to each other is a rea-
sonably intuitive task. We therefore kept the in-
structions simple:

Rank translations from Best to Worst rel-
ative to the other choices (ties are al-
lowed).

>We excluded data from three errant annotators, identified
as follows. We considered annotators completing at least 3
screens, whose P(A) with others (see 3.2) is less than 0.33.
Out of seven such annotators, four were affiliated with shared
task teams. The other three had no apparent affiliation, and
so we discarded their data, less than 5% of the total data.

SWhenever an annotator appears to have spent more than
ten minutes on a single screen, we assume they left their sta-
tion and left the window open, rather than actually needing
more than ten minutes. In those cases, we assume the time
spent to be ten minutes.
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Each screen for this task involved judging trans-
lations of three consecutive source segments. For
each source segment, the annotator was shown the
outputs of five submissions. For each of the lan-
guage pairs, there were more than 5 submissions.
We did not attempt to get a complete ordering over
the systems, and instead relied on random selec-
tion and a reasonably large sample size to make
the comparisons fair.

Relative ranking is our official evaluation met-
ric. Individual systems and system combinations
are ranked based on how frequently they were
judged to be better than or equal to any other sys-
tem. The results of this are reported in Section 4.
Appendix A provides detailed tables that contain
pairwise comparisons between systems.

3.2 Inter- and Intra-annotator agreement in
the ranking task

We were interested in determining the inter- and
intra-annotator agreement for the ranking task,
since a reasonable degree of agreement must ex-
ist to support our process as a valid evaluation
setup. To ensure we had enough data to measure
agreement, we purposely designed the sampling of
source segments shown to annotators so that items
were likely to be repeated, both within an annota-
tor’s assigned tasks and across annotators. We did
so by assigning an annotator a batch of 20 screens
(each with three ranking sets; see 3.1) that were to
be completed in full before generating new screens
for that annotator.

Within each batch, the source segments for nine
of the 20 screens (45%) were chosen from a small
pool of 60 source segments, instead of being sam-
pled from the larger pool of 1,000 source segments
designated for the ranking task.” The larger pool
was used to choose source segments for nine other
screens (also 45%). As for the remaining two
screens (10%), they were chosen randomly from
the set of eighteen screens already chosen. Fur-
thermore, in the two “local repeat” screens, the
system choices were also preserved.

Heavily sampling from a small pool of source
segments ensured we had enough data to measure
inter-annotator agreement, while purposely mak-
ing 10% of each annotator’s screens repeats of pre-
viously seen sets in the same batch ensured we

"Each language pair had its own 60-sentence pool, dis-
joint from other language pairs’ pools, but ach of the 60-
sentence pools was a subset of the 1,000-sentence pool.



INTER-ANNOTATOR AGREEMENT

P(A) K
With references 0.658 0.487
Without references 0.626  0.439
WMT *09 0.549 0.323

INTRA-ANNOTATOR AGREEMENT

P(A) K
With references 0.755 0.633
Without references 0.734 0.601
WMT *09 0.707 0.561

Table 4: Inter- and intra-annotator agreement for
the sentence ranking task. In this task, P(F) is
0.333.

had enough data to measure intra-annotator agree-
ment.

We measured pairwise agreement among anno-
tators using the kappa coefficient (K), which is de-
fined as
P(A) - P(E)

K=—"pm

where P(A) is the proportion of times that the an-
notators agree, and P(FE) is the proportion of time
that they would agree by chance.

For inter-annotator agreement for the ranking
tasks we calculated P(A) by examining all pairs
of systems which had been judged by two or more
judges, and calculated the proportion of time that
they agreed that A > B, A = B, or A < B. Intra-
annotator agreement was computed similarly, but
we gathered items that were annotated on multiple
occasions by a single annotator.

Table 4 gives K values for inter-annotator and
intra-annotator agreement. These give an indi-
cation of how often different judges agree, and
how often single judges are consistent for repeated
judgments, respectively. The exact interpretation
of the kappa coefficient is difficult, but according
to Landis and Koch (1977), 0 — .2 is slight, .2 — .4
is fair, .4 — .6 is moderate, .6 — .8 is substantial
and the rest is almost perfect.

Based on these interpretations the agreement
for sentence-level ranking is moderate for inter-
annotator agreement and substantial for intra-
annotator agreement. These levels of agreement
are higher than in previous years, partially due to
the fact that that year we randomly included the
references along the system outputs. In general,
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judges tend to rank the reference as the best trans-
lation, so people have stronger levels of agreement
when it is included. That said, even when compar-
isons involving reference are excluded, we still see
an improvement in agreement levels over last year.

3.3 Editing machine translation output

In addition to simply ranking the output of sys-
tems, we also had people edit the output of MT
systems. We did not show them the reference
translation, which makes our edit-based evalu-
ation different from the Human-targeted Trans-
lation Edit Rate (HTER) measure used in the
DARPA GALE program (NIST, 2008). Rather
than asking people to make the minimum number
of changes to the MT output in order capture the
same meaning as the reference, we asked them to
edit the translation to be as fluent as possible with-
out seeing the reference. Our hope was that this
would reflect people’s understanding of the out-
put.

The instructions given to our judges were as fol-
lows:

Correct the translation displayed, mak-
ing it as fluent as possible. If no correc-
tions are needed, select “No corrections
needed.” If you cannot understand the
sentence well enough to correct it, select
“Unable to correct.”

A screenshot is shown in Figure 2. This year,
judges were shown the translations of 5 consec-
utive source sentences, all produced by the same
machine translation system. In last year’s WMT
evaluation they were shown only one sentence at a
time, which made the task more difficult because
the surrounding context could not be used as an
aid to understanding.

Since we wanted to prevent judges from see-
ing the reference before editing the translations,
we split the test set between the sentences used
in the ranking task and the editing task (because
they were being conducted concurrently). More-
over, annotators edited only a single system’s out-
put for one source sentence to ensure that their un-
derstanding of it would not be influenced by an-
other system’s output.

3.4 Judging the acceptability of edited output

Halfway through the manual evaluation period, we
stopped collecting edited translations, and instead
asked annotators to do the following:



Edit Machine Translation OQutputs

Instructions:

You are shown several machine translation outputs.

Your task is to edit each translation to make it as fluent as possible.

to help understand a confusing sentence.

Your edited translations

The shortage of snow in mountain worries the hoteliers

OEdited ONo corrections needed () Unable to

t p "N
correc {_Reset )

The deserted tracks are not putting down problem only at the exploitants

of skilift.

OEdited ONo corrections needed (O Unable to
correct (Reset )

The lack of snow deters the people to reserving their stays at the ski in
the hotels and pension.

OEdited (ONo corrections needed () Unable to

) cemm—.
correct ( Reset )

Thereby, is always possible to track free bedrooms for all the dates in
winter, including Christmas and Nouvel An.

OEdited (ONo corrections needed (O Unable to
correct (Reset )

It is possible that the translation is already fluent. In that case, select No corrections needed.
If you cannot understand the sentence well enough to correct it, select Unable to correct.
The sentences are all from the same article. You can use the earlier and later sentences

The machine translations

The shortage of snow in mountain
worries the hoteliers

The deserted tracks are not
putting down problem only at the
exploitants of skilift.

The lack of snow deters the people
to reserving their stays at the ski
in the hotels and pension.

Thereby, is always possible to
track free bedrooms for all the
dates in winter, including
Christmas and Nouvel An.

Figure 2: This screenshot shows what an annotator sees when beginning to edit the output of a machine

translation system.
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Indicate whether the edited transla-
tions represent fully fluent and meaning-
equivalent alternatives to the reference
sentence. The reference is shown with
context, the actual sentence is bold.

In addition to edited translations, unedited items
that were either marked as acceptable or as incom-
prehensible were also shown. Judges gave a sim-
ple yes/no indication to each item.

4 Translation task results

We used the results of the manual evaluation to
analyze the translation quality of the different sys-
tems that were submitted to the workshop. In our
analysis, we aimed to address the following ques-
tions:

e Which systems produced the best translation
quality for each language pair?

e Did the system combinations produce better
translations than individual systems?

e Which of the systems that used only the pro-
vided training materials produced the best
translation quality?

Table 5 shows the best individual systems. We
define the best systems as those which had no
other system that was statistically significantly
better than them under the Sign Test at p < 0.1.
Multiple systems are listed as the winners for
many language pairs because it was not possible to
draw a statistically significant difference between
the systems. There is no individual system clearly
outperforming all other systems across the differ-
ent language pairs. With the exception of French-
English and English-French one can observe that
top-performing constrained systems did as well as
the unconstrained system ONLINEB.

Table 6 shows the best combination systems.
For all language directions, except Spanish-
English, one can see that the system combina-
tion runs outperform the individual systems and
that in most cases the differences are statistically
significant. While this is to be expected, system
combination is not guaranteed to improve perfor-
mance as some of the lower ranked combination
runs show, which are outperformed by individual
systems. Also note that except for Czech-English
translation the online systems ONLINEA and ON-
LINEB where not included for the system combi-
nation runs
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Understandability

Our hope is that judging the acceptability of edited
output as discussed in Section 3 gives some indi-
cation of how often a system’s output was under-
standable. Figure 3 gives the percentage of times
that each system’s edited output was judged to
be acceptable (the percentage also factors in in-
stances when judges were unable to improve the
output because it was incomprehensible).

This style of manual evaluation is experimental
and should not be taken to be authoritative. Some
caveats about this measure:

o There are several sources of variance that are
difficult to control for: some people are better
at editing, and some sentences are more dif-
ficult to edit. Therefore, variance in the un-
derstandability of systems is difficult to pin
down.

The acceptability measure does not strongly
correlate with the more established method of
ranking translations relative to each other for
all the language pairs.

5 Shared evaluation task overview

In addition to allowing the analysis of subjective
translation quality measures for different systems,
the judgments gathered during the manual evalu-
ation may be used to evaluate how well the au-
tomatic evaluation metrics serve as a surrogate to
the manual evaluation processes. NIST began run-
ning a “Metrics for MAchine TRanslation” chal-
lenge (MetricsMATR), and presented their find-
ings at a workshop at AMTA (Przybocki et al.,
2008). This year we conducted a joint Metrics-
MATR and WMT workshop, with NIST running
the shared evaluation task and analyzing the re-
sults.

In this year’s shared evaluation task 14 different
research groups submitted a total of 26 different
automatic metrics for evaluation:

Aalto University of Science and Technology
(Dobrinkat et al., 2010)

e MT-NCD - A machine translation metric
based on normalized compression distance
(NCD), a general information-theoretic mea-
sure of string similarity. MT-NCD mea-
sures the surface level similarity between two
strings with a general compression algorithm.
More similar strings can be represented with



French-English English-French Czech-English
551-755 judgments per system 664—879 judgments per system 788-868 judgments per system
System C? >others System C? >others System C? | >others
LIUM ex Y 0.71 UEDIN ex% Y 0.70 ONLINEB ¢ | N 0.7
ONLINEB e N 0.71 ONLINEB e N 0.68 UEDIN % Y 0.61
NRC ox Y 0.66 RALI ex Y +GW 0.66 CMU Y 0.55
CAMBRIDGE ox | Y +GW 0.66 LIMSI ex Y +GW 0.66 CU-BOJAR N 0.55
LIMSI % Y +GW 0.65 RWTH ex Y +GW 0.63 AALTO Y 0.43
UEDIN Y 0.65 CAMBRIDGE x | Y +GW 0.63 ONLINEA N 0.37
RALI ex Y +GW 0.65 LIUM Y 0.63 CU-ZEMAN | Y 0.22
JHU Y 0.59 NRC Y 0.62
RWTH ex Y +GW 0.55 ONLINEA N 0.55
LIG Y 0.53 JHU Y 0.53
ONLINEA N 0.52 DFKI N 0.40
CMU-STATXFER | Y 0.51 GENEVA Y 0.35
HUICONG Y 0.51 EU N 0.32
DFKI N 0.42 CU-ZEMAN Y 0.26
GENEVA Y 0.27 KOC Y 0.26
CU-ZEMAN Y 0.21
German-English English-German English-Czech
723-879 judgments per system 1284-1542 judgments per system 1375-1627 judgments per system
System C? >others System C? | >others System C? | >others
ONLINEB e | N 0.73 ONLINEB e | N 0.70 ONLINEB e N 0.70
KIT ex Y +GW 0.72 DFKI e N 0.62 CU-BOJAR e | N 0.66
UMD ex Y 0.68 UEDIN ex Y 0.62 PC-TRANS e | N 0.62
UEDIN * Y 0.66 KIT % Y 0.60 UEDIN ex% Y 0.62
FBK * Y +GW 0.66 ONLINEA N 0.59 CU-TECTO Y 0.60
ONLINEA e | N 0.63 FBK * Y 0.56 EUROTRANS | N 0.54
RWTH Y +GW 0.62 LIU Y 0.55 CU-ZEMAN Y 0.50
LIU Y 0.59 RWTH Y 0.51 SFU Y 0.45
UU-MS Y 0.55 LIMSI Y 0.51 ONLINEA N 0.44
JHU Y 0.53 UPPSALA Y 0.47 POTSDAM Y 0.44
LIMSI Y +GW 0.52 JHU Y 0.46 DCU N 0.38
UPPSALA Y 0.51 SFU Y 0.34 KOC Y 0.33
DFKI N 0.50 KOC Y 0.30
HUICONG Y 0.47 CU-ZEMAN | Y 0.28
CMU Y 0.46
AALTO Y 0.42
CU-ZEMAN | Y 0.36
KOC Y 0.23
Spanish-English English-Spanish
1448-1577 judgments per system 540-722 judgments per system
System C? >others System C? >others
ONLINEB e N 0.70 ONLINEB e N 0.71
UEDIN ex% Y 0.69 ONLINEA e N 0.69
CAMBRIDGE | Y +GW 0.61 UEDIN % Y 0.61
JHU Y 0.61 DCU N 0.61
ONLINEA N 0.54 DFKI % N 0.55
UPC % Y 0.51 JTHU * Y 0.55
HUICONG Y 0.50 UPV % Y 0.55
DFKI N 0.45 CAMBRIDGE * | Y +GW 0.54
COLUMBIA Y 0.45 UHC-UPV % Y 0.54
CU-ZEMAN Y 0.27 SFU Y 0.40
CU-ZEMAN Y 0.23
KOC Y 0.19

Systems are listed in the order of how often their translations were ranked higher than or equal to any other system. Ties are
broken by direct comparison.

C? indicates constrained condition, meaning only using the supplied training data, standard monolingual linguistic tools, and
optionally the LDC’s GigaWord, which was allowed this year (entries that used the GigaWord are marked +GW).
e indicates a win in the category, meaning that no other system is statistically significantly better at p-level<0.1 in pairwise
comparison.
* indicates a constrained win, no other constrained system is statistically better.

For all pairwise comparisons between systems, please check the appendix.

Table 5: Official results for the WMT10 translationb éask, based on the human evaluation (ranking trans-
lations relative to each other)



French-English

589-716 judgments per combo

English-French

740-829 judgments per combo

Czech-English

766-843 judgments per combo

System >others System >others System >others
RWTH-COMBO e 0.77 RWTH-COMBO e 0.75 CMU-HEA-COMBO e 0.71
CMU-HYP-COMBO e 0.77 CMU-HEA-COMBO e 0.74 ONLINEB * 0.7
DCU-COMBO e 0.72 UEDIN 0.70 BBN-COMBO e 0.70
LIUM % 0.71 KOC-COMBO e 0.68 RWTH-COMBO e 0.65
CMU-HEA-COMBO e 0.70 UPV-COMBO 0.66 UPV-COMBO e 0.63
UPV-COMBO e 0.68 RALI % 0.66 JHU-COMBO 0.62
NRC 0.66 LIMSI 0.66 UEDIN 0.61
CAMBRIDGE 0.66 RWTH 0.63

UEDIN x 0.65 CAMBRIDGE 0.63

LIMSI % 0.65

JHU-COMBO 0.65

RALI 0.65

LIUM-COMBO 0.64

BBN-COMBO 0.64

RWTH 0.55

German-English

743-835 judgments per combo

English-German

1340-1469 judgments per combo

English-Czech

1405-1496 judgments per combo

System >others System >others System >others
BBN-COMBO e 0.77 RWTH-COMBO e 0.65 DCU-COMBO e 0.75
RWTH-COMBO e 0.75 DFKI % 0.62 ONLINEB x 0.70
CMU-HEA-COMBO 0.73 UEDIN % 0.62 RWTH-COMBO 0.70
KIT % 0.72 KIT * 0.60 CMU-HEA-COMBO 0.69
UMD % 0.68 CMU-HEA-COMBO e 0.59 UPV-COMBO 0.68
JHU-COMBO 0.67 KOC-COMBO 0.59 CU-BOJAR 0.66
UEDIN * 0.66 FBK * 0.56 KOC-COMBO 0.66
FBK 0.66 UPV-COMBO 0.55 PC-TRANS 0.62
CMU-HYP-COMBO 0.65 UEDIN 0.62
UPV-COMBO 0.64

RWTH 0.62

KOC-COMBO 0.59

Spanish-English

1385-1535 judgments per combo

English-Spanish

516-673 judgments per combo

System ‘ >others System >others
UEDIN * 0.69 CMU-HEA-COMBO e 0.68
CMU-HEA-COMBO e 0.66 KOC-COMBO 0.62
UPV-COMBO e 0.66 UEDIN * 0.61
BBN-COMBO 0.62 UPV-COMBO 0.60
JHU-COMBO 0.55 RWTH-COMBO 0.59
UPC 0.51 DFKI * 0.55
JHU 0.55
UPV 0.55
CAMBRIDGE * 0.54
UPV-NNLM * 0.54

System combinations are listed in the order of how often their translations were ranked higher than or equal to any other system.
Ties are broken by direct comparison. We show the best individual systems alongside the system combinations, since the goal
of combination is to produce better quality translation than the component systems.

e indicates a win for the system combination meaning that no other system or system combination is statistically signifi-
cantly better at p-level<0.1 in pairwise comparison.

* indicates an individual system that none of the system combinations beat by a statistically significant margin at p-

level<O0.1.

For all pairwise comparisons between systems, please check the appendix.
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except in the Czech-English and English-Czech conditions, where ONLINEB was included.

Note: ONLINEA and ONLINEB were not included among the systems being combined in the system combination shared tasks,

Table 6: Official results for the WMT10 system combination task, based on the human evaluation (rank-
ing translations relative to each other)



English-German

English-Czech

-French

English

English-Spanish

I.37|.37|.36|.32|.31I 3 I.28r21 A7

.48| .47|.45|.43I.42I.41

German-English

|.44|.44| 4 I 4 I 4 |.37I.36I.36I.36|.31| 3 |.26I.26[24 A
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Czech-English

1.o| 6 |.43|.35|.32I 3 I.28I.28I

Spanish-English

French-English

|.44|.43| 4 I .4| 4 I 4 I 4 |.35|.35|.33|.32[2;[24 2

.45

Figure 3: The percent of time that each system’s edited output was judged to be an acceptable translation.

These numbers also include judgments of the system

’s output when it was marked either incomprehen-

outputs. Error bars show one positive and one negative standard deviation for the systems in that lan-

sible or acceptable and left unedited. Note that the reference translation was edited alongside the system
guage pair.
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a shorter description when concatenated be-
fore compression than when concatenated af-
ter compression. MT-NCD does not require
any language specific resources.

o MT-mNCD - Enhances MT-NCD with flex-
ible word matching provided by stemming
and synonyms. It works analogously to
M-BLEU and M-TER and uses METEOR’s
aligner module to find relaxed word-to-word
alignments. MT-mNCD exploits English
WordNet data and increases correlation to hu-
man judgments for English over MT-NCD.

Due to a processing issue inherent to the metric,
the scores reported were generated excluding the
first segment of each document. Also, a separate
issue was found for the MT-mNCD metric, and ac-
cording to the developer the scores reported here
would like change with a correction of the issue.

BabbleQuest International®

e Badger 2.0 full — Uses the Smith-Waterman
alignment algorithm with Gotoh improve-
ments to measure segment similarity. The
full version uses a multilingual knowledge
base to assign a substitution cost which sup-
ports normalization of word infection and
similarity.

e Badger 2.0 lite — The lite version uses default
gap, gap extension and substitution costs.

City University of Hong Kong (Wong and Kit,
2010)

e ATEC 2.1 — This version of ATEC extends
the measurement of word choice and word or-
der by various means. The former is assessed
by matching word forms at linguistic levels,
including surface form, stem, sense and se-
mantic similarity, and further by weighting
the informativeness of both matched and un-
matched words. The latter is quantified in
term of the discordance of word position and
word sequence between an MT output and its
reference.

Due to a version discrepancy of the metric, final
scores for ATECD-2.1 differ from those reported
here, but only minimally.

$http://www.babblequest.com/badger?
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Carnegie Mellon University (Denkowski and
Lavie, 2010)

¢ METEOR-NEXT-adq — Evaluates a machine

translation hypothesis against one or more
reference translations by calculating a simi-
larity score based on an alignment between
the hypothesis and reference strings. Align-
ments are based on exact, stem, synonym,
and paraphrase matches between words and
phrases in the strings. Metric parameters are
tuned to maximize correlation with human
judgments of translation quality (adequacy
judgments).

METEOR-NEXT-hter — METEOR-NEXT
tuned to HTER.

METEOR-NEXT-rank — METEOR-NEXT
tuned to human judgments of rank.

Columbia University’

e SEPIA - A syntactically-aware machine

translation evaluation metric designed with
the goal of assigning bigger weight to gram-
matical structural bigrams with long surface
spans that cannot be captured with surface n-
gram metrics. SEPIA uses a dependency rep-
resentation produced for both hypothesis and
reference(s). SEPIA is configurable to allow
using different combinations of structural n-
grams, surface n-grams, POS tags, depen-
dency relations and lemmatization. SEPIA is
a precision-based metric and as such employs
clipping and length penalty to minimize met-
ric gaming.

Charles University Prague (Bojar and Kos,
2010)

o SemPOS — Computes overlapping of autose-

mantic (content-bearing) word lemmas in the
candidate and reference translations given a
fine-grained semantic part of speech (sem-
pos) and outputs average overlapping score
over all sempos types. The overlapping is de-
fined as the number of matched lemmas di-
vided by the total number of lemmas in the
candidate and reference translations having
the same sempos type.

‘http://wwwl.ccls.columbia.edu/~SEPIA/



e SemPOS-BLEU — A linear combination of
SemPOS and BLEU with equal weights.
BLEU is computed on surface forms of au-
tosemantic words that are used by SemPOS,
i.e. auxiliary verbs or prepositions are not
taken into account.

Dublin City University (He et al., 2010)

e DCU-LFG - A combination of syntactic and
lexical information. It measures the similar-
ity of the hypothesis and reference in terms
of matches of Lexical Functional Grammar
(LFG) dependency triples. The matching
module can also access the WordNet syn-
onym dictionary and Snover’s paraphrase
database!”.

University of Edinburgh (Birch and Osborne,
2010)

o LRKB4 — A novel metric which directly mea-
sures reordering success using Kendall’s tau
permutation distance metrics. The reordering
component is combined with a lexical metric,
capturing the two most important elements
of translation quality. This simple combined
metric only has one parameter, which makes
its scores easy to interpret. It is also fast
to run and language-independent. It uses
Kendall’s tau permutation.

e LRHB4 — LRKB4, replacing Kendall’s tau
permutation distance metric with the Ham-
ming distance permutation distance metric.

Due to installation issues, the reported submitted
scores for these two metrics have not been verified
to produce identical scores at NIST.

Harbin Institute of Technology, China

e [-letter-BLEU — Normal BLEU based on let-
ters. Moreover, the maximum length of N-
gram is decided by the average length for
each sentence, respectively.

o [-letter-recall — A geometric mean of N-gram
recall based on letters. Moreover, the maxi-
mum length of N-gram is decided by the av-
erage length for each sentence, respectively.

0Available at http://www.umiacs.umd.edu/
~snover/terp/.
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SVM-RANK - Uses support vector ma-
chines rank models to predict an ordering
over a set of system translations with lin-
ear kernel. Features include Meteor-exact,
BLEU-cum-1, BLEU-cum-2, BLEU-cum-5,
BLEU-ind-1, BLEU-ind-2, ROUGE-L re-
call, letter-based TER, letter-based BLEU-
cum-5, letter-based ROUGE-L recall, and
letter-based ROUGE-S recall.

National University of Singapore (Liu et al.,
2010)

TESLA-M - Based on matching of bags of
unigrams, bigrams, and trigrams, with con-
sideration of WordNet synonyms. The match
is done in the framework of real-valued lin-
ear programming to enable the discounting of
function words.

TESLA - Built on TESLA-M, this metric
also considers bilingual phrase tables to dis-
cover phrase-level synonyms. The feature
weights are tuned on the development data
using SVMrank.

Stanford University

Due

Stanford - A discriminatively trained
string-edit distance metric with various
similarity-matching, synonym-matching, and
dependency-parse-tree-matching  features.
The model resembles a Conditional Random
Field, but performs regression instead of
classification. It is trained on Arabic, Chi-
nese, and Urdu data from the MT-Eval 2008
dataset.

to installation issues, the reported scores for

this metric have not been verified to produce iden-

tical

scores at NIST.

University of Maryland''

Iy,
terp

TER-plus (TERp) — An extension of the
Translation Edit Rate (TER) metric that mea-
sures the number of edits between a hypoth-
esized translation and a reference translation.
TERp extends TER by using stemming, syn-
onymy, and paraphrases as well as tunable
edit costs to better measure the distance be-
tween the two translations. This version
of TERp improves upon prior versions by
adding brevity and length penalties.

ttp://www.umiacs.umd.edu/~snover/



Scores were not submitted along with this metric,
and due to installation issues were not produced at
NIST in time to be included in this report.

University Politecnica de Catalunya/University
de Barcelona (Comelles et al., 2010)

e DR - An arithmetic mean over a set of
three metrics based on discourse representa-
tions, respectively computing lexical overlap,
morphosyntactic overlap, and semantic tree
matching.

DRdoc — Is analogous to DR but, instead of
operating at the segment level, it analyzes
similarities over whole document discourse
representations.

ULCh An arithmetic mean over a
heuristically-defined set of metrics operat-
ing at different linguistic levels (ROUGE,
METEOR, and measures of overlap between
constituent parses, dependency parses, se-
mantic roles, and discourse representations).

University of Southern California, ISI

e BEWT-E — Basic Elements with Transfor-
mations for Evaluation, is a recall-oriented
metric that compares basic elements, small
portions of contents, between the two trans-
lations. The basic elements (BEs) consist
of content words and various combinations
of syntactically-related words. A variety of
transformations are performed to allow flexi-
ble matching so that words and syntactic con-
structions conveying similar content in dif-
ferent manners may be matched. The trans-
formations cover synonymy, preposition vs.
noun compounding, differences in tenses,
etc. BEWT-E was originally created for sum-
marization evaluation and is English-specific.

Bkars — Measures overlap between character
trigrams in the system and reference trans-
lations. It is heavily weighted toward recall
and contains a fragmentation penalty. Bkars
produces a score both with and without stem-
ming (using the Snowball package of stem-
mers) and averages the results together. It is
not English-specific.

Scores were not submitted for BEwWT-E; the run-
time required for this metric to process the WM'T-
10 data set prohibited the production of scores in
time for publication.
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6 Evaluation task results

The results reported here are preliminary; a final
release of results will be published on the WMT10
website before July 15, 2010. Metric developers
submitted metrics for installation at NIST; they
were also asked to submit metric scores on the
WMTI10 test set along with their metrics. Not
all developers submitted scores, and not all met-
rics were verified to produce the same scores as
submitted at NIST in time for publication. Any
such caveats are reported with the description of
the metrics above.

The results reported here are limited to a com-
parison of metric scores on the full WMTI10
test set with human assessments on the human-
assessed subset. An analysis comparing the hu-
man assessments with the automatic metrics run
only on the human-assessed subset will follow at
a later date.

The WMT10 system output used to generate
the reported metric scores was found to have im-
properly escaped characters for a small number of
segments. While we plan to regenerate the met-
ric scores with this issue resolved, we do not ex-
pect this to significantly alter the results, given the
small number of segments affected.

6.1 System Level Metric Scores

The tables in Appendix B list the metric scores
for the language pairs processed by each metric.
These first four tables present scores for transla-
tions out of English into Czech, French, German
and Spanish. In addition to the metric scores of
the submitted metrics identified above, we also
present (1) the ranking of the system as deter-
mined by the human assessments; and (2) the
metrics scores for two popular baseline metrics,
BLEU as calculated by NIST’s mteval software!?
and the NIST score. For each method of system
measurement the absolute highest score is identi-
fied by being outlined in a box.

Similarly, the remaining tables in Appendix B
list the metric scores for the submitted metrics and
the two baseline metrics, and the ranking based
on the human assessments for translations into En-
glish from Czech, French, German and Spanish.

As some metrics employ language-specific re-
sources, not all metrics produced scores for all lan-
guage pairs.

2ftp://jaguar.ncsl.nist.gov/mt/
resources/mteval-v13a-20091001.tar.gz



cz- fr- de-  es- avg

en en en en
SemPOS .78 77 .60 .95 77
IQmt-DRdoc .61 79 .65 .98 .76
SemPOS-BLEU .75 .70 .61 .96 75
i-letter-BLEU .71 .70 .60 .98 75
NIST .85 72 .55 .86 74
TESLA .70 .70 .60 .97 74
MT-NCD .71 72 .58 .95 74
Bkars .71 .67 .58 .98 74
ATEC-2.1 .71 .67 .59 .96 73
meteor-next-rank .69 .68 .60 .96 73
IQmt-ULCh .70 .64 60 .99 3
IQmt-DR .68 .67 .60 97 73
meteor-next-hter .71 .66 .59 .95 73
meteor-next-adqg .69 .67 .60 96 .73
badger-2.0-lite .70 .70 .56 .94 73
DCU-LFG .69 .69 .58 .96 13
badger-2.0-full .69 .70 .57 94 73
SEPIA .71 .70 .57 92 13
SVM-rank .66 .65 .61 98 73
i-letter-recall .65 .64 .61 .98 72
TESLA-M .67 .67 .57 95 12
BLEU-4-vi3a .69 .68 .52 .90 .70
LRKB4 .63 .62 .53 .89 .67
LRHB4 .62 .65 .50 .87 .66
MT-mNCD .69 .64 .52 .70 .64
Stanford .58 .19 .60 .46 .46

Table 7: The system-level correlation of the au-
tomatic evaluation metrics with the human judg-
ments for translation into English.

It is noticeable that system combinations are of-
ten among those achieving the highest scores.

6.2 System-Level Correlations

To assess the performance of the automatic met-
rics, we correlated the metrics’ scores with the hu-
man rankings at the system level. We assigned a
consolidated human-assessment rank to each sys-
tem based on the number of times that the given
system’s translations were ranked higher than or
equal to the translations of any other system in
the manual evaluation of the given language pair.
We then compared the ranking of systems by the
human assessments to that provided by the au-
tomatic metric system level scores on the com-
plete WMT1O test set for each language pair, us-
ing Spearman’s p rank correlation coefficient. The
correlations are shown in Table 7 for translations
to English, and Table 8 out of English, with base-
line metrics listed at the bottom. The highest cor-
relation for each language pair and the highest
overall average are bolded.

Overall, correlations are higher for translations
to English than compared to translations from En-
glish. For all language pairs, there are a number
of new metrics that yield noticeably higher corre-
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en- en- en- en- avg
cz fr de es

SVM-rank .29 .54 .68 .67 .55
TESLA-M .27 49 74 .66 54
LRKB4 .39 .58 47 71 54
i-letter-recall .28 Sl .61 .66 52
LRHB4 .39 .59 41 .63 51
i-letter-BLEU .26 49 .56 .65 49
ATEC-2.1 .38 .52 44 .62 49
badger-2.0-full .37 .58 41 .59 .49
Bkars .22 .54 52 .66 48
BLEU-4-v13a .35 .58 .39 .57 47
badger-2.0-lite .32 57 41 .59 47
TESLA .09 .62 .66 .50 47
meteor-next-rank .34 .59 .39 Sl 46
Stanford .34 48 .70 32 .46
MT-NCD .17 .54 51 .61 46

NIST .30 .52 41 .50 43
MT-mNCD .26 49 17 43 34
SemPOS .31 n/a n/a n/a 31
SemPOS-BLEU .29 n/a n/a n/a .29

Table 8: The system-level correlation of the au-
tomatic evaluation metrics with the human judg-
ments for translation out of English.

lations with human assessments than either of the
two included baseline metrics. In particular, Bleu
performed in the bottom half of the into-English
and out-of-English directions.

6.3 Segment-Level Metric Analysis

The method employed to collect human judgments
of rank preferences at the segment level produces
a sparse matrix of decision points. It is unclear
whether attempts to normalize the segment level
rankings to 0.0-1.0 values, representing the rela-
tive rank of a system per segment given the num-
ber of comparisons it is involved with, is proper.
An intuitive display of how well metrics mirror the
human judgments may be shown via a confusion
matrix. We compare the human ranks to the ranks
as determined by a metric. Below, we show an ex-
ample of the confusion matrix for the SVM-rank
metric which had the highest summed diagonal
(occurrences when a particular rank by the met-
ric’s score exactly matches the human judgments)
for all segments translated into English. The num-
bers provided are percentages of the total count.
The summed diagonal constitutes 39.01% of all
counts in this example matrix. The largest cell is
the 1/1 ranking cell (top left). We included the
reference translation as a system in this analysis,
which is likely to lead to a lot of agreement on the
highest rank between humans and automatic met-
rics.



Metric Human Rank

Rank 1 2 3 4 5

1 12.79 | 448 | 2.75 | 1.82 | 0.92
2 277 | 794 | 555|379 |22
3 1.57 | 429 | 674 | 54 | 4.46
4 097 242 | 376|499 | 6.5
5 0.59 1.54 | 1.84 | 3.38 | 6.55

No allowances for ties were made in this analy-
sis. That is, if a human ranked two system transla-
tions the same, this analysis expects the metrics to
provide the same score in order to get them both
correct. Future analysis could relax this constraint.
As not all human rankings start with the highest
possible rank of “1” (due to ties and withholding
judgment on a particular system output being al-
lowed), we set the highest automatic metric rank
to the highest human rank and shifted the lower
metric ranks down accordingly.

Table 9 shows the summed diagonal percent-
ages of the total count of all datapoints for all met-
rics that WMT10 scores were available for, both
combined for all languages to English (X-English)
and separately for each language into English.

The results are ordered by the highest percent-
age for the summed diagonal on all languages
to English combined. There are quite noticeable
changes in ranking of the metrics for the separate
language pairs; further analysis into the reasons
for this will be necessary.

We plan to also analyze metric performance for
translation into English.

7 Feasibility of Using Non-Expert
Annotators in Future WMTs

In this section we analyze the data that we col-
lected data by posting the ranking task on Ama-
zon’s Mechanical Turk (MTurk). Although we did
not use this data when creating the official results,
our hope was that it may be useful in future work-
shops in two ways. First, if we find that it is pos-
sible to obtain a sufficient amount of data of good
quality, then we might be able to reduce the time
commitment expected from the system develop-
ers in future evaluations. Second, the additional
collected labels might enable us to detect signifi-
cant differences between systems that would oth-
erwise be insignificantly different using only the
data from the volunteers (which we will now refer
to as the “expert” data).

33

7.1 Data collection

To that end, we prepared 600 ranking sets for each
of the eight language pairs, with each set con-
taining five MT outputs to be ranked, using the
same interface used by the volunteers. We posted
the data to MTurk and requested, for each one,
five redundant assignments, from different work-
ers. Had all the 5 x 8 x 600 = 24,000 assignments
been completed, we would have obtained 24,000
x 5 = 120,000 additional rank labels, compared
to the 37,884 labels we collected from the volun-
teers (Table 3). In actuality, we collected closer to
55,000 rank labels, as we discuss shortly.

To minimize the amount of data that is of poor
quality, we placed two requirements that must be
satisfied by any worker before completing any of
our tasks. First, we required that a worker have an
existing approval rating of at least 85%. Second,
we required a worker to reside in a country where
the target language of the task can be assumed to
be the spoken language. Finally, anticipating a
large pool of workers located in the United States,
we felt it possible for us to add a third restriction
for the *-to-English language pairs, which is that a
worker must have had at least five tasks previously
approved on MTurk.!? We organized the ranking
sets in groups of 3 per screen, with a monetary re-
ward of $0.05 per screen.

When we created our tasks, we had no expecta-
tion that all the assignments would be completed
over the tasks’ lifetime of 30 days. This was in-
deed the case (Table 10), especially for language
pairs with a non-English target language, due to
workers being in short supply outside the US.
Overall, we see that the amount of data collected
from non-US workers is relatively small (left half
of Table 10), whereas the pool of US-based work-
ers is much larger, leading to much higher com-
pletion rates for language pairs with English as the
target language (right half of Table 10). This is in
spite of the additional restriction we placed on US
workers.

BWe suspect that newly registered workers on MTurk al-
ready start with an “approval rating” of 100%, and so requir-
ing a high approval rating alone might not guard against new
workers. It is not entirely clear if our suspicion is true, but our
past experiences with MTurk usually involved a noticeably
faster completion rate than what we experienced this time
around, indicating our suspicion might very well be correct.



Metric
SVM-rank
i-letter-recall
MT-NCD
i-letter-BLEU
meteor-next-rank
meteor-next-adq
meteor-next-hter
Bkars

Stanford
ATEC-2.1
TESLA

NIST

SemPOS
SemPOS-BLEU
badger-2.0-full
badger-2.0-lite
SEPIA
BLEU-4-v13a
LRHB4
TESLA-M
LRKB4
IQmt-ULCh
IQmt-DR
DCU-LFG
MT-mNCD
IQmt-DRdoc

Table 9: The segment-level performance for metrics for the into-English direction.

*-English  Czech-English  French-English ~ German-English ~ Spanish-English

39.01
38.85
38.77
38.69
38.5
38.27
38.21
37.98
37.97
37.95
37.57
37.47
37.21
37.16
37.12
37.08
37.06
36.71
36.14
36.13
36.12
35.86
35.77
34.72
34.51
31.9

41.21
41.71
42.55
40.54
40.1
39.58
38.61
40.1
39.87
40.06
38.68
39.54
38.8
38.05
37.5
37.2
38.98
37.83
38.35
37.01
38.72
37.64
36.27
36.38
34.93
33.85

36.07
36.19
35.31
36.05
34.41
34.41
34.1
35.08
36.19
34.96
34.38
35.54
37.39
36.57
36
35.88
34.6
34.84
34.65
34
33.47
33.95
34.43
32.29
31.78
28.99

38.81
38.8
38.7

38.82

39.25
39.5

39.13
38.6

38.27
38.6

38.67

37.13

35.73

37.11

36.21

36.23

36.46

36.44

34.24

35.79

35.25

35.81

34.43

33.87

35.73
329

40.3
39.5
39.48
39.64
40.05
39.35
40.18
38.52
38.09
38.53
38.36
38.2
37.69
37.21
38.62
38.69
38.52
37.81
37.93
37.6
37.63
36.45
37.74
36.49
35.13
32.18

en-de en-es en-fr en-cz | de-en es-en fr-en cz-en
Location DE ES/MX FR CZ US US US US
Completed 1 time 37% 38% 29%  19% 3.5% 1.5% 14% 2.0%
Completed 2 times 18% 14% 12% 1.5% 6.0% 5.5% 19% 4.5%
Completed 3 times 2.5% 4.5% 0.5% 0.0% 8.5% 11% 20% 10%
Completed 4 times 1.5% 0.5% 0.5% 0.0% 22% 19% 23% 17%
Completed 5 times 0.0% 0.5% 0.0% 0.0% 60% 63% 22% 67%
Completed > once 59% 57% 2%  21% 100% 99% 96% 100%
Label count 2,583 2,488 1,578 627 | 12,570 12,870 9,197 13,169
(% of expert data) | 38%) (96%) (40%) (9%) | 241%) (228%) (222%) (490%)

Table 10: Statistics for data collected on MTurk for the ranking task. In total, 55,082 rank labels were
collected across the eight language pairs (145% of expert data). Each language pair had 600 sets, and
we requested each set completed by 5 different workers. Since each set provides 5 labels, we could have
potentially obtained 600 x 5 x 5= 15,000 labels for each language pair. The Label count row indicates
to what extent that potential was met (over the 30-day lifetime of our tasks), and the “Completed...” rows
give a breakdown of redundancy. For instance, the right-most column indicates that, in the cz-en group,
2.0% of the 600 sets were completed by only one worker, while 67% of the sets were completed by 5
workers, with 100% of the sets completed at least once. The total cost of this data collection effort was

roughly $200.
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INTER-ANNOTATOR AGREEMENT

P(A) K K*
With references 0.466 0.198 || 0.487
Without references 0.441 0.161 || 0.439

INTRA-ANNOTATOR AGREEMENT

P(A) K K*
With references 0.539 0.309 || 0.633
Without references  0.538 0.307 || 0.601

Table 11: Inter- and intra-annotator agreement for
the MTurk workers on the sentence ranking task.
(As before, P(E) is 0.333.) For comparison, we
repeat here the kappa coefficients of the experts
(K™), taken from Table 4.

7.2 Quality of MTurk data

It is encouraging to see that we can collect a large
amount of rank labels from MTurk. That said, we
still need to guard against data from bad work-
ers, who are either not being faithful and click-
ing randomly, or who might simply not be compe-
tent enough. Case in point, if we examine inter-
and intra-annotator agreement on the MTurk data
(Table 11), we see that the agreement rates are
markedly lower than their expert counterparts.

Another indication of the presence of bad work-
ers is a low reference preference rate (RPR),
which we define as the proportion of time a ref-
erence translation wins (or ties in) a comparison
when it appears in one. Intuitively, the RPR
should be quite high, since it is quite rare that an
MT output ought to be judged better than the refer-
ence. This rate is 96.5% over the expert data, but
only 83.7% over the MTurk data. Compare this
to a randomly-clicking RP R of 66.67% (because
the two acceptable answers are that the reference
is either better than a system’s output or tied with
it).

Also telling would be the rate at which MTurk
workers agree with experts. To ensure that we ob-
tain enough overlapping data to calculate such a
rate, we purposely select one-sixth!# of our rank-
ing sets so that the five-system group is exactly one
that has been judged by an expert. This way, at
least one-sixth of the comparisons obtained from
an MTurk worker’s labels are comparisons for

'4This means that on average Turkers ranked a set of sys-
tem outputs that had been ranked by experts on every other
screen, since each screen’s worth of work had three sets.
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which we already have an expert judgment. When
we calculate the rate of agreement on this data,
we find that MTurk workers agree with the ex-
pert workers 53.2% of the time, or K =0.297, and
when references are excluded, the agreement rate
is 50.0%, or K = 0.249. Ideally, we would want
those values to be in the 0.4-0.5 range, since that
is where the inter-annotator kappa coefficient lies
for the expert annotators.

7.3 Filtering MTurk data by agreement with
experts

We can use the agreement rate with experts to
identify MTurk workers who are not performing
the task as required. For each worker w of the
669 workers for whom we have such data, we
compute the worker’s agreement rate with the ex-
perts, and from it a kappa coefficient K, (w) for
that worker. (Given that P(E) is 0.333, K, (w)
ranges between —0.5 and +1.0.) We sort the work-
ers based on K.,y (w) in ascending order, and ex-
amine properties of the MTurk data as we remove
the lowest-ranked workers one by one (Figure 4).

We first note that the amount of data we ob-
tained from MTurk is so large, that we could af-
ford to eliminate close to 30% of the labels, and
we would still have twice as much data than us-
ing the expert data alone. We also note that two
workers in particular (the 103rd and 130th to be
removed) are likely responsible for the majority
of the bad data, since removing their data leads to
noticeable jumps in the reference preference rate
and the inter-annotator agreement rate (right two
curves of Figure 4). Indeed, examining the data for
those two workers, we find that their RPR values
are 55.7% and 51.9%, which is a clear indication
of random clicking."

Looking again at those two curves shows de-
grading values as we continue to remove workers
in large droves, indicating a form of “overfitting”
to agreement with experts (which, naturally, con-
tinues to increase until reaching 1.0; bottom left
curve). It is therefore important, if one were to fil-
ter out the MTurk data by removing workers this
way, to choose a cutoff carefully so that no crite-
rion is degraded dramatically.

In Appendix A, after reporting head-to-head
comparisons using only the expert data, we also
report head-to-head comparisons using the expert

In retrospect, we should have performed this type of
analysis as the data was being collected, since such workers
could have been identified early on and blocked.
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Figure 4: The effect of removing an increasing number of MTurk workers. The order in which workers
are removed is by K., (w), the kappa agreement coefficient with expert data (excluding references).

data combined with the MTurk data, in order to
be able to detect more significant differences be-
tween the systems. We choose the 300-worker
point as a reasonable cutoff point before combin-
ing the MTurk data with the expert data, based
on the characteristics of the MTurk data at that
point: a high reference preference rate, high inter-
annotator agreement, and, critically, a kappa co-
efficient vs. expert data of 0.449, which is close
to the expert inter-annotator kappa coefficient of
0.439.

7.4 Feasibility of using only MTurk data

In the previous subsection, we outlined an ap-
proach by which MTurk data can be filtered out
using expert data. Since we were to combine the
filtered MTurk data with the expert data to ob-
tain more significant differences, it was reason-
able to use agreement with experts to quantify the
MTurk workers’ competency. However, we also
would like to know whether it is feasible to use the
MTurk data alone. Our aim here is not to boost the
differences we see by examining expert data, but
to eliminate our reliance on obtaining expert data
in the first place.
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We briefly examined some simple ways of fil-
tering/combining the MTurk data, and measured
the Spearman rank correlations obtained from the
MTurk data (alone), as compared to the rankings
obtained using the expert data (alone), and report
them in Table 12. (These correlations do not in-
clude the references.)

We first see that even when using the MTurk
data untouched, we already obtain relatively high
correlation with expert ranking (“Unfiltered”).
This is especially true for the *-to-English lan-
guage pairs, where we collected much more data
than English-to-*. In fact, the relationship be-
tween the amount of data and the correlation val-
ues is very strong, and it is reasonable to expect
the correlation numbers for English-to-* to catch
up had more data been collected.

We also measure rank correlations when apply-
ing some simple methods of cleaning/weighting
MTurk data. The first method (“Voting™) is per-
forming a simple vote whenever redundant com-
parisons (i.e. from different workers) are avail-
able. The second method (“K . -filtered”) first re-
moves labels from the 300 worst workers accord-
ing to agreement with experts. The third method



(“RP R-filtered”) first removes labels from the 62
worst workers according to their RPR. The num-
bers 300 and 62 were chosen since those are the
points at which the MTurk data reaches the level
of expert data in the inter-annotator agreement and
RPR of the experts.

The fourth and fifth methods (“Weighted by
Keyp” and “Weighted by K(RPR)”) do not re-
move any data, instead assigning weights to work-
ers based on their agreement with experts and their
RPR, respectively. Namely, for each worker, the
weight assigned by the fourth method is K, for
that worker, and the weight assigned by the fifth
method is K (RPR) for that worker.

Examining the correlation coefficients obtained
from those methods (Table 12), we see mixed re-
sults, and there is no clear winner among those
methods. It is also difficult to draw any conclusion
as to which method performs best when. However,
it is encouraging to see that the two RP R-based
methods perform well. This is noteworthy, since
there is no need to use expert data to weight work-
ers, which means that it is possible to evaluate a
worker using inherent, ‘built-in’ properties of that
worker’s own data, without resorting to making
comparisons with other workers or with experts.

8 Summary

As in previous editions of this workshop we car-
ried out an extensive manual and automatic eval-
uation of machine translation performance for
translating from European languages into English,
and vice versa.

The number of participants grew substantially
compared to previous editions of the WMT work-
shop, with 33 groups from 29 institutions partic-
ipating in WMT10. Most groups participated in
the translation task only, while the system combi-
nation task attracted a somewhat smaller number
of participants

Unfortunately, fewer rule-based systems partic-
ipated in this year’s edition of WMT, compared
to previous editions. We hope to attract more
rule-based systems in future editions as they in-
crease the variation of translation output and for
some language pairs, such as German-English,
tend to outperform statistical machine translation
systems.

This was the first time that the WMT workshop
was held as a joint workshop with NIST’s Metric-
SMATR evaluation initiative. This joint effort was
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very productive as it allowed us to focus more on
the two evaluation dimensions: manual evaluation
of MT performance and the correlation between
manual metrics and automated metrics.

This year was also the first time we have in-
troduced quality assessments by non-experts. In
previous years all assessments were carried out
through peer evaluation exclusively consisting of
developers of machine translation systems, and
thereby people who are used to machine transla-
tion output. This year we have facilitated Ama-
zon’s Mechanical Turk to investigate two as-
pects of manual evaluation: How stable are man-
ual assessments across different assessor profiles
(experts vs. non-experts) and how reliable are
quality judgments of non-expert users? While
the intra- and inter-annotator agreements between
non-expert assessors are considerably lower than
for their expert counterparts, the overall rankings
of translation systems exhibit a high degree of cor-
relation between experts and non-experts. This
correlation can be further increased by applying
various filtering strategies reducing the impact of
unreliable non-expert annotators.

As in previous years, all data sets generated by
this workshop, including the human judgments,
system translations and automatic scores, are pub-
licly available for other researchers to analyze.'®

Acknowledgments

This work was supported in parts by the Euro-
MatrixPlus project funded by the European Com-
mission (7th Framework Programme), the GALE
program of the US Defense Advanced Research
Projects Agency, Contract No. HRO0011-06-C-
0022, and the US National Science Foundation un-
der grant I1S-0713448.

References

Alexandre Allauzen, Josep M. Crego, lIknur Durgar El-
Kahlout, and Francois Yvon. 2010. Limsi’s statisti-
cal translation systems for wmt’10. In Proceedings
of the Joint Fifth Workshop on Statistical Machine
Translation and MetricsMATR, pages 29-34, Upp-
sala, Sweden, July. Association for Computational
Linguistics.

Loic Barrault. 2010. Many: Open source mt system
combination at wmt’ 10. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation

Bhttp://www.statmt.org/wmt09/results.
html



Label | Unfiltered Voting K,,-fillered RPR-filtered Weighted by Weighted by

count Kewp K(RPR)
en-de | 2,583 0.862 0.779 0.818 0.862 0.868 0.862
en-es | 2,488 0.759 0.785 0.797 0.797 0.768 0.806
en-fr 1,578 0.826 0.840 0.791 0.814 0.802 0.814
en-cz 627 0.833 0.818 0.354 0.833 0.851 0.828
de-en | 12,570 0914 0.925 0.920 0.931 0.933 0.926
es-en | 12,870 0.934 0.969 0.965 0.987 0.978 0.987
fr-en 9,197 0.880 0.865 0.920 0.919 0.907 0.917
cz-en | 13,169 0.951 0.909 0.965 0.944 0.930 0.944

Table 12: Spearman rank coefficients for the MTurk data across the various language pairs, using differ-
ent methods to clean the data or weight workers. (These correlations were computed after excluding the
references.) K., is the kappa coefficient of the worker’s agreement rate with experts, with P(A) =0.33.
K (RPR) is the kappa coefficient of the worker’s RPR (see 7.2), with P(A) = 0.66. In K.,,-filtering,
42% of labels remain, after removing 300 workers. In K (RP R)-filtering, 69% of labels remain, after

removing 62 workers.

and MetricsMATR, pages 252-256, Uppsala, Swe-
den, July. Association for Computational Linguis-
tics.

Ergun Bicici and S. Serdar Kozat. 2010. Adaptive
model weighting and transductive regression for pre-
dicting best system combinations. In Proceedings
of the Joint Fifth Workshop on Statistical Machine
Translation and MetricsMATR, pages 257262, Up-
psala, Sweden, July. Association for Computational
Linguistics.

Ergun Bicici and Deniz Yuret. 2010. L1 regularized
regression for reranking and system combination in
machine translation. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation
and MetricsMATR, pages 263-270, Uppsala, Swe-
den, July. Association for Computational Linguis-
tics.

Alexandra Birch and Miles Osborne. 2010. Lrscore for
evaluating lexical and reordering quality in mt. In
Proceedings of the Joint Fifth Workshop on Statisti-
cal Machine Translation and MetricsMATR, pages
302-307, Uppsala, Sweden, July. Association for
Computational Linguistics.

Ondrej Bojar and Kamil Kos. 2010. 2010 failures
in english-czech phrase-based mt. In Proceedings
of the Joint Fifth Workshop on Statistical Machine
Translation and MetricsMATR, pages 35—41, Upp-
sala, Sweden, July. Association for Computational
Linguistics.

Chris Callison-Burch and Mark Dredze. 2010. Creat-
ing speech and language data with amazons mechan-
ical turk. In Proceedings NAACL-2010 Workshop on
Creating Speech and Language Data With Amazons
Mechanical Turk, Los Angeles.

Chris Callison-Burch, Cameron Fordyce, Philipp
Koehn, Christof Monz, and Josh Schroeder. 2007.

38

(Meta-) evaluation of machine translation. In Pro-
ceedings of the Second Workshop on Statistical Ma-
chine Translation (WMTO07), Prague, Czech Repub-
lic.

Chris Callison-Burch, Cameron Fordyce, Philipp
Koehn, Christof Monz, and Josh Schroeder. 2008.
Further meta-evaluation of machine translation. In
Proceedings of the Third Workshop on Statistical
Machine Translation (WMTO0S8), Colmbus, Ohio.

Chris Callison-Burch, , Philipp Koehn, Christof Monz,
and Josh Schroeder. 2009. Findings of the findings
of the 2009 workshop on statistical machine trans-
lation. In Proceedings of the Fourth Workshop on
Statistical Machine Translation (WMT09), Athens,
Greece.

Chris Callison-Burch. 2009. Fast, cheap, and cre-
ative: Evaluating translation quality using amazon’s
mechanical turk. In Proceedings of the 2009 Con-
ference on Empirical Methods in Natural Language
Processing (EMNLP-2009), Singapore.

Elisabet Comelles, Jesus Gimenez, Lluis Marquez,
Irene Castellon, and Victoria Arranz. 2010.
Document-level automatic mt evaluation based on
discourse representations. In Proceedings of the
Joint Fifth Workshop on Statistical Machine Trans-
lation and MetricsMATR, pages 308-313, Uppsala,
Sweden, July. Association for Computational Lin-
guistics.

Hui Cong, Zhao Hai, Lu Bao-Liang, and Song Yan.
2010. An empirical study on development set se-
lection strategy for machine translation learning.
In Proceedings of the Joint Fifth Workshop on
Statistical Machine Translation and MetricsMATR,
pages 42-46, Uppsala, Sweden, July. Association
for Computational Linguistics.

Michael Denkowski and Alon Lavie. 2010. Meteor-
next and the meteor paraphrase tables: Improved



evaluation support for five target languages. In Pro-
ceedings of the Joint Fifth Workshop on Statistical
Machine Translation and MetricsMATR, pages 314—
317, Uppsala, Sweden, July. Association for Com-
putational Linguistics.

Marcus Dobrinkat, Tero Tapiovaara, Jaakko Viyrynen,
and Kimmo Kettunen. 2010. Normalized compres-
sion distance based measures for metricsmatr 2010.
In Proceedings of the Joint Fifth Workshop on Statis-
tical Machine Translation and MetricsMATR, pages
318-323, Uppsala, Sweden, July. Association for
Computational Linguistics.

Jinhua Du, Pavel Pecina, and Andy Way. 2010. An
augmented three-pass system combination frame-
work: Dcu combination system for wmt 2010. In
Proceedings of the Joint Fifth Workshop on Statisti-
cal Machine Translation and MetricsMATR, pages
271-276, Uppsala, Sweden, July. Association for
Computational Linguistics.

Vladimir Eidelman, Chris Dyer, and Philip Resnik.
2010. The university of maryland statistical ma-
chine translation system for the fifth workshop on
machine translation. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation
and MetricsMATR, pages 47-51, Uppsala, Sweden,
July. Association for Computational Linguistics.

Christian Federmann, Andreas Eisele, Yu Chen, Sabine
Hunsicker, Jia Xu, and Hans Uszkoreit. 2010.
Further experiments with shallow hybrid mt sys-
tems. In Proceedings of the Joint Fifth Workshop on
Statistical Machine Translation and MetricsMATR,
pages 52-56, Uppsala, Sweden, July. Association
for Computational Linguistics.

Jesus Gonzalez-Rubio, German Sanchis-Trilles, Joan-
Andreu Sanchez, Jesus Andrés-Ferrer, Guillem
Gasco, Pascual Martinez-Gémez, Martha-Alicia
Rocha, and Francisco Casacuberta. 2010. The upv-
prhlt combination system for wmt 2010. In Pro-
ceedings of the Joint Fifth Workshop on Statistical
Machine Translation and MetricsMATR, pages 277—
281, Uppsala, Sweden, July. Association for Com-
putational Linguistics.

Greg Hanneman, Jonathan Clark, and Alon Lavie.
2010. Improved features and grammar selection for
syntax-based mt. In Proceedings of the Joint Fifth
Workshop on Statistical Machine Translation and
MetricsMATR, pages 57-62, Uppsala, Sweden, July.
Association for Computational Linguistics.

Christian Hardmeier, Arianna Bisazza, and Marcello
Federico. 2010. Fbk at wmt 2010: Word lattices for
morphological reduction and chunk-based reorder-
ing. In Proceedings of the Joint Fifth Workshop on
Statistical Machine Translation and MetricsMATR,
pages 63-67, Uppsala, Sweden, July. Association
for Computational Linguistics.

Yifan He, Jinhua Du, Andy Way, and Josef van Gen-
abith. 2010. The dcu dependency-based metric in

39

wmt-metricsmatr 2010. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation
and MetricsMATR, pages 324-328, Uppsala, Swe-
den, July. Association for Computational Linguis-
tics.

Kenneth Heafield and Alon Lavie. 2010. Cmu multi-
engine machine translation for wmt 2010. In Pro-
ceedings of the Joint Fifth Workshop on Statistical
Machine Translation and MetricsMATR, pages 68—
73, Uppsala, Sweden, July. Association for Compu-
tational Linguistics.

Carmen Heger, Joern Wuebker, Matthias Huck, Gregor
Leusch, Saab Mansour, Daniel Stein, and Hermann
Ney. 2010. The rwth aachen machine translation
system for wmt 2010. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation
and MetricsMATR, pages 74-78, Uppsala, Sweden,
July. Association for Computational Linguistics.

Carlos A. Henriquez Q., Marta Ruiz Costa-jussa, Vi-
das Daudaravicius, Rafael E. Banchs, and José B.
Marifio. 2010. Using collocation segmentation to
augment the phrase table. In Proceedings of the
Joint Fifth Workshop on Statistical Machine Trans-
lation and MetricsMATR, pages 79-83, Uppsala,
Sweden, July. Association for Computational Lin-
guistics.

Almut Silja Hildebrand and Stephan Vogel. 2010.
Cmu system combination via hypothesis selection
for wmt’10. In Proceedings of the Joint Fifth Work-
shop on Statistical Machine Translation and Metric-
SMATR, pages 282-285, Uppsala, Sweden, July. As-
sociation for Computational Linguistics.

Stéphane Huet, Julien Bourdaillet, Alexandre Patry,
and Philippe Langlais. 2010. The rali machine
translation system for wmt 2010. In Proceedings
of the Joint Fifth Workshop on Statistical Machine
Translation and MetricsMATR, pages 84-90, Upp-
sala, Sweden, July. Association for Computational
Linguistics.

Michael Jellinghaus, Alexandros Poulis, and David
Kolovratnik. 2010. Exodus - exploring smt for eu
institutions. In Proceedings of the Joint Fifth Work-
shop on Statistical Machine Translation and Metric-
SMATR, pages 91-95, Uppsala, Sweden, July. Asso-
ciation for Computational Linguistics.

Philipp Koehn and Christof Monz. 2006. Manual and
automatic evaluation of machine translation between
European languages. In Proceedings of NAACL
2006 Workshop on Statistical Machine Translation,
New York, New York.

Philipp Koehn, Hieu Hoang, Alexandra Birch, Chris
Callison-Burch, Marcello Federico, Nicola Bertoldi,
Brooke Cowan, Wade Shen, Christine Moran,
Richard Zens, Chris Dyer, Ondrej Bojar, Alexandra
Constantin, and Evan Herbst. 2007. Moses: Open
source toolkit for statistical machine translation. In
Proceedings of the ACL-2007 Demo and Poster Ses-
sions, Prague, Czech Republic.



Philipp Koehn, Barry Haddow, Philip Williams, and
Hieu Hoang. 2010. More linguistic annotation for
statistical machine translation. In Proceedings of the
Joint Fifth Workshop on Statistical Machine Trans-
lation and MetricsMATR, pages 96-101, Uppsala,
Sweden, July. Association for Computational Lin-
guistics.

Patrik Lambert, Sadaf Abdul-Rauf, and Holger
Schwenk. 2010. Lium smt machine translation
system for wmt 2010. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation
and MetricsMATR, pages 102-107, Uppsala, Swe-
den, July. Association for Computational Linguis-
tics.

. Richard Landis and Gary G. Koch. 1977. The mea-
surement of observer agreement for categorical data.
Biometrics, 33:159-174.

Samuel Larkin, Boxing Chen, George Foster, Ulrich
Germann, Eric Joanis, Howard Johnson, and Roland
Kuhn. 2010. Lessons from nrcs portage system at
wmt 2010. In Proceedings of the Joint Fifth Work-
shop on Statistical Machine Translation and Metric-
SMATR, pages 108—113, Uppsala, Sweden, July. As-
sociation for Computational Linguistics.

Gregor Leusch and Hermann Ney. 2010. The rwth
system combination system for wmt 2010. In Pro-
ceedings of the Joint Fifth Workshop on Statistical
Machine Translation and MetricsMATR, pages 290—
295, Uppsala, Sweden, July. Association for Com-
putational Linguistics.

Zhifei Li, Chris Callison-Burch, Chris Dyer, Juri
Ganitkevitch, Sanjeev Khudanpur, Lane Schwartz,
Wren Thornton, Jonathan Weese, and Omar Zaidan.
2009. Joshua: An open source toolkit for parsing-
based machine translation. In Proceedings of the
Fourth Workshop on Statistical Machine Transla-
tion, Athens, Greece, March.

Zhifei Li, Chris Callison-Burch, Chris Dyer, Juri Gan-
itkevitch, Ann Irvine, Sanjeev Khudanpur, Lane
Schwartz, Wren Thornton, Ziyuan Wang, Jonathan
Weese, and Omar Zaidan. 2010. Joshua 2.0: A
toolkit for parsing-based machine translation with
syntax, semirings, discriminative training and other
goodies. In Proceedings of the Joint Fifth Work-
shop on Statistical Machine Translation and Met-
ricsMATR, pages 114-118, Uppsala, Sweden, July.
Association for Computational Linguistics.

Chang Liu, Daniel Dahlmeier, and Hwee Tou Ng.
2010. Tesla: Translation evaluation of sentences
with linear-programming-based analysis. In Pro-
ceedings of the Joint Fifth Workshop on Statistical
Machine Translation and MetricsMATR, pages 329—
334, Uppsala, Sweden, July. Association for Com-
putational Linguistics.

Sushant Narsale. 2010. Jhu system combination
scheme for wmt 2010. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation

40

and MetricsMATR, pages 286-289, Uppsala, Swe-
den, July. Association for Computational Linguis-
tics.

Jan Niehues, Teresa Herrmann, Mohammed Mediani,
and Alex Waibel. 2010. The karlsruhe institute
for technology translation system for the acl-wmt
2010. In Proceedings of the Joint Fifth Workshop on
Statistical Machine Translation and MetricsMATR,
pages 119-123, Uppsala, Sweden, July. Association
for Computational Linguistics.

NIST. 2008. Evaluation plan for gale go/no-go phase
3 / phase 3.5 translation evaluations. June 18, 2008.

Sergio Penkale, Rejwanul Haque, Sandipan Dandapat,
Pratyush Banerjee, Ankit K. Srivastava, Jinhua Du,
Pavel Pecina, Sudip Kumar Naskar, Mikel L. For-
cada, and Andy Way. 2010. Matrex: The dcu mt
system for wmt 2010. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation
and MetricsMATR, pages 124-129, Uppsala, Swe-
den, July. Association for Computational Linguis-
tics.

Aaron Phillips. 2010. The cunei machine translation
platform for wmt *10. In Proceedings of the Joint
Fifth Workshop on Statistical Machine Translation
and MetricsMATR, pages 130-135, Uppsala, Swe-
den, July. Association for Computational Linguis-
tics.

Juan Pino, Gonzalo Iglesias, Adria de Gispert, Graeme
Blackwood, Jamie Brunning, and William Byrne.
2010. The cued hifst system for the wmt10 trans-
lation shared task. In Proceedings of the Joint Fifth
Workshop on Statistical Machine Translation and
MetricsMATR, pages 136-141, Uppsala, Sweden,
July. Association for Computational Linguistics.

Marion Potet, Laurent Besacier, and Hervé Blanchon.
2010. The lig machine translation system for wmt
2010. In Proceedings of the Joint Fifth Workshop on
Statistical Machine Translation and MetricsMATR,
pages 142—-147, Uppsala, Sweden, July. Association
for Computational Linguistics.

Mark Przybocki, Kay Peterson, and Sebastian Bron-
sart. 2008. Official results of the NIST 2008 “Met-
rics for MAchine TRanslation” challenge (Metrics-
MATRO08). In AMTA-2008 workshop on Metrics for
Machine Translation, Honolulu, Hawaii.

Antti-Veikko Rosti, Bing Zhang, Spyros Matsoukas,
and Richard Schwartz. 2010. Bbn system descrip-
tion for wmt10 system combination task. In Pro-
ceedings of the Joint Fifth Workshop on Statistical
Machine Translation and MetricsMATR, pages 296—
301, Uppsala, Sweden, July. Association for Com-
putational Linguistics.

Markus Saers, Joakim Nivre, and Dekai Wu. 2010.
Linear inversion transduction grammar alignments
as a second translation path. In Proceedings of the
Joint Fifth Workshop on Statistical Machine Trans-
lation and MetricsMATR, pages 148—152, Uppsala,



Sweden, July. Association for Computational Lin-
guistics.

German Sanchis-Trilles, Jesis Andrés-Ferrer, Guillem
Gasco, Jesus Gonzalez-Rubio, Pascual Martinez-
Gomez, Martha-Alicia Rocha, Joan-Andreu
Sanchez, and Francisco Casacuberta. 2010.
Upv-prhlt english—spanish system for wmt10. In
Proceedings of the Joint Fifth Workshop on Statisti-
cal Machine Translation and MetricsMATR, pages
153-157, Uppsala, Sweden, July. Association for
Computational Linguistics.

Baskaran Sankaran, Ajeet Grewal, and Anoop Sarkar.
2010. Incremental decoding for phrase-based sta-
tistical machine translation. In Proceedings of the
Joint Fifth Workshop on Statistical Machine Trans-
lation and MetricsMATR, pages 197-204, Uppsala,
Sweden, July. Association for Computational Lin-
guistics.

Lane Schwartz. 2010. Reproducible results in parsing-
based machine translation: The jhu shared task sub-
mission. In Proceedings of the Joint Fifth Work-
shop on Statistical Machine Translation and Met-
ricsMATR, pages 158-163, Uppsala, Sweden, July.
Association for Computational Linguistics.

Sara Stymne, Maria Holmqvist, and Lars Ahrenberg.
2010. Vs and oovs: Two problems for translation
between german and english. In Proceedings of the
Joint Fifth Workshop on Statistical Machine Trans-
lation and MetricsMATR, pages 164-169, Uppsala,
Sweden, July. Association for Computational Lin-
guistics.

Jorg Tiedemann. 2010. To cache or not to cache?
experiments with adaptive models in statistical ma-
chine translation. In Proceedings of the Joint Fifth
Workshop on Statistical Machine Translation and
MetricsMATR, pages 170-175, Uppsala, Sweden,
July. Association for Computational Linguistics.

Sami Virpioja, Jaakko Véyrynen, Andre Man-
sikkaniemi, and Mikko Kurimo. 2010. Apply-
ing morphological decompositions to statistical ma-
chine translation. In Proceedings of the Joint Fifth
Workshop on Statistical Machine Translation and
MetricsMATR, pages 176-181, Uppsala, Sweden,
July. Association for Computational Linguistics.

Zdenék Zabokrtsky, Martin Popel, and David Marecek.
2010. Maximum entropy translation model in
dependency-based mt framework. In Proceedings
of the Joint Fifth Workshop on Statistical Machine
Translation and MetricsMATR, pages 182-187, Up-
psala, Sweden, July. Association for Computational
Linguistics.

Billy Wong and Chunyu Kit. 2010. The parameter-
optimized atec metric for mt evaluation. In Pro-
ceedings of the Joint Fifth Workshop on Statistical
Machine Translation and MetricsMATR, pages 335—
339, Uppsala, Sweden, July. Association for Com-
putational Linguistics.

41

Francisco Zamora-Martinez and German Sanchis-

Trilles. 2010. Uch-upv english-spanish system for
wmtl0. In Proceedings of the Joint Fifth Work-
shop on Statistical Machine Translation and Met-
ricsMATR, pages 188—192, Uppsala, Sweden, July.
Association for Computational Linguistics.

Daniel Zeman. 2010. Hierarchical phrase-based mt

at the charles university for the wmt 2010 shared
task. In Proceedings of the Joint Fifth Workshop on
Statistical Machine Translation and MetricsMATR,
pages 193—-196, Uppsala, Sweden, July. Association
for Computational Linguistics.



A Pairwise system comparisons by human judges

Tables 13-20 show pairwise comparisons between systems for each language pair. The numbers in each
of the tables’ cells indicate the percentage of times that the system in that column was judged to be better
than the system in that row. Bolding indicates the winner of the two systems. The difference between
100 and the sum of the complimentary cells is the percent of time that the two systems were judged to
be equal.

Because there were so many systems and data conditions the significance of each pairwise compar-
ison needs to be quantified. We applied the Sign Test to measure which comparisons indicate genuine
differences (rather than differences that are attributable to chance). In the following tables % indicates sta-
tistical significance at p < 0.10, { indicates statistical significance at p < 0.05, and 1 indicates statistical
significance at p < 0.01, according to the Sign Test.

B Automatic scores

The tables on pages 33—-32 give the automatic scores for each of the systems.

C Pairwise system comparisons for combined expert and non-expert data

Tables 21-20 show pairwise comparisons between systems for the into English direction when non-
expert judgments have been added.

The number of pairwise comparisons at the x level of significance increases from 48 to 50, and the
number at the t level of significants increases from 79 to 80 (basically same number). However, the
I level of significance went up considerably, from 280 to 369. That’s a 31% increase. 75 of I are
comparisons involving the reference, then the non-reference § count went up from 205 to 294, a 43%
increase.
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Table 13: Sentence-level ranking for the WMT10 French-English News Task
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Table 14: Sentence-level ranking for the WMT10 English-French News Task
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Table 16: Sentence-level ranking for the WMT10 English-German News Task
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prk1  97F 51* 37 23 - 43 59F ;2T 667 .62F 48| 537 55T 55T 64t
HulconGg .95 50T 34 21F 41 - 45 50 .66% 617 39| .50* .59% 40 .52F
mu o .98% 39 22F 12t 30f 33 - 37 56F 51% 34| 39 347 227 34
ONLINEA 967 46 37* 23% 32T 38 44 - 59% 537 4 | 50 36 30f .54%
ONLINEB  .88% 25% 21% 16% 23% 21F 27% 23% - 35 24% 28% 34t 22F 36
uvepiN .96 317 28% 10% 25t 19f 25t 31f 48 - 23% 27f 31 23t 2
uec  94% 47 4 20F 41 33 43 46 66" 56F - | 50* 52T 48% 49f
BBN-COMBO  .95% 26* 31 .09F 32T 34* 33 37 .54% 44F 33 - 35 247 34
CMU-HEAFIELD-coMBO  .91% 39  21% 08% 34T 22% 167 42 577 45 317 31 -  14% 27
JHU-coMBO  .95% 40T 32 15% 36t 31 44t 507 .66t 507 324 47F 43t - 43
upv-comBo  .92% 35 28% 16t 27F 23% 38 28% 47 30 28f 26 .35 257 -
Sothers 95 41 30 .15 33 132 139 139 .56 48 34| 41 .43 32 .43
>=others 99 61 45 27 45 50 61 54 70 69 51| 62 .66 .55 .66

Table 17: Sentence-level ranking for the WMT10 Spanish-English News Task

o
m
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Q
[a)
m E o 38 o
g z < =m . |2 £ 2 £
- 5 DR N -
5 Z 1 3 £ 2 & 2 Z 2 g8 % 3|3 8 £ z
-4 &} o] [a) a = M o o %] =} =] =] &) M o~ =]
REF - 00% .02% 07F .15% 07F 02F 11t a4t 07t 07F 037 06Y .09F 06F .03F 07F
CAMBRIDGE .91 — 28" 45 38 45 11F 52 61f 21F 52 47 35| 54 51 39 49
cu-zeman 95t 70t — 79t 75t 85 49 83 82f 74t 87 67 859 817 .80f .70 .74%
pcu .93t 32 21 - 45 32 09f 70f 59 24% 48 38 29| 32 36 24 .14F
prk1  .80% 41 15% 45 - 38 12t 64t 57 4 57 31 41| 59 50 48 47
mu o .90F 37 10f 52 56 - 17F 67T 677 267 34 3 49| 54 53T 47 35
koc .98t 87F 47 .88t 73t 76t - 76t 87F 67 83 86% .90% .87F 907 .86 .86%
ONLINEA  .82% 42 08% 307 .187 247 207 49 36 25T a7t 25 45 30 29 .18t
ONLINEB  .76% 267 .10% 32 37 22% 0% 34 - 21F 28 24T 32| 33 22F 9% 27*
sru .91F 54 19F 67t 51 63T 27F 64 728 - 74F 577 687 77F 71t 64t 46
UEDIN  91F 3 08F 4 38 34 14t Mt 49 o09F - 34 4 | 58 33 3 31
upv  .94% 34 07F 41 53 54 070 73t 61t 27 45 - 37| 51 44 38 48T
ucH-uPv  .90% 55 07F 58 .51 41 .08% 69T 52 24% 51 46 - | 47 41 49 49
CMU-HEAFIELD-coMBO  .83% 29 .13% 37 38 35 .07F 48 .54 08F 29 26 28| - 177 21* 21
Koc-comMBo  .88% 27 .15t 40 42 247 03% 62* .60 .15 41 27 34| 537 - 3 40
RWTH-coMBO  .92% 36 21F 52 33 31 .10 55 .65% .14% 37 22 41| .52* 48 31
upv-combo  91F 32 13t 69F 4 32 09% 776% 52* 36 .38 19T 31| 45 35 28 -
> others 89 39 .15 48 44 41 14 .61 58 29 46 136 42| 51 44 39 40
>=others 93 54 23 61 55 55 .19 69 .71 40 .61 55 54| 68 .62 .59 .60

Table 18: Sentence-level ranking for the WMT10 English-Spanish News Task
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Q
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= s w m o s} Q o
e S 8 z z z |9 I 9 =z 9
o2 = ) 5 .
E 2 5 52 2 2 2z B|Z % 2 : %
-4 < &) |9} &) o o j=] «Q o - -4 j=]
REF - 04* .02% 03% .00 .02F .00 039 .03% .04F 01 04F 02f
aaLTO  .88F — 49 51 22 38 .64t 55T 57 71t 64t .65 .59F
cmu - .97F 35 4 4% 18t 59% 49 45t 577 501 34 43
CU-BOIAR  .90% 33 43 - 12F 20 64t 45| 45 54t 42 42 41
cu-zeman .99 60 77t 75t — 56t 81% 781 .88F .79% .84 .84 .76%
ONLINEA  .92% 46 .68% .59% 28T _—  65% 54 72f 75t 58 57 66t
oNLINEB  .97F 27F 28% 21F 10t a7f - 25f 32 22 217 32 28
vepin  .95F 28T 26T 38 07F 22F 49T — | 60 52F 33 31 32
BBN-coMBO  .92F 31* 207 39 08F 157 41 16§ - 27 25 3 26
CMU-HEAFIELD-cOMBO .90 .13% 23% 25% o7% 15% 31 23% 34 -  .18% 35 .28
jHU-coMBo  .93% 20% 19 33 08F 25% 487 39| 38 s2f - 37 42
RWTH-comBo  .92% .18% 37 38 .13% 25% 34 28| 43 40 26 - 25
upv-comBo  .96% 25F 36 41 11F 27F 45 35| 37 44 31 34 -
Sothers 93 28 36 38 .11 23 .49 38| 47 .48 38 40 40
>=others 98 43 55 55 22 37 0 61| 70 71 62 .65 .63

Table 19: Sentence-level ranking for the WMT10 Czech-English News Task
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m = =] =] Q =) o Z Z @) ) = ) = Q [e] = B~
~ O 8] @) a m M o o (-9 -9 72} jo=) @) a M 4 =}
ReF - .04F 04t 03F 01F 05F 03F 08F .04F 04F 03F .02f .02 04F 08% 04f 07F 04f
cu-BoJAR  .87F — 46 27t 12 28 16t 7t 44 4 1t 278 41| 28 52F 28 42 43
cU-TECTO  .88% 36 - 30t 23 38 17t 28% 56t 44 29T 27F 36| 45 51T 4 58T 35
cu-zeman 91% 58F 51t - 38 49 19% 39 .62% 63F 36 .41 48| 517 587 48 54T 55%
pcu .98% 73% 52F 43 - 59% 20F 47 74t 63F a7t 53T 568 777 777 627 767 1P
EUROTRANS  .88% .61F 47 33 30%f - .10 33 .51 54T 25F 27F 49| 57F 59T 49 57F L60F
koc .93t .69% .67t 54F 49t 77t - 54t 7t 70t 51 55t ead 72t 78t 65t 767 78%
ONLINEA 917 .62% 57F 51 39 44 24% — 667 .62 39 43 559 .60F .61F .59 .73F 61t
ONLINEB  .91% 31 207 27% 13% 33 .14% 19f - 44 22% 09 39| 19 34 24 22 39
PC-TRANS  .88% 45 43 24 26% 20f 21F 24% 49 - 22F 27% 37| 43 55T 33T 49 41
poTspaM  .88% .60 51T 40 277 59F 25F 47 63% 64t - 45 520 567 .69% .61F .70% .68%
sru .95F 52F 56t 4 30T 61F 27F 39 65t .64t 29 - 557 54t 76t 53F 70% L60f
UEDIN  .94% 39 44 33 23F 32 20F 26F 32 49 25F 26F - | 43 57 18 46t 42
CMU-HEAFIELD-cOMBO  .91F 42 39 23% 10F 27% 14% 19 23 35 24% 19% 28| -  48% 28 34 .29
pcu-comBo  .84% 23% 277 23% 03% 31T 10t 217 42 31T a5t o10f a6d 208 - st 27 22F
koc-compo  .91% 37 49 25 10 39 17F 32% 42* 55T 7t 27% 26| 33 41F - 32 22
RWTH-coMBO  .88% 29 34T 287 05% 26% .10% .17% 48T 43 16t 15% 247 33 46 36 - 29
uvpv-comBo  .92F 37 .52 22F 09f 25F 10f 19F 28 47 15t 25F 33| 24 49t 34 39 -
Sothers 91 45 44 32 20 139 .16 29 .49 .49 25 28 40| 43 .54 39 50 45
>=others 96 .66 .60 50 38 54 33 44 70 62 44 45 62| 69 5 66 70 .68

Table 20: Sentence-level ranking for the WMT10 English-Czech News Task
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aalto
bbn-combo
cmu-HF-combo
cmu

cu-bojar
cu-zeman
jhu-combo
onlineA
onlined
rwth-combo
uedin
upv-combo

aalto
bbn-combo
cmu-HF-combo
cmu
cu-bojar
cu-zeman
jhu-combo
onlineA
onlineB
rwth-combo
uedin
upv-combo

bbn-combo
cambridge
cmu-HF-combo
cmu-hyp-combo
cmu-statxfer
cu-zeman
deu-combo

dfki

geneva

huicong
jhu-combo

jhu

lig

limsi
lium-combo
fium

nre

onlineA

rwth-combo
rwth

uedin
upv-combo

bbn-combo
cambridge
cmu-HF-combo
cmu-hyp-combo
cmu-statxfer
cu-zeman
deu-combo
dfki

geneva
huicong
jhu-combo

jhu

lig

limsi
lium-combo
lium

nre

onlineA
onlineB

rali
rwth-combo
rwth

uedin
upv-combo

rank

(all)
0.43
070
071
0.55
0.55
0.22
0.62
037
070
0.65
0.61
0.63

(sub)

letter BLEU

(all)
0.49
0.54
0.54
0.50
0.52
0.47
0.53
0.49
055
0.54
0.53
0.54

(sub)

rank

all)
0.64
0.66
0.70
077
0.51
0.21
0.72
0.42
027
051
0.65
0.59
0.53
065
0.64
0.71
0.66
0.52
0.71
065
077
0.55
0.65
0.68

(sub)

I letter BLEU

(all)
0.58
0.57
0.58
0.58
055
051
0.58
0.51
0.49
055
057
0.57
0.55
0.56
0.57
0.58
057
0.55

057
058
056
057
058

(sub)

Czech-English

MT-NCD

(all)
0.54
058
058
0.55
0.56
0.49
0.57
054
0.59
0.58
0.57
0.58

(sub)

Iletter recall

(all)

052
0.57
0.57
053
055
049
0.55
0.51
0.57
056
0.57
0.57

(sub)

French-English -

MT-NCD

(all)

0.60
0.60
0.60
060
0.58
0.52
0.61
056
055
056
0.60
0.60
0.59
059
060
060
0.60
0.59
0.60
060
060
0.59
0.60
0.60

(sub)

letter recall

(all)
060
0.60
0.60
0.60
057
054
0.61
0.56
0.55
058
0.60
059
0.58
0.59
0.60
0.61
0.60
058

0.60
0.61
059
0.60
0.61

(sub)

- Metrics submited to NIST MetricsMATR 2010, plus two baseline metrics (BLEU and NIST). Scores for "all" (entire WMT10 testset) and "sub"” (subset of the humanly assessed data) are shown.
MT-mNCD

(all)
053
0.56
055
0.53
053
052
0.56
052
056
0.55
0.54
0.55

(sub)

SVM Rank

(all)

5.46
5.43
5.10
5.23
477
5.25

5.41
5.40
5.40
5.47

(sub)

MT-mNCD

(all)
0.57
0.57
057
057
0.55
0.55
0.57
053
052
0.55
0.57
0.57
0.56
056
057
0.57
0.57
0.56
0.57
056
057
0.56

0.57

(sub)

SVM Rank

(all)
5.
5.80
5.81
5.84
556
530
5.87

529
5.60
5.77
574
5.62
572
577
5.88
5.79
554

5.80
5.87
573
5.82
5.88

(sub)

Badger full
@l)  (sub)
0.49 0.50
054 054
054 054
0.52 0.52
0.50 0.51
045 0.46
054 054
049 050
054 053
054 0.54
0.52 0.53
0.54 0.54
TESLAM
@l)  (sub)
0.41

0.48

0.48

045

045

036

0.46

0.42

0.48

048

048

048

Badger lite
@l (sub)
0.48 0.49
054 054
053 053
051 0.52
0.49 0.50
0.45 0.45
053 054
048 050
053 053
0.53 053
0.51 0.52
0.53 053
TESLA
@l (sub)
002
0.03
0.03
0.02
002
002
0.02
0.02
0.03
0.03
0.03
0.03

Badger full Badger lite

@) (sub) () (sub)
0.59 0.58
058 0.58
059 0.58
058 0.58
0.55 0.54
051 0.50
0.59 0.58
0.52 0.51
049 049
0.55 0.54
0.58 0.58
057 0.56
0.55 0.55
057 056
058 057
0.58 0.57
0.57 0.56
055 0.55
058 0.58
057 056
059 0.58
057 0.56
057 0.57
0.58 0.58

TESLAM TESLA

@) (sub) (al) (sub)
051 0.03
051 0.03
0.52 0.03
052 0.03
048 0.03
040 002
0.52 0.03
0.46 0.02
045 0.02
048 0.03
051 0.03
050 0.03
0.48 0.03
051 0.03
051 0.03
052 0.03
050 0.03
050 0.03
0.52 0.03
0.52 0.03
0.52 0.03
050 0.03
051 0.03
052 0.03

ATEC2.1

(all)
0.43
0.50
050
046
0.45
0.39
048
042
049
0.49
0.48
0.49

(sub)

Stanford

(all)
007
0.11
0.09
0.09
005
003
0.03
0.07
0.16
0.07
014
007

(sub)

ATEC2.1

(all)

0.53
053
053
053
0.49
0.46
0.54
046
044
050
053
0.52
0.51
052
053
053
0.52
0.50
053
052
0.54
052
0.53
0.54

(sub)

Stanford

(all)
002
0.05
0.03
0.03
003
002
0.03
0.04
0.05
003
001
008
0.05
0.05
0.03
006
004
008
0.11
0.06
0.01
004
004
0.03

(sub)

METEOR

adq

@l)  (sub)
0.4

8
055
054
052
051
045
053
047
054
053
053
054
TERp

(all)  (sub)

METEOR adg
@l (sub)

059
059
059
059
056
052
059
053
050
056
058
058
056
057
058
059
058
056
058
058
059
058
058
059
TERp

(all)  (sub)

47

METEOR hter

(all)
0.50
057
057
0.54
053
0.46
055
049
056
0.56
0.55
0.56

(sub)

DR

(al)
0.27
033
033
031
0.30
0.23
0.32
0.27
032
032
0.32
0.33

(sub)

METEOR hter

(all)
0.62
0.62
062
062
0.58
0.54
0.62
0.54
051
058
0.61
0.60
0.59
060
061
061
0.61
0.58
0.61
061
062
0.60
0.61
0.62

DR

(all)
037
037
037
037
034
027
037
031
0.29
033
036
035
0.34
036
037
037
036
033
037
036
037
036
036
037

(sub)

(sub)

METEOR rank
@) (sub)
0.45
051
050
048
0.47
0.42
0.49
044
050
0.49
0.49
0.50
Drdoc
@l (sub)
042
0.48
0.48
0.46
045
037
0.46
0.43
0.47
0.47
047
047

METEOR rank
@l (sub)
0.54
0.54
0.54
0.54
0.51
0.48
0.54
049
046
051
0.53
0.53
0.52
053
053
0.54
0.53
0.51
0.54
0.54
0.54
053
0.54
0.54
Drdoc
@l (sub)
050
0.50
0.51
051
049
040
0.51
0.45
0.43
0.47
050
050
0.49
0.50
0.51
051
050
048
0.51
0.50
051
050
050
0.50

SEPIA

(all)
0.24
029
029
027
0.25
021
028
024
029
0.29
0.28
0.29

(sub)

utch

(all)
025
0.30
0.30
028
027
022
0.29
0.25
0.30
029
029
029

(sub)

SEPIA

(alt)

0.33
033
033
033
029
024
033
025
023
028
032
031
0.30
031
033
032
032
0.30
032
032
033
031
032
033

(sub)

utch

(all)
034
033
034
034
031
027
034
029
027
031
033
032
031
033
033
034
033
031
0.34
033
034
033
033
034

(sub)

SemPOS

(all)
0.15
017
017
0.17
0.15
013
0.17
014
017
0.17
0.16
0.17

(sub)

BEWT-E

(all)

(sub)

SemPOS,

(all)
0.18
018
018
018
017
0.15
0.18
0.17
014
017
018
0.18
0.17
017
018
018
018
017
018
018
018
017
0.18
0.18

(sub)

BEWT-E

(all)

(sub)

SemPOS BLEU

@) (sub)
0.27
037
036
033
0.30
0.20
035
027
036
035
0.34
035

Bkars

@l (sub)
052 052
0.58 0.58
0.57 057
0.54 0.54
055 055
049 049
0.56 0.56
0.52 0.52
0.58 0.58
057 057
057 057
058 058

SemPOS BLEU

(all)
0.41
0.40
041
041
037
0.23
0.43
0.32
027
032
0.40
0.38
0.36
038
041
041
0.39
0.36
0.42
0.40
042
0.38
0.40
0.42

(sub)

Blars

(all)
0.61
0.61
0.61
0.61
0.58
0.55
0.61
0.55
0.54
0.57

(sub)

DCU-LFG

(all)
0.3s
0.44
0.44
0.41
0.37
0.30
0.42
034
043
0.42
0.42
0.43

(sub)

Metrics submitted to NIST MetricsMATR 2010, plus two baseline metrics (BLEU and NIST). Scores for "all" (entire WMT10 testset) and "sub" (subset of the humanly assessed data) are shown.

DCU-LFG

(all)

0.50
049
049
0.49
043
0.37
0.50
040
037
044
0.48
0.47
0.45
047
049
049
0.48
0.44
049
048
0.50
0.46

0.50

(sub)

LRKB4

(@l)  (sub)
0.51

0.56
0.56
054
053
050
053
0.49
053
055
055
055

BLEUV13a

(all)
018
025
025
022
019
014
023
018
024
024
023
024

(sub)

LRKB4

(all)

0.58
058
0.58
057
0.56
053
0.58
055
053
0.55
0.58
057
0.56
057
057
058
0.57
0.54
057
057
058
0.57

0.58

(sub)

BLEU 132

(all)
030
030
030
030
0.25
0.19
031
0.19
0.17
0.24
0.29
0.28
0.26
027
029
0.29
0.29
0.25
0.29
0.28
030
0.28
0.28
030

(sub)

LRHB4.

(all)
0.44
049
048
0.46
0.46
0.41
0.47
042
046
0.48
0.48
0.48

(sub)

NIST

(all)
620
7.10
698
6.6
624
5.45
7.00
613
613
7.06
6.64
699

(sub)

LRHB4

(all)
0.50
050
050
050
0.48
0.44
0.51
046
044
047
0.50
0.49
0.48
048
049
050
0.49
0.46
0.49
049
050
0.49
0.49
0.51

(sub)

NIST

(all)
7.81
7.65
7.69
7.69
7.6
6.12
7.78
6.01
5.67
6.99
7.61
7.44
7.3
731
7.70
7.59
7.53
7.29
7.73
7.44
7.73
7.39
7.44
7.64

(sub)



aalto
bbn-combo
cmu-HF-combo
cmu-hyp-combo
cmu
cuzeman
dfki

fok

huicong
jhu-combo
jhu

kit
koc-combo
koc

limsi

liu

onlineA
onlineB
rwth-combo
rwth

uedin

umd
uppsala
upv-combo
uums

aalto
bbn-combo
cmu-HF-combo
cmu-hyp-combo
cmu
cuzeman
dfki

ok

huicong
jhu-combo
ihu

kit
koc-combo
koc

limsi

liu

onlineA
onlined
rwth-combo
rwth

uedin

umd
uppsala
upv-combo
uu-ms

bbn-combo
cambridge
cmu-HF-combo
columbia
cu-zeman

diki

huicong
jhu-combo

jhu

onlinaA
onlineB

uedin

upe
upv-combo

bbn-combo
cambridge
cmu-HF-combo
columbia
cu-zeman

diki

huicong
ihu-combo

jhu

onlinaA
onlineB

uedin

upc
upv-combo

rank

(all)
042
077
0.73
0.65
046
036
0.50
0.66
047
0.67
0.53
072
059
0.23
0.52
059
0.63
0.73
075
062
0.66
0.68
051
0.64
0.55

(sub)

letter BLEU

(all)
050
055
055
054
050
048
049
054
050
054
051
054
052
043
053
053
053
0.56
055
054
054
055
051
054
050

(sub)

rank

(all)
062
0.61
0.66
045
027
045
0.50
0.55
0.61
054
0.70
0.69
0.51
066

(sub)

I letter BLEU

(all)
0.59
0.58
0.59
0.55
0.54
0.54
0.57
0.58
0.58
0.57
0.61
0.59
0.56
0.59

(sub)

German-English

MT-NCD

(all)
054
059
0.58
0.58
054
0.51
0.54
058
053

(sub)

I letter recall

(all)
0.52
057
0.57
057
0.53
051
053
057
0.53
057
053
0.58
0.55
0.48
0.56
0.56
0.55

0.58
057
0.58
058
0.54
057
054

Spanish-English

(sub)

MT-NCD

(all)
0.61
0.60
0.61
058
0.55
058
0.57
0.60
0.60
0.60
0.63
0.61
0.59
0.61

(sub)

I letter recall

(all)

(sub)

MT-mNCD

(all)
053
055
0.55
0.55
051
053
0.52
0.54
051
0.55
0.52
054
054
0.47
0.54
054
0.54
0.56
055
055
0.54
0.55
053
0.55
0.52

(sub)

SVM Rank

(all)
5.01
5.46
5.47
546
5.08
4.98
512
543
5.11
543
512
5.51
5.31
472
535
534
5.24
571
5.50
5.44
5.53
550
5.21
5.45
518

(sub)

Badger full

(all)
050
055
0.55
0.54
050
0.47
0.49
0.51
049
0.54
0.52
053
053
0.45
0.52
051
0.52
0.55
0.54
053
0.53
0.53
050
054
0.50

(sub)

TESLAM

(all)

0.41
0.48
048
047
0.42
0.37
045
047
0.42
0.47
042
048
0.45
036
047

(sub)

Badger lite

(all)
0.49
054
0.54
053
050
0.47
0.48
051
048

(sub)

TESLA

(all)
0.02
0.03
0.03
0.03
0.02
0.02
0.02
0.03
0.02
0.03
0.02
0.03
0.02
0.02
0.02
0.02
0.02
0.03
0.03
0.03
0.03
0.03
0.02
0.03
0.02

(sub)

ATEC2.1

(all)
043
050
0.50
0.50
044
042
0.44
049
043
0.50
045
049
048
037
0.48
047
0.48
0.52
050
049
0.50
0.50
045
050
045

(sub)

Stanford

(all)
0.01
0.04
0.03
0.04
0.03
0.02
0.06
0.02
0.02
0.02
0.05
0.05
0.02
0.01
0.04
0.03
0.10
0.17
0.02
0.03
0.06
0.07
0.02
0.03
0.02

(sub)

METEOR adg
(@) (sub)

050
056
056
056
051
048
051
055
050
055
051
055
053
043
054
053
053
057
056
055
055
056
051
055
051
TERp

(all)  (sub)

METEOR hter

(all)
052
059
0.59
0.58
053
050
0.52
0.57
052
0.58
0.54
057
056
0.45
0.56
055
0.55
0.60
059
057
0.57
0.58
054
058
0.53

DR

(all)
0.29
0.3s
0.34
033
0.30
0.26
031
033

(sub)

(sub)

METEOR rank

(all)
0.46
052
0.52
051
047
0.45
0.47
050
047

047

(sub)

Drdoc

(all)
0.42
0.47
0.46
0.46
0.44
0.39
045
0.46
043
0.46
044
0.47

(sub)

SEPIA

(all)
025
031
0.30
0.29
026
023
0.24
027
025
0.29
0.27
029
028
021
0.28
027
0.27
0.31
030
029
0.29
0.29
026
029
0.26

(sub)

ULCh

(all)
0.25
030
0.30
0.29
0.26
0.23
0.28
0.28
0.26
0.29
0.27
0.30
0.28
0.24
0.28
0.28
0.29
0.32
0.30
0.29
0.30
0.29
0.27
0.29
0.27

(sub)

SemPOS

(all)
015
017
0.17
0.17
016
0.14
0.16
016
015
0.16
0.16
016
016
0.13
0.16
016
016
0.18
0.17
017
0.16
0.17
015
016
0.15

(sub)

BEWT-E

(all)

(sub)

SemPOS BLEU

(all)
025
036
0.3s
0.34
030
020
0.29
031
025
0.34
0.29
034
031
0.21
0.32
032
031
0.37
035
034
033
033
028
034
0.29

(sub)

Bkars

(all)
0.53
0.58
058
058
0.52
0.51
053
058
0.52
058
054
058
0.56
047
057
0.56
0.56
0.61
059
0.58
058
058
0.54
0.58
054

(sub)

Metrics submitted to NIST MetricsMATR 2010, plus two baseline metrics (BLEU and NIST). Scores for "all" (entire WMTI0 testset) and “sub” (subset of the humanly assessed data) are shown.

DCU-LFG

(all)
035
046
045
044
038
032
035
042
036
0.44
037
044
041
0.28
041
041
0.40
0.47
045
044
043
0.44
038
044
0.37

(sub)

- Metrics submitted to NIST MetricsMATR 2010, plus two baseline metrics (BLEU and NIST). Scores for "all" (entire WMT10 testset) and "sub"” (subset of the humanly assessed data) are shown.

MT-mNCD

(all)
058
058
058
056
058
055
056
058
057
057
059
057
056
058

(sub)

SVM Rank

(all)
5.92
5.85
5.90
5.53
5.46
5.63
5.73
5.83
5.83
5.70
6.03
5.97
5.75
5.97

(sub)

Badger full

(all)
059
0.58
0.59
055
052
054
0.56
0.58
0.57
057
062
0.58
0.55
059

(sub)

TESLAM

(all)
0.52
0.51
0.52
0.47
0.42
0.50
0.49
0.51
0.51
0.52
0.56
0.54
0.50
053

(sub)

Badger lite

(all)
0.59
057
0.58
054
052
053
055
058
057
057
061
058
055
058

(sub)

TESLA

(all)
0.03
0.03
0.03
0.02
0.02
0.02
0.03
0.03
0.03
0.03
0.03
0.03
0.03
0.03

(sub)

ATEC2.1

(all)
054
053
0.54
050
048
049
0.51
0.53
053
053
0.56
0.54
0.51
0.54

(sub)

Stanford

(ally
0.04
0.07
0.04
0.04
0.03
0.08
0.05
0.01
0.08
0.11
0.25
0.12
0.03
0.04

(sub)

METEOR adg
(all)  (sub)

0.60
0.59
0.60
056
054
0.56
0.58
0.59
059
058
0.62
0.60
0.58
0.60
TERp

(all)  (sub)

48

METEOR hter

(all)
063
0.62
063
059
056
058
0.61
062
062
061
0.65
063
0.60
063

DR

(all)

038

(sub)

(sub)

METEOR rank

(all)
055
0.55
0.55
0.52
050
051
053
0.54
0.54
054
0.57
0.55
0.53
055

(sub)

Drdoc

(all)
0.50
0.50
0.50
0.46
0.41
0.47
0.48
0.50
0.49
0.50
0.53
0.51
0.48
0.50

(sub)

SEPIA

(all)
0.34
034
034
0.30
0.27
0.28
031
033
033
032
0.36
033
031
034

(sub)

uLch

(all)

(sub)

SemPOS

(all)
018
0.18
0.18
0.17
015
018
0.17
0.18
0.18
017
020
0.18
0.17
018

(sub)

BEWT-E

(all)

(sub)

SemPOS BLEU

(all)
043
0.41
0.41
035
025
035
035
0.40
039
039
047
0.42
037
0.42

(sub)

Bkars.

(all)
0.62
0.61
0.62
057
0.56
058
0.59
0.61
0.61
0.61

0.62
0.60
0.62

(sub)

DCU-LFG

(all)
053
052
052
047
0.41
046
047
051
050
048
0.55
052
0.48
053

(sub)

LRKB4

(all)
048
054
0.54
053
051
050
0.50
052
050

0.16
0.17
0.22
0.19
0.25
0.21
0.24
0.24
0.16
0.23
0.22
0.21
0.26
0.26
0.24
0.23
0.23
0.21
0.25
0.20

(sub)

LRKB4

(all)
059
0.59
0.59
0.57
055
056
0.57
0.58
0.58
055
059
0.59

(sub)

LRHBA

(all)
036
042
0.42
0.41
038
036
0.36
039
036
0.41
037
040
040
0.3s
0.39
039
036
0.41
0.41
041
0.39
0.40
038
041
0.38

(sub)

NIST

(all)
6.38
7.28

673
6.60

7.18
7.20
6.96
6.80
677
651
7.15
632

(sub)

LRHB4

(all)
0.51
0.51
0.51
0.48
0.45
0.47
0.48
0.50
0.49
0.46
0.50
0.51
0.49
0.51

(sub)

NIST

i)

(sub)



cmu-HF-combo
cu-bojar
cu-tecto
cuzeman
deu-combo
deu
eurotrans.
koc-combo
koc

onlineA
onlineB
petrans
potsdam
rwth-combo
sfu

uedin
upv-combo

cmu-HF-combo
cu-bojar
cu-tecto
cu-zeman
deu-combo
decu
eurotrans
koc-combo
koc

onlineA
onlines
pe-trans
potsdam
rwth-combo
sfu

uedin
upv-combo

cambridge
cmu-HF-combo
cu-zeman

dfki

eu

geneva

jhu

koc-combo

koc

limsi

lium

nre

onlineA
onlineB

rali
rwth-combo
rwth

uedin
upv-combo

cambridge
cmu-HF-combo
cu-zeman
dfki

eu

geneva

jhu
koc-combo
koc

limsi

lium

nrc

onlineA
onlineB

rali
rwth-combo
rwth

uedin
upv-combo

rank

(all)
0.69
066
0.60
050
075
038
054
066
033
044
0.70
0.62
0.44
0.70
045
062
0.68

(sub)

I letter BLEU

all)
0.46
0.45
043
041
047
040
0.40
0.45
0.38
041
046
041
040
0.46
0.41
0.45
0.46

(sub)

rank

all
0.63
0.74
0.26
040
0.32
035
0.53
0.68
0.26
0.66
063
062
055
068
0.66
0.75
0.63
0.70
0.66

(sub)

I letter BLEU

(all)
055
057
050
051
050
050
055
057
0.49
056
057
056
055
057
057
057
056
056
057

(sub)

English-Czech

MT-NCD

(all)
058
057
057
055
059
054
054
057
052
055
058
055
055
057
055
057
058

(sub)

Iletter recall

al)
0.47
0.46
0.45
042
0.48
0.41
0.42
0.46
0.40
0.43
0.48
043
042
0.47
0.43
0.46
0.48

English-French -

(sub)

MT-NCD

(all)
0.57
058
051
054
053
0.55
0.57
0.59
0.53
0.58
058
057
057
058
0.58
0.59
0.58
0.58
0.59

(sub)

Iletter recall

(all)
057
059
052
054
054
052
057
059
051
058
059
058
057
0.60
059
059
058
058
059

(sub)

Metrics submited to NIST MetricsMATR 2010, plus two baseline metrics (BLEU and NIST). Scores for "all" (entire WMT10 testset) and "sub” (subset of the humanly assessed data) are shown.

MT-mNCD

(all)

054
054
053
052
0.55
051
051
054
0.49
051
054
051
051
053
0.52
053
055

(sub)

SVM Rank

(all)
4.80
4.70
462
436
4.90
425
4.42
4.70
424
4.48
4.87
452
438
4.81
4.44
473
4.84

(sub)

MT-mNCD

(all)
0.54
0.55
053
051
051
051
053
0.55
0.51
0.54
0.54
054
053
0.54
0.54
0.55
0.54
0.54
0.55

(sub)

SVM Rank

(all)
5.53
5.74
5.03

521
5.10
551
576
5.06
567
576
5.61
5.8
5.81

579
5.69
5.70
578

(sub)

Badger full

(all)
050
0.49
0.46
0.46
051
0.46
0.43
0.49
0.44
045
0.49
0.44
0.45
050
0.44
048
050

(sub)

TESLAM

(all)
0.55
053
053
050
055
0.47
051
053
043
051
0.54
050
049
055
0.50
0.54
0.54

(sub)

Badger full

(al)
0.57
0.57
047
050
048
0.49
0.54
0.57
0.49
0.55
056
054
054
057
0.56
0.57
0.55
0.56
0.57

(sub)

TESLAM

(all)
0.52
054
0.40
0.46
0.46
0.48
0.50
054
0.45
054
054
052
052
054
054
055
0.53
054
055

(sub)

Badger lite
(@l (sub)
047
046
0.43
0.43
0.48
0.43
041
046
041
0.41
0.46
0.41
0.42
0.47
041
045
0.47
TESLA
@l (sub)
-0.02
-0.01
-0.01
-0.01
-0.01
-0.01
-0.01
-0.01

Badger lite
(@l (sub)
055
056
046
049
047
048
053
056
048
054
055
053
053
055
055
056
054
055
056
TESLA
(@) (sub)
0.02
-0.01
0.03
0.02
0.02
003
0.02
-0.01
0.02
0.02
-0.01
-0.01
0.02
0.02
-0.01
0.01
-0.01
0.01
-0.01

ATEC2.1

(all)
037
036
034
031
039
032
0.29
037
0.29
031
037
031
031
038
031
036
038

(sub)

Stanford
al) (sub)  (al)  (sub) (al)  (sub)
0.05

0.06
0.09
0.05
0.14
0.05
0.04
0.02
0.03
0.06
0.10
0.05
0.03
0.04
0.04
0.11
0.06

ATEC2.1

all)
0.45
0.47
038
039
038
0.37
0.44
0.47
0.37
0.45
046
045
044
046
0.46
0.47
0.45
0.45
0.47

(sub)

Stanford

(all)
0.06
0.03
0.03
0.06
0.03
0.05
0.05
0.00
0.02
0.06
0.07
0.06
0.07
014
0.06
0.04
0.06
0.09
0.05

(sub)

METEOR adg

(all)

(sub)

TERp

METEOR adq

all)

(sub)

TERp

(all)

(sub)

49

METEOR hter

(all)

(sub)

DR

METEOR hter

(all)

DR

(all)

(sub)

(sub)

METEOR rank

(all)
045
043
0.40
039
0.45
039
037
043
036
038
0.44
037
038
0.44
038
042
045

Dre

(al)

METEOR

(all)
0.49
0.51
043
0.44
044
0.42
0.49
0.51
043
0.49
0.51
049
048
0.51
0.50
0.51
0.50
0.50
0.51

Drdoc
(all)

(sub)

doc
(sub)

rank
(sub)

c
(sub)

SEPIA

(all) (sub)

uLch

@l (sub)

SEPIA

(all)

(all)

(sub)

uLch
(sub)

SemPOS

(all)
037
036
033
034
038
033
031
037
033
033
037
029
034
037
033
037
037

(sub)

BEWTE

(al)

(sub)

SemPOS

(all)

(sub)

BEWT-E

(all)

(sub)

SemPOS BLEU

(all)
0.49
0.47
0.42
0.42
0.51
0.41
038
0.47
039
0.41
0.48
036
0.42
0.49
0.41
0.47
0.49

(sub)

Bkars.

(all)
053
051
0.50
047
054
046
0.46
051
0.44
0.47
053
047
046
051
0.47
052
053

SemPOS
all)

(sub)

BLEU
(sub)

Bkars

(all)
058
0.60
052
054
053
052
057
0.60
052
058
059
058
058
0.60
059
0.60
059
059
0.60

(sub)

DCU-LFG

(all)

(sub)

Metrics submitted to NIST MetricsMATR 2010, plus two baseline metrics (BLEU and NIST). Scores for "all" (entire WMT10 testset) and "sub” (subset of the humanly assessed data) are shown.

DCU-LFG

(all)

(sub)

LRI

(all)
051
050
0.48
0.46
052
0.49
0.48
051
0.49
048
051
0.49
0.49
051
0.49
050
051

KB4
(sub)

BLEUVI3a

(all)
017
016
013
012
019
013
010
0.17
0.12
012
017
010
012
018
011
0.16
0.18

LRKB:
(all)
058
0.60
054
055
0.56
054
0.58
0.60
0.55
059
0.60
058
0.58
0.60
0.60
0.60
0.59
0.60
0.60

(sub)

"
(sub)

BLEU 133

(all)
028
030
016
0.20
0.19
018
024
029
020
027
029
027
0.25
0.28
028
030
028
028
030

(sub)

LRI
(all)
044
043
0.41
0.39
0.46
0.43
0.42
045
042
0.42
0.45
0.42
0.42
0.45
043
044
045
N
(all)

5.62
5.47
525
496
5.96
495
244
558
453
465
556
456
474
582
468
5.43
5.88

HB4
(sub)

IST
(sub)

LRHB4

(al)
0.50
052
043
046
046
0.44
0.48
0.52
0.46
0.50
0.51
049
049
051
051
0.52
0.51
051
0.52

(sub)

NIST

(all)
7.47
7.52
543
616
5.94
604
665
7.53
614
7.20
7.38
722
699
732
732
762
728
724
7.65

(sub)



ccmu-HF-combo
cu-zeman

dfki

fok

ihu

kit

koc-combo

koc

i

onlineA
onlineB
rwth-combo
rwth

sfu

uedin
uppsala
upv-combo

cmu-heafield-combo
cu-zeman
dfki

koc-combo
ko

limsi

liu

onlineA
onlined
rwth-combo
rwth

sfu

uedin
uppsala
upv-combo

cambridge
ccmu-HF-combo
cu-zeman

deu

dfki

jhu

koc-combo

koc

onlineA
onlineB
rwth-combo
sfu

vedin
upb-combo
upv-nnim

upy

cambridge
ccmu-HF-combo

cu-zeman

koc-combo
koc

onlineA
onlineB
rwth-combo
sfu

uedin
upb-combo
upv-nnim
upy.

rank

(all)
059
028
0.62
0.56
046
060
0.59
030
051
0.55
0.59
070
065
0.51
034
062
0.47
0.55

(sub)

I letter BLEU

(sub)

rank

(all)
0.54
0.68
023
061
055
0.55
0.62
0.19
0.69
0.71
0.59
040
061
0.60
054
0.55

(sub)

I letter BLEU

(all)
0.57
0.59
0.54
059
054
0.57
0.58
0.51
0.59
0.60
0.59
0.54
058
058
0.57
0.58

(sub)

English-German
MT-NCD

(@) (sub)
055
046
053
055
053
055
055
050
054
054
054
056
055
054
051
055
054
055

I letter recall

(all)  (sub)
048
042
047
047
045
048
047
042
046
048
048
0.50
048
047
039
048
046
047

English-Spanish
MT-NCD
(@) (sub)
059
0.60
055
0.60
057
059
0.60
054
0.60
0.61
059
058
0.60
0.60
059
059
Iletter recall
@l)  (sub)
059

0.61
056
061
057
059
0.60
053
0.62
063
0.61
055
061
060
059
0.60

Metrics submitted to NIST MetricsMATR 2010, plus two baseline metrics (BLEU and NIST). Scores for “all" (entire WMTI0 testset) and "sub” (subset of the humanly assessed data) are shown.

MT-mNCD

(all)
0.47
052
0.46
047
047
047
0.47
045
046
047
0.46
048
047
047
0.45
047
0.47
047

(sub)

SVM Rank

(all)

(sub)

Badger full

(all)
047
042
0.44
045
046
047
0.47
042
045
0.46
0.46
048
047
0.46
0.44
046
045
0.47

TESLAM

(all)
0.45
033
0.46
0.45
0.42
0.45
0.45
039
0.43
0.45
0.46
0.48
0.45
0.44
0.38
0.46
0.43
0.44

(sub)

Badger lite
(sub)  (all)  (sub)
046

041
0.44
0.45
045
046
0.46
0.42
044
0.45
0.45
047
046
0.45
0.43
045
0.44
0.47

TESLA

(all)
0.03
0.03
0.04
0.03
0.03
0.03
0.03
0.03
0.03
0.03
0.04
0.04
0.03
0.03
0.03
0.03
0.03
0.03

(sub)

ATEC2.1

(all)
0.37
030
0.34
0.36
034
036
0.37
031
035
0.3s
0.3s
039
037
0.3s
0.29
036
035
0.37

(sub)

Stanford

(all)
0.05
0.03
0.12
0.03
0.07
0.06
0.00
0.02
0.05
0.04
0.09
0.20
0.03
0.05
0.03
0.08
0.03
0.03

(sub)

METEOR adq

(all)

(sub)

TERp.

(all)

(sub)

METEOR hter

(all)

(all)

(sub)

(sub)

METEOR rank

(all)
0.27
022
024
0.26
025
026
0.26
022
025
0.25
0.25
028
027
0.26
021
026
0.25
027

(sub)

Drdoc

(all)

(sub)

SEPIA

@ll)  (sub)

utch

(all)  (sub)

SemPOS

(all)

(sub)

BEWT-E

(all)

(sub)

SemPOS BLEU

(all)

(sub)

Blars

(all)
0.53
0.47
0.50
0.52
0.50
053
0.53
0.46
0.51
052
0.52
0.55
0.53
0.52
0.45
053
051
053

(sub)

DCU-LFG

(all)

(sub)

Metrics submitted to NIST MetricsMATR 2010, plus two baseline metrics (BLEU and NIST). Scores for "all" (entire WMT10 testset) and "sub" (subset of the humanly assessed data) are shown.

MT-mNCD

(al)
0.56
0.57
0.57
057
054
056
0.57
0.53
0.57
0.57
0.56
055
056
057
056
0.56
SsVM

al)
5.75
5.90
5.41
590
555
5.72
5.84
5.19
5.97
6.12
5.89
535
586
588
571
5.80

(sub)

Rank
(sub)

Badger full

(all)
0.57
0.59
0.51
058
054
0.57
0.58
0.51
0.58
0.60
0.59
055
058
059
056
0.57

TESLAM

(all)
0.45
0.48
0.40
047
042
045
0.46
0.36
0.48
0.49
0.47
0.42
047
047
0.44
0.45

(sub)

Badger lite
(sub)  (all)  (sub)
0.55

0.58
050
057
052
0.55
057
0.49
057
0.59
058
0.54
057
0.58
055
0.56

TESLA

(all)
0.01
0.01
0.00
001
0.00
001
0.01
0.00
0.01
0.01
0.01
000
0.01
001
001
0.01

(sub)

ATEC2.1

(all)
0.45

0.48
0.41
047
0.42
045
0.47
038
0.48
0.49
0.48
0.42
0.47
048
0.45
0.46

(sub)

Stanford
(@) (sub) (al) (sub) (al) (sub)
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.01
0.00
0.00
0.00

METEOR adq

(all)

(sub)

TERp
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METEOR hter

(all)

(sub)

METEOR rank

(all)
0.25
0.26
0.22
025
023
025
026
0.21
0.25
0.26
0.26
0.24
025
026
024
025

(sub)

Drdoc

(all)

(sub)

all)

all)

SEPIA
(sub)

uLch
(sub)

SemPOS

all)

(sub)

BEWT-E

al)

(sub)

SemPOS BLEU

(all)

(sub)

Bkars

(al)

0.60
0.62
056
061
057
0.60
0.61
0.53
0.62
0.64
0.60
056
061
061
059
0.60

(sub)

DCU-LFG

(all)

(sub)

LRKB4

all)
0.47
043
0.45
0.45
043
045
0.46
0.44
045
0.44
0.44
047
046
0.45
0.39
046
0.45
0.45

(sub)

BLEU 132

al)
0.18
0.12
0.14
0.16
0.15
0.17
0.17
0.14
0.16
0.16
0.15
0.19
0.17
0.16
0.11
0.17
0.16
0.17

(sub)

LRKB4

(all)

0.57
0.58
052
058
054
056
0.58
053
0.58
0.60
0.58
053
058
058
0.57
0.57

(sub)

BLEU 13a

(all)
029
032
021
030
024
028
030
021
030
032
031
024
030
031
028
029

(sub)

LRHB4
@l (sub)
035
031
033
0.34
031
033
0.35
0.32
033
033
0.32
035
035
0.34
0.28
034
034
0.34
NIST
@l)  (sub)
5.98
5.03
528
585
5.79
5.98
5.98
519
570
585
5.65
6.18
6.06
5.86
482
594
5.74
610

LRHB4
@) (sub)
0.50
052
043
051
047
048
0.51
0.46
051
0.53
051
045
051
051
049
050
NIST
@l (sub)
7.50
796
654
772
683
758
779
637
7.65
7.87
797
7.18
7.66
793
739
7.48
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REF - .03% 02F .03% .01F .03% .02F 051 .02F 06% .03F .05F .03F
aaLTo  93% 54% 54 23% 36 .58% 56% .65 697 .64t .67F .62}
cmu  .94F 30F - 47 14F 22% 528 41| 50% 577 45T 44 38
cu-BoIAR  .94% 26% 38 -  10F 22 61* 471 46 55F 42 49t 44
cu-zEMAN  .98% 58F 73t 77t _ 55t 79F 718 84t g0F 77t 79% 75t
ONLINEA  .94% 41 .61% 57% 231 68 631 71F 717 .63% 54 .61F
oNLINEB  .93% 30f 31 26F 10t a7t - 321 35 31 22F 29 38
vepin 91 278 35 34t 11t a8t 47t - | 54F 50F 35 29 35
BBN-c 957 21F 227 36 06F .17F 38 26 - 32 24% 31F 26F
CMU-HEA-C  .90% .17% 19% 23% o9f 18% 32 274 34 - 317 31* 30t
Jau-c - .93F 19% 30t 35 09 24% 50f 34| 47t 45T - 41% 36
RWTH-c  91F .16% 35 20% 12F 27% 41* 37| 42* 42 23F - 24f

upv-c  .94% 24% 40 36 .09F 28% 39 32| 46t 47t 33 36T 2
Sothers 93 26 37 38 .11 24 47 40| 49 49 38 41 40
>=others 97 42 56 55 25 39 67 62| 70 70 61 .65 .62

Table 21: Sentence-level ranking for the WMT10 Czech-English News Task (Combining expert and
non-expert Mechanical Turk judgments)
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REF - .00F .02f .00f 07F .04F 03F 00F .06F .04F 00F .02f 07F 07F 07F 02F 09F .03F 037 .10f 04F 04F 03F 02F 07F 06f
AALTO 100 - 43 39 .48 .60% 38 .41 .74% 18% 42 57F 50T .63F 55F 68F 79F 42 33| 71 .61F 667 54 51 667 .56t
cMu - 95F 34 19% 45 s52F 38 50 .63F .17F s1F 55F 56T 667 557 607 567 30 40| .62F .64% 49% 58% 46 647 46T
CU-ZEMAN 1007 44 .64t — 43 72% 31 457 69 36 .55 .62f 75t 75t 78t 75t 75t 48* s6f) 79% 82 72F 68% .63 .67% .84t
prFkI  .92F 29 33 35 - 37 40 34 59 .08% 42 50 49 647 35 44 44 50 41| .70 61T 57 46 47 627 44
FBK  .93% 26% 23T 7% 49 - 12F 30 .52 08F 20F 45% 41 .62F 44 44 48 18t 25T 53t 47 38 38 22F 41 51
HulcoNG  .92F 34 39 37 138 .71F 53t 67F 18% 51T 47 .60% 657 .49* 55F 78% 35 41| 56F 777 74% 58F 41 .65 57F
mu  .92% 35 30 a7t 52 45 25t - 58F 16t 43 38 57T .60 54F 60 707 29 25| 657 75% 567 .62% .49* .66% 48T
KIT  .90F 4% 16t 14F 35 28T 19F 16t - 03% 29* 20F 35 .53* 21F 24F 30 20 22 44 29 38 35 24 40 24t
koc .95% .66* 71t 51 75% 80F .58F 8% 93F — 75t 87F 72 74F 74t 81F 81F .78F 661 .89% .85F .80f .80f .72 91 73%
Limst - .99% 26 24F 32 45 61t 25T 38 .50% .10t - .50* .55 .69 .52 .57 57 20 208 60F 52T 42 47T 37 .60 .56F
L 878 17F 20F 14F 34 22% 31 38 .66F .04F 27 - 51* 53T 52¢ 53* 51 20F 33| .64F 59F 48T 48 51 37 53
ONLINEA  .90F 25T 207 18%F 34 43 23% 28T 49 08F 32* 30" - 44 38 40 42 32F 350 39 47 51 278 35 43 40
ONLINEB  .76% 22% 24% 14% 27% 27% 25% 25t 32 22F 21% 28T 32 - 27t 21F 30f 23F 5% 41 31 40 23F a6t 42 29
rRwTH  .89% 22% 23% 13% 49 35 29 21F 62% 157 32* 29* 46 57T - 39 49 25 38| 41 27 34 36 27 .48 22F
vepIN  91F 15% 20% 12F 49 35 24F 22F 49T 04 22F 30* 46 .62F 43 - 39 11f 154 45 33 40 45 33 34 33
ump  .91F 12 23% 06 35 29 11F 16t 47 14t 23F 35 40 55T 36 47 - a6t 7 44 201 27 37 26 27 24
UPPSALA  .94% 30 41 23* 35 .53% 26 .37 .66 .03% 547 717 577 657 45 72F 67 - 25| 59% 697 49F 637 33 .60F .64F
vu-ms  .83% 28 .42 24 41 49T 28 42 .68% .10 .55% 48 .55% 63T 49 .56t 607 32 — | 52T 58% 617 .64% 467 .64% .50*
BBN-c 907 .15% 167 10 227 7% 22 a8t 41 o06f 16F 21F 35 45 30 26 34 .a3F 207 - 42F 4T 27 11 25 21
cMU-HEA-Cc  .83F 20% 18F 07F 207 32 06F .10f 49 05% 267 217 41 33 37 43 58T 10f 4f a8t - 33 32 11F 34 24%
cMmu-HYPO-Cc 967 24% 20% 07 37 33 .12F 21F 40 .10f 41 267 40 54 25 37 44 a3t 78 49t 31 - 34 23* 51T 45
JjHU-c .97F 33 22% 18t 31 30 27F a8t 33 .12f 19t 33 59% 60F 39 32 30 .19% 20§ 44 29 34 - 21* 36 23
koc-c  .93% 11% 31 17t 41 50T 25 27 44 11t 42 36 47 .68F 43 41 40 33 .18% 59F 57F 46 477 - 52T 43
RWTH-c  .87F 20% .10% 21% 25% 27 15% 23% 24 02 20% 30 34 47 27* 34 36 .14 201 33 26 21T 24 20 - a7F

upv-c  .93F 14% 20 10F 42 20% 25% 25T 57F 20F 22F 33* 39 45 47 40 50T 24F 284 44f 42* 27 34 28 567 9
>others 92 25 28 .18 139 41 25 30 52 .12 34 39 47 57 42 46 51 27 28| 52 49 45 44 34 50 42
>=others 96 46 49 35 53 62 45 51 71 24 54 58 63 72 63 66 70 50 S| 75 73 68 67 .59 74 64

Table 22: Sentence-level ranking for the WMT10 German-English News Task (Combining expert and

non-expert Mechanical Turk judgments)
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~ &) o o a T = o o =} j=] m o = =}
REF - .05F .01% .02f .03% .03% .01F .02F .04% .03F 047 03F 07F 05F 04F
CAMBRIDGE ~ .90F —  24% 11% 35T 26% 43 35 50T 45T 337 40 46 28 41
coLumBia  .97F 61F - 25t 47 44 617 53 627 59% 48T 59F 57 45T 57
cu-zeMaN  .92F 73t 59 _ 2% 66t 717 .65% .75F 79t 58 75F 78t 71t 72t
prk1  .95% 50T 41 21F 46 .56° 527 65F .62F 47| 52F 567 52T L60F
HuiconGg  .93%F 57F 34 21F 36 - 47t 43 67t 58F 40| 51 .62F 46t 52F
JHU  .94% 39 22% 16t 30f 32f - 41 s2F 47 37 41 33T 28 35
ONLINEA  .92% 45 35% 24% 34F 41 41 - 60F 58F 38| .55% 46 36 .57
OoNLINEB  .87F 34T 24% 15% 21F 19t 33t 25t — 34t 26d 34T 37% 24F 40
vepiN  .94F 33T 26 12F 24 22F 25F 25t 50T - 259 28T 32% 25F 26
vec  .89% 45* 36T 23% 39 37 42 48 .62f 57F - | s54F s1F 50F 53F
BBN-c 917 33 25% 11F 327 30F 34 31F s1T a1t 307 - 36 267 31
CMU-HEA-C  .89% 37 20% .10% 20% 23% 237 35 .50* 44* 319 34 - 23F 31
sau-c - .89% 39% 31 17F 37 33T 38 42 63t 47t 318 42t a2t - 37
vpv-c  91% 35 30% 16t 29F 26F 32 28F 44 35 274 27 30 24t 9
Sothers 92 42 129 .16 33 132 139 37 54 48 34| 42 44 35 43
>=others 97 .62 45 29 46 50 61 52 68 .68 51| .64 65 .58 .66

Table 23: Sentence-level ranking for the WMT10 Spanish-English News Task (Combining expert and

non-expert Mechanical Turk judgments)
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REF - 02f .00f 00f .00f 00f .05t 02f 00f 00f 00f 02f o06f .02 .04 02% 04% .03% .02F .05% .05F .04% 05F .06t .02F
caMBRIDGE  .82F — 42 16t 12f 35 31 45 21F 47 29 38 287 54 43 33 38| 28 39 45T 24 25 34 54T 37
CMU-STATXFER  .91% 50 — 17 41 7% 28 44 36 48 56° 57 47 56* 70 49 50| 47 .61F .68 55T 50 42 s2f st
CU-ZEMAN 1007 747 71F - 74% 46 .67t 73F 73t 74t 75t 76t 75t 89% 78% 66t 831 (747 87F 737 g0 .83% 777 957 §2f
pFKI 1007 .77F 48 17 - 277 49 52 48 .64* 697 677 47 .62* 53 47 .64% 607 .73F 72 79F 58 667 .73 .74F
GENEvA  .98% .58 .70 44 59T -  55% 67f 70% 70% 777 73% 63% 81% 817 .69 777 73F .62t 667 .75% 607 .73% .88 .71
HUICONG  .89% 53 34 .13% 34 30* - 41 36 .43 .70% 56% 57 597 56F 43 55T 45 51% 64t 48 49 49 53 57T
JHU  .88% 36 38 .11 34 25f 35 _—  33* 46 .49* 48 40 .50 40 34 36| 39 33 .59F 54* 41 42 40 41
LG .98% .65t 34 18% 44 26 39 56 - .60 .55% 51% 45 54t 53 39 38| .52¢ 54t 53F 510 53T 55 51 S8t
Limst .98% 40 24* 23F 23F 15t 29 38 25% - 28 38 277 64t 35 30 41| 27 33 49 45 37 28 45 .39
oM 90% 40 19F 12f 30 m1F mF o26* a5t 36 - 36 25T 37 39 26 29| 24 34 49t 34 33 34 31 38
N .93F 31 06t 15t 20t 23 20 32 16t 38 36 - 231 53 36 24* 31| 44 37 47F 45F 29 39 38 42
ONLINEA  .92F 60T 47 15F 44 22F 32 46 34 577 s2F 60T - 52% 34 44 577 556 51 51 64T 46 51 41 .60
oNLINEB  .85F 35 32* 09%f 33* .10f 20f 31 25T 7% 40 34 24 - 38 32* 28| 39 30 42 37 41 35 32 22%
RALT  .90% 31 .19% 10 38 .10 17f 47 35 38 33 .38 48 48 - 29* 31| 29 .38 40 .38 34 31 570 21f
RWTH  .93% 43 33 12F 47 267 39 40 47 35 45 49* 44 53% 54 - 44 42 48 51* 54* 48T 49 50 26
uepiN  .92% 42 32 10f 22 10f 287 30 42 30 55 36 237 43 33 20% - | 41 24 52 46 25 22 27 37
BeN-c 927 49 33 24% 28T 18% 40 39 28 45 27 27 36 39 35 35 31| - 26 457 43 26 587 36 .28
CMU-HEA-C  .90F 41 21F o06F 23% 207 28% 27 227 39 40 22 39 43 29 30 40| 28 - 43 28 .15* 25 26 .16
cMmu-HYPO-c  .84F 18T 20 .14% 20% 22F 21F 9% 16f 31 22T 21 36 38 34 277 22T 16f 24 - 36 23 .10 33 24
pcu-c  .92% 27 24T 12% 7t 23% 30 29* 24* 32 43 22* 28T 41 23 27 28| 22 23 25 - 23 23 24 .17
JjHU-c  .88F 47 26 .10F 33* 24% 36 34 247 41 39 40 42 39 34 257 42| 28 377 38 39 - 37 32 .38
LivmM-c  .90% 48 42 .13% 25% 20F 33 50 30 44 37 34 37 52 43 34 33| 22F 34 567 33 43 - 49 M4
rwTH-c  .89% 22 19T 03% 23% 2% 19 23 27 30 36 .19 47 54 267 a6t 27 19 26 28 16 22 16 - 2
upv-c  .89% 27 15t 10F 16t 29F 30f 31 25T 36 42 24 32 64t 46T 34 27| 44 33 44 23 17 31 24
>others 91 43 32 .14 31 21 31 39 31 42 44 40 38 52 43 33 40| 37 40 49 43 38 4 44 39
>=others 97 .64 51 24 40 31 50 59 50 63 .68 .65 51 .68 .65 55 66| .63 .69 75 1 64 62 T4 67

Table 24: Sentence-level ranking for the WMT10 French-English News Task (Combining expert and
non-expert Mechanical Turk judgments)
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LIMSI’s statistical translation systems for WMT’10

Alexandre Allauzen, Josep M. Crego]lknur Durgar El-Kahlout and Francois Yvon
LIMSI/CNRS and Univers# Paris-Sud 11, France
BP 133, 91403 Orsay Cedex
Fi rst name. Last name@ i nsi . fr

Abstract evaluation and the resources that were used to train

, _ o our models. As far as resources go, we used all the
This paper describes our Statistical Ma- 4414 supplied by the 2010 evaluation organizers.
chine Translation systems for the WMT10  gageqd on our previous experimentseelotte et
evaluation, where LIMSI participated for 5| 2008) which have demonstrated that better nor-
two language pairs (French-English and  5jization tools provide bett®LEU scores (Pap-
German-English, in both directions). For inenj etal., 2002), we took advantage of our in-
German-English, we concentrated on nor- - 1)4se text processing tools for the tokenization
malizing the German side through aproper 54 detokenization steps. Only for German data
preprocessing, aimed at reducing the lex-  gig we used the TreeTagger (Schmid, 1994) tok-

ical redundancy and at splitting complex  gnizer. Similar to last year's experiments, all of
compounds. For French-English, we stud- 5, systems are built in "true-case”.

ied two extensions of our in-hougé-code
decoder: firstly, the effect of integratinga 3 German-English systems
new bilingual reordering model; second,
the use of adaptation techniques for the
translation model. For both set of exper-
iments, we report the improvements ob-
tained on the development and test data.

As German is morphologically more complex than
English, the default policy which consists in treat-
ing each word form independently from the oth-
ers is plagued with data sparsity, which poses a
number of difficulties both at training and de-
1 Introduction coding time. When aligning parallel texts at
) the word level, German compound words typi-
LIMSI took part in the WMT 2010 evalua- g1y tend to align with more than one English
tion campaign and developed systems for tWQu, - this, in turn, tends to increase the number
languages pairs:  French-English and Germang; oqsiple translation counterparts for each En-
English in both directions. For German—Engllsh,glish type, and to make the corresponding align-
we focused on preprocessing issues and performegle t scores less reliable. In decoding, new com-

a series of experiments aimed at normalizing th%ounds or unseen morphological variants of ex-
German side by removing some of the lexical réjgiing \words artificially increase the number out-

dundancy and by splitting compounds. - For thisy¢ \5canulary (OOV) forms, which severely hurts

pair, all the experiments were performed using the e oyera|l translation quality. Several researchers
Moses decoder (Koehn et al., 2007). For Frenchpaye proposed normalization (Niessen and Ney,
English, we studied two extensions of owgram 5004 corston-oliver and Gamon, 2004; Goldwa-
based system: first, the effect of integrating o 5nq McClosky, 2005) and compound splitting

new bilingual reordering model; second, the US?Koehn and Knight, 2003: Stymne, 2008; Stymne,
of adaptation techniques for the translation modelzoog) methods. Our approach here is similar, yet

Decoding is performed using our in-housecode a5 gifferent implementations; we also studied
(Marifio et al., 2006) decoder. the joint effect of combining both techniques.

2 System architecture and resources 3.1 Reducing the lexical redundancy

In this section, we describe the main characterisin German, determiners, pronouns, nouns and ad-
tics of the phrase-based systems developed for thjectives carry inflection marks (typically suffixes)
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Input POS Lemma Analysis
In APPR in APPR.In
der* ART d ART.Def.Dat.Sg.Fem
Folge NN Folge N.Reg.Dat.Sg.Fem
befand VVFIN  befinden VFIN.Full.3.Sg.Past.Ind
die* ART d ART.Def.Nom.Sg.Fem
derart ADV derart ADV
geshrkte* ADJA geshrkt ADJA.Pos.Nom.Sg.Fem
Justiz NN Justiz N.Reg.Nom.Sg.Fem
wiederholt ADJD wiederholt ADJD.Pos
gegen APPR gegen APPR.Acc
die* ART d ART.Def.Acc.Sg.Fem
Regierung NN Regierung N.Reg.Acc.Sg.Fem
und KON und CONJ.Coord.-2
insbesondere | ADV insbesondere  ADV
gegen APPR gegen APPR.Acc
deren* PDAT d PRO.Dem.Subst.-3.Gen.Sg.Fem
Geheimdienste* NN Geheimdienst N.Reg.Acc.Pl.Masc

$. . SYM.Pun.Sent

Table 1: TreeTagger and RFTagger outputs. Starred word forms aliiedaluring preprocessing.

S0 as to satisfy agreement constraints. Inflectionserve some inflection marks, we introduced two
vary according to gender, case, and number inforgeneric suffixes#s and +en which respectively
mation. For instance, the German definite deterdenote plural and genitive wherever needed. Typ-
miner could be marked in sixteen different waysical normalization rules take the following form:

according to the possible combinations of genders ¢ gqr articles, adjectives, and pronouns (Indef-

(3), case (4) and number éZ)Whi_Ch are fused inite , possessive, demonstrative, relative and
in six different tokensder, das, die, den, dem, reflexive), if a token has;

des With the exception of the plural and gen-
itive cases, all these words translate to the same
English word:the In order to reduce the size of
the German vocabulary and to improve the robust-
ness of the alignment probabilities, we considered

— Genitive case: replace with lemma-+en
(Ex. des der, des der — d+en)

— Plural number: replace with lemmats
(Ex. die, den— d+s)

various normalization strategies for the different — All other gender, case and number: re-
word classes. In a nutshell, normalizing amounts place with lemma (Exder, die, das die
to collapsing several German forms of a given —d)

lemma into a unique representative, using manu- J ., nouns:

ally written normalization patterns. A pattern typ- _

ically specifies which forms of a given morpho- — Plural number: replace with lemma+s

logical paradigm should be considered equivalent (Ex. Bilder, Bildern, Bilder — Bild+s))

when translating into English. These normaliza- — All other gender and case: replace with

tion patterns use the lemma information computed lemma (ExBild, Bilde, Bildes— Bild;

by the TreeTagger and the fine-grained POS infor- Using these tags, a normalized version of previ-

mation computed by the RFTagger (Schmid andbus sentence is as followls1 d Folge befand d de-

Laws, 2008), which uses a tagset containing aprart gestrkt Justiz wiederholt gegen d Regierung

proximately 800 tags. Table 1 displays the analyund insbesondere gegen d+en Geheimdienst+s

sis of an example sentence. Several experiments were carried out to assess the
In most cases, normalization patterns replace &ffect of different normalization schemes. Remov-

word form by its lemma; in order to partially pre- ing all gender and case information, except for the

genitive for articles, adjectives and pronouns, al-

IFor the plural forms, gender distinctions are neutralizedlowed to achieve the beBLEU scores.

and the same 4 forms are used for all genders . o
?The English referenc&ubsequently , the energized judi- 3.2 Compound Splitting

ciary continued ruling against government decisions , embar- bini b d adiecti to f
rassing the government — especially its intelligence agenciegom INing nouns, verbs and adjectives 1o torge

new words is a very common process in German.
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It partly explains the difference between the num-previous (respectively next phrase pair).

ber of types and tokens between English and Ger- In our implementation, we modified the three
man in parallel texts. In most cases, compoundsrientation types originally introduced and con-
are formed by a mere concatenation of existingsider: a consecutivetype, where the original
word forms, and can easily be split into simplermonotone and swap orientations are lumped to-
units. As words are freely conjoined, the vocab-gether, dorward type, specifying a discontiguous
ulary size increases vastly, yielding to sparse datéorward orientation, and lbackwardtype, specify-
problems that turn into unreliable parameter estiing a discontiguous backward orientation. Empir-
mates. We used the frequency-based segment&al results showed that in our case, the new orien-
tion algorithm initially introduced in (Koehn and tations slightly outperform the original ones. This
Knight, 2003) to handle compounding. Our im- may be explained by the fact that the model is ap-
plementation extends this technique to handle thelied over tuples instead of phrases.

most common letter fillers at word junctions. In  Counts of these three types are updated for
our experiments, we investigated different split-each unit collected during the training process.
ting schemes in a manner similar to the work ofGiven these counts, we can learn probability dis-

(Stymne, 2008). tributions of the fornp,. (orientation|(st)) where
_ orientation € {c, f,b} (consecutive, forward
4 French-English systems and backward) andst) is a translation unit.

Counts are typically smoothed for the estimation

) ) ] of the probability distribution.

For this language pair, we used our in-house the gyerall search process is performed by our
N-code system, which implements the-gram- i, 1, se,,-codedecoder. It implements a beam-
based approach to SMT. In a nutshell, the translage 5, strategy on top of a dynamic programming
tion model is |mplem_ented as a stochastic f'n'te'algorithm. Reordering hypotheses are computed
state transducer trained usingregram model "5 prenrocessing step, making use of reordering
of (source,target) pairs (Casacuberta and Vidal, 5 pyilt from the word reorderings introduced
2004). Training this model requires to reorderi, yq yple extraction process. The resulting re-
source sentences so as to match the target Wofﬂdering hypotheses are passed to the decoder in

order. This is performed by a stochastic finite-the form of word lattices (Crego and no, 2006).
state reordering model, which uses part-of-speech

informatior? to generalize reordering patterns be-4.2 A bilingual POS-based reordering model

yond |eX|.Cf';1| regularities. _ For this year evaluation, we also experimented
In addition to the translation model, our Sys-yih an additional reordering model, which is esti-
tem implements eight feature functions which ary5teq as a standardgram language model, over
optimally combined using a discriminative train- yenerajized translation unitsin the experiments
ing framework  (Och, 2003): #arget-language  engrted below, we generalized tuples using POS
mode] two lexicon modelswhich give comple- 54 instead of raw word forms. Figure 1 displays
mentary translation scores for each tuple; tWQpe same sequence of tuples when built from sur-

lexicalized reordering modelaiming at predict- ¢2~o word forms (top), and from POS tags (bot-
ing the orientation of the next translation unit; )

a 'weak’ distance-basedistortion model and
finally a word-bonus modebnd atuple-bonus we | want | translations ! perfect
modelwhich compensate for the system prefer- nous: voulons i des_traductions parfaites
ence for short translations. One novelty this year

are the introduction of lexicalized reordering mod-
els (Tillmann, 2004). Such models require to
estimate reordering probabilities for each phrase

pairs, typically distinguishing three case, dependrigyre 1: Sequence of units built from surface

ing whether the current phrase is translate@ho-  \,ord forms (top) and POS-tags (bottom).
tong swappedr discontiguousvith respect to the

4.1 BaselineN-coder systems

pronoun i verb i noun i adjective
pronoun i verb | det_noun ! adjective

SPart-of-speech information for English and French is Generahz_mg units greatly reduces the number
computed using the above mentioned TreeTagger. of symbols in the model and enables to take larger

56



n-gram contexts into account: in the experimenthosen so as to minimize perplexity of the de-
reported below, we used up 6egrams. This new velopment set (dev2009a). The final LMs were
model is thus helping to capture the mid-rangefinally pruned using perplexity as pruning crite-

syntactic reorderings that are observed in the traindon (Stolcke, 1998).

ing corpus. This model can also be seen as atrans- For German, since we have less training
lation model of the sentence structure. It modelslata, we only used the German monolingual
the adequacy of translating sequences of sourdexts (Europarl-v5, News Commentary and News
POS tags into target POS tags. Additional detaildvionolingual) provided by the organizers to train
on these new reordering models can be found im singlen-gram language model, with modified

(Crego and Yvon, 2010). Kneser-Ney smoothing scheme (Chen and Good-
man, 1998), using the SRILM toolkit (Stolcke,
4.3 Combining translation models 2002).

Our main translation model being a conventional6 Tuni
n-gram model over bilingual units, it can directly uning

take advantage of all the techniques that exist fofjoses-based systems were tuned using the imple-
these models. To take the diversity of the availablgnentation of minimum error rate training (MERT)
parallel corpora into account, we independentlyoch, 2003) distributed with the Moses decoder,
trained several translation models on subpart Oﬁsing the development corpus (news-test2008).
the training data. These translation models were The N-code systems were also tuned by
then linearly interpolated, where the interpolationine same implementation ®IERT, which was
weights are chosen so as to minimize the perplexs|ightly modified to match the requirements of our
ity on the development set. decoder. TheBLEU score is used as objective
function for MERT and to evaluate test perfor-
mance. The interpolation experiment for French-

The English and French language models (LMsfnglish Was_ tl_Jne_d on news—te_st2008a (first 1025
are the same as for the last year's French-English€S): Optimization was carried out over new-
task (Allauzen et al., 2009) and are heavily tuned€St2008b (last 1026 lines).
to the newspaper/newswire genre, using the firs%
part of the WMTO09 official development data
(dev2009a). We used all the authorized newsor each system, we used all the available par-
corpora, including the French and English Gi-allel corpora distributed for this evaluation. We
gaword corpora, for translating both into FrenchusedEuroparl andNews commentargorpora for
(1.4 billion tokens) and English (3.7 billion to- German-English task anBuroparl, News com-
kens). To estimate such LMs, a vocabulary wasnentary, United Nationsnd Gigaword corpora
defined for both languages by including all to-for the French-English tasks. All corpora were
kens in the WMT parallel data. This initial vo- aligned with GIZA++ for word-to-word align-
cabulary of 130K words was then extended withments withgrow-diag-final-andand default set-
the most frequent words observed in the trainingings. For the German-English tasks, we applied
data, yielding a vocabulary of one million words normalization and compound splitting as a pre-
in both languages. The training data was dividegrocessing step. For the French-English tasks, we
into several sets based on dates and genres (regfsed new POS-based reordering model and inter-
7 and 9 sets for English and French). On eaclpolation.
set, a standard 4-gram LM was estimated from
the 1M word vocabulary with in-house tools using /-1 German-English Tasks
Kneser-Ney discounting interpolated with lower We combined our two preprocessing schemes (see
order models (Kneser and Ney, 1995; Chen andection 3) by applying compound splitting over
Goodman, 1998) The resulting LMs were then normalized data. Our experiments showed that for
linearly combined using interpolation coefficients German to English, using 4 characters as the mini-
— o _mum split length and 8 characters as the minimum
Given the amount of training data, the use of the modi- . . . .
fied Kneser-Ney smoothing is prohibitive while previous ex- compound candidate, and allowing the insertion of
periments did not show significant improvements. -S -n -en -nen -e -es -er -ieand the truncation of

5 Language Models

Experiments
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-e -en -nyielded the besBLEU scores. On the System Fr— En En— Fr
reverse direction, the best setting is different: 5 base 26.52  27.22
characters as minimum split length, 10 characters base+bilrm 26.50  27.84
as minimum compound candidate, no truncation. base+bilrm+interp 26.84  27.62

These processes are performed before align-
ment, training, tuning and decoding. Before de-
coding, we also replaced all OOV words with their
lemma. We used the Moses (Koehn et al., 20072I
decoder, with default settings, to obtain the trans-
lations. For translating from English to German,8 Conclusions

we used a two-level decoding. The first decodingi hi stical
step translates English to “preprocessed German n this paper, we presented our statistical MT sys-

which is then turned into German by undoing the!eMS developed for the WMT'10 shared task, in-

effect of normalization. In this second step, Wef:IUdIng several noveltle.s, namgly the preprocess-
thus aim at restoring inflection marks and at merg!N9 Of Gérman, and the integration of several new
ing compounds. For this second “translation” step!€CNNIGues in oun-gram based decoder.

we also use a Moses-based system. To point Olﬂcknowledgments
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Abstract word forms in Section 3. Partly due to the large
vocabulary size of Czech, BLEU score (Papineni
et al., 2002) correlates rather poorly with human
judgments. We summarize our efforts to use a bet-
ter metric in the model optimization in Section 4.
The final Section 5 lists the exact configurations
of our English—~Czech primary submissions for
WMT10, including the back-off to lemmas we use
for Czech-to-English.

The paper describes our experiments with
English-Czech machine translation for
WMT10! in 2010. Focusing primarily
on the translation to Czech, our additions
to the standard Moses phrase-based MT
pipeline include two-step translation to
overcome target-side data sparseness and
optimization towards SemPOS, a metric
better suited for evaluating Czech. Unfor-
tunately, none of the approaches bring a
significant improvement over our standard
setup.

1.1 Data and Pre-Processing Pipeline

Throughout the paper, we use CzEng 0.9 (Bojar
and Zabokrtsky, 2009) as our main parallel cor-
pus. Following CzEng authors’ request, we did
not use sections 8* and 9* reserved for evaluation
purposes.

Czech is a flective language with very rich mor- As the baseline training dataset (“Small” in the
phological system. Translation between CzecHollowing) only the news domain of CzEng (126k
and English poses different challenges for each gparallel sentences) is used. For large-scale ex-
the directions. periments (“Large” in the following) and our pri-

When translating from Czech, the word ordermary WMT10 submissions, we use all CzEng do-
usually needs only minor changes (despite the ismains excephavaj o and add the EMEA corpus
sue of non-projectivity, a phenomenon occurring(Tiedemann, 2008)* of 7.5M parallel sententes.
at 2% of words but in 23% of Czech sentences, As our monolingual data we use by default only
see HajiCova et al. (2004) and Holan (2003)). Athe target side of the parallel corpus. For experi-
much more severe issue is caused by the Czech vments reported here, we also use the monolingual
cabulary size. Fortunately, this can be to a certaimata provided by WMT10 organizers for Czech.
extent mitigated by backing-off to Czech lemmasOur primary WMT10 submission includes further
if the exact forms are not available. monolingual data, see Section 5.1.

We are primarily interested in the harder task of We use a slightly modified tokenization rules
translating to Czech and most of the paper dealsompared to CzEng export format. Most notably,
with this direction. After a brief specification of we normalize English abbreviated negation and
data sets, pre-processing and evaluation methaalxiliary verbs (“couldn’t” — “could not”) and
in this section, we provide details on the issueattempt at normalizing quotation marks to distin-
of Czech vocabulary size (Section 2). We de-guish between the opening and closing one follow-
scribe our current attempts at generating Czec

1 Introduction

2http://ufal.nff.cuni.cz/czeng

The work on this project was supported by the grants 3http://urd. |l et.rug.nl/ti edeman/ OPUS
EuroMatrixPlus (FP7-ICT-2007-3-231720 of the EU and  “Unfortunately, the EMEA corpus is badly tokenized on
7E09003 of the Czech Republic), @R P406/10/P259, and the Czech side. Most frequently, fractional numbers aré spl
MSM 0021620838. Thanks to David Kolovratnik for the help into several tokens (e.g. “3, 14”). We attempted to recamastr

with manual evaluation.
*http: // www. st at nt . or g/ wnt 10/
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the original detokenized form using a small set of regular ex
pressions.
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Large Small Dev Distortion Limit
Sents 7.5M 126.1k 2.5k TOpts | 3 6 10 30 40
Czech Tokens 79.2M 2.6M 55.8k 1102 03 03 03 03
English Tokens 89.1M 2.9M  49.9k 5/08 09 10 10 10
Czech Vocabulary 923.1k 138.7k  15.4k 1011 13 15 15 15
English Vocabulary  646.3k 64.7k 9.4k 20112 15 17 17 17
Czech Lemmas 553.5k 60.3k 9.5k 5012 15 17 17 17
English Lemmas 611.4k 53.8k 7.7k 100 1.2 15 17 17 17
Table 1: Corpus and vocabulary sizes. Table 3: Percentage of sentences reachable in

Czech-to-English small setting with various dis-
tortion limits and translation options per coverage

Ing proper typesetting rules. (TOpts) (BLEU score 14.760.44).
The rest of our pre-processing pipeline matches

the processing employed in CzEng (Bojar and
Zabokrtsky, 20095. We use “supervised truecas- 2.1 Out-of-Vocabulary Rates

ing”, meaning that we cast the case of the lemmaraple 2 lists out-of-vocabulary (OOV) rates of our
to the form, relying on our morphological analyz- small and Large data setting given the develop-
ers and taggers to identify proper names, all othement corpus. We calculate the rates for both the
words are lowercased. complete corpus and the restricted set of phrases
The differences in relations between Czech anéxtracted from the corpus. (Note that higher-order
English Large and Small datasets can be attributed-gram rates are estimated using phrases as inde-
either to domain differences or possibly due topendent units, no combination of phrases is per-
noise in CzEng. formed.) We also list the effective OOV rate for
English-to-Czech translation where all (English)
words from each source sentence can be also pro-
We use WMT10 development sets for tuningduced in the hypothesis.
(news-test2008) and evaluation (news-test2009). We see that in the small setting, the OQV rate
The official scores on news-test2010 are givers almost double for Czech than for English. The
only in the main WMT10 paper and not here. OOV is significantly decreased by enlarging the
The BLEU scores reported in this paper arecorpus or lemmatizing the word forms.
based on truecased word forms in the original to- If we consider only the words available in the
kenization as provided by the decoder. Thereforghrase tables, the issue of Czech with limited data
they are likely to differ from figures reported else- is striking: 10—-12% of devset tokens are not avail-
where. able in the training data.
The + value given with each BLEU score is the - o
average of the distances to the lower and uppef-2 Reachability of Training and Reference
empirical 95% confidence bounds estimated using ~ 1ranslations

1.2 Evaluation

bootstrapping (Koehn, 2004). Schwartz (2008) extended Moses to support “con-
_ straint decoding”, that is to perform an exhaustive
2 Issues of Czech Vocabulary Size search through the space of hypotheses in order to

aeach the reference translation (and get its score).
The current implementation of the exhaustive
search in Moses is in fact subject to several con-

(truecased) is more than double compared to E%guratlon parameters, most importantly the num-

glish in the Small dataset and significantly Iarger(_ vax- t r ans- opt - per - cover age) and the
in the Large dataset as well. On the other hand;,. L bt -per- ag
- . distortion limit (- di stortion-1imt).

the number of distinct Czech and English lemmas Given his aim, Schwartz (2008) uses the output
's nearly identical. of four MT systems translating from different lan-

SDue to the subsequent processing, incl. parsing, the tokguages to English as the references and notes that
enization of English_follows Per_mTreebenk style. The nathg only around 10% of the reference translations are
unfortunate convention of treating hyphenated words as S'nreachable by an independent Swedish-English MT

gle tokens increases our out-of-vocabulary rate. Next,time
we will surely post-tokenize the parsed text. system.

Table 1 summarizes the differences of Czech an
English vocabulary sizes in our parallel corpora.
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n-grams Out of Corpus Voc.

n-grams Out of Phrase-Table Voc.

Dataset Language 1 2 3 1 2 3 4

Large Czech 22% 305% 70.2% 90.3p63.9% 44.1% 82.2% 95.6%
Large English 15% 13.7% 47.3% 78.8% 2.1% 22.4% 63.5% 89.1%
Large Czech + English input sent 15% 29.4% 69.6% 90/198.1% 42.8% 81.5% 95.3%
Small Czech 6.7% 48.1% 83.0% 95.50612.5% 65.4% 91.9% 98.6%
Small English 3.6% 28.1% 68.3% 90.9% 6.3% 45.4% 84.3% 97.0%
Small Czech + English input sent 52% 46.6% 82.4% 952%0.6% 63.7% 91.2% 98.3%
Small Czech lemmas 41% 36.3% 75.8% 92.8%5.8% 52.6% 87.7% 97.4%
Small English lemmas 3.4% 24.6% 64.6% 89.4%6.9% 53.2% 87.9% 97.5%
Small Czech + English input sentlemmas 3.1% 35.7% 75.6% 9%92.85.1% 38.1% 80.8% 96.2%

Table 2: Out-of-vocabulary rates.

Distortion Limit i Ao PR ;

Topts| 3 6 10 30 40 of dlrgct form-to-form trans!atlon is not avallablie.
1104 04 04 04 04 Bojar et al. (2009b) applied the two alternative
5|15 19 20 20 20 decoding paths (direct form-to-form and MorphG,

10|25 32 35 35 35 “ " -

20|37 50 55 56 56 labelled “T+C+C&T+T+G") to English-Czech but
50|49 67 80 86 86 they were able to use only 84k sentences. For
10053 76 91 94 94 the full training set of 2.2M sentences, the model

was too big to fit in reasonable disk limits. More
Table 4: Percentage of sentences reachable jfportantly, already in the small data setting, the
Czech-to-English large setting, two alternative detomplex model suffered from little stability due
coding paths to translate from Czech lemma iftg abundance of features (5 features per phrase-
the form is not available in the translation tableigp|e plus tree features for three LMs), so nearly
(BLEU score 18.7@-0.46). the same performance on the development set gave

largely varying quality on the independent test set.

We observe that reaching man-made reference 1h€ Mostimportant issue of the MorphG setup,
translations in Czech-to-English translation is farOWever, is t"he explosion of transﬂlatlon options.
harder. Table 3 provides the figures for small datd?U€ t© the “synchronous factors” approach of
setting (and no phrase table filtering). The besMoses (Koehn and Hoang, 2007), all translation
reachability we can hope for is given in Table 4opt!ons have to t_Je fully constructed before the
where we allow to use source word lemmas if th¢@in search begins. The MorphG model how-
exact form is not available. We see that the defaulfVer licénses too many possible combinations of
limits (50 translation options per span and distor€MMas, tags and final word forms, so the prun-
tion limit of 6) leave us with only 6.7% sentences N9 ©f translation options strikes hard, causing
reachable. search errors. For more details, see Bojar et al.

While not directly important for your training, (2009a) where a similar issue occurs for treelet-
the figures still underpin the issue of sparse data i

hased translation.
Czech-English translation. 3.1 Two-Step Translation

In order to avoid the explosion of the translation
optiong, we experimented with two-step transla-
Bojar (2007) experimented with several transla-tion.

tion scenarios, including what we will call Mor-  The first step translates from English to lemma-
phG, i.e. the independent translation of lemma tdized Czech augmented to preserve important se-
lemma and tag to tag followed by a generation stepnantic properties known from the source phrase.
to produce target-side word form. With the smallThe second step is a monotone translation from
training set available then, the MorphG model perthe lemmas to fully inflected Czech. The idea be-
formed equally well as a simpler direct translationhind the delimitation is that all the morphological
followed by target-side tagging and an additionalproperties of Czech words that can be established

n-gram model over morphological tags. Koehn—/——— _ _
and also motivated when we noticed that reading MT

and Hoang (2007) reports e_Ven_a large loss _W'ﬂButput tolemmatizedCzech is sometimes more pleasant and
MorphG for German-to-English if the alternative informative than regular phrase-based output

3 Targetting Czech Word Forms
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Data Size Simple Two-Step
Parallel Mono| BLEU SemPOS| BLEU SemPOS
Small Small | 10.28+0.40 29.92| 10.38+0.38 30.01
Small Large | 12.50+0.44 31.01| 12.29+-0.47 31.40
Large Large| 14.170.51 33.07| 14.06+0.49 32.57

Table 5: Performance of direct (Simple) and two-step factdranslation in small and large data setting.

regardless the English source should not cause par- T;‘;gl'o BFoif’lhe \Aigtr:‘g simpld Total
allel data sparseness ano_l clutter the search. 'f"‘rwo-Step >3 a 8 T35
stead, they should be decided based on context inBoth Fine 7 14 17 5 43
the second phase only. Both Wrong 8 1 28 2l 39
B ] ) Simple - 3 7 23 33
Specifically, the intermediate Czech representSTotal 38 22 60 30| 150

most words as tuples containing only: lemma,

negation, grade (of adjectives and adverbs), num¥table 6: Manual micro-evaluation of Simple
ber (of nouns, adjectives, verbs) and detailed partl2.56t0.44) vs. Two-step (12.290.47) model
of speech (constraining also e.g. verb tense aoh the Small-Large setting.

Czech verbs). Some words are handled separately:

e Pronouns, punctuation and the verbs “byt” (tOLarge—Large setting

be) and “mit” (to have) are represented usin . . :
). ( ) P g The most interesting result is the Small-Large
their lowecased full forms because they are very

frequent, often auxiliary to other words and setting: BLEU (insignificantly) prefers the simple

their exact form best captures the available anc"flnd SemPOS the two-step model. It thus seems

necessary detail of many morphological andthatalarge target-side LM is sufficient to improve
) ) the BLEU score, despite the untackled issue of
syntactic properties.

. . . bilingual data sparseness.
e Prepositions are represented using their lemmas

and case because the case of a noun phrase is'/e carried out a quick manual evaluaftu:]n of
actually introduced by the governing word (e.g. 120 Sentences by two annotators (one of the au-

the verb that subcategorized for the noun phrasi'0rs and a third person; systems anonymized):
or the preposition for prepositional phrases). " €ach input segment, either one of the outputs
. is distinguishably better or both are equally wrong
Table 5 compares the scores of the simple

h based and the t ten t lati : or equally acceptable. As listed in the confusion
phrase-based and the two-step transiation via aug iy in Table 6, each annotator independently
mented Czech lemmas as described above. T

inall fers the two-st h but th
small and large parallel data denote the dataseﬁarglna y prefers e iwo step approach birt the

d ived in Section 1.1. Th " i I tersection does not confirm that. One good

efcrl ed in teti]lon ‘ .d N ;maf Cm%nO'ngE?thingis that the annotators do not completely con-

setmeans Just e news domain ot L.zENg, Whli§ . yict each other’s preference.

the large monolingual set means WMT10 mono- . .

: Ultimately, we did not use the two-step ap-

lingual Czech texts (and no CzEng data). Note . . .
. proach in our primary submission, but we feel

that the monolingual data serve three purposes |ﬁ] o . L .

ere is still some unexploited potential in this

the two-step approach: the language model for thehrase-based approximation of the technique sep-

first phase, the translation model in the secon : . :

. rating properties of words handled in the transla-
phase (monotone and restricted to phrase-length L
) : : L ._~tion phase from properties implied by the target-

of 1; longer phrases did not bring significant im- " . .
i side (grammatical) context only. Certainly, the
provement either), and the language model of thé : . .
. : representation of the intermediate language can
second phase. Ignoring the opportunity to use the

monolingual set as the language model in the first 75 -5 < niences improved by the two-step setup,

phase already hurts the performance. about three quarters indeed had an improvement in lexical
verage or better morphological choice of a word. Of the
We see that the results as e_valuated both b 3 sentences where the two-step model hurts, about a half
BLEU and SemPOS (see Section 4 below) areuffered from errors related to superfluous auxiliary wands

rather mixed but not that surprising. There is aCzech that seem to be introduced by a bias towards word-
for-word translation. This bias is not inherent to the model

neg“glble_ gain in the Small-Small S?ttmg’ a m'xed only the (normalized) phrase penalty weight happened to get
outcome in the Small-Large and a little loss in thenearly three times bigger than in the simple model.
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BLEU SemPOS lters Time

be still improved, and more importantly, the sec-

. TectoMT 10.1%0.40 2969 20 2di2.0h
ond phase of monotone decoding could be handled j, MerT  9.53:0.39 2969 10 1d12.0h
by a more appropriate model capable of including Factored 9.460.37 29.36 10 2.4h

it translation 8.28:0.37 29.68 - -
more additional (source) context featufes. 6.06:0.33 5779 o 17h
4 Optimizing towards SemPOS Table 7: Five independent MERT runs optimizing

In our setup, we use minimum error-rate training!owards SemPOS with semantic parts of speech

(MERT, Och (2003)) to optimize weights of model and lemmas provided either by_ TectoMT on the
components. In the standard implementation ifflY OF by Moses factored translation.

Moses, BLEU (Papineni et al., 2002) is used as

the objective function, despite its rather disputableyERT loop:

correlation with human judgments of MT quality. o indeed apply TectoMT processing to thebest
Kos and Bojar (2009) introduced SemPOS, a |ist at each iteration (parallelized to 15 CPUs),
metric that performs much better in terms of cor-4 apply TectoMT to théraining data express the
relation to human judgments when translating to (deep) lemma and sempos as additional factors
Czech. Naturally, we wanted to optimize towards using a blank value for auxiliary words, and us-
SemPOS. ing Moses factored translation to translate from
SemPOS computes the overlapping of autose- gnglish forms to triplets of Czech form, deep
mantic (content-bearing) word lemmas in the can- |emma and sempos.
didate and reference translations given a fine- Tgple 7 lists several ZMERT runs when opti-
grained semantic part of speech (senfpass de-  mizing a simple form-form phrase-based model
fined in Hajic et al. (2006), and outputs averagesmall data setting) towards SemPOS. One obser-
overlapping score over_all Sempos types. vation is that using TectoMT in the MERT loop
The SemPOS metric outperformed commons ynpearably costly and we avoided it in the sub-
metrics as BLEU, TER (Snover et al., 2006) or ansequent experiments. More importantly, from the
adaptation of Meteor (Lavie and Agarwal, 2007)pge differences in the final BLEU as well as Sem-
for Czech on test sets from WMTO8 (Callison- pog scores (evaluated on the independent test set),
Burch et al., 2008). we see how unstable the search is.
4.1 Integrating SemPOS to MERT SemPOS, while good at comparing different

) ) MT systems, is very bad at comparing candidates
In our experiments we used Z-MERT (Zaidan, ¢om 5 single system in an-best list. This can be

2009), a recent implementation of the MERT al-¢44\y explained by its low sensitivity to precision:

gorithm, to optimize model parameters. SemPOS disregards word forms as well as all aux-
_ The SemPOS metric requires to remove all auXjjiary words. This is a good thing to compare very
lliary words and to identify the (deep-syntactic) yifterent candidates (where each of the systems al-
lemmas and semantic part of speech for autosgg,qy struggled to produce a coherent output) but
mantic words. When employed in MERT train- s ot yery Jittle help when comparing candidates of
ing, the wholen-best list of candidates has to pro- 5 gingle system, because these candidates tend to
cessed like this at each iteration. differ rather in forms than in lexical choice.

We use the TectoMT platfornmz@bokrtsky and
Bojar, 20083° for the linguistic processing. Tec- 4.2 Combination of SemPOS and BLEU
toMT follows the complete pipeline of tagging, 0 compensate for some of the shortcomings of

sur face _syn_tactlc analysis and deep-syntactic an emPOS, we also attempted to optimize towards
ysis, which is the best but rather costly way to ob-_ . .
. L . a linear combination of SemPOS and BLEU.
tain the required information. . . o .
: . This should increase the suitability of the metric
Therefore, we use two different ways of obtain-

ina lemmas and semantic parts of speech in th(faor MERT optimization because BLEU will take
9 P P correct word forms into account while SemPOS

8We are grateful to Trevor Cohn for the suggestion. should promote better lexical choice (possibly not

%In the following text we will use SemPOS to denote the confirmed by BLEU due to a different word form
SemPOS metric. When speaking about the semantic part cﬂ] in th f
speech, we will write sempos type or sempos tag. an in the reference).

Ynttp://ufal.nff.cuni.cz/tectont/ Table 8 provides the results of various weight
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W. BLEU SemPOS| W. BLEU SemPOS Large Small

1:0 10.42t0.38 29.91| 3:1 10.36:0.39 30.03 Backed-off by source lemmas 18:86.45 14.95-0.48
1:1  10.150.39 29.81| 10:1 10.1A40.40 29.58 form—form only 18.41-0.44 14.73%0.47
1:1 9.42+0.37 29.30| 1:2 10.11#0.38 29.80
2:1 10.3A&0.38 29.95| 1:10 9.44£0.40 29.74

Table 10: Translation from Czech better when

Table 8: Optimizing towards a linear combina- backed-off by source lemmas.

tion of BLEU and SemPOS (weights in this order),

small data setting. the development sét:
— Interpolated CzEng domains: news, web, fiction. The
BLEU SemPOS rationale behind the selection of the domains is that we
BLEU alone 14.08:0.50 32.44 prefer prose-like texts for LM estimation (and not e.g.
SemPOS-BLEU (1:1) 13.790.55 33.17 technical documentation) while we want as much paral-
lel data as possible.
L — Interpolated  monolingual  corpora: WMTO09
Table 9: Optimizing towards BLEU and/or Sem- monolingual, ~ WMT10  monolingual, Czech
POS in large data setting. National Corpus (Kocek et al., 2000) sections
SYN2000+2005+2006PUB.

e Lexicalized reorderingdr - bi - f ) based on forms.

settings, including the optimization towards® Standard Moses MERT towards BLEU.

BLEU alone using ZMERT implementation. We ¢ Czech-to-English Translation

see that the stability is much better, only few runs _ _ _

Unfortunately, the differences in final BLEU and with far fewer configuration options. Our primary

SemPOS scores are all within confidence interval§UPmission is configured as follows:
hen trained th Il dat t e Two alternative decoding paths; forms always truecased:
when trained on the small dataset. form—form & lemma—form.

Table 9 documents that in our large data sete Significance filtering as in Section 5.1.

i i i i i _e 5-gram English LM based on CzEng English side d#ly.
ting, MERT indeed achieves slightly higher Sem e Lexicalized reorderingdr - bi - f €) based on forms.

POS (and lower BLEU) when optimizing towards o standard Moses MERT towards BLEU.

more variance in lexical choices available in thedecoding path from Czech lemmas in both small
phrase tables, SemPOS can help to balance modghq large setting, surprisingly less significant in
ited, so our future experiments should focus on acgombination by Kenneth Heafield indicated that
tually providing means to e.g. domain adaptationyhile our system is not among the top three, it
by using features indicating the applicability of aprings an advantage to the combination.
phrase in a specific domain.
) o 6 Conclusion
5 Our Primary Submissions to WMT10
We provided an extensive documentation of Czech
data sparseness issue for machine translation. We
Given the little or no improvements achieved byattempted to tackle the problem of constructing
the many configurations we tried, our English-to-the target-side form by a two-step translation setup
Czech primary submission is rather simple: and the problem of unreliable automatic evalua-
e Standard GIZA++ word alignment based on both sourcetjon by employing a new metric in MERT loop
and target lemmas. ith ith h ¢ h of th '
e Two alternative decoding paths; forms always truecasea€lther with much success so far. Bot 0 the at-
form+tag—form & form—form. tempts however deserve further exploration. Ad-

The first path is more specific and helps to preserve corgjitionally, we provide the exact configurations of
syntactic elements in the sentence. Without the tag, am-

biguous English words could often all translate as e.g.OUr WMT10 primary submissions.
nouns, leading to no verb in the Czech sentence. Thede-————
fault path serves as a back-off. 1The subsequent MERT training using the same develop-
e Significance filtering of the phrase tables (Johnson et al.ment test may suffer from overestimating the language model
2007) implemented for Moses by Chris Dyer; default set-weights, but we did not observe the issue, possibly due to
tings of filter valuea+e and the cut-off 30. only moderate overlap of the datasets.
¢ Two separate 5-gram Czech LMs of truecased forms each 2We attempted to use a second LM trained on English Gi-
of which interpolates models trained on the following gaword by Chris Callison-Burch, but we observed a drop in
datasets; the interpolation weights were set automaticall BLEU score from 18.9%0.45 to 18.03-0.44 probably due
using SRILM (Stolcke, 2002) based on the target side ofto different tokenization guidelines applied.

5.1 English-to-Czech Translation
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Abstract

This paper describes a statistical machine
translation system for our participation
for the WMT10 shared task. Based on
MOSES, our system is capable of translat-
ing German, French and Spanish into En-
glish. Our main contribution in this work
is about effective parameter tuning. We
discover that there is a significant perfor-
mance gap as different development sets
are adopted. Finally, ten groups of devel-
opment sets are used to optimize the model
weights, and this does help us obtain a sta-
ble evaluation result.

1 Introduction

We present a machine translation system that rep-
resents our participation for the WMT10 shared
task from Brain-like Computing and Machine In-
telligence Lab of Shanghai Jiao Tong University
(SJTU-BCMI Lab). The system is based on the
state-of-the-art SMT toolkit MOSES (Koehn et al.,
2007). We use it to translate German, French and
Spanish into English. Though different develop-
ment sets used for training parameter tuning will
certainly lead to quite different performance, we
empirically find that the more sets we combine to-
gether, the more stable the performance is, and a
development set similar with test set will help the
performance improvement.

2 System Description

The basic model of the our system is a log-linear
model (Och and Ney, 2002). For given source lan-

This work was partially supported by the National Natu-
ral Science Foundation of China (Grant No. 60903119, Grant
No. 60773090 and Grant No. 90820018), the National Basic
Research Program of China (Grant No. 2009CB320901), and
the National High-Tech Research Program of China (Grant
No0.2008AA02Z315).

&orresponding author
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guage strings, the target language string ¢ will be
obtained by the following equation,

1 = argmax{pxp (¢1 | s7)}
1

xS A (1], 57)]
i1 exp[S 0y Ao (£ 57)

= arg max{
t

where h,, is the m-th feature function and \,,, is
the m-th model weight. There are four main parts
of features in the model: translation model, lan-
guage model, reordering model and word penalty.
The whole model has been well implemented by
the state-of-the-art statistical machine translation
toolkit MOSES.

For each language that is required to translated
into English, two sets of bilingual corpora are pro-
vided by the shared task organizer. The first set
is the new release (version 5) of Europarl cor-
pus which is the smaller. The second is a com-
bination of other available data sets which is the
larger. In detail, two corpora, europarl-v5 and
news-commentary10 are for German, europarl-v5
and news-commentaryl0 plus undoc for French
and Spanish, respectively. Details of training data
are in Table 1. Only sentences with length 1 to 40
are acceptable for our task. We used the larger set
for our primary submission.

We adopt word alignment toolkit GIZA++ (Och
and Ney, 2003) to learn word-level alignment with
its default setting and grow-diag-final-and param-
eters. Given a sentence pair and its corresponding
word-level alignment, phrases will be extracted by
using the approach in (Och and Ney, 2004). Phrase
probability is estimated by its relative frequency
in the training corpus. Lexical reordering is deter-
mined by using the default setting of MOSES with
msd-bidirectional parameter.

For training the only language model (English),
the data sets are extracted from monolingual parts
of both europarl-v5 and news-commentaryl0,

Proceedings of the Joint 5th Workshop on Statistical Machine Translation and MetricsMATR, pages 67-71,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



sentences | words(s) | words(t)

de small | 1540549 | 35.76M | 38.53M
large | 1640818 | 37.95M | 40.64M

fr small | 1683156 | 44.02M | 44.20M
large | 8997997 | 251.60M | 228.50M

es small | 1650152 | 43.17M | 41.25M
large | 7971200 | 236.24M | 207.79M

Table 1: Bilingual training corpora from Ger-

man(de), French(fr) and Spanish(es) to English.

which include 1968914 sentences and 47.48M
words. And SRILM is adopted with 5-gram, in-
terpolate and kndiscount settings (Stolcke, 2002)

The next step is to estimate feature weights by
optimizing translation performance on a develop-
ment set. We consider various combinations of 10
development sets with 18207 sentences to get a
stable performance in our primary submission.

We use the default toolkits which are provided
by WMT10 organizers for preprocessing (i.e., to-
kenize) and postprocessing (i.e., detokenize, re-
caser).

3 Development Set Selection

3.1 Motivation

Given the previous feature functions, the model
weights will be obtained by optimizing the follow-
ing maximum mutual information criterion, which
can be derived from the maximum entropy princi-
ple:

S
)\]1\/[ = arg II)\I]E\I;[X{Z logp)\{w (ti | Sl)}

1 i=1

As usual, minimum error rate training (MERT) is
adopted for log-linear model parameter estimation
(Och, 2003). There are many improvements on
MERT in existing work (Bertoldi et al., 2009; Fos-
ter and Kuhn, 2009), but there is no demonstration
that the weights with better performance on the
development set would lead to a better result on
the unseen test set. In our experiments, we found
that different development sets will cause signifi-
cant BLEU score differences, even as high as one
percent. Thus the remained problem will be how
to effectively choose the development set to obtain
a better and more stable performance.
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3.2 Experimental Settings

Our empirical study will be demonstrated through
German to English translation on the smaller cor-
pus. The development sets are all development
sets and test sets from the previous WMT shared
translation task as shown in Table 2, and labeled
as dev-0 to dev-9. Meanwhile, we denote 10 batch
sets from batch-0 to batch-9 where the batch-i set
is the combination of dev- sets from dev-0 to dev-i.
The test set is newstest2009, which includes 2525
sentences, 54K German words and 58K English
words, and news-test2008, which includes 2051
sentences, 41K German words and 43K English
words.

id name sent | w(de) | w(en)
dev-0 dev2006 2000 | 49K 53K
dev-1 devtest2006 2000 | 48K 52K
dev-2 nc-dev2007 1057 23K 23K
dev-3 | nc-devtest2007 | 1064 24K 23K
dev-4 nc-test2007 2007 45K | 44K
dev-5 nc-test2008 2028 45K 44K
dev-6 | news-dev2009 | 2051 41K | 43K
dev-7 test2006 2000 | 49K | 54K
dev-8 test2007 2000 | 49K 54K
dev-9 test2008 2000 50K 54K

Table 2: Development data.

3.3 On the Scale of Development Set

Having 20 different development sets (10 dev- sets
and batch- sets), 20 models are correspondingly
trained. The decode results on the test set are sum-
marized in Table 3 and Figure 1. The dotted lines
are the performances of 10 different development
sets on the two test sets, we will see that there
is a huge gap between the highest and the lowest
score, and there is not an obvious rule to follow. It
will bring about unsatisfied results if a poor devel-
opment set is chosen. The solid lines represents
the performances of 10 incremental batch sets on
the two test sets, the batch processing still gives a
poor performance at the beginning, but the results
become better and more stable when the develop-
ment sets are continuously enlarged. This sort of
results suggest that a combined development set
may produce reliable results in the worst case. Our
primary submission used the combined develop-
ment set and the results as Table 4.



id | 09-dev | 09-batch | 08-dev | 08-batch
0| 16.46 16.46 16.38 16.38
1| 16.67 16.25 16.66 16.44
2 | 16.74 16.20 16.94 16.22
3| 16.15 16.83 16.18 17.02
4 | 16.44 16.73 16.64 16.89
5| 16.50 16.97 16.75 17.13
6 | 17.15 17.03 17.67 17.24
7 | 16.51 17.00 16.34 17.09
8 | 17.03 16.97 17.15 17.22
9 | 16.25 16.99 16.24 17.26

Table 3: BLEU scores on the two test

sets(newstest2009 & news-test2008), which use
two data set sequences(dev- sequence & batch- se-
quence) to optimize model weights.

fr-en
24.30

de-en
18.90

es-en
26.40

Table 4: BLEU scores of our primary submission.

3.4 On BLEU Score Difference

To compare BLEU score differences between test
set and development set, we consider two groups
of BLEU score differences, For each development
set, dev-7, the BLEU score difference will be com-
puted between b; from which adopts itself as the
development set and b, from which adopts test
set as the development set. For the test set, the
BLEU score difference will be computed between
b} from which adopts each development set, dev-i,
as the development set and b, from which adopts
itself as the development set.

These two groups of results are illustrated in
Figure 2 (the best score of the test set under self
tuning, newstest2009 is 17.91). The dotted lines
have the inverse trend with the dotted in Figure
1(because the addition of these two values is con-
stant), and the solid lines have the same trend
with the dotted, which means that the good per-
formance is mutual between test set and develop-
ment sets: if tuning using A set could make a good
result over B set, then vice versa.

3.5 On the Similarity between Development
Set and Test Set

This experiment is motivated by (Utiyama et al.,
2009), where they used BLEU score to measure
the similarity of a sentences pair and then ex-
tracted sentences similar with those in test set to
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Figure 2: The trend of BLEU score differences

construct a specific tuning set. In our experiment,
we will try to measure data set similarity instead.
Given two sets of sentences, one is called as candi-
date(cnd) set and the other reference(ref) set. For
any cnd sentence, we let the whole ref set to be its
reference and then multi-references BLEU score is
computed for cnd set. There comes a problem that
the sentence penalty will be constant for any cnd
sentence, we turn to calculate the average length
of whose sentences which have common n-gram
with the given cnd sentence.

Now we may define three measures. The mea-
sure which uses dev- and batch- sets as cnd sets
and news-test2009 set as ref set is defined as
precision-BLEU , and the measure which uses the
above sets on the contrary way is defined as recall-
BLEU. Then F1-BLEU is defined as the harmonic
mean of precision-BLEU and recall-BLEU. These
results are illustrated in Figure 3. From the fig-
ure, we find that FI-BLEU plays an important
role to predict the goodness of a development set,
F1-BLEU scores of batch- sets have an ascending
curve and batch data set sequence will cause a sta-
ble good test performance, the point on dev- sets
which has high F1-BLEU(eg, dev-0,4,5) would
also has a good test performance.

3.6 Related Work

The special challenge of the WMT shared task is
domain adaptation, which is a hot topic in recent
years and more relative to our experiments. Many
existing works are about this topic (Koehn and
Schroeder, 2007; Nakov, 2008; Nakov and Ng,
2009; Paul et al., 2009; Haque et al., 2009). How-
ever, most of previous works focus on language



model, translation phrase table, lexicons model
and factored translation model, few of them pay
attention to the domain adaptation on the develop-
ment set. For future work we consider to use some
machine learning approaches to select sentences in
development sets more relevant with the test set in
order to further improve translation performance.

4 Conclusion

In this paper, we present our machine translation
system for the WMT10 shared task and perform an
empirical study on the development set selection.
According to our experimental results, Choosing
different development sets would play an impor-
tant role for translation performance. We find that
a development set with higher F1-BLEU yields
better and more stable results.
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Abstract

This paper describes the system we devel-
oped to improve German-English transla-
tion of News text for the shared task of
the Fifth Workshop on Statistical Machine
Translation. Working within cdec, an
open source modular framework for ma-
chine translation, we explore the benefits
of several modifications to our hierarchical
phrase-based model, including segmenta-
tion lattices, minimum Bayes Risk de-
coding, grammar extraction methods, and
varying language models. Furthermore,
we analyze decoder speed and memory
performance across our set of models and
show there is an important trade-off that
needs to be made.

1 Introduction

For the shared translation task of the Fifth Work-
shop on Machine Translation (WMT10), we par-
ticipated in German to English translation under
the constraint setting. We were especially inter-
ested in translating from German due to set of
challenges it poses for translation. Namely, Ger-
man possesses a rich inflectional morphology, pro-
ductive compounding, and significant word re-
ordering with respect to English. Therefore, we
directed our system design and experimentation
toward addressing these complications and mini-
mizing their negative impact on translation qual-
ity.

The rest of this paper is structured as follows.
After a brief description of the baseline system
in Section 2, we detail the steps taken to improve
upon it in Section 3, followed by experimental re-
sults and analysis of decoder performance metrics.
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2 Baseline system

As our baseline system, we employ a hierarchical
phrase-based translation model, which is formally
based on the notion of a synchronous context-free
grammar (SCFG) (Chiang, 2007). These gram-
mars contain pairs of CFG rules with aligned non-
terminals, and by introducing these nonterminals
into the grammar, such a system is able to uti-
lize both word and phrase level reordering to cap-
ture the hierarchical structure of language. SCFG
translation models have been shown to be well
suited for German-English translation, as they are
able to both exploit lexical information for and ef-
ficiently compute all possible reorderings using a
CKY-based decoder (Dyer et al., 2009).

Our system is implemented within cdec, an ef-
ficient and modular open source framework for
aligning, training, and decoding with a num-
ber of different translation models, including
SCFGs (Dyer et al., 2010).! cdec’s modular
framework facilitates seamless integration of a
translation model with different language models,
pruning strategies and inference algorithms. As
input, cdec expects a string, lattice, or context-free
forest, and uses it to generate a hypergraph repre-
sentation, which represents the full translation for-
est without any pruning. The forest can now be
rescored, by intersecting it with a language model
for instance, to obtain output translations. The
above capabilities of cdec allow us to perform the
experiments described below, which would other-
wise be quite cumbersome to carry out in another
system.

The set of features used in our model were the
rule translation relative frequency P(elf), a target
n-gram language model P(e), a ‘pass-through’
penalty when passing a source language word
to the target side without translating it, lexical
translation probabilities Py, (€|f) and Pie.(f|€),

"http://cdec-decoder.org
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a count of the number of times that arity-0,1, or 2
SCFG rules were used, a count of the total num-
ber of rules used, a source word penalty, a target
word penalty, the segmentation model cost, and a
count of the number of times the glue rule is used.
The number of non-terminals allowed in a syn-
chronous grammar rule was restricted to two, and
the non-terminal span limit was 12 for non-glue
grammars. The hierarchical phrase-base transla-
tion grammar was extracted using a suffix array
rule extractor (Lopez, 2007).

2.1 Data preparation

In order to extract the translation grammar nec-
essary for our model, we used the provided Eu-
roparl and News Commentary parallel training
data. The lowercased and tokenized training data
was then filtered for length and aligned using the
GIZA++ implementation of IBM Model 4 (Och
and Ney, 2003) to obtain one-to-many alignments
in both directions and symmetrized by combining
both into a single alignment using the grow-diag-
final-and method (Koehn et al., 2003). We con-
structed a 5-gram language model using the SRI
language modeling toolkit (Stolcke, 2002) from
the provided English monolingual training data
and the non-Europarl portions of the parallel data
with modified Kneser-Ney smoothing (Chen and
Goodman, 1996). Since the beginnings and ends
of sentences often display unique characteristics
that are not easily captured within the context of
the model, and have previously been demonstrated
to significantly improve performance (Dyer et al.,
2009), we explicitly annotate beginning and end
of sentence markers as part of our translation
process. We used the 2525 sentences in news-
test2009 as our dev set on which we tuned the fea-
ture weights, and report results on the 2489 sen-
tences of the news-test2010 test set.

2.2 Viterbi envelope semiring training

To optimize the feature weights for our model,
we use Viterbi envelope semiring training (VEST),
which is an implementation of the minimum er-
ror rate training (MERT) algorithm (Dyer et al.,
2010; Och, 2003) for training with an arbitrary
loss function. VEST reinterprets MERT within
a semiring framework, which is a useful mathe-
matical abstraction for defining two general oper-
ations, addition () and multiplication (®) over
a set of values. Formally, a semiring is a 5-tuple
(K, ®,®,0,1), where addition must be commu-
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nicative and associative, multiplication must be as-
sociative and must distribute over addition, and an
identity element exists for both. For VEST, hav-
ing K be the set of line segments, & be the union
of them, and ® be Minkowski addition of the lines
represented as points in the dual plane, allows us
to compute the necessary MERT line search with
the INSIDE algorithm.> The error function we use
is BLEU (Papineni et al., 2002), and the decoder is
configured to use cube pruning (Huang and Chi-
ang, 2007) with a limit of 100 candidates at each
node. During decoding of the test set, we raise
the cube pruning limit to 1000 candidates at each
node.

2.3 Compound segmentation lattices

To deal with the aforementioned problem in Ger-
man of productive compounding, where words
are formed by the concatenation of several mor-
phemes and the orthography does not delineate the
morpheme boundaries, we utilize word segmen-
tation lattices. These lattices serve to encode al-
ternative ways of segmenting compound words,
and as such, when presented as the input to the
system allow the decoder to automatically choose
which segmentation is best for translation, leading
to markedly improved results (Dyer, 2009).

In order to construct diverse and accurate seg-
mentation lattices, we built a maximum entropy
model of compound word splitting which makes
use of a small number of dense features, such
as frequency of hypothesized morphemes as sep-
arate units in a monolingual corpus, number of
predicted morphemes, and number of letters in
a predicted morpheme. The feature weights are
tuned to maximize conditional log-likelihood us-
ing a small amount of manually created reference
lattices which encode linguistically plausible seg-
mentations for a selected set of compound words.>

To create lattices for the dev and test sets, a lat-
tice consisting of all possible segmentations for
every word consisting of more than 6 letters was
created, and the paths were weighted by the pos-
terior probability assigned by the segmentation
model. Then, max-marginals were computed us-
ing the forward-backward algorithm and used to
prune out paths that were greater than a factor of
2.3 from the best path, as recommended by Dyer

2This algorithm is equivalent to the hypergraph MERT al-
gorithm described by Kumar et al. (2009).

3The reference segmentation lattices used for training are
available in the cdec distribution.



(2009). To create the translation model for lattice
input, we segmented the training data using the
1-best segmentation predicted by the segmenta-
tion model, and word aligned this with the English
side. This version of the parallel corpus was con-
catenated with the original training parallel cor-
pus.

3 Experimental variation

This section describes the experiments we per-
formed in attempting to assess the challenges
posed by current methods and our exploration of
new ones.

3.1 Bloom filter language model

Language models play a crucial role in transla-
tion performance, both in terms of quality, and in
terms of practical aspects such as decoder memory
usage and speed. Unfortunately, these two con-
cerns tend to trade-off one another, as increasing
to a higher-order more complex language model
improves performance, but comes at the cost of
increased size and difficulty in deployment. Ide-
ally, the language model will be loaded into mem-
ory locally by the decoder, but given memory con-
straints, it is entirely possible that the only option
is to resort to a remote language model server that
needs to be queried, thus introducing significant
decoding speed delays.

One possible alternative is a randomized lan-
guage model (RandLM) (Talbot and Osborne,
2007). Using Bloom filters, which are a ran-
domized data structure for set representation, we
can construct language models which signifi-
cantly decrease space requirements, thus becom-
ing amenable to being stored locally in memory,
while only introducing a quantifiable number of
false positives. In order to assess what the im-
pact on translation quality would be, we trained
a system identical to the one described above, ex-
cept using a RandLM. Conveniently, it is possi-
ble to construct a RandLLM directly from an exist-
ing SRILM, which is the route we followed in us-
ing the SRILM described in Section 2.1 to create
our RandLM.> Table 1 shows the comparison of
SRILM and RandLLM with respect to performance
on BLEU and TER (Snover et al., 2006) on the test
set.

*While normally the forward-backward algorithm com-
putes sum-marginals, by changing the addition operator to

max, we can obtain max-marginals.
Default settings were used for constructing the RandLM.
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Language Model | BLEU | TER
RandLM 224 | 69.1
SRILM 23.1 | 68.0

Table 1: Impact of language model on translation

3.2 Minimum Bayes risk decoding

During minimum error rate training, the decoder
employs a maximum derivation decision rule.
However, upon exploration of alternative strate-
gies, we have found benefits to using a mini-
mum risk decision rule (Kumar and Byrne, 2004),
wherein we want the translation F of the input F'
that has the least expected loss, again as measured
by some loss function L:

E argmin Epp)r) [L(E, E')]

i P(E|F)L(E,E'
ssgnn 3 PUEIF)L(E, )

Using our system, we generate a unique 500-
best list of translations to approximate the poste-
rior distribution P(E|F') and the set of possible
translations. Assuming H(E, F) is the weight of
the decoder’s current path, this can be written as:

P(E|F) x expaH(E, F)

where « is a free parameter which depends on
the models feature functions and weights as well
as pruning method employed, and thus needs to
be separately empirically optimized on a held out
development set. For this submission, we used
a = 0.5 and BLEU as the loss function. Table 2
shows the results on the test set for MBR decod-
ing.

Language Model | Decoder | BLEU | TER
Max-D 224 | 69.1

RandLM MBR | 227 | 6838
Max-D 23.1 | 68.0

SRILM MBR 234 | 67.7

Table 2: Comparison of maximum derivation ver-
sus MBR decoding

3.3 Grammar extraction

Although the grammars employed in a SCFG
model allow increased expressivity and translation
quality, they do so at the cost of having a large



Language Model | Grammar | Decoder Memory (GB) ‘ Decoder time (Sec/Sentence) ‘
Local SRILM corpus 14.293 £+ 1.228 5.254 + 3.768
Local SRILM sentence 10.964 £+ .964 5.517 £ 3.884
Remote SRILM corpus 3.771 £ .235 15.252 + 10.878
Remote SRILM | sentence 443 + .235 14.751 4+ 10.370
RandLM corpus 7.901 £ .721 9.398 £ 6.965
RandLM sentence 4.612 + .699 9.561 4+ 7.149

Table 3: Decoding memory and speed requirements for language model and grammar extraction varia-

tions

number of rules, thus efficiently storing and ac-
cessing grammar rules can become a major prob-
lem. Since a grammar consists of the set of rules
extracted from a parallel corpus containing tens of
millions of words, the resulting number of rules
can be in the millions. Besides storing the whole
grammar locally in memory, other approaches
have been developed, such as suffix arrays, which
lookup and extract rules on the fly from the phrase
table (Lopez, 2007). Thus, the memory require-
ments for decoding have either been for the gram-
mar, when extracted beforehand, or the corpus, for
suffix arrays. In cdec, however, loading grammars
for single sentences from a disk is very fast relative
to decoding time, thus we explore the additional
possibility of having sentence-specific grammars
extracted and loaded on an as-needed basis by the
decoder. This strategy is shown to massively re-
duce the memory footprint of the decoder, while
having no observable impact on decoding speed,
introducing the possibility of more computational
resources for translation. Thus, in addition to the
large corpus grammar extracted in Section 2.1,
we extract sentence-specific grammars for each of
the test sentences. We measure the performance
across using both grammar extraction mechanisms
and the three different language model configu-
rations: local SRILM, remote SRILM, and Ran-
dLM.

As Table 3 shows, there is a marked trade-
off between memory usage and decoding speed.
Using a local SRILM regardless of grammar in-
creases decoding speed by a factor of 3 compared
to the remote SRILM, and approximately a fac-
tor of 2 against the RandLM. However, this speed
comes at the cost of its memory footprint. With a
corpus grammar, the memory footprint of the lo-
cal SRILM is twice as large as the RandLLM, and
almost 4 times as large as the remote SRILM. Us-
ing sentence-specific grammars, the difference be-
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comes increasingly glaring, as the remote SRILM
memory footprint drops to ~450MB, a factor of
nearly 24 compared to the local SRILM and a fac-
tor of 10 compared to the process size with the
RandLM. Thus, using the remote SRILM reduces
the memory footprint substantially but at the cost
of significantly slower decoding speed, and con-
versely, using the local SRILM produces increased
decoder speed but introduces a substantial mem-
ory overhead. The RandLM provides a median
between the two extremes: reduced memory and
(relatively) fast decoding at the price of somewhat
decreased translation quality. Since we are using
a relatively large beam of 1000 candidates for de-
coding, the time presented in Table 3 does not rep-
resent an accurate basis for comparison of cdec to
other decoders, which should be done using the
results presented in Dyer et al. (2010).

We also tried one other grammar extraction
configuration, which was with so-called ‘loose’
phrase extraction heuristics, which permit un-
aligned words at the edges of phrases (Ayan and
Dorr, 2006). When decoded using the SRILM and
MBR, this achieved the best performance for our
system, with a BLEU score of 23.6 and TER of
67.7.

4 Conclusion

We presented the University of Maryland hier-
archical phrase-based system for the WMT2010
shared translation task. Using cdec, we experi-
mented with a number of methods that are shown
above to lead to improved German-to-English
translation quality over our baseline according to
BLEU and TER evaluation. These include methods
to directly address German morphological com-
plexity, such as appropriate feature functions, seg-
mentation lattices, and a model for automatically
constructing the lattices, as well as alternative de-
coding strategies, such as MBR. We also presented



several language model configuration alternatives,
as well as grammar extraction methods, and em-
phasized the trade-off that must be made between
decoding time, memory overhead, and translation
quality in current statistical machine translation
systems.
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Abstract

We describe our hybrid machine trans-
lation system which has been developed
for and used in the WMT10 shared task.
We compute translations from a rule-
based MT system and combine the re-
sulting translation “templates” with par-
tial phrases from a state-of-the-art phrase-
based, statistical MT engine. Phrase sub-
stitution is guided by several decision
factors, a continuation of previous work
within our group. For the shared task,
we have computed translations for six lan-
guage pairs including English, German,
French and Spanish. Our experiments
have shown that our shallow substitu-
tion approach can effectively improve the
translation result from the RBMT system;
however it has also become clear that a
deeper integration is needed to further im-
prove translation quality.

1 Introduction

In recent years the quality of machine translation
(MT) output has improved greatly, although each
paradigm suffers from its own particular kind of
errors: statistical machine translation (SMT) of-
ten shows poor syntax, while rule-based engines
(RBMT) experience a lack in vocabulary. Hybrid
systems try to avoid these typical errors by com-
bining techniques from both paradigms in a most
useful manner.

In this paper we present the improved version of
the hybrid system we developed last year’s shared
task (Federmann et al., 2009). We take the out-
put from an RBMT engine as basis for our hybrid
translations and substitute noun phrases by trans-
lations from an SMT engine. Even though a gen-
eral increase in quality could be observed, our sys-
tem introduced errors of its own during the substi-
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tution process. In an internal error analysis, these
degradations were classified as follows:

- the translation by the SMT engine is incorrect

- the structure degrades through substitution
(because of e.g. capitalization errors, double
prepositions, etc.)

- the phrase substitution goes astray (caused by
alignment problems, etc.)

Errors of the first class cannot be corrected, as
we have no way of knowing when the translation
by the SMT engine is incorrect. The other two
classes could be eliminated, however, by introduc-
ing additional steps for pre- and post-processing
as well as improving the hybrid algorithm itself.
Our current error analysis based on the results of
this year’s shared task does not show these types
of errors anymore.

Additionally, we extended our coverage to also
include the language pairs English—French and
English—Spanish in both directions as well as
English—German, compared to last year’s initial
experiments for German—English only. We were
able to achieve an increase in translation quality
for this language set, which shows that the substi-
tution method works for different language config-
urations.

2 Architecture

Our hybrid translation system takes translation
output from a) the Lucy RBMT system (Alonso
and Thurmair, 2003) and b) a Moses-based SMT
system (Koehn et al., 2007). We then identify
noun phrases inside the rule-based translation and
compute the most likely correspondences in the
statistical translation output. For these, we apply a
factored substitution method that decides whether
the original RBMT phrase should be kept or rather
be replaced by the Moses phrase. As this shallow
substitution process may introduce problems at

Proceedings of the Joint 5th Workshop on Statistical Machine Translation and MetricsMATR, pages 77-81,
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phrase boundaries, we afterwards perform several
post-processing steps to cleanup and finalize the
hybrid translation result. A schematic overview
of our hybrid system and its main components is
given in figure 1.

SOURCE
SENTENCE
Alignment / \
[ LUCY MOSES
‘\ RBMT SMT
A B
\ Analysis Transfer Generation
Tree Tree Tree
\44@2%\)/ l
Target Alignment Target

Sentence RBMT Sentence SMT

N/

Hybrid Target
Sentence

Figure 1: Schematic overview of the hybrid MT
system architecture.

2.1 Input to the Hybrid System

Lucy RBMT System We obtain the translation
as well as linguistic structures from the RBMT
system. An internal evaluation has shown that
these structures are usually of a high quality which
supports our initial decision to consider the RBMT
output as an appropriate “template” for our hybrid
translation approach. The Lucy translation output
can include additional markup that allows to iden-
tify unknown words or other, local phenomena.

The Lucy system is a transfer-based MT system
that performs translation in three phases, namely
analysis, transfer, and generation. Intermediate
tree structures for each of the translation phases
can be extracted from the Lucy system to guide
the hybrid system. Sadly, only the 1-best path
through these three phases is given, so no alterna-
tive translation possibilities can be extracted from
the given data; a fact that clearly limits the poten-
tial for more deeply integrated hybrid translation
approaches. Nevertheless, the availability of the
1-best trees already allows to improve the transla-
tion quality of the RBMT system as we will show
in this paper.

Moses SMT System We used a state-of-the-art
Moses SMT system to create statistical phrase-
based translations of our input text. Moses has
been modified so that it returns the translation re-
sults together with the bidirectional word align-
ments between the source texts and the transla-
tions. Again, we make use of markup which helps
to identify unknown words as these will later guide
the factored substitution method. Both of the
translation models and the language models within
our SMT systems were only trained with lower-
cased and tokenized Europarl training data. The
system used sets of feature weights determined us-
ing data sets also from Europarl (test2008). In
addition, we used LDC gigaword corpus to train
large scale n-gram language models to be used in
our hybrid system. We tokenized the source texts
using the standard tokenizers available from the
shared task website. The SMT translations are re-
cased before being fed into the hybrid system to-
gether with the word alignment information.The
hybrid system can easily be adapted to support
other statistical translation engines. If the align-
ment information is not available, a suitable align-
ment tool would be necessary to compute it as the
alignment is a key requirement for the hybrid sys-
tem.

2.2 Aligning RBMT and SMT Output

We compute alignment in several components of
the hybrid system, namely:

source-text-to-tree: we first find an alignment
between the source text and the correspond-
ing analysis tree(s). As Lucy tends to sub-
divide large sentences into several smaller
units, it sometimes becomes necessary to
align more than one tree structure to a given
source sentence.

analysis-transfer-generation: for each of the
analysis trees, we re-construct the path from
its tree nodes, via the transfer tree, and their
corresponding generation tree nodes.

tree-to-target-text: similarly to the first align-
ment process, we find a mapping between
generation tree nodes and the actual transla-
tion output of the RBMT system.

source-text-to-tokenized: as the Lucy RBMT
system works on non-tokenized input text
and our Moses system takes tokenized input,



we need to align the source text to its tok-
enized form.

Given the aforementioned alignments, we can then
correlate phrases from the rule-based translation
with their counterparts from the statistical trans-
lation, both on source or target side. As our
hybrid approach relies on the identification of
such phrase pairs, the computation of the different
alignments is critical to obtain good combination
performance.

Please note that all these tree-based alignments
can be computed with a very high accuracy. How-
ever, due to the nature of statistical word align-
ment, the same does not hold for the alignment
obtained from the Moses system. If the alignment
process has produced erroneous phrase tables, it is
very likely that Lucy phrases and their “aligned”
SMT matches simply will not fit. Or put the other
way round: the better the underlying SMT word
alignment, the greater the potential of the hybrid
substitution approach.

2.3 Factored Substitution

Given the results of the alignment process, we can
then identify “interesting” phrases for substitution.
Following our experimental setup from last year’s
shared task, we again decided to focus on noun
phrases as these seem to be best-suited for in-place
swapping of phrases. Our initial assumption is that
SMT phrases are better on a lexical level, hence
we aim to replace Lucy’s noun phrases by their
Moses counterparts.

Still, we want to perform the substitution in a
controlled manner in order to avoid problems or
non-matching insertions. For this, we have (man-
ually) derived a set of factors that are checked for
each of the phrase pairs that are processed. The
factors are described briefly below:

identical? simply checks whether two candidate
phrases are identical.

too complex? a Lucy phrase is “too complex”
to substitute if it contains more than 2
embedded noun phrases.

many-to-one? this factor checks if a Lucy phrase
containing more than one word is mapped to
a Moses phrase with only one token.

contains pronoun? checks if the Lucy phrase
contains a pronoun.

contains verb? checks if the Lucy phrase con-
tains a verb.
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unknown? checks whether one of the phrases is
marked as “unknown”.

length mismatch computes the number of words
for both phrases and checks if the absolute
difference is too large.

language model computes language  model
scores for both phrases and checks which is
more likely according to the LM.

All of these factors have been designed and ad-
justed during an internal development phase using
data from previous shared tasks.

2.4 Post-processing Steps

After the hybrid translation has been computed,
we perform several post-processing steps to clean
up and finalize the result:

cleanup first, we perform basic cleanup opera-
tions such as whitespace normalization, cap-
italizing the first word in each sentence, etc.

multi-words then, we take care of proper han-
dling of multi-word expressions. Using the
tree structures from the RBMT system we
eliminate superfluous whitespace and join
multi-words, even if they were separated in
the SMT phrase.

prepositions finally, we give prepositions a spe-
cial treatment. Experience from last year’s
shared task had shown that things like double
prepositions contributed to a large extent to
the amount of avoidable errors. We tried to
circumvent this class of error by identifying
the correct prepositions; erroneous preposi-
tions are removed.

3 Hybrid Translation Analysis

We evaluated the intermediate outputs using
BLEU (Papineni et al., 2001) against human refer-
ences as in table 3. The BLEU score is calculated
in lower case after the text tokenization. The trans-
lation systems compared are Moses, Lucy, Google
and our hybrid system with different configura-
tions:

Hybrid: we use the language model with case
information and substitute some NPs in Lucy
outputs by Moses outputs.

Hybrid LLM: same as Hybrid but we use a
larger language model.



Table 1: Intermediate results of BLEU[%] scores for WMT10 shared task.

System de—en | en—de | fr—en | en—fr | es—en | en—es
Moses 18.32 12.66 | 2226 | 20.06 | 24.28 | 24.72
Lucy 16.85 1238 | 1849 | 17.61 | 21.09 | 20.85
Google 25.64 | 1851 | 2853 | 28.70 | 32.77 | 32.20
Hybrid 17.29 13.05 | 18.92 | 19.58 | 22.53 | 23.55
Hybrid LLM 17.37 13.73 | 1893 | 19.76 | 22.61 | 23.66
Hybrid SG 17.43 14.40 | 19.67 | 20.55 | 24.37 | 2499
Hybrid NCLM | 17.38 1442 | 19.56 | 20.55 | 24.41 | 2492

Hybrid SG: same as Hybrid but the NP substitu-
tions are based on Google output instead of
Moses translations.

Hybrid NCLM: same as Hybrid but we use the
language model without case information.

We participated in the translation evaluation in
six language pairs: German to English (de—en),
English to German (en—de), French to English
(fr—en), English to French (en—fr), Spanish to
English (es—en) and English to Spanish (en—-es).
As shown in table 3, the Moses translation sys-
tem achieves better results overall than the Lucy
system does. Google’s system outperforms other
systems in all language pairs. The hybrid transla-
tion as described in section 2 improves the Lucy
translation quality with a BLEU score up to 2.7%
absolutely.

As we apply a larger language model or a lan-
guage model without case information, the trans-
lation performance can be improved further. One
major problem in the hybrid translation is that the
Moses outputs are still not good enough to replace
the Lucy outputs, therefore we experimented on
a hybrid translation of Google and Lucy systems
and substitute some unrelaible NP translations by
the Google’s translations. The results in the line
of "Hybrid SG’ shows that the hybrid translation
quality can be enhanced if the translation system
where we select substitutions is better.

4 Internal Evaluation of Results

In the analysis of the remaining issues, the fol-
lowing main sources of problems can be distin-
guished:

- Lucy’s output contains structural errors that
cannot be fixed by the chosen approach.

- Lucy results contain errors that could have
been corrected by alternative expressions
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from SMT, but the constraints in our system
were too restrictive to let that happen.

- The SMT engine we use generates subopti-
mal results that find their way into the hybrid
result.

- SMT results that are good are incorporated
into the hybrid results in a wrong way.

We have inspected a part of the results and classi-
fied the problems according to these criteria. As
this work is still ongoing, it is too early to report
numerical results for the relative frequencies of the
different causes of the error. However, we can
already see that three of these four cases appear
frequently enough to justify further attention. We
observed several cases in which the parser in the
Lucy system was confused by unknown expres-
sions and delivered results that could have been
significantly improved by a more robust parsing
approach. We also encountered several cases in
which an expression from SMT was used although
the original Lucy output would have been better.
Also we still observe problems finding to correct
correspondences between Lucy output and SMT
output, which leads to situations where material is
inserted in the wrong place, which can lead to the
loss of content words in the output.

5 Conclusion and Outlook

In our contribution to the shared task we have ap-
plied the hybrid architecture from (Federmann et
al., 2009) to six language pairs. We have identi-
fied and fixed many of the problems we had ob-
served last year, and we think that, in addition to
the increased coverage in laguage pairs, the overall
quality has been significantly increased.

However, in the last section we characterized
three main sources of problems that will require
further attention. We will address these problems
in the near future in the following way:



1. We will investigate in more detail the align-
ment issue that leads to occasional loss of
content words, and we expect that a careful
inspection and correction of the code will in
all likelihood give us a good remedy.

The problem of picking expressions from the
SMT output that appear more probable to the
language model although they are inferior to
the original expression from the RBMT sys-
tem is more difficult to fix. We will try to find
better thresholds and biases that can at least
reduce the number of cases in which this type
of degradation happen.

. Finally, we will also address the robustness
issue that leads to suboptimal structures from
the RBMT engine caused by parsing failures.

Our close collaboration with Lucy enables us to
address these issues in a very effective way via the
inspection and classification of intermediate struc-
tures and, if these structures indicate parsing prob-
lems, the generation of variants of the input sen-
tence that facilitate correct parsing.
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Abstract pre-filter grammar rules to those most likely to be

useful.
We present the Carnegie Mellon Univer-

sity Stat-XFER group submission to the 2 System Overview
WMT 2010 shared translation task. Up-
dates to our syntax-based SMT system
mainly fell in the areas of new feature for-
mulations in the translation model and im-
proved filtering of SCFG rules. Compared
to our WMT 2009 submission, we report
a gain of 1.73 BLEU by using the new
features and decoding environment, and a
gain of up to 0.52 BLEU from improved
grammar selection.

We built our system on a partial selection of
the provided French—English training data, us-
ing the Europarl, News Commentary, and UN
sets, but ignoring the Giga-FrEn data. After
tokenization and some pruning of our training
data, this left us with a corpus of approximately
8.6 million sentence pairs. We word-aligned the
corpus with MGIZA++ (Gao and Vogel, 2008),
a multi-threaded implementation of the standard
word alignment tool GIZA++ (Och and Ney,
1 Introduction 2003). Word aIi.gnments were s.ymmetrized wiFh
the “grow-diag-final-and” heuristic. We automati-
From its earlier focus on linguistically rich ma- cally parsed the French side of the corpus with the
chine translation for resource-poor languages, th8erkeley parser (Petrov and Klein, 2007), while
statistical transfer MT group at Carnegie Mellonwe used the fast vanilla PCFG model of the Stan-
University has expanded in recent years to the inford parser (Klein and Manning, 2003) for the
creasingly successful domain of syntax-based sté=nglish side. These steps resulted in a parallel
tistical MT in large-data scenarios. Our submis-parsed corpus from which to extract phrase pairs
sion to the 2010 Workshop on Machine Transla-and grammar rules.
tion is a syntax-based SMT system with a syn- Phrase extraction involves three distinct steps.
chonous context-free grammar (SCFG), where thén the first, we perform standard (non-syntactic)
SCFG rules are derived from full constituency phrase extraction according to the heuristics of
parse trees on both the source and target sides phrase-based SMT (Koehn et al., 2003). In the
parallel training sentences. We participated in thesecond, we obtain syntactic phrase pairs using
French-to-English shared translation task. the tree-to-tree matching method of Lavie et al.
This year, we focused our efforts on making (2008). Briefly, this method aligns nodes in par-
more and better use of syntactic grammar. Muckhallel parse trees by projecting up from the word
of the work went into formulating a more expan- alignments. A source-tree nodewill be aligned
sive feature set in the translation model and a newo a target-tree nodef the word alignments in the
method of assigning scores to phrase pairs angield of s all land within the yield oft, and vice
grammar rules. Following a change of decodewersa. This node alignment is similar in spirit to
that allowed us to experiment with systems usinghe subtree alignment method of Zhechev and Way
much larger syntactic grammars than previously(2008), except our method is based on the spe-
we also adapted a technigue to more intelligentlycific Viterbi word alignment links found for each
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sentence rather than on the general word transio feature is estimated from counts in both spaces.

lation probabilities computed for the corpus as a We define an aggregate rule instance as a 5-

whole. This enables us to use efficient dynamiduple » = (L, S, T, Cpp,, Csyn) that contains a

programming to infer node alignments, rather tharleft-hand-side labelL, a sequence of terminals

resorting to a greedy search or the enumeration adind non-terminals for the sourc&)(and target

all possible alignments. Finally, in the third step, (T) right-hand sides, and aggregated counts from

we use the node alignments from syntactic phrasphrase-based SMT extraction heuristiCs,, and

pair extraction to extract grammar rules. Eachthe syntactic rule extracta,,,.

aligned node in a tree pair specifies a decompo- In preparation for feature scoring, we:

sition point for breaking the parallel trees into a

series of SCFG rules. Like Galley et al. (2006), 1. Run phrase instance extraction using stan-

we allow “composed” (non-minimal) rules when dard phrase-based SMT heuristics to obtain

they build entirely on lexical items. However, to tuples (PHR, S, T, Cpir, 0) where S and T

control the size of the grammar, we do not produce ~ N€Ver contain non-terminals

composed rules that build on other non-terminals, 2. Run syntactic rule instance extraction as de-

nor do we produce multiple possible rules when scribed in Section 2 above to obtain tuples

we encounter unaligned words. Another differ- (L,S,T,0,Coyn)

ence is that we discard internal structure of com- 3. Share non-syntactic counts such that, for

posed lexical rules so that we produce SCFGrules  any two tuplesr; = (PHR S, T, Cppr, 0)

rather than synchronous tree substitution grammar  and r, = (Lo, S,T,0,Csy,) with equiv-

rules. alent S and T' values, we produce, =
The extracted phrase pairs and grammar rules (L2, S, T, Cppr, Coyn)

are collected together and scored according to a

variety of features (Section 3). Instead of decod- Note that there is no longer any need to retain

ing with the very large complete set of extractedPHR rules(PHR, S, T') that have syntactic equiv-

grammar rules, we select only a small number oflents(Z # PHR, 5, T) since they have the same
rules meeting certain criteria (Section 4). features In addition, we assume there will be no

In contrast to previous years, when we used th&UPIes whereS andT’ contain non-terminals while
Stat-XFER decoder, this year we switched to the“pir = 0 andCiyn, > 0. That is, the syntactic
the Joshua decoder (Li et al., 2009) to take advarRNases are a subset of non-syntactic phrases.
tage of_ its more efficient ar_chitectur.e and imple-3 1 Maximum-Likelihood Eeatures
mentation of modern decoding techniques, such as N
cube pruning and multi-threading. We also man-Our most traditional features atg,,(1'| ) and
aged system-building workflows with LoonyBin prr(S|T), estimated using only counts,.
(Clark and Lavie, 2010), a toolkit for managing 'nese features apply only to rules not con-
multi-step experiments across different servers ofdiNing any non-terminals.  They are equiva-

computing clusters. Section 5 details our experi/€nt to the phraseP(T"|S) and P(S|T) fea-
mental results. tures from the Moses decoder, even when#

PHR. In contrast, we use®;,, .- (L, S |T) and
3 Translation Model Construction Pasynuphr (L, T | S) last year, which applied to all

rules. The new features are no longer subject to
One major improvement in our system this yearincreased sparsity as the number of non-terminals
is the feature scores we applied to our grammain the grammar increases.
and phrase pairs. Inspired largely by the Syntax- We also have grammar rule probabili-
Augmented MT system (Zollmann and Venu-ties Pj,,(T'|S), Peyn(S|T), Peyn(L|S),
gopal, 2006), our translation model contains 22P,,,(L|T), and Py, (L |S,T) estimated using
features in addition to the language model. In conC,,,; these apply only to rules wherg and T’
trast to earlier formulations of our features (Han-contain non-terminals. By no longer including
neman and Lavie, 2009), our maximume-likelihood counts from phrase-based SMT extraction heuris-
features are now based on a strict separation bdics in these features, we encourage rules where
tween counts drawn from non-syntactic phrase ex{, # PHR since the smaller counts from the rule
traction heuristics and our syntactic rule extractor;learner would have otherwise been overshadowed
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by the much larger counts from the phrase-basedould be entirely left out of the grammar without
SMT heuristics. loss of MT quality. In particular, large classes of
Finally, we estimate “not labelable” (NL) fea- monotonic rules could be removed without a loss
tures Py, (NL | S) andP;,,, (NL | 7). With R de-  in automatic metric scores, while small classes of
noting the set of all extracted rules, reordering rules contributed much more to the suc-
cess of the system. Inspired by that approach, we

Pyyn(NL|S) = Copm & (1) passed our full set of extracted grammar rule in-
2rer sts'=s Cayn stances through a filter after scoring. Using the

C rule notation from Section 3, the filter retained

Pyn(NL|T) = = (2)  only those rules that matched one of the follow-

ZT’ER st.T'=T Céyn
We use additive smoothing (with= 1 for our ex-
periments) to avoid a probability of O when there
is no syntactic label for agS, T') pair. These fea-
tures can encourage syntactic rules when syntax
is likely given a particular string since probability
mass is often distributed among several differen
syntactic labels.

ing patterns:

S=X'w, T=wX!

S=wX!, T=X'w
S=Xx'Xx2 T=Xx2Xx!
S=Xx'X2 T=X!'X?
where X represents any non-terminal andrep-
resents any span of one or more terminals. The
choice of the specific reordering patterns above
3.2 Instance Features captures our intuition that binary swaps are a fun-

We add several features that use sufficient statislamental ordering divergence between languages,
tics local to each rule. First, we add three binaryWh”e the inclusion of the abstract monotonic pat-

low-count features that take on the value 1 wherf€M (X' X? X1 X?) ensures that the decoder is
the frequency of the rule is exactly 1, 2, or 3. TherehOt disproportionately biased towards applying re-
are also two indicator features related to syntax©rdering rules without supporting lexical evidence
one each that fires wheh — PHR and when Merely because in-order rules are left out.

L # PHR Other indicator features analyze the ©Orthogonally to the pattern-based pruning, we
abstractness of grammar rulegy = 1 when the also selected grammars by sorting grammar rules
source side contains only non-terminalg; = 1 in decreasing order of frequency count and using

when the target side contains only non-terminalsth® top7 in the decoder. We experimented with
TGTINSERTION = 1 whenAg = 1,47 = 0, 7 = 0,100, 1000, and 10,000. In all cases of

SRCDELETION = 1 whenAg = 0, A = 1,and 9rammar selection, we disallowed rules that in-
INTERLEAVED = 1 whenAg = 0, Ay = 0. serted unaligned target-side terminals unless the

Bidirectional lexical probabilities for each rule inserted terminals were among the top 100 most
are calculated from a unigram lexicon MLE- frequent unigrams in the target-side vocabulary.

estimated over aligned word pairs in the training
corpus, as is the default in Moses.
Finally, we include a glue rule indicator feature 5.1 Comparison with WMT 2009 Results

that fires whenever a glue rule is applied duringye performed our initial development work on

decoding. In the Joshua decoder, these monotonig, updated version of our previous WMT sub-

rules stitch syntactic parse fragments together ghission (Hanneman et al., 2009) so that the ef-
no model cost. fects of our changes could be directly compared.
Our 2009 system was trained from the full Eu-

roparl and News Commentary data available that
With extracted grammars typically reaching tensyear, plus the pre-release version of the Giga-FrEn
of millions of unique rules — not to mention data, for a total of 9.4 million sentence pairs. We
phrase pairs — our systems clearly face an enused the news-dev2009a set for minimum error-
gineering challenge when attempting to includerate training and tested system performance on
the full grammar at decoding time. Iglesias et al.news-dev2009b. To maintain continuity with our

(2009) classified SCFG rules according to the patpreviously reported scores, we report new scores
tern of terminals and non-terminals on the rules’here using the same training, tuning, and test-
right-hand sides, and found that certain patternsng sets, using the uncased versions of IBM-style

5 Results and Analysis

4 Grammar Selection
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System Configuration | METEOR BLEU Source Target

1. WMT '09 submission 0.5263 0.2073 un role AP ADJP' roles
2. Joshua decoder 0.5231 0.2158 I" instabilité AP ADJP! instability
3. New TM features 0.5348 0.2246 I argent PP NP' money

une pression AP ADJP! pressure

Table 1: Dev test results (on news-dev2009b) from la gouvernance AP ADJP' governance
our WMT 2009 system when updating decoding la concurrence AP ADJP' competition

environment and feature formulations. des preuves AP ADJP' evidence
les outils AP ADJP! tools
System Configuration| METEOR BLEU des changements AP ADJP' changes
1.n =100 0.5314 0.2200
2. n =100, filtered 0.5341 0.2242  Taple 3: Rules fitting the pattefs = w X!, T =
3.n =1000 0.5324 0.2206 X! w) that applied on the news-test2010 test set.
4.1, =1000, filtered 0.5330 0.2233
5.n=10,000 0.5332 0.2198
6. n = 10,000, filtered 0.5350 0.2250 5.2 WMT 2010 Results and Analysis

We built the WMT 2010 version of our system

Table 2: Dev test results (on news-dev2009b) fro . ) ) .
our WMT 2009 system with and without pattern?}rom the training data desc.rlbed in Sect_lon 2. (The
system falls under the strictly constrained track:

based grammar selection. we used neither the Giga-FrEn data for training
nor the LDC Gigaword corpora for language mod-

BLEU 1.04 (Papineni et al., 2002) and METEOReling.) We used the provided news-test2008 set
0.6 (Lavie and Agarwal, 2007). for system tuning, while news-test2009 served

Table 1 shows the effect of our new scoring andas our 2010 dev test set. Based on the results
decoding environment. Line 2 uses the same exh Table 2, our official submission to this year’s
tracted phrase pairs and grammar rules as line Bhared task was constructed as in line 6, with
but the system is tuned and tested with the Joshu#0,000 syntactic grammar rules chosen after a
decoder instead of Stat-XFER. For line 3, we re-pattern-based grammar selection step. On the
scored the extracted phrase pairs from lines 1 andews-test2010 test set, this system scored 0.2327
2 using the updated features discussed in Se®n case-insensitive IBM-style BLEU 1.04, 0.5614
tion 3! The difference in automatic metric scoreson METEOR 0.6, and 0.5519 on METEOR 1.0
shows a significant benefit from both the new de{Lavie and Denkowski, 2009).

coder and the updated feature formulations: 0.8 The actual application of grammar rules in the
BLEU points from the change in decoder, and 0.9system is quite surprising. Despite having a gram-
BLEU points from the expanded set of 22 transla-mar of 10,000 rules at its disposal, the decoder
tion model features. chose to only apply a total of 20 unique rules
Our next test was to examine the usefulness ofh 392 application instances in the 2489-sentence
the pattern-based grammar selection described inews-test2010 set. On a per-sentence basis, this
Section 4. For various numbers of rules Ta- is actually fewer rule applications than our sys-
ble 2 shows the scores obtained with and withoutem performed last year with a 26-rule handpicked
filtering the grammar before the most frequent grammar! The most frequently applied rules are
rules are skimmed off for use. We observe a smalfully abstract, monotonic structure-building rules,
but consistent gain in scores from the grammar sesuch as for stitching together compound noun
lection process, up to half a BLEU point in the phrases with adverbial phrases or prepositional
largest-grammar systems (lines 5 and 6). phrases. Nine of the 20 rules, listed in Table 3,
In line 2, we did not control for difference in formulation demonstrgte the effect of Qur patt_ern.-based gram-
of the transiation length feature: Stat-XFER uses a Iengtirnar selection. These partially lexicalized rules fit
ratio, while Joshua uses a target word count. Line 3 doehe pattern(S = w X', T = X! w) and han-
not include 26 manually selected grammar rules present ijle cases of lexicalized binary reordering between
lines 1 and 2; this is because our new feature scoring requweFrenCh and English. Though the overall impact of

information from the grammar rules that was not present in ; i ;
our 2009 extracted resources. these rules on automatic metric scores is presum-
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ably quite small, we believe that the key to effec-Greg Hanneman and Alon Lavie. 2009. Decoding
tive syntactic grammars in our MT approach lies \l;V'th sdyntacrt:p and nOP-?VHtaCtIC phpffnseezcljn aSy]ptaX-
- o : - ased machine translation systemPhoceedingso
I.n ret-alnlng preCI§ € rules of th|§ type for common the Third Workshop on Syntax and Structurein Sta-
linguistically motivated reordering patterns. tistical Trandlations, pages 1-9, Boulder, CO, June.
The above pattern of rule applications is also ' .
observed in our dev test set, news-test2009, whefgred Hanneman, Vamshi Ambati, Jonathan H. Clark,
16 distinct rules apolv a total of 352 times. Seven Alok Parlikar, and Alon Lavie. 2009. An improved
PPy C statistical transfer systems for French—-English ma-
of the fully abstract rules and three of the lexical-  chine translation. InProceedings of the Fourth
ized rules that applied on news-test2009 also ap- Workshop on Statistical Machine Translation, pages
plied on news-test2010, while a further two ab- 140-144, Athens, Greece, March.
stract and four lexicalized rules applied on news-,,,al0 Iglesias, Adria de Gispert, Eduardo R. Banga,
test2009 alone. We thus have a general trend of a and william Byrne. 2009. Rule filtering by pattern
set of general rules applying with higher frequency for efficient hierarchical translation. IRroceedings
across test sets, while the set of lexicalized rules Of the 12th Conference of the European Chapter of
. . . the ACL, pages 380-388, Athens, Greece, March—
used varies according to the particular set. April
Since, overall, we still do not see as much gram-
mar application in our systems as we would like,Dan Klein and Christopher D. Manning. 2003. Fast
we plan to concentrate future work on further jm-  €Xact inference with a factored mode| for natural
. . o . language parsing. IAdvancesin Neural Informa-
proving this aspect._ Th_|s mcludgs a more detailed o, processi ng Systems 15, pages 3—10. MIT Press,
study of grammar filtering or refinement to select Cambridge, MA.
the most useful rules. We would also like to ex-
plore the effect of the features of Section 3 individ-
ually, on different language pairs, and using differ-
ent grammar types.

Philipp Koehn, Franz Josef Och, and Daniel Marcu.
2003. Statistical phrase-based translation.Pio-
ceedings of HLT-NAACL 2003, pages 48-54, Ed-
monton, Alberta, May—June.

Alon Lavie and Abhaya Agarwal. 2007. METEOR:
An automatic metric for MT evaluation with high

This r rch w. r in par NSF gran Ieve!s of correlation with humanjudgments.FPm—
s research was supported in part by NSF grant ceedings of the Second Workshop on Statistical Ma-

1IS-0534217 (LETRAS) and the DARPA GALE  ine Trangation, pages 228-231, Prague, Czech
program. We thank Yahoo! for the use of the M45  Republic, June.

research computing cluster, where we ran manygl L avie and Michael J. Denkowski. 2009. The ME
; oAl on Lavie and Michael J. Denkowski. . The ME-

steps of our experimental pipeline. TEOR metric for automatic evaluation of machine

translation.Machine Trandation, 23(2—3):105-115.
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Abstract

FBK participated in the WMT 2010
Machine Translation shared task with
phrase-based Statistical Machine Transla-
tion systems based on the Moses decoder
for English-German and German-English
translation. Our work concentrates on ex-
ploiting the available language modelling
resources by using linear mixtures of large
6-gram language models and on address-
ing linguistic differences between English
and German with methods based on word
lattices. In particular, we use lattices to in-
tegrate a morphological analyser for Ger-
man into our system, and we present some
initial work on rule-based word reorder-
ing.

1 System overview

The Human Language Technologies group at Fon-
dazione Bruno Kessler (FBK) participated in the
WMT 2010 Machine Translation (MT) evaluation
with systems for English-German and German-
English translation. While the English-German
system we submitted was relatively simple, we
put some more effort into the inverse translation
direction to make better use of the abundance
of language modelling data available for English
and to address the richness of German morphol-
ogy, which makes it hard for a Statistical Machine
Translation (SMT) system to achieve good vocab-
ulary coverage. In the remainder of this section,
an overview of the common features of our sys-
tems will be given. The next two sections provide
a more detailed description of our approaches to
language modelling, morphological preprocessing
and word reordering.

Both of our systems were based on the Moses
decoder (Koehn et al., 2007). They were simi-
lar to the WMT 2010 Moses baseline system. In-
stead of lowercasing the training data and adding
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a recasing step, we retained the data in document
case throughout our system, except for the mor-
phologically normalised word forms described in
section 3. Our phrase tables were trained with the
standard Moses training script, then filtered based
on statistical significance according to the method
described by Johnson et al. (2007). Finally, we
used Minimum Bayes Risk decoding (Kumar and
Byrne, 2004) based on the BLEU score (Papineni
et al., 2002).

2 Language modelling

At the 2009 NIST MT evaluation, our system ob-
tained good results using a mixture of linearly in-
terpolated language models (LMs) combining data
from different sources. As the training data pro-
vided for the present evaluation campaign again
included a large set of language modelling corpora
from different sources, especially for English as
a target language, we decided to adopt the same
strategy. The partial corpora for English and their
sizes can be found in table 1. Our base mod-
els of the English Gigaword texts were trained
on version 3 of the corpus (LDC2007T07). We
trained separate language models for the new data
from the years 2007 and 2008 included in ver-
sion 4 (LDC2009T13). Apart from the mono-
lingual English data, we also included language
models trained on the English part of the addi-
tional parallel datasets supplied for the French-
English and Czech-English tasks. All the mod-
els were estimated as 6-gram models with Kneser-
Ney smoothing using the IRSTLM language mod-
elling toolkit (Federico et al., 2008).

For technical reasons, we were unable to use all
the language models during decoding. We there-
fore selected a subset of the models with the fol-
lowing data selection procedure:

1. For a linear mixture of the complete set of
24 language models, we estimated a set of

Proceedings of the Joint 5th Workshop on Statistical Machine Translation and MetricsMATR, pages 88-92,
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Corpus n-grams
Europarl v5 115,702,157
News 1,437,562,740
News commentary 10 10,381,511

7,990,828,834
1,418,281,597

Gigaword v3: 6 models
Gigaword 2007/08: 6 models

10° fr-en 1,190,593,051
UNDOC fr-en 333,120,732
CzEng: 7 models 153,355,518
Total: 24 models 12,649,826,140

Table 1: Language modelling corpora for English

LMs Perplexity

DEV  EVAL

2 188.57 181.38

5 163.68 158.99

10 15643 151.73
15 15471 144.98
20 15439 144091
24 15442 14492

Table 2: Perplexities of LM mixtures

optimal interpolation weights to minimise
the perplexity of the mixture model on the
news-test2008 development set.

By sorting the mixture coefficients in de-
scending order, we obtained an ordering of
the language models by their importance with
respect to the development set. We created
partial mixtures by selecting the top n mod-
els according to this order and retraining the
mixture weights with the same algorithm.

Computing the perplexities of these partial
mixtures on the news-test2008 (DEV) and
newstest2009 (EVAL) corpora shows that signif-
icant improvements can be obtained up to a mix-
tures size of about 15 elements. As this size still
turned out to be too large to be managed by our
systems, we used a 5-element mixture in our final
submission (see table 3 for details about the mix-
ture and table 4 for the evaluation results of the
submitted systems).

For the English-German system, the only cor-
pora available for the target language were Eu-
roparl v5, News commentary v10 and the mono-
lingual News corpus. Similar experiments showed
that the News corpus was by far the most impor-
tant for the text genre to be translated and that
including language models trained on the other

&9

Weight  Language model

0.368023 News

0.188156  10° fr-en

0.174802 Gigaword v3: NYT
0.144465 Gigaword v3: AFP

0.124553 Gigaword v3: APW

Table 3: 5-element LM mixture used for decoding

BLEU-cased BLEU
en-de
primary 15.5 15.8
secondary 15.3 15.6
primary: only News language model
secondary: linear mixture of 3 LMs
de-en
primary 20.9 21.9
secondary 20.3 21.3

primary: morph. reduction, linear mixture of 5 LMs
secondary: reordering, only News LM

Table 4: Evaluation results of submitted systems

corpora could even degrade system performance.
We therefore decided not to use Europarl or News
commentary for language modelling in our pri-
mary submission. However, we submitted a sec-
ondary system using a mixture of language models
based on all three corpora.

3 Morphological reduction and
decompounding of German

Compounding is a highly productive part of Ger-
man noun morphology. Unlike in English, Ger-
man compound nouns are usually spelt as sin-
gle words, which greatly increases the vocabulary.
For a Machine Translation system, this property
of the language causes a high number of out-of-
vocabulary (OOV) words. It is likely that many
compounds in an input text have not been seen in
the training corpus. We addressed this problem by
splitting compounds in the German source text.
Compound splitting was done using the Gert-
wol morphological analyser (Koskenniemi and
Haapalainen, 1996), a linguistically informed sys-
tem based on two-level finite state morphology.
Since Gertwol outputs all possible analyses of a
word form without taking into account the context,
the output has to be disambiguated. For this pur-
pose, we used part-of-speech (POS) tags obtained
from the TreeTagger (Schmid, 1994) along with
a set of POS-based heuristic disambiguation rules



provided to us by the Institute of Computational
Linguistics of the University of Zurich.

As a side effect, Gertwol outputs the base forms
of all words that it processes: Nominative singu-
lar of nouns, infinitive of verbs etc. We decided to
combine the tokens analysed by Gertwol, whether
or not they had been decompounded and lower-
cased, in a further attempt to reduce data sparse-
ness, with their original form in a word lattice
(see fig. 1) and to let the decoder make the choice
between the two according to the translations the
phrase table can provide for each.

Our word lattices are similar to those used by
Dyer et al. (2008) for handling word segmentation
in Chinese and Arabic. For each word that was
segmented by Gertwol, we provide exactly one al-
ternative edge labelled with the component words
and base forms as identified by Gertwol, after re-
moving linking morphemes. The edge transition
probabilities are used to identify the source of an
edge: their values are e~ = 0.36788 for edges de-
riving from Gertwol analysis and ¢ = 1 for edges
carrying unprocessed words. Tokens whose de-
compounded base form according to Gertwol is
identical to the surface form in the input are rep-
resented by a single edge with transition proba-
bility ¢~ = 0.606531. These transition proba-
bilities translate into a binary feature with values
—1, —0.5 and 0 after taking logarithms in the de-
coder. The feature weight is determined by Min-
imum Error-Rate Training (Och, 2003), together
with the weights of the other feature functions
used in the decoder. During system training, the
processed version of the training corpus was con-
catenated with the unprocessed text.

Experiments show that decompounding and
morphological analysis have a significant impact
on the performance of the MT system. After
these steps, the OOV rate of the newstest2009
test set decreases from 5.88% to 3.21 %. Us-
ing only the News language model, the BLEU
score of our development system (measured on
the newstest2009 corpus) increases from 18.77
to 19.31. There is an interesting interaction with
the language models. While using a linear mixture
of 15 language models instead of just the News
LM does not improve the performance of the base-
line system (BLEU score 18.78 instead of 18.77),
the BLEU score of the 15-LM system increases to
20.08 when adding morphological reduction. In
the baseline system, the additional language mod-
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els did not have a noticeable effect on translation
quality; however, their impact was realised in the
decompounding system.

4 Word reordering

Current SMT systems are based on the assump-
tion that the word order of the source and the tar-
get languages are fundamentally similar. While
the models permit some local reordering, system-
atic differences in word order involving move-
ments of more than a few words pose major prob-
lems. In particular, Statistical Machine Transla-
tion between German and English is notoriously
impacted by the different fundamental word order
in subordinate clauses, where German Subject—
Object—Verb (SOV) order contrasts with English
Subject—Verb—Object (SVO) order.

In our English-German system, we made the
observation that the verb in an SVO subordi-
nate clause following a punctuation mark fre-
quently gets moved before the preceding punctu-
ation. This movement is triggered by the Ger-
man language model, which prefers verbs pre-
ceding punctuation as consistent with SOV or-
der, and it is facilitated by the fact that the dis-
tance from the verb to the end of the preceding
clause is often smaller than the distance to the end
of the current phrase, so moving the verb back-
wards results in a better score from the distance-
based reordering model. This tendency can be
counteracted effectively by enabling the Moses
decoder’s monotone-at-punctuation feature,
which makes sure that words are not reordered
across punctuation marks. The result is a mod-
est gain from 14.28 to 14.38 BLEU points
(newstest2009).

In the German-English system, we applied a
chunk-based technique to produce lattices repre-
senting multiple permutations of the test sentences
in order to enable long-range reorderings of verb
phrases. This approach is similar to the reorder-
ing technique based on part-of-speech tags pre-
sented by Niehues and Kolss (2009), which re-
sults in the addition of a large number of reorder-
ing paths to the lattices. By contrast, we assume
that verb reorderings only occur between shallow
syntax chunks, and not within them. This makes it
possible to limit the number of long-range reorder-
ing options in an effective way.

We used the TreeTagger to perform shallow
syntax chunking of the German text. By man-
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Figure 1: Word lattice for morphological reduction

Sonst [drohe], , dass auch [weitere Liinder ]y [vom Einbruch],. [betroffen sein wiirden],,. .

betroffen sein

Sonst drohe dass auch weitere Lander

wirden weitere Lander vom Einbruch

vom Einbruch betroffen sein wirden

betroffen

sein wiirden vom

Figure 2: Chunk reordering lattice

BLEU
test-09  test-10
Baseline 18.77 20.1
+ chunk-based reordering  18.94 20.3
Morphological reduction ~ 19.31 20.6
+ chunk-based reordering  19.79 21.1

note: only News LM, case-sensitive evaluation

Table 5: Results with morphological reduction and
chunk reordering on newstest 2009/2010

ual inspection of a data sample, we then identi-
fied a few recurrent patterns of long reorderings
involving the verbs. In particular, we focused on
clause-final verbs in German SOV clauses, which
we move to the left in order to approximate the En-
glish SVO word order. For each sentence a chunk-
based lattice is created, which is then expanded
into a word lattice like the one shown in fig. 2. The
lattice representation provides the decoder with up
to three possible reorderings for a particular verb
chunk. It always retains the original word order as
an alternative input.

For technical reasons, we were unable to pre-
pare a system with reordering, morphological re-
duction and all language models in time for the
shared task. Our secondary submission with re-
ordering is therefore not comparable with our best
system, which includes more language models
and morphological reduction. In subsequent ex-
periments, we combined morphological reduction
with chunk-based reordering (table 5). When mor-
phological reduction is used, the reordering ap-
proach yields an improvement of about 0.5 BLEU
percentage points.
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5 Conclusions

There are three important features specific to the
FBK systems at WMT 2010: mixtures of large
language models, German morphological reduc-
tion and decompounding and word reordering.
Our approach to using large language models
proved successful at the 2009 NIST MT evalua-
tion. In the present evaluation, its effectiveness
was reduced by a number of technical problems,
which were mostly due to the limitations of disk
access throughput in our parallel computing en-
vironment. We are working on methods to re-
duce and distribute disk accesses to large lan-
guage models, which will be implemented in the
IRSTLM language modelling toolkit (Federico et
al., 2008). By doing so, we hope to overcome the
current limitations and exploit the power of lan-
guage model mixtures more fully.

The Gertwol-based morphological reduction
and decompounding component we used is a
working solution that results in a significant im-
provement in translation quality. It is an alterna-
tive to the popular statistical compound splitting
methods, such as the one by Koehn and Knight
(2003), incorporating a greater amount of linguis-
tic knowledge and offering morphological reduc-
tion even of simplex words to their base form in
addition. It would be interesting to compare the
relative performance of the two approaches sys-
tematically.

Word reordering between German and English
is a complex problem. Encouraged by the success
of chunk-based verb reordering lattices on Arabic-
English (Bisazza and Federico, 2010), we tried to
adapt the same approach to the German-English
language pair. It turned out that there is a larger
variety of long reordering patterns in this case.
Nevertheless, some experiments performed after



the official evaluation showed promising results.
We plan to pursue this work in several directions:
Defining a lattice weighting scheme that distin-
guishes between original word order and reorder-
ing paths could help the decoder select the more
promising path through the lattice. Applying sim-
ilar reordering rules to the training corpus would
reduce the mismatch between the training data and
the reordered input sentences. Finally, it would be
useful to explore the impact of different distortion
limits on the decoding of reordering lattices in or-
der to find an optimal trade-off between decoder-
driven short-range and lattice-driven long-range
reordering.
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Abstract

In this paper we describe the statisti-
cal machine translation system of the
RWTH Aachen University developed for
the translation task of the Fifth Workshop
on Statistical Machine Translation. State-
of-the-art phrase-based and hierarchical
statistical MT systems are augmented
with appropriate morpho-syntactic en-
hancements, as well as alternative phrase
training methods and extended lexicon
models. For some tasks, a system combi-
nation of the best systems was used to gen-
erate a final hypothesis. We participated
in the constrained condition of German-
English and French-English in each trans-
lation direction.

1 Introduction

This paper describes the statistical MT system
used for our participation in the WMT 2010 shared
translation task. We used it as an opportunity to in-
corporate novel methods which have been investi-
gated at RWTH over the last year and which have
proven to be successful in other evaluations.

For all tasks we used standard alignment and
training tools as well as our in-house phrase-
based and hierarchical statistical MT decoders.
When German was involved, morpho-syntactic
preprocessing was applied. An alternative phrase-
training method and additional models were tested
and investigated with respect to their effect for the
different language pairs. For two of the language
pairs we could improve performance by system
combination.

An overview of the systems and models will fol-
low in Section 2 and 3, which describe the base-
line architecture, followed by descriptions of the
additional system components. Morpho-syntactic
analysis and other preprocessing issues are cov-
ered by Section 4. Finally, translation results for
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the different languages and system variants are
presented in Section 5.

2 Translation Systems

For the WMT 2010 Evaluation we used stan-
dard phrase-based and hierarchical translation sys-
tems. Alignments were trained with a variant of
GIZA++. Target language models are 4-gram lan-
guage models trained with the SRI toolkit, using
Kneser-Ney discounting with interpolation.

2.1 Phrase-Based System

Our phrase-based translation system is similar to
the one described in (Zens and Ney, 2008). Phrase
pairs are extracted from a word-aligned bilingual
corpus and their translation probability in both di-
rections is estimated by relative frequencies. Ad-
ditional models include a standard n-gram lan-
guage model, phrase-level IBM1, word-, phrase-
and distortion-penalties and a discriminative re-
ordering model as described in (Zens and Ney,
2006).

2.2 Hierarchical System

Our hierarchical phrase-based system is similar to
the one described in (Chiang, 2007). It allows for
gaps in the phrases by employing a context-free
grammar and a CYK-like parsing during the de-
coding step. It has similar features as the phrase-
based system mentioned above. For some sys-
tems, we only allowed the non-terminals in hierar-
chical phrases to be substituted with initial phrases
as in (Iglesias et al., 2009), which gave better re-
sults on some language pairs. We will refer to this
as “shallow rules”.

2.3 System Combination

The RWTH approach to MT system combination
of the French—English systems as well as the
German—English systems is a refined version of
the ROVER approach in ASR (Fiscus, 1997) with

Proceedings of the Joint 5th Workshop on Statistical Machine Translation and MetricsMATR, pages 93-97,
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German—English || French—English English—French

BLEU | # Phrases | BLEU | # Phrases || BLEU | # Phrases
Standard 19.7 128M 25.5 225M 23.7 261M
FA 20.0 12M 259 35M 24.0 33M

Table 1: BLEU scores on Test and phrase table sizes with and without forced alignment (FA). For
German—English and English—French phrase table interpolation was applied.

additional steps to cope with reordering between
different hypotheses, and to use true casing infor-
mation from the input hypotheses. The basic con-
cept of the approach has been described by Ma-
tusov et al. (2006). Several improvements have
been added later (Matusov et al., 2008). This ap-
proach includes an enhanced alignment and re-
ordering framework. Alignments between the sys-
tems are learned by GIZA++, a one-to-one align-
ment is generated from the learned state occupa-
tion probabilities.

From these alignments, a confusion network
(CN) is then built using one of the hypotheses as
“skeleton” or “primary” hypothesis. We do not
make a hard decision on which of the hypothe-
ses to use for that, but instead combine all pos-
sible CNs into a single lattice. Majority voting on
the generated lattice is performed using the prior
probabilities for each system as well as other sta-
tistical models such as a special trigram language
model. This language model is also learned on
the input hypotheses. The intention is to favor
longer phrases contained in individual hypotheses.
The translation with the best total score within this
lattice is selected as consensus translation. Scal-
ing factors of these models are optimized similar
to MERT using the Downbhill Simplex algorithm.
As the objective function for this optimization, we
selected a linear combination of BLEU and TER
with a weight of 2 on the former; a combination
that has proven to deliver stable results on sev-
eral MT evaluation measures in preceding experi-
ments.

In contrast to previous years, we now include a
separate consensus true casing step to exploit the
true casing capabilities of some of the input sys-
tems: After generating a (lower cased) consensus
translation from the CN, we sum up the counts of
different casing variants of each word in a sen-
tence over the input hypotheses, and use the ma-
jority casing over those. In previous experiments,
this showed to work significantly better than us-
ing a fixed non-consensus true caser, and main-
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tains flexibility on the input systems.

3 New Additional Models

3.1 Forced Alignment

For the German—English, French—English and
English—French language tasks we applied a
forced alignment procedure to train the phrase
translation model with the EM algorithm, sim-
ilar to the one described in (DeNero et al.,
2006). Here, the phrase translation probabil-
ities are estimated from their relative frequen-
cies in the phrase-aligned training data. The
phrase alignment is produced by a modified
version of the translation decoder. In addi-
tion to providing a statistically well-founded
phrase model, this has the benefit of produc-
ing smaller phrase tables and thus allowing
more rapid experiments. For the language pairs
German—English and English—French the best
results were achieved by log-linear interpolation
of the standard phrase table with the generative
model. For French—English we directly used the
model trained by forced alignment. A detailed
description of the training procedure is given in
(Wuebker et al., 2010). Table 1 shows the system
performances and phrase table sizes with the stan-
dard phrase table and the one trained with forced
alignment after the first EM iteration. We can see
that the generative model reduces the phrase table
size by 85-90% while increasing performance by
0.3% to 0.4% BLEU.

3.2 Extended Lexicon Models

In previous work, RWTH was able to show the
positive impact of extended lexicon models that
cope with lexical context beyond the limited hori-
zon of phrase pairs and n-gram language models.

Mauser et al. (2009) report improvements of
up to +1% in BLEU on large-scale systems for
Chinese—English and Arabic—English by incor-
porating discriminative and trigger-based lexicon
models into a state-of-the-art phrase-based de-
coder. They discuss how the two types of lexicon



models help to select content words by capturing
long-distance effects.

The triplet model is a straightforward extension
of the IBM model 1 with a second trigger, and like
the former is trained iteratively using the EM al-
gorithm. In search, the triggers are usually on the
source side, i.e., p(e|f, f’) is modeled. The path-
constrained triplet model restricts the first source
trigger to the aligned target word, whereas the sec-
ond trigger can move along the whole source sen-
tence. See (Hasan et al., 2008) for a detailed de-
scription and variants of the model and its training.

For the WMT 2010 evaluation, triplets mod-
eling p(e|f, f') were trained and applied di-
rectly in search for all relevant language pairs.
Path-constrained models were trained on the in-
domain news-commentary data only and on the
news-commentary plus the Europarl data. Al-
though experience from similar setups indicates
that triplet lexicon models can be beneficial for
machine translation between the languages En-
glish, French, and German, on this year’s WMT
translation tasks slight improvements on the devel-
opment sets did not or only partially carry over to
the held-out test sets. Nevertheless, systems with
triplets were used for system combination, as ex-
tended lexicon models often help to predict con-
tent words and to capture long-range dependen-
cies. Thus they can help to find a strong consensus
hypothesis.

3.3 Unsupervised Training

Due to the small size of the English—German re-
sources available for language modeling as well as
for lexicon extraction, we decided to apply the un-
supervised adaptation suggested in (Schwenk and
Senellart, 2009). We use a baseline SMT system to
translate in-domain monolingual source data, fil-
ter the translations according to a decoder score
normalized by sentence length, add this synthetic
bilingual data to the original one and rebuild the
SMT system from scratch.

The motivation behind the method is that the
phrase table will adapt to the genre, and thus
let phrases which are domain related have higher
probabilities. Two phenomena are observed from
phrase tables and the corresponding translations:

o Phrase translation probabilities are changed,
making the system choose better phrase
translation candidates.
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Running Words
English  German
Bilingual 443M  43.4M
Dict. 1.4M 1.2M
AFP 610.7M
AFP unsup. | 152.0M 157.3M
Table 2: Overview on data for unsupervised train-
ing.
BLEU
Dev | Test
baseline 15.0 | 14.7
+dict. 15.1 | 14.6
+unsup.+dict | 15.4 | 14.9

Table 3: Results for unsupervised training method.

e Phrases which appear repeatedly in the do-
main get higher probabilities, so that the de-
coder can better segment the sentence.

To implement this idea, we translate the AFP part
of the English LDC Gigaword v4.0 and obtain the
synthetic data.

To decrease the number of OOV words, we use
dictionaries from the stardict directory as addi-
tional bilingual data to translate the AFP corpus.
We filter sentences with OOV words and sentences
longer than 100 tokens. A summary of the addi-
tional data used is shown in Table 2.

We tried to use the best 10%, 20% and 40% of
the synthetic data, where the 40% option worked
best. A summary of the results is given in Table 3.

Although this is our best result for the
English—German task, it was not submitted, be-
cause the use of the dictionary is not allowed in
the constrained track.

4 Preprocessing

4.1 Large Parallel Data

In addition to the provided parallel Europarl and
news-commentary corpora, also the large French-
English news corpus (about 22.5 Mio. sentence
pairs) and the French-English UN corpus (about
7.2 Mio. sentence pairs) were available. Since
model training and tuning with such large cor-
pora takes a very long time, we extracted about
2 Mio. sentence pairs of both of these corpora. We
filter sentences with the following properties:



e Only sentences of minimum length of 4 to-
kens were considered.

e At least 92% of the vocabulary of each sen-
tence occur in the development set.

e The ratio of the vocabulary size of a sen-
tence and the number of its tokens is mini-
mum 80%.

4.2 Morpho-Syntactic Analysis

German, as a flexible and morphologically rich
language, raises a couple of problems in machine
translation. We picked two major problems and
tackled them with morpho-syntactic pre- and post-
processing: compound splitting and long-range
verb reordering.

For the translation from German into English,
German compound words were split using the
frequency-based method described in (Koehn and
Knight, 2003). Thereby, we forbid certain words
and syllables to be split. For the other trans-
lation direction, the English text was first trans-
lated into the modified German language with
split compounds. The generated output was then
postprocessed by re-merging the previously gen-
erated components using the method described in
(Popovic et al., 20006).

Additionally, for the German—English phrase-
based system, the long-range POS-based reorder-
ing rules described in (Popovi¢ and Ney, 2006)
were applied on the training and test corpora as a
preprocessing step. Thereby, German verbs which
occur at the end of a clause, like infinitives and
past participles, are moved towards the beginning
of that clause. With this, we improved our baseline
phrase-based system by 0.6% BLEU.

5 Experimental Results

For all translation directions, we used the provided
parallel corpora (Europarl, news) to train the trans-
lation models and the monolingual corpora to train

BLEU
Dev | Test
phrase-based baseline 199 | 19.2
phrase-based (+POS+mero+giga) | 21.0 | 20.3
hierarchical baseline 20.2 | 19.6
hierarchical (+giga) 20.5 | 20.1
system combination 214 | 204

Table 4: Results for the German—English task.
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the language models. We improved the French-
English systems by enriching the data with parts of
the large addional data, extracted with the method
described in Section 4.1. Depending on the sys-
tem this gave an improvement of 0.2-0.7% BLEU.
We also made use of the large giga-news as well
as the LDC Gigaword corpora for the French and
English language models. All systems were opti-
mized for BLEU score on the development data,
newstest2008. The newstest2009 data is
used as a blind test set.

In the following, we will give the BLEU scores
for all language tasks of the baseline system and
the best setup for both, the phrase-based and the
hierarchical system. We will use the following
notations to indicate the several methods we used:

(+POS) POS-based verb reordering
(+mero) maximum entropy reordering
(+giga) including giga-news and
LDC Gigaword in LM
(fa) trained by forced alignment
(shallow) allow only shallow rules

We applied system combination of up to 6 sys-
tems with several setups. The submitted systems
are marked in tables 4-7.

6 Conclusion

For the participation in the WMT 2010 shared
translation task, RWTH used state-of-the-art
phrase-based and hierarchical translation systems.
To deal with the rich morphology and word or-
der differences in German, compound splitting
and long range verb reordering were applied in a
preprocessing step. For the French-English lan-
guage pairs, RWTH extracted parts of the large
news corpus and the UN corpus as additional
training data. Further, training the phrase trans-
lation model with forced alignment yielded im-
provements in BLEU. To obtain the final hypothe-
sis for the French—English and German—English

BLEU
Dev | Test
phrase-based baseline | 14.8 | 14.5
phrase-based (+mero) | 15.0 | 14.7
hierarchical baseline 142 | 139
hierarchical (shallow) 145 | 143

Table 5: Results for the English—German task.



BLEU
Dev | Test
phrase-based baseline 21.8 | 25.1
phrase-based (fa+giga) 23.0 | 26.1
hierarchical baseline 219 | 25.0
hierarchical (shallow+giga) | 22.7 | 25.6
system combination 23.1 | 26.1

Table 6: Results for the French—English task.

BLEU
Dev | Test
phrase-based baseline 20.9 | 23.2
phrase-based (fa+mero+giga) | 23.0 | 24.6
hierarchical baseline 20.6 | 22.5
hierarchical (shallow,+giga) 224 | 243

Table 7: Results for the English—French task.

language pairs, RWTH applied system combina-
tion. Altogether, by application of these meth-
ods RWTH was able to increase performance in
BLEU by 0.8% for German—English, 0.2% for
English—German, 1.0% for French—English and
1.4% for English—French on the test set over the
respective baseline systems.
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Abstract

This paper describes the 2010 phrase-based
statistical machine translation system de-
veloped at the TALP Research Center of
the UPC! in cooperation with BMIC? and
VMU3. In phrase-based SMT, the phrase
table is the main tool in translation. It is
created extracting phrases from an aligned
parallel corpus and then computing trans-
lation model scores with them. Performing
a collocation segmentation over the source
and target corpus before the alignment
causes that different and larger phrases
are extracted from the same original doc-
uments. We performed this segmentation
and used the union of this phrase set with
the phrase set extracted from the non-
segmented corpus to compute the phrase
table. We present the configurations con-
sidered and also report results obtained
with internal and official test sets.

1 Introduction

The TALP Research Center of the UPC! in coop-
eration with BMIC? and VMU? participated in the
Spanish-to-English WMT task. Our primary sub-
mission was a phrase-based SMT system enhanced
with POS tags and our contrastive submission was
an augmented phrase-based system using colloca-
tion segmentation (Costa-jussa et al., 2010), which
mainly is a way of introducing new phrases in the
translation table. This paper presents the descrip-
tion of both systems together with the results that
we obtained in the evaluation task and is organized
as follows: first, Section 2 and 3 present a brief de-
scription of a phrase-based SMT, followed by a gen-
eral explanation of collocation segmentation. Sec-
tion 4 presents the experimental framework, corpus
used and a description of the different systems built
for the translation task; the section ends showing
the results we obtained over the official test set. Fi-
nally, section 5 presents the conclusions obtained
from the experiments.

! Universitat Politécnica de Catalunya
?Barcelona Media Innovation Center
3Vytautas Magnus University
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2 Phrase-based SMT

This approach to SMT performs the translation
splitting the source sentence in segments and as-
signing to each segment a bilingual phrase from
a phrase-table. Bilingual phrases are translation
units that contain source words and target words,
e.g. < unidad de traduccion |translation unit >,
and have different scores associated to them. These
bilingual phrases are then sorted in order to max-
imize a linear combination of feature functions.
Such strategy is known as the log-linear model
(Och and Ney, 2003) and it is formally defined as:

M
> Amhm (e, f)]

m=1

é = arg max [ (1)
where h,, are different feature functions with
weights A,,. The two main feature functions
are the translation model (TM) and the target
language model (LM). Additional models include
POS target language models, lexical weights, word
penalty and reordering models among others.

3 Collocation segmentation

Collocation segmentation is the process of de-
tecting boundaries between collocation segments
within a text (Daudaravicius and Marcinkeviciene,
2004). A collocation segment is a piece of text be-
tween boundaries. The boundaries are established
in two steps using two different measures: the Dice
score and a Average Minimum Law (AML).

The Dice score is used to measure the associa-
tion strength between two words. It has been used
before in the collocation compiler XTract (Smadja,
1993) and in the lexicon extraction system Cham-
pollion (Smadja et al., 1996). It is defined as fol-
lows:

2f (x,y)
f@)+f(y)

where f (z,y) is the frequency of co-occurrence of
z and y, and f(z) and f(y) the frequencies of
occurrence of z and y anywhere in the text. It gives
high scores when z and y occur in conjunction.
The first step then establishes a boundary between

Dice (a;y) = (2)

Proceedings of the Joint 5th Workshop on Statistical Machine Translation and MetricsMATR, pages 98—102,
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two adjacent words when the Dice score is lower
than a threshold ¢t = exp (—8). Such a threshold
was established following the results obtained in
(Costa-jussa et al., 2010), where an integration of
this technique and a SMT system was performed
over the Bible corpus.

The second step of the procedure uses the AML.
It defines a boundary between words x;_; and x;
when:

Dice (x;—2;x;-1) + Dice (x5 xi41)
2

(3)

That is, the boundary is set when the Dice value

between words x; and x;_; is lower than the aver-
age of preceding and following values.

4 Experimental Framework

All systems were built using Moses (Koehn et al.,
2007), a state-of-the-art software for phrase-based
SMT. For preprocessing Spanish, we used Freeling
(Atserias et al., 2006), an open source library of
natural language analyzers. For English, we used
TnT (Brants, 2000) and Moses’ tokenizer. The
language models were built using SRILM (Stolcke,
2002).

4.1 Corpus

This year, the translation task provided four dif-
ferent sources to collect corpora for the Spanish-
English pair. Bilingual corpora included version 5
of the Europarl Corpus (Koehn, 2005), the News
Commentary corpus and the United Nations cor-
pus. Additional English corpora was available from
the News corpus. The organizers also allowed the
use of the English Gigaword Third and Fourth Edi-
tion, released by the LDC. As for development
and internal test, the test sets from 2008 and 2009
translation tasks were available.

For our experiments, we selected as training data
the union of the Europarl and the News Commen-
tary. Development was performed with a section
of the 2008 test set and the 2009 test set was se-
lected as internal test. We deleted all empty lines,
removed pairs that were longer than 40 words, ei-
ther in Spanish or English; and also removed pairs
whose ratio between number of words were bigger
than 3.

As a preprocess, all corpora were lower-cased
and tokenized. The Spanish corpus was tokenized
and POS tags were extracted using Freeling, which
split clitics from verbs and also separated words
like “del” into “de el”. In order to build a POS tar-
get language model, we also obtained POS tags
from the English corpus using the TnT tagger.
Statistics of the selected corpus can be seen in Ta-
ble 1.

)

> Dice (x;—1;x;
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] Corpora, | Spanish | English |
Training sent 1,180,623 | 1,180,623
Running words 26,454,280 | 25,291,370
Vocabulary 118,073 89,248
Development sent 1,729 1,729
Running words 37,092 34,774
Vocabulary 7,025 6,199
Internal test sent 2,525 2,525
Running words 69, 565 65, 595
Vocabulary 10,539 8,907
Official test sent 2,489 -
Running words 66,714 -
Vocabulary 10,725 -

Table 1: Statistics for the training, development
and test sets.

’ \ Internal test \ Official test ‘

Adjectives 137 72
Common nouns 369 188
Proper nouns 408 2,106

Verbs 213 128
Others 119 168
y Total | 1246 | 2662 |

Table 2: Unknown words found in internal and
official test sets

It is important to notice that neither the United
Nations nor the Gigaword corpus were used for
bilingual training. Nevertheless, the English part
from the United Nations and the monolingual
News corpus were used to build the language model
of our systems.

4.1.1 Unknown words

We analyzed the content from the internal and of-
ficial test and realized that they both contained
many words that were not seen in the training data.
Table 2 shows the number of unknown words found
in both sets, classified according to their POS.

In average, we may expect an unknown word
every two sentences in the internal test and more
than one per sentence in the official test set. It can
also be seen that most of those unknown words are
proper nouns, representing 32% and 79% of the
unknown sets, respectively. Common nouns were
the second most frequent type of unknown words,
followed by verbs and adjectives.

4.2 Systems

We submitted two different systems for the trans-
lation task. First a baseline using the training data
mentioned before; and then an augmented system,
where the baseline-extracted phrase list was ex-
tended with additional phrases coming from a seg-
mented version of the training corpus.

We also considered an additional system built



with two different decoding path, a standard path
from words to words and POS and an alternative
path from stems to words and POS in the target
side. At the end, we did not submit this system
to the translation task because it did not provide
better results than the previous two in our internal
test.

The set of feature functions used include: source-
to-target and target-to-source relative frequen-
cies, source-to-target and target-to-source lexical
weights, word and phrase penalties, a target lan-
guage model, a POS target language model, and a
lexicalized reordering model (Tillman, 2004).

4.2.1 Considering stems as an alternate

decoding path.

Using Moses’ framework for factored translation
models we defined a system with two decoding
paths: one decoding path using words and the
other decoding path using stems in the source lan-
guage and words in the target language. Both de-
coding paths only had a single translation step.
The possibility of using multiple alternative decod-
ing path was developed by Birch et. al. (2007).

This system tried to solve the problem with the
unknown words. Because Spanish is morphologi-
cally richer than English, this alternative decoding
path allowed the decoder translate words that were
not seen in the training data and shared the same
root with other known words.

4.2.2 Expanding the phrase table using
collocation segmentation.

In order to build the augmented phrase table with
the technique mentioned in section 3, we seg-
mented each language of the bilingual corpus in-
dependently and then, using the collocation seg-
ments as words, we aligned the corpus and ex-
tracted the phrases from it. Once the phrases were
extracted, the segments of each phrase were split
again in words to have standard phrases. Finally,
we use the union of this phrases and the phrases
extracted from the baseline system to compute the
final phrase table. A diagram of the whole proce-
dure can be seen in figure 1.

The objective of this integration is to add new
phrases in the translation table and to enhance
the relative frequency of the phrases that were ex-
tracted from both methods.

4.2.3 Language model interpolation.

Because SMT systems are trained with a bilingual
corpus, they ended highly tied to the domain the
corpus belong to. Therefore, when the documents
we want to translate belong to a different domain,
additional domain adaptation techniques are rec-
ommended to build the system. Those techniques
usually employ additional corpora that correspond
to the domain we want to translate from.
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] | internal test |

baseline 24.25
baseline-+stem 23.45
augmented 23.9

Table 3: Internal test results.

’ ‘ test ‘ testeased—detok

26.1 25.1
26.1 25.1

baseline
augmented

Table 4: Results from translation task

The test set for this translation task comes from
the news domain, but most of our bilingual cor-
pora belonged to a political domain, the Europarl.
Therefore we use the additional monolingual cor-
pus to adapt the language model to the news do-
main.

The strategy used followed the experiment per-
formed last year in (R. Fonollosa et al., 2009).
We used SRILM during the whole process. All
language models were order five and used modi-
fied Kneser-Ney discount and interpolation. First,
we build three different language models accord-
ing to their domain: Europarl, United Nations and
news; then, we obtained the perplexity of each lan-
guage model over the News Commentary develop-
ment corpus; next, we used compute-best-mix to
obtain weights for each language model that di-
minish the global perplexity. Finally, the models
were combined using those weights.

In our experiments all systems used the resulting
language model, therefore the difference obtained
in our results were cause only by the translation
model.

4.3 Results

We present results from the three systems devel-
oped this year. First, the baseline, which included
all the features mentioned in section 4.2; then, the
system with an alternative decoding path, called
baseline+stem; and finally the augmented system,
which integrated collocation segmentation to the
baseline. Internal test results can be seen in table
3. Automatic scores provided by the WMT 2010
organizers for the official test can be found in ta-
ble 4. All BLEU scores are case-insensitive and
tokenized except for the official test set which also
contains case-sensitive and non-tokenized score.

We obtained a BLEU score of 26.1 and 25.1 for
our case-insensitive and sensitive outputs, respec-
tively. The highest score was obtained by Uni-
versity of Cambridge, with 30.5 and 29.1 BLEU
points.



esl es2 es3 es4 es5
enl en2 en3 en4 en5 en6 en7

| |

esl es2 es3 es4 es5 esl_es2 es3 es4_es5

NNV NI

enl en2 en3 en4 en5 en6 en7 enl_en2_en3 en4 en5 en6_en7

esl_es2 es3 es4_es5
ebl_en2_en3 en4 en5 en6_en7

esl-enlen2

esl es2 es3- enl en2 en3 end

esl es2 es3 es4 es5 - enl en2 en3 en4 en5 en6 en7
es2 es3 - en3 en4

es2 es 3 es4 es5 - en3 en4 en5 en6 en7

es4 es5 - en5 en6 en7

esl_es2 - enl_en2_en3

esl_es2 es3 - enl_en2_en3 end

esl_es2 es3 es4_es5 - enl_en2_en3 en4 en5 en6_en7
es3 - end

es3 es4_es5 - en4 en5 en6_en7

es4_es5 - en5 en6_en7

esl es2-enlen2en3

esl es2 es3 - enl en2 en3 en4

esl es2 es3 es4 es5 - enl en2 en3 end en5 en6 en7
es3 - end

es3 es4 es5 - end en5 en6 en7

es4 es5 - en5 en6 en7

esl-enlen2

esl es2 es3- enl en2 en3 end

esl es2 es3 es4 es5 - enl en2 en3 en4 en5 en6 en7
es2 es3 - en3 end

es2 es3 es4 es5 - en3 en4 en5 en6 en7

es4 es5 - en5 en6 en7

**esl es2 - enl en2 en3
esl es2 es3 - enl en2 en3 en4
esl es2 es3 es4 es5 - enl en2 en3 en4 en5 en6 en7

**es3 - end

**es3 es4 es5 - end en5 en6 en7

es4 es5 - en5 en6 en7

Figure 1: Example of the expansion of the phrase table using collocation segmentation. New phrases
added by the collocation-based system are marked with a xx.

4.3.1

Once we obtained the translation outputs from the
baseline and the augmented system, we performed
a manual comparison of them. Even though we
did not find any significant advantages of the aug-
mented system over the baseline, the collocation
segmentation strategy chose a better morphologi-
cal structures in some cases as can be seen in Table
5 (only sentence sub-segments are shown):

Comparing systems

5 Conclusion

We presented two different submissions for the
Spanish-English language pair. The language
model for both system was built interpolating two
big out-of-domain language models and one smaller
in-domain language model. The first system was a
baseline with POS target language model; and the
second one an augmented system, that integrates
the baseline with collocation segmentation. Re-
sults over the official test set showed no difference
in BLEU between these two, even though internal
results showed that the baseline obtained a better
score.

We also considered adding an additional decod-
ing path from stems to words in the baseline but
internal tests showed that it did not improve trans-
lation quality either. The high number of unknown
words found in Spanish suggested us that consider-
ing in parallel the simple form of stems could help
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us achieve better results. Nevertheless, a deeper
study of the unknown set showed us that most
of those words were proper nouns, which do not
have inflection and therefore cannot benefited from
stems.

Finally, despite that internal test did not showed
an improvement with the augmented system, we
submitted it as a secondary run looking for the
effect these phrases could have over human evalu-
ation.
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Abstract

We describe our system for the translation
task of WMT 2010. This system, devel-
oped for the English-French and French-
English directions, is based on Moses and
was trained using only the resources sup-
plied for the workshop. We report exper-
iments to enhance it with out-of-domain
parallel corpora sub-sampling, N-best list
post-processing and a French grammatical
checker.

1 Introduction

This paper presents the phrase-based machine
translation system developed at RALI in order
to participate in both the French-English and
English-French translation tasks. In these two
tasks, we used all the corpora supplied for the con-
straint data condition apart from the LDC Giga-
word corpora.

We describe its different components in Sec-
tion 2. Section 3 reports our experiments to sub-
sample the available out-of-domain corpora in or-
der to adapt the translation models to the news
domain. Section 4, dedicated to post-processing,
presents how N-best lists are reranked and how the
French 1-best output is corrected by a grammatical
checker. Section 5 studies how the original source
language of news acts upon translation quality. We
conclude in Section 6.

2 System Architecture

2.1 Pre-processing

The available corpora were pre-processed using
an in-house script that normalizes quotes, dashes,
spaces and ligatures. We also reaccentuated
French words starting with a capital letter. We
significantly cleaned up the parallel ciga word
corpus (noted as gw hereafter), keeping 18.1 M
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of the original 22.5 M sentence pairs. For exam-
ple, sentence pairs with numerous numbers, non-
alphanumeric characters or words starting with
capital letters were removed.

Moreover, training material was tokenized with
the tool provided for the workshop and truecased,
meaning that the words occuring after a strong
punctuation mark were lowercased when they be-
longed to a dictionary of common all-lowercased
forms; the others were left unchanged. In order
to reduce the number of words unknown to the
translation models, all numbers were serialized,
i.e. mapped to a special unique token. The origi-
nal numbers are then placed back in the translation
in the same order as they appear in the source sen-
tence. Since translations are mostly monotonic be-
tween French and English, this simple algorithm
works well most of the time.

2.2 Language Models

We trained Kneser-Ney discounted 5-gram lan-
guage models (LMs) on each available corpus us-
ing the SRILM toolkit (Stolcke, 2002). These
LMs were combined through linear interpola-
tion: first, an out-of-domain LM was built from
FEuroparl, UN and gw; then, this model was
combined with the two in-domain LMs trained
ON news—commentary and news.shuffled, which
will be referred to as nc and ns in the remainder
of the article. Weights were fixed by optimizing
the perplexity of a development corpus made of
news—-test2008 and news-syscomb2009 texts.

In order to reduce the size of the LMs, we
limited the vocabulary of our models to 1M
words for English and French. The words of
these vocabularies were selected from the com-
putation of the number of their occurences us-
ing the method proposed by Venkataraman and
Wang (2003). The out-of-vocabulary rate mea-
sured on news-test2009 and news-test2010
with a so-built vocabulary varies between 0.6 %
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and 0.8 % for both English and French, while it
was between 0.4 % and 0.7 % before the vocabu-
lary was pruned.

To train the LM on the 48 M-sentence English
ns corpus, 32 Gb RAM were required and up to
16 Gb RAM, for the other corpora. To reduce the
memory needs during decoding, LMs were pruned
using the SRILM prune option.

2.3 Alignment and Translation Models

All parallel corpora were aligned with
Giza++ (Och and Ney, 2003). Our transla-
tion models are phrase-based models (PBMs)
built with Moses (Koehn et al., 2007) with the
following non-default settings:

e maximum sentence length of 80 words,

e limit on the number of phrase translations
loaded for each phrase fixed to 30.

Weights of LM, phrase table and lexicalized
reordering model scores were optimized on the
development corpus thanks to the MERT algo-
rithm (Och, 2003).

2.4 Experiments

This section reports experiments done on the
news—-test2009 corpus for testing various config-
urations. In these first experiments, we trained
LMs and translation models on the Europarl cor-
pus.

Case We tested two methods to handle case. The
first one lowercases all training data and docu-
ments to translate, while the second one normal-
izes all training data and documents into their nat-
ural case. These two methods require a post-
processing recapitalization but this last step is
more basic for the truecase method. Training mod-
els on lowercased material led to a 23.15 % case-
insensitive BLEU and a 21.61 % case-sensitive
BLEU; from truecased corpora, we obtained a
23.24 % case-insensitive BLEU and a 22.13 %
case-sensitive BLEU. As truecasing induces an in-
crease of the two metrics, we built all our mod-
els in truecase. The results shown in the remain-
der of this paper are reported in terms of case-
insensitive BLEU which showed last year a bet-
ter correlation with human judgments than case-
sensitive BLEU for the two languages we con-
sider (Callison-Burch et al., 2009).
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Tokenization Two tokenizers were tested: one
provided for the workshop and another we devel-
oped. They differ mainly in the processing of com-
pound words: our in-house tokenizer splits these
words (e.g. percentage-wise is turned into percent-
age - wise), which improves the lexical coverage of
the models trained on the corpus. This feature
does not exist in the WMT tool. However, us-
ing the WMT tokenizer, we measured a 23.24 %
BLEU, while our in-house tokenizer yielded a
lower BLEU of 22.85%. Follow these results
prompted us to use the WMT tokenizer.

Serialization In order to test the effect of se-
rialization, i.e. the mapping of all numbers to
a special unique token, we measured the BLEU
score obtained by a PBM trained on Europarl for
English-French, when numbers are left unchanged
(Table 1, line 1) or serialized (line 2). These
results exhibit a slight decrease of BLEU when
serialization is performed. Moreover, if BLEU
is computed using a serialized reference (line 3),
which is equivalent to ignoring deserialization er-
rors, a minor gain of BLEU is observed, which
validates our recovering method. Since resorting
to serialization/deserialization yields comparable
performance to a system not using it, while reduc-
ing the model’s size, we chose to use it.

BLEU
no serialization 23.24
corpus serialization 23.13
corpus and reference serialization | 23.27

Table 1: BLEU measured for English-French on
news-test2009 when training on Europarl.

LM Table 2 reports the perplexity measured on
news—test2009 for French (column 1) and En-
glish (column 3) LMs learned on different cor-
pora and interpolated using the development cor-
pus. We also provide the BLEU score (column 2)
for English-French obtained from translation mod-
els trained on Europarl and nc. As expected, us-
ing in-domain corpora (line 2) for English-French
led to better results than using out-of-domain data
(line 3). The best perplexities and BLEU score
are obtained when LMs trained on all the available
corpora are combined (line 4). The last three lines
exhibit how LMs perform when they are trained on
in-domain corpora without pruning them. While
the gzipped 5-gram LM (last line) obtained in



such a manner occupies 1.4 Gb on hard disk, the
gzipped pruned 5-gram LM (line 4) trained using
all corpora occupies 0.9 Gb and yields the same
BLEU score. This last LM was used in all the ex-
periments reported in the subsequent sections.

corpora Fr En
P ppl BLEU | ppl
nc 327 2244 | 454
nc + ns 125 25.69 166
Europarl + UN + Gw 156 2491 225
all corpora 113 26.01 | 151
nc + ns (3g, unpruned) | 138  25.32 -
nc + ns (4g, unpruned) | 124 25.86 -
nc + ns (5g, unpruned) | 120 26.04 -

Table 2: LMs perplexities and BLEU scores mea-
sured on news-test2009. Translation models
used here were trained on nc and Europarl.

3 Domain adaptation

As the only news parallel corpus provided for
the workshop contains 85k sentence pairs, we
must resort to other parallel out-of-domain cor-
pora in order to build reliable translation models.
If in-domain and out-of-domain LMs are usually
mixed with the well-studied interpolation tech-
niques, training translation models from data of
different domains has received less attention (Fos-
ter and Kuhn, 2007; Bertoldi and Federico, 2009).
Therefore, there is still no widely accepted tech-
nique for this last purpose.

3.1 Effects of the training data size

We investigated how increasing training data acts
upon BLEU score. Table 3 shows a high increase
of 2.7 points w.r.t. the use of nc alone (line 1)
when building the phrase table and the reordering
model from nc and either the 1.7 M-sentence-pair
Europarl (line 2) or a 1.7 M-sentence-pair cor-
pus extracted from the 3 out-of-domain corpora:
Europarl, UN and Gw (line 3). Training a PBM on
merged parallel corpora is not necessarily the best
way to combine data from different domains. We
repeated 20 times nc before adding it to Europarl
so as to have the same amount of out-of-domain
and in-domain material. This method turned out
to be less successful since it led to a minor 0.15
BLEU decrease (line 4) w.r.t. our previous system.

Following the motto “no data is better than more
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corpora En—Fr Fr—En
nc 23.29 23.23
nc + Europarl 26.01 -

nc + 1.7 M random pairs | 26.02 26.68
20X nc + Europarl 25.86 -

nc + 8.7 M pairs (part 0) | 26.44 27.65
nc + 8.7 M pairs (part 1) | 26.68 27.46
nc + 8.7 M pairs (part 2) | 26.54 27.50
3 models merged 26.86 27.56

Table 3: BLEU (in %) measured on news-
test2009 for English-French and French-English
when translations models and lexicalized reorder-
ing models are built using various amount of data
in addition to nc.

data”, a PBM was built using all the parallel cor-
pora at our disposal. Since the overall parallel sen-
tences were too numerous for our computational
resources to be simultaneously used, we randomly
split out-of-domain corpora into 3 parts of 8.7 M
sentence pairs each and then combined them with
PBMs were trained on each of these parts
(lines 5 to 7), which yields respectively 0.5 and
0.8 BLEU gain for English-French and French-
English w.r.t. the use of 1.7 M out-of-domain sen-
tence pairs. The more significant improvement no-
ticed for the French-English direction is probably
explained by the fact that the French language is
morphologically richer than English. The 3 PBMs
were then combined by merging the 3 phrase ta-
bles. To do so, the 5 phrase table scores computed
by Moses were mixed using the geometric average
and a 6™ score was added, which counts the num-
ber of phrase tables where the given phrase pair
occurs. We ended up with a phrase table contain-
ing 623 M entries, only 9 % and 4 % of them being
in 2 and 3 tables respectively. The resulting phrase
table led to a slight improvement of BLEU scores
(last line) w.r.t. the previous models, except for the
model trained on part O for French-English.

nc.

3.2 Corpus sub-sampling

Whereas using all corpora improves translation
quality, it requires a huge amount of memory and
disk space. We investigate in this section ways to
select sentence pairs among large out-of-domain
corpora.

Unknown words The main interest of adding
new training material relies on the finding of
words missing in the phrase table. According to



this principle, nc was extended with new sentence
pairs containing an unknown word (Table 4, line 2)
or a word that belongs to our LM vocabulary and
that occurs less than 3 times in the current cor-
pus (line 3). This resulted in adding 400k pairs
in the first case and 950k in the second one, with
BLEU scores close or even better than those ob-
tained with 1.7 M.

corpora En—Fr Fr—En
nc + 1.7 M random pairs 26.02 26.68
nc + 400k pairs (occ = 1) 25.67 -
nc + 950k pairs (occ = 3) 26.13 -
nc + Joshua sub-sampling | 26.98 27.68
nc + IR (1-g q, w/ repet) 25.81 -
nc + IR (1-g q, no repet) 26.56 27.54
nc + IR (1,2-g q, w/ repet) | 26.26 -
nc + IR (1,2-g q, no repet) | 26.53 -
nc + 8.7 M pairs 26.68 27.65
+ IR score (1g q, no repet) | 26.93 27.65
3 large models merged 26.86 27.56
+ IR score (1g g, no repet) | 26.98 27.74

Table 4: BLEU measured on news-test2009 for
English-French and French-English using transla-
tion models trained on nc and a subset of out-of-
domain corpora.

Unknown n-grams We applied the sub-
sampling method available in the Joshua
toolkit (Li et al., 2009). This method adds a
new sentence pair when it contains new n-grams
(with 1 < n < 12) occurring less than 20 times in
the current corpus, which led us to add 1.5 M pairs
for English-French and 1.4 M for French-English.
A significant improvement of BLEU is observed
using this method (0.8 for English-French and
1.0 for French-English) w.r.t. the use of 1.7M
randomly selected pairs. However, this method
has the major drawback of needing to build a new
phrase table for each document to translate.

Information retrieval Information retrieval
(IR) methods have been used in the past to sub-
sample parallel corpora (Hildebrand et al., 2005;
Lii et al., 2007). These studies use sentences
belonging to the development and test corpora as
queries to select the £ most similar source sen-
tences in an indexed parallel corpus. The retrieved
sentence pairs constitute a training corpus for
the translation models. In order to alleviate the
fact that a new PBM has to be learned for each
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new test corpus, we built queries using sentences
contained in the monolingual ns corpus, leading
to the selection of sentence pairs stylistically
close to those in the news domain. The source
sentences of the three out-of-domain corpora
were indexed using Lemur.! Two types of queries
were built from ns sentences after removing stop
words: the first one is limited to unigrams, the
second one contains both unigrams and bigrams,
with a weight for bigrams twice as high as for
unigrams. The interest of the latter query type is
based on the hypothesis that bigrams are more
domain-dependent than unigrams. Another choice
that needs to be made when using IR methods is
concerning the retention of redundant sentences
in the final corpus.

Lines 5 to 8 of Table 4 show the results obtained
when sentence pairs were gathered up to the size
of Europarl, i.e. 1.7M pairs. 10 sentences were
retrieved per query in various configurations: with
or without bigrams inside queries, with or without
duplicate sentence pairs in the training corpus. Re-
sults demonstrate the interest of the approach since
the BLEU scores are close to those obtained us-
ing the previous tested method based on n-grams
of the test data. Taking bigrams into account does
not improve results and adding only once new sen-
tences is more relevant than duplicating them.

Since using all data led to even better perfor-
mances (see last line of Table 3), we used infor-
mation provided by the IR method in the PBMs
trained on nc + 8.7M out-of-domain sentence
pairs or taking into account all the training ma-
terial. To this end, we included a new score in
the phrase tables which is fixed to 1 for entries
that are in the phrase table trained on sentences
retrieved with unigram queries without repetition
(see line 6 of Table 4), and O otherwise. Therefore,
this score aims at boosting the weight of phrases
that were found in sentences close to the news do-
main. The results reported in the 4 last lines of Ta-
ble 4 show minor but consistent gains when adding
this score. The outputs of the PBMs trained on
all the training corpus and which obtained the best
BLEU scores on news-test2009 were submitted
as contrastive runs. The two first lines of Table 5
report the results on this years’s test data, when
the score related to the retrieved corpus is incor-
porated or not. These results still exhibit a minor
improvement when adding this score.

Yrww . lemurproject.org



En—Fr Fr—En
BLEU BLEU-cased TER | BLEU BLEU-cased TER
PBM 27.5 26.5 62.2 | 27.8 26.9 61.2
+IR score 27.7 26.6 62.1 | 28.0 27.0 61.0
+N-best list reranking | 27.9 26.8 62.1 | 28.0 27.0 61.2
+grammatical checker | 28.0 26.9 62.0 - - -

Table 5: Official results of our

4 Post-processing

4.1 N-best List Reranking

Our best PBM enhanced by IR methods was em-
ployed to generate 500-best lists. These lists were
reranked combining the global decoder score with
the length ratio between source and target sen-
tences, and the proportions of source sentence n-
grams that are in the news monolingual corpora
(with 1 < n < 5). Weights of these 7 scores are
optimized via MERT on news-test2009. Lines 2
and 3 of Table 5 provide the results obtained be-
fore and after N-best list reranking. They show a
tiny gain for all metrics for English-French, while
the results remain constant for French-English.
Nevertheless, we decided to use those translations
for the French-English task as our primary run.

4.2 Grammatical Checker

PBM outputs contain a significant number of
grammatical errors, even when LMs are trained
on large data sets. We tested the use of a gram-
matical checker for the French language: Antidote
RX distributed by Druide informatique inc.> This
software was applied in a systematic way on the
first translation generated after N-best reranking.
Thus, as soon as the software suggests one or sev-
eral choices that it considers as more correct than
the original translation, the first proposal is kept.
The checked translation is our first run for English-
French.

Antidote RX changed at least one word in
26 % of the news-test2010 sentences. The most
frequent type of corrections are agreement errors,
like in the following example where the agreement
between the subject nombre (number) is correctly
made with the adjective coupé (cut), thanks to the
full syntactic parsing of the French sentence.
Source: [...] the number of revaccinations could then be
cut [...]

Reranking: [...] le nombre de revaccinations pourrait

2www.druide.com
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system on news-test2010.

alors étre coupées |...]
+Grammatical checker: [...] le nombre de revacci-

nations pourrait alors étre coupé |...]

The example below exhibits a good decision
made by the grammatical checker on the mood of
the French verb étre (10 be).

Source: It will be a long time before anything else will be
on offer in Iraq.

Reranking: 1l faudra beaucoup de temps avant que tout
le reste sera offert en Irak.

+Grammatical checker: I faudra beaucoup de temps

avant que tout le reste soit offert en Irak.

A last interesting type of corrected errors con-
cerns negation. Antidote has indeed the capacity
to add the French particle ne when it is missing in
the expressions ne ... pas, ne ... plus, aucun ne, per-
sonne ne Or rien ne. The results obtained using the
grammatical checker are reported in the last line
of Table 5. The automatic evaluation shows only a
minor improvement but we expect the changes in-
duced by this tool to be more significant for human
annotators.

5 Effects of the Original Source
Language of Articles on Translation

During our experiments, we found that translation
quality is highly variable depending on the origi-
nal source language of the news sentences. This
phenomenon is correlated to the previous work of
Kurokawa et al. (2009) that showed that whether
or not a piece of text is an original or a trans-
lation has an impact on translation performance.
The main reason that explains our observations
is probably that the topics and the vocabulary of
news originally expressed in languages other than
French and English tend to differ more from those
of the training materials used to train PBM mod-
els for these two languages. In order to take into
account this phenomenon, MERT tuning was re-
peated for each original source language, using the



same PBM models trained on all parallel corpora
and incorporating an IR score.

Columns 1 and 3 of Table 5 display the BLEU
measured using our previous global MERT op-
timization made on 2553 sentence pairs, while
columns 2 and 4 show the results obtained when
running MERT on subsets of the development ma-
terial, made of around 700 sentence pairs each.
The BLEU measured on the whole 2010 test set
is reported in the last line. As expected, language-
dependent MERT tends to increase the LM weight
for English and French. However, an absolute
0.35% BLEU decrease is globally observed for
English-French using this approach and a 0.21 %
improvement for French-English.

En—Fr Fr—En
MERT | global lang dep | global lang dep
Cz 21.95 21.45 21.84  21.85
En 30.80 29.84 33.73 35.00
Fr 37.59 36.96 31.59 32.62
De 16.60 16.73 17.41 17.76
Es 24.52 24.45 29.25 28.31
total | 27.64 27.39 27.99 28.20
Table 6: BLEU scores measured on parts of

news-test2010 according to the original source
language.

6 Conclusion

This paper presented our statistical machine trans-
lation system developed for the translation task us-
ing Moses. Our submitted runs were generated
from models trained on all the corpora made avail-
able for the workshop, as this method had pro-
vided the best results in our experiments. This
system was enhanced using IR methods which
exploits news monolingual copora, N-best list
reranking and a French grammatical checker.

This was our first participation where such a
huge amount data was involved. Training models
on so many sentences is challenging from an engi-
neering point of view and requires important com-
putational resources and storage capacities. The
time spent in handling voluminous data prevented
us from testing more approaches. We suggest that
the next edition of the workshop could integrate
a task restraining the number of parameters in the
models trained.
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Abstract

In this paper, we describe Exodus, a joint
pilot project of the European Commission’s
Directorate-General for Translation (DGT)
and the European Parliament’s Directorate-
General for Translation (DG TRAD) which
explores the potential of deploying new ap-
proaches to machine translation in European
institutions. ~ We have participated in the
English-to-French track of this year’s WMT10
shared translation task using a system trained
on data previously extracted from large in-
house translation memories.

1 Project Background

1.1 Translation at EU Institutions

The European Union’s policy on multilingualism! re-
quires enormous amounts of documents to be trans-
lated into the 23 official languages (which yield 506
translation directions). To cope with this task, the EU
has the biggest translation service in the world, em-
ploying almost 5000 internal staff as translators (out of
which 1750 at the European Commission (EC) and 760
at the European Parliament (EP) alone), backed up by
more than 2000 support staff. In 2009, the total output
of the Commission’s Directorate-General for Transla-
tion (DGT) and the Parliament’s Directorate-General
for Translation (DG TRAD) together was more than 3
million translated pages. Thus, it is not surprising that
the cost of all translation and interpreting services of
all the EU institutions amounts to 1% of the annual EU
budget (2008 figures). According to our estimations,
this is more than € 1 billion per year.

1.2 Machine Translation and Other Translation
Technologies at EU Institutions

In order to make the translators’ work more efficient so
that they can translate more pages in the same time,
a number of tools like terminology databases, bilin-
gual concordancers, and, most importantly, translation
memories are at their disposition, most of which are
heavily used.

'http://ec.europa.eu/education/
languages/eu-language-policy/index_en.htm

apoulis@europarl.europa.eu,
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In real translation production scenarios, Machine
Translation is usually used to complement transla-
tion memory tools (TM tool). Translation memories
are databases that contain text segments (usually sen-
tences) that are stored together with their translations.
Each such pair of source and target language segments
is called a translation unit. Translation units also con-
tain useful meta-data (creation date, document type,
client, etc.) that allow us to filter the data both for trans-
lation and machine translation purposes.

A TM tool tries to match the segments within a doc-
ument that needs to be translated with segments in the
translation memory and propose translations. If the
memory contains an identical string then we have a so-
called exact or 100% match which yields a very reliable
translation. Approximate or partial matches are called
fuzzy matches and usually, the minimum value of a
fuzzy match is set to 65%—70%. Lower matches are
not considered as usable since they demand more edit-
ing time than typing a translation from scratch. First
experiments have shown that the quality of SMT out-
put for certain language pairs is equal or similar to 70%
fuzzy matches.

Consequently, the cases where machine translation
can play a helpful role in this context is when, for a seg-
ment to be translated, there is no exact match and the
available fuzzy matches do not exceed a certain thresh-
old. This threshold in our case is expected to be 85% or
lower. To this end, there exists a system called ECMT
(European Commission Machine Translation; also ac-
cessible to other European institutions) which is a rule-
based system.

However, only certain translation directions are cov-
ered by ECMT, and its maintenance is quite compli-
cated and requires quite a lot of dedicated and special-
ized human resources. In the light of these facts and
with the addition of the languages of (prospective) new
member states, statistical approaches to machine trans-
lation seem to offer a viable alternative.

First of all, SMT is data-driven, i.e. it exploits par-
allel corpora of which there are plenty at the EU in-
stitutions in the form of translation memories. Trans-
lation memories have two main advantages over other
parallel corpora. First of all, they contain almost ex-
clusively perfectly aligned segments, as each segment
is stored together with its translation, and secondly,
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they contain cleaner data since their content is regu-
larly maintained by linguists and database administra-
tors. SMT systems are quicker to develop and easier
to maintain than rule-based systems. The availability
of free, open-source software like Moses? (Koehn et
al., 2007), GIZA++? (Och and Ney, 2003) and the like
constitutes a further argument in their favor.

Early experiments with Moses were started by mem-
bers of DGT’s Portuguese Language Department as
early as summer 2008 (Leal Fontes and Machado,
2009), then turned into a wider interinstitutional project
with the codename Exodus, currently combining re-
sources from European Commission’s DGT and Euro-
pean Parliament’s DGTRAD. Exodus is the first joint
project of the interinstitutional Language Technology
Watch group where a number of EU institutions join
forces in the field of language technology.

2 Participation in WMT 2010 Shared
Task

After the English-Portuguese experiments, the first lan-
guage pair for which we developed a system with
a sizeable amount of training data was English-to-
French. This system has been developed for testing
at the European Parliament. As English-to-French is
also one of the eight translation directions evaluated in
this year’s shared translation task, we decided to partic-
ipate. The reasons behind this decision are manifold:
We would like to

know where we stand in comparison to other sys-
tems,

learn about what system adaptations are the most
beneficial,

make our project known to potential collaborators,

compare the WMT10 evaluation results to the out-
come of our in-house evaluation.

There is, however, one major difference between the
evaluation as carried out in WMT10 and our in-house
evaluation: The test data of WMT10 consists exclu-
sively of news articles and is thus out-of-domain for
our system intended for use within the European Parlia-
ment. This means that the impact of training our system
on the in-domain data we obtain from our translation
memories cannot be assessed properly, i.e. taking into
consideration our specific translation production needs.

Therefore, we would like to invite other interested
groups to also translate our in-domain test data with
the goal of seeing how our translation scenario could
benefit from their setups. Due to legal issues, however,
we unfortunately cannot provide our internal training
data at this moment.

http://www.statmt.org/moses/
Shttp://www.fjoch.com/GIZA++.html
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3 Data Used

To build our English-to-French MT system, we did
not use any of the data provided by the organizers of
the WMT10 shared translation task. Instead, we used
data that was extracted from the translation memories
at the core of EURAMIS (European Advanced Multi-
lingual Information System; (Theologitis, 1997; Blatt,
1998)) which are the fruit of thousands of man-years
contributed by translators at EU institutions who, each
day, upload the majority of the segments they translate.

Initially (before pre-processing), our EN-FR cor-
pus contained 10,446,450 segments and included doc-
uments both from the Commission and the EP from
common legislative procedures. These segments were
extracted in November 2009 from 7 translation memo-
ries hosted in Euramis. Currently, we do not have in-
formation about the exact document types coming from
the Commission’s databases. The Parliament’s docu-
ment types used include, among others:

e legislative documents such as draft reports, final
reports, amendments, opinions, etc.,

documents for the plenary such as questions, res-
olutions or session amendments,

committee and delegation documents,
documents concerning the ACP* and the EMPA?,

internal documents such as budget estimates, staff
regulations, rules of procedure, etc.,

calls for tender.

Any sensitive or classified documents or
Commission-internal documents that do not be-
long to common legislative procedures have been
excluded from the data.

In terms of preprocessing, we performed several
steps. First, we obtained translation memory exchange
(TMX) files from EURAMIS and converted them to
UTF-8 text as the Euramis native character encoding
is UCS-2. Then we removed certain control charac-
ters which otherwise would have halted processing, we
extracted the two single-language corpora into a plain-
text file, tokenized and lowercased the data. Finally,
we separated the corpus into training data (9,300,682
segments), and data for tuning and testing — 500 seg-
ments each. These segments did not exceed a max-
imum length of 60 tokens and were excluded from
the preparation of the translation and language models.
The models were then trained on the remaining seg-
ments. The maximum length of 60 tokens was applied
here as well.

4 African, Caribbean and Pacific Group of States
SEuro-Mediterranean Parliamentary Assembly



Metric Score

BLEU 18.8

BLEU-cased 16.9

TER 0.747
Table 1: Automatic scores calculated for Exodus in
WMTI10

4 Building the Models and Decoding

The parallel data described above was used to train an
English-to-French translation model and a French tar-
get language model. This was done on a server running
Sun Solaris with 64 GB of RAM and 8 double core
CPU’s @ 1800 Mhz (albeit shared with other processes
running simultaneously).

In general, we simply used a vanilla Moses instal-
lation at this point, leaving the integration of more so-
phisticated features to a later moment, i.e. after a thor-
ough analysis of the results of the present evaluation
campaign when we will know which adaptations yield
the most significant improvements.

For the word alignments, we chose MGIZA (Gao
and Vogel, 2008), using seven threads per MGIZA in-
stance, with the parallel option, i.e. one MGIZA in-
stance per pair direction running in parallel. The target
language model is a 7-gram, binarized IRSTLM (Fed-
erico et al., 2008). The weights of the distortion, trans-
lation and language models were optimized with re-
spect to BLEU scores (Papineni et al., 2002) on a given
held-out set of sentences with Minimum Error Rate
Training (MERT; (Och, 2003)) in 15 iterations.

After the actual translation with Moses, an additional
recasing “translation” model was applied in the same
manner. Finally, the translation output underwent min-
imal automatic postprocessing based on regular expres-
sion replacements. This was mainly undertaken in or-
der to fix the distribution of whitespace and some re-
maining capitalization issues.

5 Results
5.1 WMT10 Evaluation

In one of the tasks of the WMT10 human evaluation
campaign, people were asked to rank competing trans-
lations. From each 1-through-5 ranking of a set of 5
system outputs, 10 pairwise comparisons are extracted.
Then, for each system, a score is computed that tells
how often it was ranked equally or better than the other
system. For our system, this score is 32.35%, meaning
it ranked 17th out of 19 systems for English-to-French.
A number of automatic scores were also calculated and
appear in Table 1.

5.2 Evaluation at the European Parliament

As the goal behind building our system has been to pro-
vide a tool to translators at EU institutions, we have
also had it evaluated by two of our colleagues, both
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Evaluator A | Evaluator B | Overall
Reference 1.75 2.06 1.97
ECMT 3.34 3.31 3.32
Google 3.59 3.28 3.37
Exodus 3.52 345 3.47

Table 2: Average relative rank (on a scale from 1 to 5)

OK | Edited | Bad
Reference | 29 30 2
ECMT 8 57 2
Google 7 33 5
Exodus 13 62 12

Table 3: Results of Editing Task (“OK” means “No cor-
rections needed”; “Bad” means “Unable to correct”)

native speakers of French and working as professional
translators of the French Language Unit at the Parlia-
ment’s DG TRAD.

For this purpose, we had 1742 sentences of in-house
documents translated by our system as well as by
the rule-based ECMT and the statistics-based Google
Translate.®” We developed an online evaluation tool
based on the one used by the WMT evaluation cam-
paign in the last years (Callison-Burch et al., 2009)
where we asked the evaluators to perform three differ-
ent tasks.

In the first one, they were shown the three automatic
translations plus a human reference in random order
and asked to rank the four versions relative to each
other on a scale from 1 to 5. The average relative ranks
can be seen in Table 2.

The second task consisted of post-editing a given
translation. Again, the sentence might come from one
of three MT systems, or be a human translation. The
absolute number of items that did not need any correc-
tions, had to be edited, or were impossible to correct
are shown in Table 3.

For the third and last task, only translations of our
own system were displayed. Here, the evaluators
should simply assign them to one of four quality cat-
egories as proposed by (Roturier, 2009), and addition-
ally tick boxes standing for the presence of 13 different
types of errors in the sentence concerning word order,
punctuation, or different types of syntactic/semantic
problems. A total of 150 segments were judged. For
the categorization results, see Tables 4 and 5.

5.3 Evaluation at the European Commission

On a side note, the Portuguese Language Department
also performed a manual evaluation (Leal Fontes and
Machado, 2009) which involved 14 of their managers
and translators, comparing their Moses-based system to

®http://translate.google.com
7 As about a third of the source documents are not public,
we could not send those to Google Translate.



Items | Proportion
Excellent 28 18.6%
Good 42 28%
Medium 45 30%
Poor 35 23.3%

Table 4: Results of Categorization Task: Quality Cate-
gories

Error type Occurrences
Word order

Single word 11
Sequence of words 42
Incorrect word(s)

Wrong lexical choice 51
Wrong terminology choice 6
Incorrect form 77
Extra word(s) 21
Missing word(s) 14
Style 44
Idioms 1
Untranslated word(s)

Punctuation 24
Letter case 7
Other 5

Table 5: Results of Categorization Task: Error Types

ECMT and Google. Table 6 shows how many people
considered Moses better, similar, or worse compared to
ECMT and Google, respectively.

Moses-based SMT did well in fields where ECMT
is systematically used (e.g. Justice and Home Affairs
and Trade) and showed a big improvement over ECMT
in terminology-intensive domains (e.g. Fisheries). As
of early 2009, more than half of their translators (58%)
now already use ECMT systematically in production,
i.e. for all English and French originals. 85% use it for
specific language combinations or for certain domains
only. On a voluntary basis, they have been replacing
ECMT with Moses-based SMT for the translation of
day-to-day incoming documents. Over a three-month
period, more than 2500 pages have been translated in
this manner, and the translators of the Portuguese de-
partment declared themselves ready to switch over to
an SMT system as soon as it should become available.

Compared to | Better | Similar | Worse
ECMT 7 5 2
Google 5 5 3

Table 6: Portuguese Language Department evaluation
results of Moses-based MT system
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6 Discussion of Results

As expected, our system did not rank among the top
competitors in the WMT10 shared task. This is mainly
due to the data we trained on, which is of a very spe-
cific domain (common legislative procedures of Eu-
ropean Institutions) and relatively small in size when
compared to what others used for this language combi-
nation. In addition, we more or less used Moses out-of-
the-box with no sophisticated add-ons or optimization.

In the internal evaluation, our system beat neither
Google Translate nor ECMT overall but it did show a
similar performance. This is all the more encourag-
ing as Exodus has been built within less than a month,
while ECMT has been developed and maintained in ex-
cess of 30 years, and while Google Translate is based
on manpower and computing resources that a public
administration body usually cannot provide.

Finally, the successful trials of SMT software at the
EC’s Portuguese department seem to indicate that such
a system holds enormous potential, especially when a
serious adaptation to specific language combinations
and domains is taken into consideration.

7 Outlook

Further use and development of SMT at EU institutions
depends on the outcome of internal evaluations, among
other factors. We plan to extend our activities to other
language pairs, an English-to-Greek machine transla-
tion project already having started. Given a continu-
ation of the currently promising results, Exodus will
eventually be integrated into the CAT (computer-aided
translation) tools used by EU translators.® Further-
more, we would like to release an extended EuroParl
corpus not only containing parliamentary proceedings
but also other types of public documents. We estimate
that such a step should foster research to the benefit of
both EU institutions and machine translation in gen-
eral.

8 Conclusions

We have presented Exodus, a joint pilot project of
the European Commission’s Directorate-General for
Translation (DGT) and the European Parliament’s
Directorate-General for Translation (DG TRAD) with
the aim of exploring the potential of deploying new
approaches to machine translation in European insti-
tutions.

Our system is based on a fairly vanilla Moses instal-
lation and trained on data extracted from large in-house
translation memories covering a range of EU docu-
ments. The obtained models use 7-grams.

We applied the Exodus system to this year’s WMT10
shared English-to-French translation task. As the test

8However, speed issues will have to be addressed before
as the current system is not able to provide translations in real
time.



data stems from a different domain than the one tar-
geted by our system, we did not outperform the com-
petitors. However, results from in-house evaluation are
promising and indicate the big potential of SMT for
European Institutions.
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Abstract

We report on efforts to build large-scale
translation systems for eight European
language pairs. We achieve most gains
from the use of larger training corpora and
basic modeling, but also show promising
results from integrating more linguistic an-
notation.

1 Introduction

We participated in the shared translation task of
the ACL Workshop for Statistical Machine Trans-
lation 2010 in all language pairs. We continued
our efforts to integrate linguistic annotation into
the translation process, using factored and tree-
based translation models. On average we out-
performed our submission from last year by 2.16
BLEU points on the same newstest2009 test set.

While the submitted system follows the factored
phrase-based approach, we also built hierarchical
and syntax-based models for the English—-German
language pair and report on its performance on the
development test sets. All our systems are based
on the Moses toolkit (Koehn et al., 2007).

We achieved gains over the systems from last
year by consistently exploiting all available train-
ing data, using large-scale domain-interpolated,
and consistent use of the factored translation
model to integrate n-gram models over speech
tags. We also experimented with novel domain
adaptation methods, with mixed results.

2 Baseline System

The baseline system uses all available training

data, except for the large UN and 10° corpora, as

well as the optional LDC Gigaword corpus. It uses

a straight-forward setup of the Moses decoder.
Some relevant parameter settings are:

e maximum sentence length 80 words
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tokenization with hyphen splitting
truecasing

grow-diag-final-and alignment heuristic
msd-bidirectional-fe lexicalized reordering
interpolated 5-gram language model

tuning on newsdev2009

testing during development on newstest2009
MBR decoding

no reordering over punctuation

cube pruning

We used most of these setting in our submission
last year (Koehn and Haddow, 2009).

The main difference to our baseline system
from the submission from last year is the use of ad-
ditional training data: larger releases of the News
Commentary, Europarl, Czeng, and monolingual
news corpora. The first two parallel corpora in-
creased roughly 10-20% in size, while the Czeng
parallel corpus and the monolingual news corpora
are five times and twice as big, respectively.

We also handled some of the corpus preparation
steps with more care to avoid some data incon-
sistency problems from last year (affecting mostly
the French language pairs).

An overview of the results is given in Table 1.
The baseline outperforms our submission from
last year by an average of +1.25 points. The gains
for the individual language pairs track the increase
in training data (most significantly for the Czech—
English pairs), and the French-English data pro-
cessing issue.

Note that last year’s submission used special
handling of the German—-English language pair,
which we did not replicate in the baseline system,
but report on below.

The table also contains results on the extensions
discussed in the next section.
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Language Pair 09 Baseline GT Smooth. UN Data Factored Beam
Spanish-English | 24.41 | 25.25 (+0.76) | 25.48 (+0.23) | 26.03 (+0.55) | 26.20 (+0.17) | 26.22 (+0.02)
French-English | 23.88 | 25.23 (+1.35) | 25.37 (+0.14) | 25.92 (+0.55) | 26.13 (+0.21) | 26.07 (-0.08)
German-English | 18.51 | 19.47 (+0.96) | 19.51 (+0.04) - 21.09 (+0.24) | 21.10 (+0.01)
Czech-English 18.49 | 20.74 (+2.25) | 21.19 (+0.45) - 21.33 (+0.14) | 21.32 (-0.01)
English-Spanish | 23.27 | 24.20 (+0.93) | 24.65 (+0.45) | 24.65 (+0.30) | 24.37 (-0.28) | 24.42 (+0.05)
English-French | 22.50 | 23.83 (+1.33) | 23.72 (-0.11) | 24.70 (+0.98) | 24.74 (+0.04) | 24.92 (+0.18)
English-German | 14.22 | 14.68 (+0.46) | 14.81 (+0.13) - 15.28 (+0.47) | 15.34 (+0.06)
English-Czech 12.64 | 14.63 (+1.99) | 14.68 (+0.05) - - -

avg +1.25 +0.17 +0.60 +0.14 +0.03

Table 1: Overview of results: baseline system and extensions. On average we outperformed our sub-
mission from last year by 1.87 BLEU points on the same newstest2009 test set. For additional gains for
French—English and German—English, please see Tables 7 and 8.

Czech-English

Corpus Num. Tokens | Pplx. | Weight
EU 29,238,799 | 582 | 0.054
Fiction 15,441,105 | 429 | 0.028
Navajo 561,144 | 671 | 0.002
News (czeng) 2,909,322 | 288 0.127
News (mono) | 1,148,480,525 | 175 0.599
Subtitles 23,914,244 | 526 | 0.019
Techdoc 8,322,958 | 851 | 0.099
Web 4,469,177 | 441 | 0.073
French-English

Corpus Num. Tokens ‘ Pplx. ‘ Weight
Europarl 50,132,615 | 352 0.105
News Com. 2,101,921 | 311 | 0.204
UN 216,052,412 | 383 | 0.089
News 1,148,480,525 | 175 | 0.601

Table 2: English LM interpolation: number of to-
kens, perplexity, and interpolation weight for the
different corpora

2.1 Interpolated Language Model

The WMT training data exhibits an increasing di-
versity of corpora: Europarl, News Commentary,
UN, 10Y, News — and seven different sources
within the Czeng corpus.

It is well known that domain adaptation is an
important step in optimizing machine translation
systems. A relatively simple and straight-forward
method is the linear interpolation of the language
model, as we explored previously (Koehn and
Schroeder, 2007; Schwenk and Koehn, 2008).

We trained domain-specific language models
separately and then linearly interpolated them us-
ing SRILM toolkit (Stolke, 2002) with weights op-
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Language Pair Cased Uncased
Spanish-English | 25.25 | 26.36 (+1.11)
French-English | 25.23 | 26.29 (+1.06)
German-English | 19.47 | 20.63 (+1.16)
Czech-English 20.74 | 21.76 (+1.02)
English-Spanish | 24.20 | 25.47 (+1.27)
English-French | 23.83 | 25.02 (+1.19)
English-German | 14.68 | 15.18 (+0.50)
English-Czech 14.63 | 15.13 (+0.50)
avg +0.98

Table 3: Effect of truecasing: cased and uncased

BLEU scores

timized on the development set newsdev2009.

See Table 2 for numbers on perplexity, corpus
sizes, and interpolation weights. Note, for in-
stance, the relatively high weight for the News
Commentary corpus (0.204) compared to the Eu-
roparl corpus (0.105) in the English language
model for the French-English system, despite the
latter being about 25 times bigger.

2.2 Truecasing

As last year, we deal with uppercase and lowercase
forms of the same words by truecasing the corpus.
This means that we change each surface word oc-
currence of a word to its natural case, e.g., the, Eu-
rope. During truecasing, we change the first word
of a sentence to its most frequent casing. During
de-truecasing, we uppercase the first letter of the
first word of a sentence.

See Table 3 for the performance of this method.
In this table, we compare the cased and uncased
BLEU scores, and observe that we lose on average
roughly one BLEU point due to wrong casing.



Count | Count of Count | Discount | Count*
1 357,929,182 0.140 0.140
2 24,966,751 0.487 0.975
3 8,112,930 0.671 2.014
4 4,084,365 0.714 2.858
5 2,334,274 0.817 4.088

Table 4: Good Turing smoothing, as in the
French—English model: counts, counts of counts,
discounting factor and discounted count

3 Extensions

In this section, we describe extensions over the
baseline system. On average, these give us im-
provements of about 1 BLEU point over the base-
line.

3.1 Good Turing Smoothing

Traditionally, we use raw counts to estimate con-
ditional probabilities for phrase translation. How-
ever, this method gives dubious results for rare
counts. The most blatant case is the single oc-
currence of a foreign phrase, whose sole English
translation will receive the translation probability
=1

Foster et al. (2006) applied ideas from language
model smoothing to the translation model. Good
Turing smoothing (Good, 1953) uses counts of
counts statistics to assess how likely we will see
a word (or, in our case, a phrase) again, if we have
seen it n times in the training corpus. Instead of
using the raw counts, adapted (lower) counts are
used in the estimation of the conditional probabil-
ity distribution.

The count of counts are collected for the phrase
pairs. See Table 4 for details on how this ef-
fects the French—English model. For instance,
we find singleton 357,929,182 phrase pairs and
24,966,751 phrase pairs that occur twice. The
Good Turing formula tells us to adapt singleton
counts to % = 0.14. This means for our
degenerate example of a single occurrence of a
single French phrase that its single English transla-
tion has probability % = 0.14 (we do not adjust
the denominator).

Good Turing smoothing of the translation table
gives us a gain of +0.17 BLEU points on average,
and improvements for 7 out of 8 language pairs.
For details refer back to Table 1.
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Model | BLEU
Baseline 14.81
Part-of-Speech | 15.03 (+0.22)
Morphogical 15.28 (+0.47)

Table 5: English—-German: use of morphological
and part-of-speech n-gram models

3.2 UN Data

While we already used the UN data in the lan-
guage model for the Spanish—English and French—
English language pairs, we now also add it to the
translation model.

The corpus is very large, four times bigger than
the already used training data, but relatively out
of domain, as indicated by the high perplexity and
low interpolation weight during language model
interpolation (recall Table 2).

Adding the corpus to the four systems gives im-
provements of +0.60 BLEU points on average.
For details refer back to Table 1.

3.3 POS n-gram Model

The factored model approach (Koehn and Hoang,
2007) allows us to integrate 7-gram models over
part-of-speech tags. The part-of-speech tags are
produced during decoding by the phrase mapping
of surface words on the source side to a factored
representation of surface words and their part-of-
speech tags on the target side in one translation
step.

We previously used this additional scoring com-
ponent for the German—English language pairs
with success. Thus we now applied to it all other
language pairs (except for English—-Czech due to
the lack of a Czech part-of-speech tagger).

We used the following part-of-speech taggers:

e English: mxpost'
e German: LoPar?
e French: TreeTagger’
o Spanish: TreeTagger

For English—-German, we also used morpholog-
ical tags, which give better performance than just
basic part-of-speech tags (+0.46 vs. +0.22, see Ta-
ble 5). We observe gains for all language pairs
except for English—Spanish, possibly due to the

'www.inf.ed.ac.uk/resources/nlp/local_doc/MXPOST.html
2www.ims.uni-stuttgart.de/projekte/gramotron/SOFTWARE/

LoPar.html

3 www.ims.uni-stuttgart.de/projekte/corplex/Tree Tagger/



Model | BLEU
Baseline 14.81
Part-of-Speech | 15.03 (+0.22)
Morphogical 15.28 (+0.47)

Table 6: English—-German: use of morphological
and part-of-speech n-gram models

with 107
27.15 (+1.23)
24.80 (+0.10)

Language Pair ‘ Baseline ‘
French-English | 25.92
English-French | 24.70

Table 7: Use of large French—English corpus

faulty use of the Spanish part-of-speech tagger.
We gain +0.14 BLEU points on average (includ-
ing the —0.28 drop for Spanish). For details refer
back to Table 1.

3.4 Bigger Beam Sizes

As a final general improvement, we adjusted the
beam settings during decoding. We increased the
pop-limit from 5,000 to 20,000 and the translation
table limit from the default 20 to 50.

The decoder is quite fast, partly due to multi-
threaded decoding using 4 cores machines (Had-
dow, 2010). Increasing the beam sizes slowed
down decoding speed from about 2 seconds per
sentence to about 8 sec/sentence.

However, this resulted only in minimal gains,
on average +0.03 BLEU. For details refer back to
Table 1.

3.5 10° Corpus

Last year, due to time constraints, we were not
able to use the billion word 109 corpus for the
French-English language pairs. This is largest
publicly available parallel corpus, and it does
strain computing resources, for instance forcing
us to use multi-threaded GIZA++ (Gao and Vogel,
2008).

Table 7 shows the gains obtained from us-
ing this corpus in both the translation model and
the language model opposed to a baseline sys-
tem trained with otherwise the same settings. For
French—English we see large gains (+1.23), but not
for English—French (+0.10).

Our official submission for the French—English
language pairs used these models. They did not in-
clude a part-of-speech language model and bigger
beam sizes.
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Model | BLEU
Baseline 19.51
+ compound splitting | 20.09 (+0.58)
+ pre-reordering 20.03 (+0.52)
+ both 20.85 (+1.34)

Table 8: Special handling of German—English

Language Pair Baseline | Weighted TM
Spanish-English | 26.20 26.15 (-0.05)
French-English 26.11 26.30 (+0.19)
German-English | 21.09 20.81 (-0.28)
Czech-English 21.33 21.21 (-0.12)
English-German 15.28 15.01 (=0.27)
avg. -0.11

Table 9: Interpolating the translation model with
language model weights

3.6 German-English

For the German—English language direction, we
used two additional processing steps that have
shown to be successful in the past, and again re-
sulted in significant gains.

We split large words based on word frequen-
cies to tackle the problem of word compounds in
German (Koehn and Knight, 2003). Secondly, we
re-order the German input to the decoder (and the
German side of the training data) to align more
closely to the English target language (Collins
et al., 2005).

The two methods improve +0.58 and +0.52 over
the baseline individually, and +1.34 when com-
bined. See also Table 8.

3.7 Translation Model Interpolation

Finally, we explored a novel domain adaption
method for the translation model. Since the in-
terpolation of language models is very success-
ful, we want to interpolate translation models sim-
ilarly. Given interpolation weights, the resulting
translation table is a weighted linear interpolation
of the individual translation models trained sepa-
rately for each domain.

However, while for language models we have a
effective method to find the interpolation weights
(optimizing perplexity on a development set), we
do not have such a method for the translation
model. Thus, we simply recycle the weights we
obtained from language model interpolation (ex-
cluding the weighting for monolingual corpora).



Model BLEU
phrase-based 14.81
factored phrase-based | 15.28
hierarchical 14.86
target syntax 14.66

Table 10: Tree-based models for English-German

Over the Spanish—English baseline system, we
obtained gains of +0.39 BLEU points. Unfortu-
nately, we did not see comparable gains on the sys-
tems optimized by the preceding steps. In fact, in
4 out of 5 language pairs, we observed lower BLEU
scores. See Table 9 for details.

We did not use this method in our submission.

4 Tree-Based Models

A major extension of the capabilities of the Moses
system is the accommodation of tree-based mod-
els (Hoang et al., 2009). While we have not yet
carried out sufficient experimentation and opti-
mization of the implementation, we took the occa-
sion of the shared translation task as a opportunity
to build large-scale systems using such models.

We build two translation systems: One using
tree-based models without additional linguistic an-
notation, which are known as hierarchical phrase-
based models (Chiang, 2005), and another sys-
tem that uses linguistic annotation on the target
side, which are known under many names such as
string-to-tree models or syntactified target models
(Marcu et al., 2006).

Both models are trained using a very similar
pipeline as for the phrase model. The main dif-
ference is that the translation rules do not have to
be contiguous phrases, but may contain gaps with
are labeled and co-ordinated by non-terminal sym-
bols. Decoding with such models requires a very
different algorithm, which is related to syntactic
chart parsing.

In the target syntax model, the target gaps and
the entire target phrase must map to constituents
in the parse tree. This restriction may be relaxed
by adding constituent labels such as DET+ADIJ or
NP\DET to group neighboring constituents or indi-
cate constituents that lack an initial child, respec-
tively (Zollmann and Venugopal, 2006).

We applied these models to the English—
German language direction, which is of particu-
lar interest to us due to the rich target side mor-
phology and large degree of reordering, resulting
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in relatively poor performance. See Table 10 for
experimental results with the two traditional mod-
els (phrase-based model and a factored model that
includes a 7-gram morphological tag model) and
the two newer models (hierarchical and target syn-
tax). The performance of the phrase-based, hierar-
chical, and target syntax model are close in terms
of BLEU.

5 Conclusions

We obtained substantial gains over our systems
from last year for all language pairs. To a large
part, these gains are due to additional training data
and our ability to exploit them.

We also saw gains from adding linguistic an-
notation (in form of 7-gram models over part-of-
speech tags) and promising results for tree-based
models. At this point, we are quite satisfied be-
ing able to build competitive systems with these
new models, which opens up major new research
directions.

Everything we described here is part of the open
source Moses toolkit. Thus, all our experiments
should be replicable with publicly available re-
sources.

Acknowledgement

This work was supported by the EuroMatrixPlus
project funded by the European Commission (7th
Framework Programme).

References

Chiang, D. (2005). A hierarchical phrase-based
model for statistical machine translation. In
Proceedings of the 43rd Annual Meeting of
the Association for Computational Linguistics
(ACL’05), pages 263270, Ann Arbor, Michi-
gan. Association for Computational Linguistics.

Collins, M., Koehn, P., and Kucerova, 1. (2005).
Clause restructuring for statistical machine
translation. In Proceedings of the 43rd Annual
Meeting of the Association for Computational
Linguistics (ACL’05), pages 531-540, Ann Ar-
bor, Michigan. Association for Computational
Linguistics.

Foster, G., Kuhn, R., and Johnson, H. (2006).
Phrasetable smoothing for statistical machine
translation. In Proceedings of the 2006 Con-
ference on Empirical Methods in Natural Lan-
guage Processing, pages 53—61, Sydney, Aus-



tralia. Association for Computational Linguis-
tics.

Gao, Q. and Vogel, S. (2008). Parallel implemen-
tations of word alignment tool. In ACL Work-
shop on Software Engineering, Testing, and
Quality Assurance for Natural Language Pro-
cessing, pages 49-57.

Good, I. J. (1953). The population frequency of
species and the estimation of population param-
eters. Biometrika, 40:237-264.

Haddow, B. (2010). Adding multi-threaded de-
coding to moses. The Prague Bulletin of Math-
ematical Linguistics, (93):57-66.

Hoang, H., Koehn, P., and Lopez, A. (2009). A
unified framework for phrase-based, hierarchi-
cal, and syntax-based statistical machine trans-
lation. In Proceedings of IWSLT.

Koehn, P. and Haddow, B. (2009). Edinburgh’s
submission to all tracks of the WMT2009
shared task with reordering and speed improve-
ments to Moses. In Proceedings of the Fourth
Workshop on Statistical Machine Translation,
pages 160-164, Athens, Greece. Association
for Computational Linguistics.

Koehn, P. and Hoang, H. (2007). Factored trans-
lation models. In Proceedings of the 2007
Joint Conference on Empirical Methods in Nat-
ural Language Processing and Computational
Natural Language Learning (EMNLP-CoNLL),
pages 868—-876.

Koehn, P., Hoang, H., Birch, A., Callison-Burch,
C., Federico, M., Bertoldi, N., Cowan, B., Shen,
W., Moran, C., Zens, R., Dyer, C. J., Bo-
jar, O., Constantin, A., and Herbst, E. (2007).
Moses: Open source toolkit for statistical ma-
chine translation. In Proceedings of the 45th
Annual Meeting of the Association for Com-
putational Linguistics Companion Volume Pro-
ceedings of the Demo and Poster Sessions,
pages 177-180, Prague, Czech Republic. Asso-
ciation for Computational Linguistics.

Koehn, P. and Knight, K. (2003). Empirical meth-
ods for compound splitting. In Proceedings of
Meeting of the European Chapter of the Associ-
ation of Computational Linguistics (EACL).

Koehn, P. and Schroeder, J. (2007). Experiments
in domain adaptation for statistical machine
translation. In Proceedings of the Second Work-
shop on Statistical Machine Translation, pages

120

224-227, Prague, Czech Republic. Association
for Computational Linguistics.

Marcu, D., Wang, W., Echihabi, A., and Knight,
K. (2006). Spmt: Statistical machine transla-
tion with syntactified target language phrases.
In Proceedings of the 2006 Conference on Em-
pirical Methods in Natural Language Process-
ing, pages 44-52, Sydney, Australia. Associa-
tion for Computational Linguistics.

Schwenk, H. and Koehn, P. (2008). Large and
diverse language models for statistical machine
translation. In Proceedings of the 3rd Interna-
tional Joint Conference on Natural Language
Processing (IJCNLP).

Stolke, A. (2002). SRILM - an extensible lan-
guage modeling toolkit. In Proceedings of the
International Conference on Spoken Language
Processing.

Zollmann, A. and Venugopal, A. (2006). Syntax
augmented machine translation via chart pars-
ing. In Proceedings on the Workshop on Statis-
tical Machine Translation, pages 138-141, New
York City. Association for Computational Lin-
guistics.



LIUM SMT Machine Translation System for WMT 2010

Patrik Lambert, Sadaf Abdul-Rauf and Holger Schwenk
LIUM, University of Le Mans
72085 Le Mans cedex 9, FRANCE
FirstName.LastName@lium.univ—-lemans. fr

Abstract

This paper describes the development of
French—-English and English—French ma-
chine translation systems for the 2010
WMT shared task evaluation. These sys-
tems were standard phrase-based statisti-
cal systems based on the Moses decoder,
trained on the provided data only. Most
of our efforts were devoted to the choice
and extraction of bilingual data used for
training. We filtered out some bilingual
corpora and pruned the phrase table. We
also investigated the impact of adding two
types of additional bilingual texts, ex-
tracted automatically from the available
monolingual data. We first collected bilin-
gual data by performing automatic trans-
lations of monolingual texts. The second
type of bilingual text was harvested from
comparable corpora with Information Re-
trieval techniques.

1 Introduction

This paper describes the machine translation sys-
tems developed by the Computer Science labora-
tory at the University of Le Mans (LIUM) for the
2010 WMT shared task evaluation. We only con-
sidered the translation between French and En-
glish (in both directions). The main differences
with respect to previous year’s system (Schwenk
et al., 2009) are as follows: restriction to the data
recommended for the workshop, usage of the (fil-
tered) French—English gigaword bitext, pruning of
the phrase table, and usage of automatic trans-
lations of the monolingual news corpus to im-
prove the translation model. We also used a larger
amount of bilingual data extracted from compara-
ble corpora than was done in 2009. These different
points are described in the rest of the paper, to-
gether with a summary of the experimental results
showing the impact of each component.
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2 Resources Used

The following sections describe how the resources
provided or allowed in the shared task were used
to train the translation and language models of the
system.

2.1 Bilingual data

Our system was developed in two stages. First,
a baseline system was built to generate automatic
translations of some of the monolingual data avail-
able. These automatic translations may be used
directly with the source texts to build additional
bitexts, or as queries of an Information Retrieval
(IR) system to extract new bitexts from compara-
ble corpora. In a second stage, these additional
bilingual data were incorporated to the system (see
Section 4 and Tables 1 and 2).

The latest version of the News-Commentary
(NC) corpus, of the Europarl (Eparl) corpus (ver-
sion 5), and of the United Nations (UN) corpus
were used. We also took as training data a sub-
set of the French-English Gigaword (10”) cor-
pus. Since a significant part of the data was
crawled from the web, we thought that many sen-
tence pairs may be only approximate translations
of each other. We applied a lexical filter to dis-
card them. Furthermore, some sentences of this
corpus were extracted from web page menus and
are not grammatical. Although we could have
used a part of the menu items as a dictionary, for
simplicity we applied an n-gram language model
(LM) filter to remove all non-grammatical sen-
tences. Thanks to this filter, sentences out of the
language model domain (in this case, mainly the
news domain), may also have been discarded be-
cause they contain many unknown or unfrequent
n-grams. The lexical filter was based on the IBM
model 1 cost (Brown et al., 1993) of each side of
a sentence pair given the other side, normalised
with respect to both sentence lengths. This filter

Proceedings of the Joint 5th Workshop on Statistical Machine Translation and MetricsMATR, pages 121-126,
Uppsala, Sweden, 15-16 July 2010. (©2010 Association for Computational Linguistics



was trained on a corpus composed of Eparl, NC,
and UN data. The language model filter was an
n-gram LM cost of the target sentence (see Sec-
tion 3), normalised with respect to its length. This
filter was trained with all monolingual resources
available except the 10? data. We generated a first
subset, 107, selecting sentence pairs with a lexi-
cal cost inferior to 4 and an LM cost inferior to
2.3. The corpus selected in this way contains 115
million words in the English side (out of 580 mil-
lion in the original corpus). Close to the evaluation
deadline we decided to generate a second corpus
(109) by raising the LM cost threshold to 2.6. The
109 corpus contains 232 million words on the En-
glish side (twice as much as in the 107 corpus).

In the French side of the bilingual corpora, for
the French—English direction only, the contrac-
tions ‘du’ (‘of the’), ‘au’ and ‘aux’ (‘to the’ singu-
lar and plural) were substituted by their expanded
forms (‘de le’, ‘ale’ and ‘ales’).

LY
)

2.2 Use of Automatic Translations and
Comparable corpora

Available human translated bitexts such as the UN
corpus seem to be out-of domain for this task.
We used two types of automatically extracted re-
sources to adapt our system to the task domain.

First, we generated automatic translations of the
French News corpus provided (231M words), and
selected the sentences with a normalised transla-
tion cost (returned by the decoder) inferior to a
threshold. The resulting bitext has no new words
in the English side, since all words of the transla-
tion output come from the translation model, but
it contains new combinations (phrases) of known
words, and reinforces the probability of some
phrase pairs (Schwenk, 2008).

Second, as in last year’s evaluation, we auto-
matically extracted and aligned parallel sentences
from comparable in-domain corpora. This year
we used the AFP and APW news texts since there
are available in the French and English LDC Gi-
gaword corpora. The general architecture of our
parallel sentence extraction system is described in
detail by Abdul-Rauf and Schwenk (2009). We
first translated 91M words from French into En-
glish using our first stage SMT system. These En-
glish sentences were then used to search for trans-
lations in the English AFP and APW texts of the
Gigaword corpus using information retrieval tech-
niques. The Lemur toolkit (Ogilvie and Callan,
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2001) was used for this purpose. Search was lim-
ited to a window of £5 days of the date of the
French news text. The retrieved candidate sen-
tences were then filtered using the Translation Er-
ror Rate (TER) with respect to the automatic trans-
lations. In this study, sentences with a TER be-
low 65% for the French—English system and 75%
for the English—French system were kept. Sen-
tences with a large length difference (French ver-
sus English) or containing a large fraction of num-
bers were also discarded. By these means, about
15M words of additional bitexts were obtained to
include in the French—English system, and 21M
words to include in the English—French system.
Note that these additional bitexts do not depend
on the translation direction. The most suitable
amount of additional data was just different in
the French—English and English-French transla-
tion directions.

2.3 Monolingual data

The French and English target language models
were trained on all provided monolingual data. In
addition, LDC’s Gigaword collection was used for
both languages. Data corresponding to the devel-
opment and test periods were removed from the
Gigaword collections.

2.4 Development data

All development was done on news-test2008, and
newstest2009 was used as internal test set. For all
corpora except the French side of the bitexts used
to train the French—English system (see above),
the default Moses tokenization was used. How-
ever, we added abbreviations for the French tok-
enizer. All our models are case sensitive and in-
clude punctuation. The BLEU scores reported in
this paper were calculated with the multi-bleu.perl
tool and are case sensitive. The BLEU score
was one of metrics with the best correlation with
human ratings in last year evaluation (Callison-
Burch et al., 2009) for the French-English and
English—French directions.

3 Architecture of the SMT system

The goal of statistical machine translation (SMT)
is to produce a target sentence e from a source
sentence f. It is today common practice to use
phrases as translation units (Koehn et al., 2003;
Och and Ney, 2003) and a log linear framework in
order to introduce several models explaining the



translation process:

arg max p(el f)
argmax{exp(y_ Aihi(e, )} (D

The feature functions h; are the system mod-
els and the \; weights are typically optimized to
maximize a scoring function on a development
set (Och and Ney, 2002). In our system fourteen
features functions were used, namely phrase and
lexical translation probabilities in both directions,
seven features for the lexicalized distortion model,
a word and a phrase penalty and a target language
model (LM).

The system is based on the Moses SMT toolkit
(Koehn et al., 2007) and constructed as follows.
First, word alignments in both directions are cal-
culated. We used a multi-threaded version of the
GIZA++ tool (Gao and Vogel, 2008).! This speeds
up the process and corrects an error of GIZA++
that can appear with rare words.

Phrases and lexical reorderings are extracted
using the default settings of the Moses toolkit.
The parameters of Moses were tuned on news-
test2008, using the ‘new” MERT tool. We repeated
the training process three times, each with a differ-
ent seed value for the optimisation algorithm. In
this way we have an rough idea of the error intro-
duced by the tuning process.

4-gram back-off LMs were used. The word
list contains all the words of the bitext used to
train the translation model and all words that ap-
pear at least ten times in the monolingual corpora.
Words of the monolingual corpora containing spe-
cial characters or sequences of uppercase charac-
ters were not included in the word list. Separate
LMs were build on each data source with the SRI
LM toolkit (Stolcke, 2002) and then linearly in-
terpolated, optimizing the coefficients with an EM
procedure. The perplexities of these LMs were
103.4 for French and 149.2 for English.

4 Results and Discussion

The results of our SMT system for the French—
English and English—French tasks are summarized
in Tables 1 and 2, respectively. The MT metric
scores are the average of three optimisations per-
formed with different seeds (see Section 3). The

'The source is available at http://www.cs.cmu.
edu/~ging/
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numbers in parentheses are the standard deviation
of these three values. The standard deviation gives
a lower bound of the significance of the difference
between two systems. If the difference between
two average scores is less than the sum of the stan-
dard deviations, we can say that this difference is
not significant. The reverse is not true. Note that
most of the improvements shown in the tables are
small and not significant. However many of the
gains are cumulative and the sum of several small
gains makes a significant difference.

Phrase-table Pruning

We tried to prune the phrase-table as proposed by
Johnson et. al. (2007), and available in moses
(‘sigtest-filter’). We used the o — ¢ filter>. As
lines 3 and 4 of Table 1, and lines 3 and 4 of Ta-
ble 2 reveal, in addition to the reduction 43% of
the phrase-table, a small gain in BLEU score (0.15
and 0.11 respectively) was obtained with the prun-
ing.

Baseline French—-English System

The first section of Table 1 (lines 1 to 5) shows re-
sults of the development of the baseline SMT sys-
tem, used to generate automatic translations. Al-
though being out-of-domain data, the introduction
of the UN corpus yields an improvement of one
BLEU point with respect to Eparl+NC. Adding the
109 corpus, we gain 0.7 BLEU point more. Ac-
tually, we obtained the same score with the 10
added directly to Eparl+NC (line 5). However, we
choose to include the UN corpus to generate trans-
lations to have a larger vocabulary. The system
highlighted in bold (line 4) is the one we choose
to generate our English translations.

Although no French translations were gener-
ated, we did similar experiments in the English—
French direction (lines 1 to 4 of Table 2). In this
direction, the 10{ corpus is still more valuable than
the UN corpus when added to Eparl+NC, but with
less difference in terms of BLEU score. In this di-

The p-value of two-by-two contingency tables (describ-
ing the degree of association between a source and a target
phrase) is calculated with Fisher exact test. This probability
is interpreted as the probability of observing by chance an as-
sociation that is at least as strong as the given one, and hence
as its significance. An important special case of a table oc-
curs when a phrase pair occurs exactly once in the corpus,
and each of the component phrases occurs exactly once in its
side of the parallel corpus (1-1-1 phrase pairs). In this case
the negative log of the p-value is &« = log N (N is number of
sentence pairs in the corpus). a — € is the largest threshold
that results in all of the 1-1-1 phrase pairs being included.



rection, we obtain a gain by adding the UN corpus
to Eparl+NC+107.

Filtering the 10° Corpus

Lines 5 to 7 of Table 1 show the impact of filtering
the 10° corpus. The system trained on the full 10°
corpus added to Eparl+NC achieves a BLEU score
of 26.83. Substituting the full 109 corpus by 107 (5
times smaller), i.e. using the first filtering settings,
we gain 0.13 BLEU point. Using 103 instead of
10, we gain another 0.16 BLEU point, that is 0.3
in total. With respect to not using the 109 data at
all (as we did last year), we gain 0.8 BLEU point.

Impact of the Additional Bitexts

With the baseline French—-English SMT system
(see above), we translated the French News cor-
pus to generated an additional bitext (News). We
also translated some parts of the French LDC Gi-
gaword corpus, to serve as queries to our IR sys-
tem (see section 2.2). The resulting additional bi-
text is referred to as IR. Lines 8 to 13 of Table 1
and lines 6 to 12 of Table 2 summarize the system
development including the additional bitexts.

With the News additional bitext added to
Eparl+NC, we obtain a system of similar perfor-
mance as the baseline system used to generate
the automatic translations, but with less than 30%
of the data. This holds in both translation direc-
tions. Adding the News corpus to a larger corpus,
such as Eparl+NC+10?, has less impact but still
yields some improvement: 0.15 BLEU point in
French—English and 0.3 in English-French. Thus,
the News bitext translated from French to English
may have more impact when translating from En-
glish to French than in the opposite direction. Note
that the number of additional phrase-table entries
per additional running word is twice as high for
the News bitext than for the other corpora. For
example, with respect to Eparl+NC+UN+10{ (Ta-
ble 2), Eparl+NC+UN+107+News has 56M more
words and 116M more entries in the phrase-table,
thus the ratio is more than 2. For all other cor-
pora, the ratio is equal to 1 or less. This is un-
expected, particularly in this case where the News
bitext has no new English vocabulary with respect
to the Eparl+NC+UN+10{ corpus, from which its
English side was generated.

With the IR additional bitext added to
Eparl+NC, we obtain a system of similar perfor-
mance as the system trained on Eparl+NC+UN,
while the IR bitext is 10 times smaller than the
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UN corpus. Added to Eparl+NC+10{+News, the
IR bitext allows gains of 0.13 and 0.2 BLEU point
respectively in the French—-English and English—
French directions.

Comparing the  systems trained on
Eparl+NC+10] or Eparl+NC+103 to the sys-
tems trained on the same corpora plus News+IR,
we can estimate the cumulative impact of the
additional bitexts. The gain is around 0.3 BLEU
point for French—English and around 0.5 BLEU
point for English—French.

Final System

In both translation directions our best system was
the one trained on Eparl+NC+109+News+IR. We
further achieved small improvements (0.3 BLEU
point) by pruning the phrase-table (as above) and
by using a language model with no cut-off together
with increasing the beam size and/or the maxi-
mum number of translation table entries per input
phrase. Note that the English LM with cut-off had
a size of 6G, and the one with no cut-off had a
size of 29G. It was too much to fit in our 72G
machines so we pruned it with the SRILM prun-
ing tool down to a size of 19G. The French LM
with cut-off had a size of 2G and the one with
no cut-off had a size of 9G. These sizes corre-
spond to the binary format. Taking as example the
French—English direction, the running time went
from 8600 seconds for the system of line 14 (with
a threshold pruning coefficient of 0.4 and a LM
with cut-off) to 28200 seconds for the system sub-
mitted (with the LM without cut-off pruned by the
SRILM tool and a threshold pruning coefficient of
0.00001).

5 Conclusions and Further Work

We presented the development of our machine
translation system for the French—English and
English-French 2010 WMT shared task. Our sys-
tem was actually a standard phrase-based SMT
system based on the Moses decoder. Its original-
ity mostly lied in the choice and extraction of the
training data used.

We decided to use a part of the 10° French—
English corpus. We found this resource useful,
even without filtering. We nevertheless gained 0.3
BLEU point by selecting sentences based on an
IBM Model 1 filter and a language model filter.

We pruned the phrase table with the ‘sigtest-
filter’ distributed in Moses, yielding improve-



Bitext #Fr Words  P-table Mem news-test2008 newstest2009
M) size (M) (G) BLEU BLEU
1 Eparl+NC 52 66 19.3 22.80(0.03) 25.31(0.2)
2 Eparl+NC+UN 275 250 22.8 23.38(0.1) 26.30 (0.2)
3 Eparl+NC+UN+10 406 376  25.1 23.81(0.05) 27.0(0.2)
4  Eparl+NC+UN+10? pruned 406 215 214 23.96 (0.1) 27.15 (0.18)
5 Eparl+NC+10? 183 198  22.1 23.83(0.07) 26.96 (0.04)
6 Eparl+NC+109 320 319 241 2395(0.03) 27.12(0.1)
7  Eparl+NC+10° 733 580 29.5 23.65(0.09) 26.83(0.2)
8 Eparl+NC+News 111 188 19.5 23.46(0.1) 26.95 (0.2)
9  Eparl+NC+107+News 242 317 22,5 23.77(0.04) 27.11(0.04)
10 Eparl+NC+IR 68 78 19.5 2297 (0.03) 26.20(0.1)
11 Eparl+NC+News+IR 127 198  20.1 23.62(0.01) 27.04 (0.06)
12 Eparl+NC+10{+News+IR 258 327 22.8 23.75(0.05) 27.24 (0.05)
13 Eparl+NC+109+News+IR 395 441 244 23.87(0.03) 27.43(0.08)
14 Eparl+NC+103+News+IR pruned 395 285 625 24.04 27.72

(+larger beam, +no-cutoff LM)

Table 1: French—English results: number of French words (in million), number of entries in the phrase-
table (in million), memory needed during decoding (in gigabytes) and BLEU scores in the development
(news-test2008) and internal test (newstest2009) sets for the different systems developped. The BLEU
scores and the number in parentheses are the average and standard deviation over 3 values (see Section 3.)

ments of 0.1 to 0.2 BLEU point for a 43% reduc-
tion of the phrase-table size.

We used additional bitexts extracted automati-
cally from the available monolingual corpora. The
first type of additional bitext is generated with au-
tomatic translations of the monolingual data with
a baseline SMT system. The second one is ex-
tracted from comparable corpora, with Informa-
tion Retrieval techniques. With the additional bi-
texts we gained 0.3 and 0.5 BLEU point for the
French—English and English-French systems, re-
spectively.

Next year we want to perform an improved se-
lection of parallel training data with re-sampling
techniques. We also want to use a continuous
space language model (Schwenk, 2007) in an n-
best list rescoring step after decoding. Finally, we
plan to train different types of systems (such as
a hierarchical SMT system and a Statistical Post-
Editing system) and combine their outputs with
the MANY open source system combination soft-
ware (Barrault, 2010).
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Abstract

NRC’s Portage system participated in the Eng-
lish-French (E-F) and French-English (F-E)
translation tasks of the ACL WMT 2010 eval-
vation. The most notable improvement over
earlier versions of Portage is an efficient im-
plementation of lattice MERT. While Portage
has typically performed well in Chinese to
English MT evaluations, most recently in the
NISTO09 evaluation, our participation in WMT
2010 revealed some interesting differences be-
tween Chinese-English and E-F/F-E transla-
tion, and alerted us to certain weak spots in
our system. Most of this paper discusses the
problems we found in our system and ways of
fixing them. We learned several lessons that
we think will be of general interest.

1 Introduction

Portage, the statistical machine translation sys-
tem of the National Research Council of Canada
(NROQ), is a two-pass phrase-based system. The
translation tasks to which it is most often applied
are Chinese to English, English to French (hen-
ceforth “E-F”), and French to English (hence-
forth “F-E”): in recent years we worked on Chi-
nese-English translation for the GALE project
and for NIST evaluations, and English and
French are Canada’s two official languages. In
WMT 2010, Portage scored 28.5 BLEU (un-
cased) for F-E, but only 27.0 BLEU (uncased)
for E-F. For both language pairs, Portage tru-
ecasing caused a loss of 1.4 BLEU; other WMT
systems typically lost around 1.0 BLEU after
truecasing. In Canada, about 80% of translations
between English and French are from English to
French, so we would have preferred better results
for that direction. This paper first describes the

version of Portage that participated in WMT
2010. It then analyzes problems with the system
and describes the solutions we found for some of
them.

2 Portage system description

2.1 Core engine and training data

The NRC system uses a standard two-pass
phrase-based approach. Major features in the
first-pass loglinear model include phrase tables
derived from symmetrized IBM2 alignments and
symmetrized HMM alignments, a distance-based
distortion model, a lexicalized distortion model,
and language models (LMs) that can be either
static or else dynamic mixtures. Each phrase ta-
ble used was a merged one, created by separately
training an IBM2-based and an HMM-based
joint count table on the same data and then add-
ing the counts. Each includes relative frequency
estimates and lexical estimates (based on Zens
and Ney, 2004) of forward and backward condi-
tional probabilities. The lexicalized distortion
probabilities are also obtained by adding IBM2
and HMM counts. They involve 6 features (mo-
notone, swap and discontinuous features for fol-
lowing and preceding phrase) and are condi-
tioned on phrase pairs in a model similar to that
of Moses (Koehn et al., 2005); a MAP-based
backoff smoothing scheme is used to combat
data sparseness when estimating these probabili-
ties. Dynamic mixture LMs are linear mixtures
of ngram models trained on parallel sub-corpora
with weights set to minimize perplexity of the
current source text as described in (Foster and
Kuhn, 2007); henceforth, we’ll call them ‘“dy-
namic LMs”.

Decoding uses the cube-pruning algorithm of
(Huang and Chiang, 2007) with a 7-word distor-
tion limit. Contrary to the usual implementation
of distortion limits, we allow a new phrase to end
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more than 7 words past the first non-covered
word, as long as the new phrase starts within 7
words from the first non-covered word. Notwith-
standing the distortion limit, contiguous phrases
can always be swapped. Out-of-vocabulary
(OOV) source words are passed through un-
changed to the target. Loglinear weights are
tuned with Och's max-BLEU algorithm over lat-
tices (Macherey et al., 2008); more details about
lattice MERT are given in the next section. The
second pass rescores 1000-best lists produced by
the first pass, with additional features including
various LM and IBM-model probabilities; ngram,
length, and reordering posterior probabilities and
frequencies; and quote and parenthesis mismatch
indicators. To improve the quality of the maxima
found by MERT when using large sets of partial-
ly-overlapping rescoring features, we use greedy
feature selection, first expanding from a baseline
set, then pruning.

We restricted our training data to data that was
directly available through the workshop's web-
site; we didn’t use the LDC resources mentioned
on the website (e.g., French Gigaword, English
Gigaword). Below, “mono” refers to all mono-
lingual data (Europarl, news-commentary, and
shuffle); “mono” English is roughly three times
bigger than “mono” French (50.6 M lines in
“mono” English, 17.7 M lines in “mono” French).
“Domain” refers to all WMT parallel training
data except GigaFrEn (i.e., Europarl, news-
commentary, and UN).

2.2  Preprocessing and postprocessing

We used our own English and French pre- and
post-processing tools, rather than those available
from the WMT web site. For training, all English
and French text is tokenized with a language-
specific tokenizer and then mapped to lowercase.
Truecasing uses an HMM approach, with lexical
probabilities derived from “mono” and transition
probabilities from a 3-gram LM trained on tru-
ecase “mono”. A subsequent rule-based pass ca-
pitalizes sentence-initial words. A final detokeni-
zation step undoes the tokenization.

2.3 System configurations for WMT 2010

In the weeks preceding the evaluation, we tried
several ways of arranging the resources available
to us. We picked the configurations that gave the
highest BLEU scores on WMT2009 Newstest.
We found that tuning with lattice MERT rather
than N-best MERT allowed us to employ more
parameters and obtain better results.
E-F system components:

1. Phrase table trained on “domain’;

2. Phrase table trained on GigaFrEn;

3. Lexicalized distortion model trained on
“domain”;

4. Distance-based distortion model;

5. 5-gram French LM trained on “mono”;

6. 4-gram LM trained on French half of

GigaFrEn;

7. Dynamic LM composed of 4 LMs, each
trained on the French half of a parallel
corpus (5-gram LM trained on “domain”,
4-gram LM on GigaFrEn, 5-gram LM on
news-commentary and 5-gram LM on
UN).

The F-E system is a mirror image of the E-F sys-
tem.

3 Details of lattice MERT (LMERT)

Our system’s implementation of LMERT (Ma-
cherey et al., 2008) is the most notable recent
change in our system. As more and more features
are included in the loglinear model, especially if
they are correlated, N-best MERT (Och, 2003)
shows more and more instability, because of
convergence to local optima (Foster and Kuhn,
2009). We had been looking for methods that
promise more stability and better convergence.
LMERT seemed to fit the bill. It optimizes over
the complete lattice of candidate translations af-
ter a decoding run. This avoids some of the prob-
lems of N-best lists, which lack variety, leading
to poor local optima and the need for many de-
coder runs.

Though the algorithm is straightforward and is
highly parallelizable, attention must be paid to
space and time resource issues during implemen-
tation. Lattices output by our decoder were large
and needed to be shrunk dramatically for the al-
gorithm to function well. Fortunately, this could
be achieved via the finite state equivalence algo-
rithm for minimizing deterministic finite state
machines. The second helpful idea was to sepa-
rate out the features that were a function of the
phrase associated with an arc (e.g., translation
length and translation model probability fea-
tures). These features could then be stored in a
smaller phrase-feature table. Features associated
with language or distortion models could be han-
dled in a larger transition-feature table.

The above ideas, plus careful coding of data
structures, brought the memory footprint down
sufficiently to allow us to use complete lattices
from the decoder and optimize over the complete
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development set for NIST09 Chinese-English.
However, combining lattices between decoder
runs again resulted in excessive memory re-
quirements. We achieved acceptable perfor-
mance by searching only the lattice from the lat-
est decoder run; perhaps information from earlier
runs, though critical for convergence in N-best
MERT, isn’t as important for LMERT.

Until a reviewer suggested it, we had not
thought of pruning lattices to a specified graph
density as a solution for our memory problems.
This is referred to in a single sentence in (Ma-
cherey et al., 2008), which does not specify its
implementation or its impact on performance,
and is an option of OpenFst (we didn’t use
OpenFst). We will certainly experiment with lat-
tice pruning in future.

Powell's algorithm (PA), which is at the core
of MERT, has good convergence when features
are mostly independent and do not depart much
from a simple coordinate search; it can run into
problems when there are many correlated fea-
tures (as with multiple translation and language
models). Figure 1 shows the kind of case where
PA works well. The contours of the function be-
ing optimized are relatively smooth, facilitating
learning of new search directions from gradients.

Figure 2 shows a more difficult case: there is
a single optimum, but noise dominates and PA
has difficulty finding new directions. Search of-
ten iterates over the original co-ordinates, miss-
ing optima that are nearby but in directions not
discoverable from local gradients. Probes in ran-
dom directions can do better than iteration over
the same directions (this is similar to the method
proposed for N-best MERT by Cer et al., 2008).
Each 1-dimensional MERT optimization is exact,
so if our probe stabs a region with better scores,
it will be discovered. Figures 1 and 2 only hint
at the problem: in reality, 2-dimensional search
isn’t a problem. The difficulties occur as the di-
mension grows: in high dimensions, it is more
important to get good directions and they are
harder to find.

For WMT 2010, we crafted a compromise
with the best properties of PA, yet allowing for a
more aggressive search in more directions. We
start with PA. As long as PA is adding new di-
rection vectors, it is continued. When PA stops
adding new directions, random rotation (ortho-
gonal transformation) of the coordinates is per-
formed and PA is restarted in the new space. PA
almost always fails to introduce new directions
within the new coordinates, then fails again, so
another set of random coordinates is chosen. This

process repeats until convergence. In future
work, we will look at incorporating random res-
tarts into the algorithm as additional insurance
against premature convergence.

Our LMERT implementation has room for
improvement: it may still run into over-fitting
problems with many correlated features. Howev-
er, during preparation for the evaluation, we no-
ticed that LMERT converged better than N-best
MERT, allowing models with more features and
higher BLEU to be chosen.

After the WMT submission, we discovered
that our LMERT implementation had a bug; our
submission was tuned with this buggy LMERT.
Comparison between our E-F submission tuned
with N-best MERT and the same system tuned
with bug-fixed LMERT shows BLEU gains of
+1.5-3.5 for LMERT (on dev, WMT2009, and
WMT2010, with no rescoring). However, N-best
MERT performed very poorly in this particular
case; we usually obtain a gain due to LMERT of
+0.2-1.0 (e.g., for the submitted F-E system).

K ‘

Figure 1: Convergence for PA (Smooth Feature
Space)

f

f

f1

Figure 2: Convergence for PA with Random Rotation
(Rough Feature Space)
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4 Problems and Solutions

4.1 Fixing LMERT

Just after the evaluation, we noticed a discrepan-
cy for E-F between BLEU scores computed dur-
ing LMERT optimization and scores from the 1-
best list immediately after decoding. Our
LMERT code had a bug that garbled any ac-
cented word in the version of the French refer-
ence in memory; previous LMERT experiments
had English as target language, so the bug hadn’t
showed up. The bug didn’t affect characters in
the 7-bit ASCII set, such as English ones, only
accented characters. Words in candidate transla-
tions were not garbled, so correct translations
with accents received a lower BLEU score than
they should have. As Table 1 shows, this bug
cost us about 0.5 BLEU for WMT 2010 E-F after
rescoring (according to NRC’s internal version
of BLEU, which differs slightly from WMT’s
BLEU). Despite this bug, the system tuned with
buggy LMERT (and submitted) was still better
than the best system we obtained with N-best
MERT. The bug didn’t affect F-E scores.

Dev | WMT2009 | WMT2010
LMERT (bug) [25.26| 26.85 27.55
LMERT [25.43| 26.89 28.07
(no bug)

Table 1: LMERT bug fix (E-F BLEU after rescoring)

4.2 Fixing odd translations

After the evaluation, we carefully studied the
system outputs on the WMT 2010 test data, par-
ticularly for E-F. Apart from truecasing errors,
we noticed two kinds of bad behaviour: transla-
tions of proper names and apparent passthrough
of English words to the French side.

Examples of E-F translations of proper names
from our WMT 2010 submission (each from a
different sentence):

Mr. Onderka - M. Roman, Lukas Marvan = G.
Lukas, Janey = The, Janette Tozer - Janette,
Aysel Tugluk - joints tugluk, Tawa Hallae -
Ottawa, Oleson = production, Alcobendas = ;

When the LMERT bug was fixed, some but
not all of these bad translations were corrected
(e.g., 3 of the 8 examples above were corrected).

Our system passes OOV words through un-
changed. Thus, the names above aren’t OOVs,
but words that occur rarely in the training data,

and for which bad alignments have a dispropor-
tionate effect. We realized that when a source
word begins with a capital, that may be a signal
that it should be passed through. We thus de-
signed a passthrough feature function that applies
to all capitalized forms not at the start of a sen-
tence (and also to forms at the sentence start if
they’re capitalized elsewhere). Sequences of one
or more capitalized forms are grouped into a
phrase suggestion (e.g., Barack Obama - bar-
rack obama) which competes with phrase table
entries and is assigned a weight by MERT.

The passthrough feature function yields a tiny
improvement over the E-F system with the bug-
fixed LMERT on the dev corpus (WMT2008):
+0.06 BLEU (without rescoring). It yields a larg-
er improvement on our test corpus: +0.27 BLEU
(without rescoring). Furthermore, it corrects all
the examples from the WMT 2010 test shown
above (after the LMERT bug fix 5 of the 8 ex-
amples above still had problems, but when the
passthrough function is incorporated all of them
go away). Though the BLEU gain is small, we
are happy to have almost eradicated this type of
error, which human beings find very annoying.

The opposite type of error is apparent pass-
through. For instance, “we’re” appeared 12 times
in the WMT 2010 test data, and was translated 6
times into French as “we’re” - even though better
translations had higher forward probabilities. The
source of the problem is the backward probabili-
ty P(E="we’'re”’[F="we’re”), which is 1.0; the
backward probabilities for valid French transla-
tions of “we’re” are lower. Because of the high
probability P(E=“we’re”|F="we’re”’) within the
loglinear combination, the decoder often chooses
“we’re” as the French translation of “we’re”.

The (E=“we’re”, F="we’re”) pair in WMT
2010 phrase tables arose from two sentence pairs
where the “French” translation of an English sen-
tence is a copy of that English sentence. In both,
the original English sentence contains “we’re”.
Naturally, the English words on the “French”
side are word-aligned with their identical twins
on the English side. Generally, if the training
data has sentence pairs where the “French” sen-
tence contains words from the English sentence,
those words will get high backward probabilities
of being translated as themselves. This problem
may not show up as an apparent passthrough;
instead, it may cause MERT to lower the weight
of the backward probability component, thus
hurting performance.

We estimated English contamination of the
French side of the parallel training data by ma-
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nually inspecting a random sample of “French”
sentences containing common English function
words. Manual inspection is needed for accurate
estimation: a legitimate French sentence might
contain mostly English words if, e.g., it is short
and cites the title of an English work (this
wouldn’t count as contamination). The degree of
contamination is roughly 0.05% for Europarl,
0.5% for news-commentary, 0.5% for UN, and
1% for GigaFrEn (in these corpora the French is
also contaminated by other languages, particular-
ly German). Foreign contamination of English
for these corpora appears to be much less fre-
quent.

Contamination can take strange forms. We ex-
pected to see English sentences copied over in-
tact to the French side, and we did, but we did
not expect to see so many ‘“French” sentences
that interleaved short English word sequences
with short French word sequences, apparently
because text with an English and a French col-
umn had been copied by taking lines from alter-
nate columns. We found many of these inter-
leaved “French” sentences, and found some of
them in exactly this form on the Web (i.e., the
corruption didn’t occur during WMT data collec-
tion). The details may not matter: whenever the
“French” training sentence contains words from
its English twin, there can be serious damage via
backward probabilities.

To test this hypothesis, we filtered all parallel
and monolingual training data for the E-F system
with a language guessing tool called text_cat
(Cavnar and Trenkle, 1994). From parallel data,
we filtered out sentence pairs whose French side
had a high probability of not being French; from
LM training data, sentences with a high non-
French probability. We set the filtering level by
inspecting the guesser’s assessment of news-
commentary sentences, choosing a rather aggres-
sive level that eliminated 0.7% of news-
commentary sentence pairs. We used the same
level to filter Europarl (0.8% of sentence pairs
removed), UN (3.4%), GigaFrEn (4.7%), and
“mono” (4.3% of sentences).

Dev | WMT2009 | WMT2010
Baseline | 25.23 26.47 27.72
Filtered |25.45 26.66 27.98

Table 2: Data filtering (E-F BLEU, no rescoring)

Table 2 shows the results: a small but consis-
tent gain (about +0.2 BLEU without rescoring).
We have not yet confirmed the hypothesis that
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copies of source-language words in the paired
target sentence within training data can damage
system performance via backward probabilities.

4.3 Fixing problems with LM training

Post-evaluation, we realized that our arrange-
ment of the training data for the LMs for both
language directions was flawed. The grouping
together of disparate corpora in “mono” and
“domain” didn’t allow higher-quality, truly in-
domain corpora to be weighted more heavily
(e.g., the news corpora should have higher
weights than Europarl, but they are lumped to-
gether in “mono”). There are also potentially
harmful overlaps between LMs (e.g., GigaFrEn
is used both inside and outside the dynamic LM).

We trained a new set of French LMs for the E-
F system, which replaced all the French LMs
(#5-7) described in section 2.3 in the E-F system:

1. 5-gram LM trained on news-commentary
and shuffle;
2. Dynamic LM based on 4 5-gram LMs

trained on French side of parallel data
(LM trained on GigaFrEn, LM on UN,
LM on Europarl, and LM on news-
commentary).
We did not apply the passthrough function or
language filtering (section 4.2) to any of the
training data for any component (LMs, TMs, dis-
tortion models) of this system; we did use the
bug-fixed version of LMERT (section 4.1).

The experiments with these new French LMs
for the E-F system yielded a small decrease of
NRC BLEU on dev (-0.15) and small increases
on WMT Newstest 2009 and Newstest 2010
(+0.2 and +0.4 respectively without rescoring).
We didn’t do F-E experiments of this type.

4.4 Pooling improvements

The improvements above were (individual un-
cased E-F BLEU gains without rescoring in
brackets): LMERT bug fix (about +0.5); pass-
through feature function (+0.1-0.3); language
filtering for French (+0.2). There was also a
small gain on test data by rearranging E-F LM
training data, though the loss on “dev” su