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1 Topic Visualization

Nine topics (three low variability, three medium, and
three high) are shown for the CMU 2008 Political
Blogs corpus (Figure 1) and British Parliament cor-
pus (Figure 2).
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Figure 1: Visualization of variability within topics. Nine randomly selected topics from the CMU Political Blog
corpus with low (top row), medium (middle row) and high (bottom row) mutual information between words and doc-
uments. The y-axis shows term rank within the topic, with size proportional to log probability. The x-axis represents
divergence from the multinomial assumption for each word: terms that are uniformly distributed across documents
are towards the left, while more specialized terms are to the right. Triangles represent real values, circles represent 20
replications of this same plot from the posterior of the model. Size is proportional to log probability.
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Figure 2: Visualization of variability within topics. Nine randomly selected topics from the Parliament corpus with
low (top row), medium (middle row) and high (bottom row) mutual information between words and documents. The
y-axis shows term rank within the topic, with size proportional to log probability. The x-axis represents divergence
from the multinomial assumption for each word: terms that are uniformly distributed across documents are towards
the left, while more specialized terms are to the right. Triangles represent real values, circles represent 20 replications
of this same plot from the posterior of the model. Size is proportional to log probability.


