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Welcome Message from Conference Honorary Chair

On behalf of ILAS, a co-host of this conference with National Chengchi
University, | would like to welcome you all to the 27th Pacific Asia Conference on
Language, Information and Computation (PACLIC27).

The PACLIC conference has a long history,dating back to 1982 where the first
conference of this series was organized with the original name “Korea-Japan Joint
Conference on Formal Linguistics”. It was the consensus of the organizer of the 1994
Joint Conference of the Asian Conference on Language, Information and
Computation (ACLIC) and the Pacific Asia Conference on Formal and Computational
Linguistics (PACFoCol) that the two conferences would continue to be held jointly in
the future as the Pacific Asia Conference on Language, Information and Computation,
with the 1995 conference being numbered the 10th. Over the years the conference
series has developed into one of the leading conferences in the Pacific-Asia region.
Like the previous PACLIC conferences, PACLIC27 has received 123 submissions
(workshop and main conference included) in the fields of theoretical and
computational linguistics, and participants coming from 27 countries.

The long tradition of the conference has been the keynote and invited speakers,
and this year is no exception. The 5 eminent scholars who kindly agreed to deliver
keynote speeches for this year are Professor Alec Marantz (New York University,
USA), Professor Junichi Tsujii (Microsoft Research Asia, Beijing), Professor
Wen-Lian Hsu (Academia Sinica, Taiwan), Professor Yukio Tono (Tokyo University
of Foreign Studies, Japan),and Professor Stefan Th. Gries (University of California,
Santa Barbara, USA). Furthermore the 3 distinguished scholars for the invited talks
are Professor Chengqging Zong (Chinese Academy of Sciences, China), Professor
KingkarnThepkanjana (Chulalongkorn University, Thailand) and Professor Aesun
Yoon (Pusan National University, Korea). | have no doubt that in the three days there
will be many opportunities for you to explore the intellectual fascination of theoretical
and computational linguistics with these internationally renowned scholars and the
other participants as well. It is my sincere hope that some of these interactions will
lead to possible collaborations in the future or ring a bell in your memory in the years
to come.

Thank you!

Chiu-yu Tseng (Conference Honorary Chair)
Director, Institute of Linguistics, Academia Sinica



Welcome Message

The 27th Pacific Asia Conference on Language, Information, and Computation
(PACLIC 27) is being held at National Chengchi University in Taipei, Taiwan from
21-24 November 2013. PACLIC is hosted annually by different academic institutions
in the Asia-Pacific region. It has been nine years since the conference was first held in
Taiwan, when PACLIC 19 was hosted by the Academia Sinica in 2005, and we are
truly honored that National Chengchi University has the opportunity to take up the
task this time.

For the past years, PACLIC has provided platforms for scholars to share new
ideas about language, information, and computation, and, as such, has developed into
one of leading conferences on the synergy of language studies and computational
analysis. PACLIC 27 in Taiwan aims to carry on the mission of providing a great
opportunity for linguists and computer scientists to gain stimulation from the
exchange of the most up-to-date knowledge. A pre-conference workshop on
Computer-Assisted Language Learning that represents an exemplary synergy of
language, information, and computation is organized to address the study of
computers and information technology in language teaching and learning. The theme
is ‘Corpora and Language Learning’. Together with the main conference, PACLIC 27
provides the best access to the current trends in both linguistics and computational
linguistics among the international research community, and most importantly, allows
for the generation of synergies among research approaches and findings.

We received paper submissions representing enormous diversity, with authors
from 27 countries or regions, namely, Canada, China, the Czech Republic, Denmark,
France, Germany, Hong Kong, India, Iran, Ireland, Japan, Korea, Libya, Macao,
Malaysia, Morocco, the Netherlands, the Philippines, Portugal, Singapore,
Switzerland, Taiwan, Thailand, Turkey, the United Kingdom, the United States, and
Vietnam. All submissions were rigorously reviewed by three reviewers to ensure the
quality of all of the accepted papers. Of the 114 submissions, 39 papers (34%) were
accepted for oral presentations, and another 17 papers (15%) for poster presentations.
The research topics this year include grammar and syntax, language generation,
discourse and pragmatics, lexical knowledge learning, speech perception, language
learning, language acquisition, corpus compilation and analysis, machine translation,
phonetics, lexical semantics, morphology and syntax, and sentiment analysis. The
turnout reflects a diverse, inspiring and high-quality collection of research.
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The key to the guarantee of high-quality results lies in the tremendous efforts and
professional contributions of the program committee members from 18 countries, to
whom we must extend our greatest gratitude, and the conference is enriched by the
resulting combination of keynote speeches, invited talks and oral and poster
presentations. The five keynote speeches for the main conference are given by
internationally well-known scholars—Professor Alec Marantz from New York
University, Professor Wen-Lian Hsu from Academia Sinica, Professor Yukio Tono
from the Tokyo University of Foreign Studies, Professor Stefan Th. Gries from the
University of California, Santa Barbara, and Professor Junichi Tsujii from Microsoft
Research Asia in Beijing. The three invited talks are given by Professor Chengging
Zong from the Chinese Academy of Sciences, Professor Aesun Yoon from Pusan
National University, and Professor Kingkarn Thepkanjana from Chulalongkorn
University. Professor Yukio Tono and Professor Jason S. Chang from National Tsing
Hua Univeristy present their keynote speeches in the workshop. The chance to hear
first hand of their respective expertise definitely provides us with inspiring insights
for research. On behalf of the organizing committee, we express our wholehearted
appreciation to them. We would also like to thank the steering committee for their
supervision, to Professor Zhao-Ming Gao from National Taiwan University and
Professor Jyi-Shane Liu from National Chengchi University for organizing the
workshop, to Professor Siaw-Fong Chung from National Chengchi University,
Professor Jing-Shin Chang from National Chi Nan University and Liang-Chih Yu
from Yuan Ze University for their efforts of compiling the proceedings, and to the
local staff members at National Chengchi University for their exceptional dedication
and coordination in their work.

Finally, we hope that you will enjoy the conference, and take advantage of this
special occasion to renew contacts, and exchange ideas and the results of the latest
developments. More importantly, you cannot miss the chance to explore and discover
the beauty of Formosa, and to experience the great hospitality of this island.

Conference Chair and Co-Chair:
Huei-ling Lai and Kawai Chui (National Chengchi University)
Program Committee Chairs:

Chao-Lin Liu (National Chengchi University)
Shu-Chuan Tseng (Academia Sinica)
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Words and Rules Revisited: Reassessing the Role of Construction
and Memory in Language

Alec Marantz

New York University, USA
marantz@nyu.edu

Abstract

Pinker’s influential presentation of the distinction between the combinatoric units of
language (the “words”) and the mechanisms that organize the units into linguistic
constituents (the “rules™) rested on a strong, but ultimately incorrect, theory about the
connection between a speaker’s internalized grammar and his/her use of
language: that what is linguistically complex, and thus constructed by the grammar,
is not memorized; thus experience with complex constituents (as measured in corpus
frequency, for example) would have no effect on processing such complex
constituents. | argue that recent results within linguistics and within psycho- and
neuro-linguistics show instead that memory and frequency effects are irrelevant to the
linguistic analysis of language but always influence processing, across simple and
complex constituents. Phrases and words can be shown always to decompose down
to the level of morphemes both in representations and in processing, and, contrary to
Pinker’s claim, the “memorized” status of a complex structure holds no import for its
linguistic analysis. On the other hand, speakers’ experience with language is always
reflected in their use of language, so frequency effects are always relevant to
processing, even for completely regular combinations of words and morphemes. |
will present neurolinguistic evidence for full decomposition of irregular forms (such
as English irregular verbs), as well as evidence for frequency effects for regular
combinations of morphemes and words.
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A Principle-Based Approach for Natural Language Processing:
Eliminating the Shortcomings of Rule-Based Systems with Statistics

Wen-Lian Hsu
Institute of Information Science, Academia Sinica
hsu@iis.sinica.edu.tw

Abstract

In natural language processing, an important task is to recognize various linguistic
expressions. Many such expressions can be represented as rules or templates. These
templates are matched by computer to identify those linguistic objects in text.
However, in real world, there always seem to be many exceptions or variations not
covered by rules or templates. A typical approach to cope with this situation is either
to produce more templates or to relax the constraints of the templates (e.g., by
inserting options or wild cards). But the former could create many similar
case-by-case templates with no end in sight; and the latter could lead to lots of false
positives, namely, matched but undesired linguistic expressions. Thus, the flexibility
of rule matching has troubled the natural language processing (NLP) as well as the
artificial intelligence (Al) community for years so as to make people believe that
rule-based approach is not suitable for NLP or Al in general. On the other hand,
fine-grained linguistic knowledge cannot be easily captured by current machine
learning models, which resulted in mediocre recognition accuracy. Therefore, how to
make the best out of rule-based and statistical approaches has been a very challenging
task in natural language processing.

This paper describes a partial matching scheme that enables a single template to
match a lot of semantically similar expressions with high accuracy, which we refer to
as the Principle-Based Approach (PBA).

In PBA, we use a collection of frames to represent linguistic concepts or rules.
Each frame is a collection of slots (also called components) with relations specified
among them. A slot can be a word, phrase, semantic category, or another frame
concept. One can specify position relations, collocation relations, and agreement
relations and others among its slots. Unlike normal templates that involve mostly
left-right relations among its components in a sentence, relations within frames can be
multi-dimensional. For example, one slot could be a variable indicating the topic
which other slots belong to.

To illustrate our partial matching scheme, consider a simple frame concept
involving 5 components such that their relations in a sentence are arranged as 1, 2, 3,
4, 5 from left to right. Suppose in a sentence we can identify components 2, 3, and 5
in that order. So 1 and 4 are missing (deletion), and there maybe words inserting
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between 2 and 3 (insertion), and also between 3 and 5. Furthermore, a match for slot 5
could be on word-sense rather than on the word themselves (substitution). Our partial
matching scheme allows for insertion, deletion and substitution. An insertion is given
a positive score if it tends to collocate with its left or right matched components in
general (otherwise, negative). A deletion can be harmless if slots 2, 3, and 5 contain a
key combination for the frame. Note that many such key combinations can be
pre-specified as indices of the frame. Collocation and bigram statistics can be
incorporated in such score estimation. A substitution is given a lower score depending
on their closeness in a semantic tree. After all these scores are determined, we can use
an alignment algorithm to measure the fitness score and to decide how well the frame
matches with the sentence.

PBA is inspired by the fact that when one studies a foreign language, he or she is
usually presented with a collection of rules. These rules and their possible extensions
and variations are practiced over and over again in real life to be mastered by the
learner. PBA is flexible in that, it tends to relieve the burden of having to match with
something “exactly” as specified and fine-grained linguistic knowledge can be more
easily adopted to help estimate the scores of insertion, deletion and substitution in a
PBA frame match.

We believe PBA can model more linguistic phenomena than current machine
learning models, and is more suitable for NLP and Al in general. More details and
examples of PBA will be covered in the talk.
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Extracting “Criterial Features” for the CEFR Levels
Using Corpora of EFL Learners’ Written Essays
Yukio Tono

Tokyo University of Foreign Studies
y.tono@tufs.ac. jp

Abstract

In this talk, 1 will report on the on-going project on systematic extraction of criterial
features from multiple source corpora based on the Common European Framework of
Reference for Languages (CEFR). First, a brief description of the CEFR itself, the
project and the design of several different corpora newly compiled for the project will
be given, followed by methodological issues regarding how to extract criterial
features from CEFR-based corpora using machine learning techniques.
The CEFR-J and Reference Level Descriptions

The project aims to support the implementation of the CEFR-J, an adaptation of
the CEFR into English language teaching in Japan (Tono & Negishi 2012). After the
release of Version 1 of the CEFR-J in March, 2012, we launched a new
government-funded project called the “CEFR-J Reference Level Description (CEFR-J
RLD)” Project. RLD is a term used for the CEFR to prepare an inventory of language
(lexis and grammar) for each individual language for the purpose of level
specification.

Table 1 shows the list of corpora to be used for the project:

Type of Corpora  |Name Features
Input corpus ELT materials corpus (to be ELT course books
completed) Major textbooks that claim to be
CEFR-based
Interaction corpus |Classroom observation data 30 hours secondary school ELT
classes
Output corpus JEFLL Corpus (0.7 million) Written, secondary school, CEFR
level
NICT JLE Corpus Spoken, interview test scripts,
(2 million) 1,280 participants, CEFR level
ICCI Written, primary & secondary
(0.6 million) school, 9000 samples, CEFR level
GTECTS Corpus Written, exam scripts, 30,000
(to be comleted) samples, CEFR level
MEXT Corpus S/W 2000 students randomly
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MEXT Corpus S/W 2000 students randomly
(S: 8,000 words) selected from all over Japan
(W:3,0000 words)

Tablel: Corpora used for the project

Three types of corpora have been either newly compiled or re-organised: input,
interaction, and output corpora. For input corpora, major ELT publishers’
CEFR-based course materials have been scanned and processed by OCR. For output
corpora, major learner corpora for Japanese EFL learners, the JEFLL Corpus and the
NICT JLE Corpus, have been selected, but for our project, the essays originally
classified according to the school grades or oral proficiency test

scores, have been re-classified according to the estimated CEFR levels assigned by
trained raters based on their holistic scorings. Two additional corpora have been made
available. One is an exam-based corpus called the GTEC for STUDENTS Writing
Corpus, provided by the Benesse Corporation. It consists of more than 30,000
students essay data with approximately 5,000 samples aligned with correction data.
The other is the data collected by Ministry of Education (MEXT), in which more than
2,000 students were randomly selected from all over Japan. They were given written
and oral proficiency exams in English. This data shows the average performance of
EFL learners in Japan, after the three year instructions in secondary school.

Finally, a corpus of classroom interaction between teachers and students has been
added to the resource. This is an on-going project and the size is relatively small, but |
hope that it will shed light on the understanding of what is happening in the
classroom.

Our aim is to identify criterial features by looking at input and output corpora
across CEFR levels. The language presented in the input corpora may not be produced
in the output corpora. By examining both input and output, descriptions of criterial
features will become more systematic. The interaction corpus also helps better
understand the learning/acquisition process in the classroom. Input from textbooks as
well as input and interactions in the actual classroom will play an important role in
learning a target language. The major goal is to find out criterial features for the levels
specified in the CEFR-J and complete the inventory of grammar and vocabulary for
teaching and assessment, with a special reference to teaching and learning contexts in
Japan.

In the past few years, various linguistic criteria have been proposed as “criterial”,
but they need to be validated against a particular learner group like Japanese EFL
learners because the data used in Europe are very different from our learner group.
Also each proposed criterial feature should be evaluated and weighed in terms of
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usefulness as CEFR-level “classifiers”. Then a bundle of criterial features have to be
tested and validated to find out which combinations of criterial features work best to
predict the CEFR-levels. In a way, for assessment purposes, it is sufficient to identify
the most salient criterial feature that can distinguish all the levels clearly. For teaching
purposes, however, all the learning items need to be somehow evaluated against their
‘criteriality.’

There are various ways of extracting criterial features from the data. Machine
learning techniques such as random forest seem to be very promising for this purpose.
For instance, random forest is very useful in that it gives estimates of what variables
are important in the classification. Table 2 shows the results of variable importance
measure by Gini impurity criterion. Basically, the higher the score is, the more
important the variable is. By using this kind of information, one can profile which
linguistic feature will be most effective in classifying texts into CEFR levels. The
major aim of the project is to decide on which machine learning algorithms to take,
and evaluate a range of criterial features for its effectiveness as assessment and
teaching points.

Linguistic features MeanDecreaseGini
Total n. of words 440.3
Total n. of sentences  [134.8
N. of VPs 277.2
N. of clauses 182.4
N. of T-units 121.3
N. of dependent clauses|102.6
N. of complex T-units |114.6
N. of complex nominals|210.2

Table2: Variable importance measured by
Mean Decrease of Gini

In this paper, I will report on the performance of different machine learning
techniques, including random forest, support vector machine, decision tree (C4.5),
and naive Bayes over CEFR-level classified texts and compare which programs
produce the best result and useful additional information to evaluate the importance of
criterial features.
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It’s about Time: More and More Sophisticated Statistical Methods in
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Abstract

By its very nature, corpus linguistics is a discipline not just concerned with, but
ultimately based on, the distributions and frequencies of linguistic forms in and across
corpora. This undisputed fact notwithstanding, for many years, corpus linguistics has
been dominated by work that was limited in both computational and statistical ways.
As for the former, a lot of work is based on a small number of ready-made proprietary
software packages that provide some major functions but can of course not provide
the functionality that, for instance, programming languages provide. As for the latter,
a lot of work is very unstatistical in nature by relying on little more than observed
frequencies or percentages/conditional probabilities of linguistic elements.

However, over the last 10 years or so, this picture has changed and corpus
linguistics has evolved considerably to a state where more diverse descriptive
statistics and association measures as well as multifactorial regression modeling, other
statistical classification techniques, and multivariate exploratory statistics have
become quite common. In this talk, | will survey a variety of recent studies that
showcase this new-developed methodological variety in both synchronic and
diachronic corpus linguistics; examples will include applications of generalized linear
(mixed-effects) models, different types of cluster-analytic algorithms, principal
components analysis and other dimension-reduction tools, and others.
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Linking Text with Data and Knowledge Bases
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Abstract

In the last two decades, we have witnessed the rapid development of techniques in
statistical modeling of language, which exploit large collections of text to reveal
statistical regularities in language uses. However, the statistics-based approach to
language,which tends to ignore or deemphasize structural issues of language, has
shown its own limitations. The approach in its strictest form, for example, fails to
treat the systematic mapping between syntax and semantics of language (i.e. the
compositional aspect of meaning).An increasing number of researchers have become
interested in combining linguistic theories, which treat the compositional aspect of
meaning, with statistical modeling of language.

On the other hand, the community of knowledge-mining and semantic search has
constructed large knowledge bases such as Freebase, Yago and Wikipedia. Although
these knowledge-bases have been constructed independently of the interests in the
NLP research community, they provide essential resources for research on Natural
Language Understanding, which aims to develop a system which understands
language as human being does. The first step of such an understanding system is to
relate surface forms of language with corresponding units in knowledge-bases. Once
text is mapped to representation in the knowledge domain, one can perform inferences
of various sorts by combining it with knowledge in the knowledge base. Inferences,
which combine information embedded within text with human knowledge which is
external to text, are deemed essential in text understanding.

The two streams of research in the above seem to be tackling the same problem
of how surface expressions in text can be linked with extra-linguistic representation in
the knowledge domain, and what roles the structure of language plays in such a
linking process.

With this broad perspective in mind, I will address the following research topics
which I have been involved in:

(1) Parsing and Semantics: While the performance of a syntactic parser has been
improved substantially of late, it still fails to treat semantically crucial
constructions. In order to resolve the difficulties which remain in parsing, we have
to treat semantics of language more systematically than the current state of the arts
parsers do. | would argue that we cannot resolve the difficulties without referring
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to proper theories of syntax.

(2) Entity linking: Disambiguation in entity-linking has been carried out by using
characteristics specific to individual entities. However, in order to treat long-tail
problems in entity-linking, not only properties of individual entities but also
classes of entities and their properties in knowledge bases have to be exploited.
The results of our recent experiments will be presented, in order to illustrate how
structures in knowledge bases can be used for interpretation of expressions in
language.

(3) Relation linking: The same relation in the knowledge domain can be expressed by
diverse surface expressions in language. To gather surface relation expressions for
a given set of relations in the knowledge domain is a crucial step of linking text
with knowledge. Some of our recent studies in relation extraction will be
presented as the next step of linking text with knowledge bases.

(4) Paraphrasing and structures of sentences: While semantics of words have been
studied extensively both in distributional semantics and traditional linguistics (e.g.
synonyms, antonyms, etc.), semantics of larger units such as phrases and clauses
have not been studied with similar degrees of details. Paraphrase recognition by
structure alignment will provide a framework to capture semantics of larger units
in language than words. We discuss how structures of sentences together with
inferences based on meaning can give fine grained explanation of paraphrases,
and how such research will contribute to the task of linking text with knowledge.

10
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Mining Language Learners’ Production Data for Understanding
of L2 Learning Systems
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Abstract

In this workshop, | will share my experience in the field of learner corpus research
(LCR). First I will define learner corpora in terms of its design criteria. Second, | will
show how L2 learners’ production data as corpora can be exploited to find linguistic
features that characterize the progress in L2 learning systems. Third, such transitional
competence should be explained by various internal and external factors such as
cognitive, affective, and instructional effects. I would like to discuss with the
participants how to model L2 learning systems by showing various examples of
features marking different stages of learning in English as a foreign language.

11
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Introducing Linggle: From Concordance to Linguistic Search Engine
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Abstract

We introduce a Web-scale linguistics search engine, Linggle, that retrieves lexical
bundles in response to a given query. Unlike a typical concordance, Linggle accepts
queries with keywords, wildcard, wild part of speech (PoS), synonymous words, and
additional regular expression (RE) operators, and returns bundles with frequency
counts. In our approach, we argument Google Web 1T corpus with inverted file
indexing, PoS information from BNC, and semantic indexing based on Latent Dirichlet
Allocation. The method involves parsing the query to transforming the query to several
keyword retrieval commands, retrieving word chunks with counts, filtering the chunks
again the query as a RE, and finally displaying the results according the count,
similarity, and topic. Clusters of synonymous or conceptually related words are also
provided. In addition, Linggle provide example sentences from The New York Times
on demand. The current implementation of Linggle is the most comprehensive
functionally, and is in principle language and dataset independent. We plan to extend
Linggle to provide a fast and convenient access to a wealth of linguistic information
embodied in Web scale datasets including Google Web 1T and Google Books Ngram
for many major languages in the World.

For non-native speakers, doubts concerning the usage of a preposition, the
mandatory presence of a determiner, the correctness of the association of a verb with an
object or the need for synonyms of a term in a given context are problems that arise
frequently when writing in English. Printed collocation dictionaries and reference tools
based on compiled corpora offer limited coverage of word usage while knowledge of
collocations is vital for the competent use of a language. We propose to address these
limitations with a comprehensive system that truly aims at letting learners “know a
word by the company it keeps”. Linggle (linggle.com) is a broad coverage language
reference tool for English as Second Language learners (ESL). The system is designed
to access words in context under various forms.

First, we build inverted file index for the Google Web 1T Ngram to support
queries with RE-like patterns including PoS and synonym matches. For example, for
the query “$V $D +important role”, Linggle retrieve 4-gram chunks that start with a

12
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verb and a determiner followed by a important synonym and the keyword role (e. g.,
play a key part 15,900). A natural language interface is also available for users that
would be less familiar to pattern based search. For example the question “How can |
describe a beach?”” would retrieve two word chunks with count such as “sandy beach
413,300” and “rocky beach 16,800”. The n-gram search implementation is achieved
through filtering, re-indexing, and populating Web 1T ngram in a HBase database and
augmenting them with the most frequent PoS for words (without disambiguation)
derived from the British National Corpus.

The n-grams resulting from the queries can then be linked to examples extracted
from the New York Times Corpus in order to provide full sentential context for more
effective learning. In some situations, users might need to search for words in a specific
syntactic relation (i. e., collocates). Let’s consider the example “absorb $N” that
queries all the objects of the verb absorb. In this case, grouping the words that belong to
similar domains together offers a better overview of the usage of the verb than a list of
objects ordered by frequency. For example the verb absorb takes clusters of objects
related to the topic liquid/energy, but also to the topics money, knowledge or
population.

. 2
linggle10 | cowoesn o a

This tendency of predicates to prefer certain classes is defined by Wilks (1978) as
selectional preference and widely reported in the literature. Linggle proposes preferred
clusters of synonymous query arguments of adjectives, nouns and verbs. The clustering
is achieved by building on Lin and Pantel (2002)’s large-scale repository of
dependencies and word similarity scores and on an existing method for selectional
preference induction with a Latent Dirichlet Allocation (LDA) model.

13
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Abstract

As we have well known that it is always a basic requirement for statistical machine
translation (SMT) to maintain semantic equivalence between a source sentence and its
translation. However, nearly all of the existing translation models do not deal with the
semantic structure between two languages at all. In this talk, | will present a novel
translation method based on semantically-motivated framework, using
predicate-argument structure (PAS). Generally, PAS depicts the semantic relation
between a predicate and its associated arguments, and it always indicates the semantic
frame and skeleton structure of a sentence. Thus, we believe the PAS would be much
beneficial for machine translation in grasping the semantics of sentences. Furthermore,
after analysis of the weakness of PAS representation during translation, | will propose
a concept of syntax-complemented PAS (SC-PAS). It effectively overcomes the
drawback of the prevalent gaps in PAS and provides more useful knowledge for SMT.

We also call the semantically-motivated framework as
Analysis-Transformation-Translation (ATT) framework, which is just based on the
PAS and SC-PAS. As the following figure shows, this framework divides the whole
translation process into three steps: (1) Analysis: to analyze the source sentences and
obtain their PASs (or SC-PASs) automatically; (2) Transformation: to convert the
source-side PASs (or SC-PASS) to target side by predicate-aware transformation rules;
(3) Translation: this step is further divided into two parts: (a)element translation is to
translate each element of PAS (or SC-PAS); (b)translation by global reordering is to
combine the resulting translation candidates to translate the entire structure. By taking
advantage of PAS (or SC-PAS), the ATT framework can well keep the semantic
structure consistency of the source language and the target language and consequently
show the great potential to improve translation quality.
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ji:a 151 2l bt X 578 KR Pt YA P
ﬂ (1) Analysis
1 I el K X EEE/I NPAN Pt YA P
[ A0 1. [AM-ADV]. [ A2 ls [Pred]ls [ Al Is
Source-side PAS(HZ i)
(3a) Element translation ,—=~ 31 (2) Transfomation
translation candidates of each element:
[AO];: this project / this plan / ... Target-side-like PAS
[AM-ADV],: will / ...
[A2];: to public / to the working masses / ...
[Pred],: provide / to provide / ... X1 X2 Xa Xs Xs
[A1]s: tax concessions / ...

N (3b) Translation by global reordering %

this plan / will / provide / tax concessions / to the working masses ‘
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Abstract

Word sense disambiguation (WSD) determines the accuracy of almost all tasks in
natural language processing. Korean Processing Laboratory of Pusan National
University has been working on efficient automatic WSD methods, especially for
Korean language. This paper presents our unsupervised model using
hierarchically-structured lexicon, i.e. Korean WordNet (KorLex). KorLex can
provide us with key clues for solving data sparseness problems, which are inherent in
the unsupervised WSD. The proposed model shows 91.14% average accuracy, which
is 26.95% higher than the best performance obtained by a supervised method (Lesk's
dictionary-based WSD). Our model obtains also a higher accuracy for English and
Chinese, using Princeton WordNet and HowNet.
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Abstract

The verbs meaning ‘give’ across languages
are known to be among the most highly
grammaticalized verbs, which exhibit a high
degree of polyfunctionality. This paper aims
to (i) present commonalities and differences
in the grammaticalization of the verbs for
‘give’ in Thai and Mandarin Chinese,
namely, hdy in Thai and gé&i in Mandarin
Chinese, and (ii) investigate how different
constituent orders of the head vis-a-vis the
modifier and complement in Thai and
Mandarin Chinese bear on patterns of
grammaticalization of the two verbs. It is
found that the functions that hay in Thai and
g¢i in Mandarin Chinese share in common
are (1) the ditransitive verb use, (2) the
dative-marking use, (3) the benefactive-
marking use, and (4) the causative-marking
use. As for different functions of hdy and géi,
hay exhibits the clause connective use, which
is lacking in géi, whereas géi exhibit the
passive-marking use, which is lacking in hay.
It is argued that the head-modifier order in
Thai seems to be compatible with postverbal
grammaticalized morphemes whereas the
modifier-head order in Mandarin Chinese
seems to be compatible with preverbal
grammaticalized ones.

1 Introduction

It is generally known that Thai and Mandarin
Chinese are typologically similar in many
respects. They are isolating, topic-prominent,
serializing, have the SVO basic word order and
rich with grammaticalized morphemes. However,
there is one important difference between them,
i.e. difference in constituent order. Mandarin
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Chinese has the modifier-head order whereas
Thai has the head-modifier one. This paper
investigates how the difference in constituent
order in Thai and Mandarin Chinese bears on
patterns of grammaticalization of serial verbs in
the two languages. The serial verbs for ‘give’ in
Thai and Mandarin Chinese, i.e. hdy and géi, are
used as a case study. The verbs meaning ‘give’
across languages are known to be among the
most highly grammaticalized verbs, which
exhibit a high degree of polyfunctionality. The
analysis in this paper is based on the findings of
a synchronic contrastive study of hay and géi
presented in Thepkanjana and Uehara (2008).

2 Commonalities and differences

Thepkanjana and Uehara (2008) make a
synchronic contrastive study of the polysemous
morphemes hay and géi in Thai and Mandarin
Chinese. It is found in Thepkanjana and Uehara
(2008) that hay and géi share four main uses,
namely, the ditransitive (main) verb use, the
dative-marking use, the benefactive-marking use
and the causative-marking use. As for differences
between hay and g€i, one important use that is
missing in hdy is the passive-marking use
whereas one that is missing in géi is the clause
connective function. The commonalities between
the two verbs are discussed in section 2.1 and the
differences in section 2.2. The examples
provided are drawn from Thepkanjana and
Uehara (2008).

2.1 Commonalities between hay and géi

The first common function between hay and g¢i
is the ditransitive main verb use. Hay and g¢i in
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this use co-occur with two NPs following each
other in a row. The structural schemas of the
ditransitive verbs hay and g¢i and some examples
of this use are given below. Notice that the
semantic roles of NP1 and NP2 in Thai and
Mandarin Chinese are different.

Ditransitive verb use

Thai: [hay+ NP1 + NP2]
(thing) (recipient)
(1) somsak hay nan somchay

Somsak give money Somchay
‘Somsak gave Somchay some money.’

Mandarin Chinese: [géi + NP1 + NP2]

(recipient) (thing)

(2) Zhangsan géi Lisi qian
Zhangsan give Lisi money

‘Zhangsan gave Lisi some money.’

Dative-marking use

Thai: [V + NP1 +hay+ NP2]
(thing) (recipient)
(3) somsak  son nan hay sOmchay
Somsak send money give Somchay

‘Somsak sent some money to Somchay.’

Mandarin Chinese: 2 schemas
Schema 1: postverbal g€i

[V + NPl + g& + NP2]
(thing) (recipient)
(4) Zhangsan ji-le yi féng
Zhangsan send-ASP one CLS
xin gei Lisi
letter give Lisi

‘Zhangsan mailed a letter to Lisi.’

Schema 2: preverbal géi

[g¢i + NP1 + V + NP2]
(recipient) (thing)
(5) Zhangsan g¢ei Lisi mai
Zhangsan give Lisi buy
i bén shii
one CLS book

‘Zhangsan bought a book for (and gave it to)
Lisi’

Notice that the dative hdy in Thai occurs
postverbally whereas the dative gé€i occurs both
preverbally and postverbally.

Newman (1993b) argues that an act of giving
naturally results in some kind of benefit to the
recipient. Even a non-giving action, such as
driving, speaking and cleaning can also be done
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for the benefit of someone. The person who
benefits from the agent’s action is usually called
a beneficiary. Therefore, it is natural that hay and
g€i can also function as benefactive markers. The
notion of benefactive is more complicated than
generally assumed. Three types of benefactive
are postulated in this paper as below.

(a) Recipient benefactive: The beneficiary gains a
benefit by virtue of being a recipient of a
concrete entity, for example, John bought a
sweater for Mary.

(b) Benefit benefactive: The beneficiary gains a
more or less abstract benefit from somebody’s
action, for example, John sang a song for Mary.
(c) Behalf benefactive: The beneficiary gains a
benefit from somebody who performs an action
on his/her behalf, for example, John drove a car
for Mary because she was drunk.

It is found that the Thai hdy can be used to mark
the three types of benefactive as shown below.

Recipient benefactive

(6) somsak st sufandaw hay
Somsak  buy sweater give
somchay
Somchay

‘Somsak bought a sweater for Somchay.’

Benefit benefactive

(7) somsak  tat phom  hay somchay
Somsak cut hair give Somchay
‘Somsak cut hair for Somchay.” Or
‘Somsak cut Somchay’s hair.’

Behalf benefactive

(8) somsak khaprot hay somchay

Somsak driveacar  give Somchay

‘Somsak drove a car for Somchay.’

It is noted that the benefactive hay is ambiguous
between the recipient benefactive and behalf
benefactive readings if the main verb
incorporates the sense of giving or involves the
the manipulation of an entity as shown in (9) and
(10).

(9) sdmsak son cotmaay hay somchay
Somsak send letter  give Somchay
‘Somsak sent a letter to Somchay.” Or
‘Somsak sent a letter on Somchay’s behalf.’
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(10) somsak  switu nansuwitu hay
Somsak buy book give
somchay
Somchay
‘Somsak bought a book and gave it to
Somchay.” Or

‘Somchay bought a book on Somchay’s
behalf.’

It is found that the Mandarin Chinese géi can be
used to mark the recipient benefactive and the
benefit benefactive in some cases as shown
below.

(11) Zhangsan g¢i Lisi mai
Zhangsan give Lisi buy
yi bén shii
one CLS book

‘Zhangsan bought a book for (and gave it to)
Lisi’

(12) Zhangsan g¢i women chang
Zhangsan give us sing
yi shou ge
one CLS song

‘Zhangsan sang a song for us.’

The structural schemas of the benefactive hay
and géi are given below.

Benefactive-marking use
Thai: [V + (NP1) + hiay + NP2]

(beneficiary)

Mandarin Chinese: [g€i + NP1 + V+ (NP2)]
(beneficiary)

Notice that the benefactive hay and géi occur in
different  positions. The former occurs
postverbally, i.e. after the main verb, whereas
the latter occurs preverbally, i.e. before the main
verb.

The third common use of hdy and géi is the
causative use. The causative constructions with
the causative-marking hdy and géi in Thai and
Mandarin Chinese have the same syntactic
schema as below.

Causative-marking use
Thai and Mandarin Chinese:

[NP1 + hay/géi + NP2 + VP]

(causer) (causee)

(13) somsak hay somchay 20k pay
Somsak give Somchay exit go

20

‘Somsak had Somchay go out.’

(14) Zhangsan géi Lisi kan
Zhangsan give Lisi look
‘Zhangsan let Lisi look.’

The NP1 in the schema above is the causer
whereas the NP2 is the causee. The causer is
typically human whereas the causee is typically
animate. The causative verbs hay and géi express
an indirect causation in which the causer
intentionally causes an event to take place by
doing something to prompt the causer to act or
by not doing something which prevents that
event to take place. The causee is the person who
directly causes the event to take place. Notice
that the causative géi occurs in the same position
as the benefactive g¢€i in Mandarin Chinese,
which results in ambiguity between the causative
and benefactive readings in some cases as shown
in (15), which is taken from Newman (1996:20).

(15) wo g¢éi ni kan
I give you look
‘I let you look.” (causative) Or
‘I look on your behalf.” (benefactive)

According to Yap and Iwasaki (1998), native
speakers of Mandarin Chinese tend to interpret
g€i in (15) as the benefactive marker rather than
the causative one as in (16).

(16) ta g¢i '] zao-le
s/he give me build-ASP
yi dong fangzi
one CLS house

‘S/he built a house for me.” (preferred)
‘S/he had me build a house.” (awkward)

Yap and Iwasaki (1998) note that Mandarin
Chinese prefers the causative verbs rang and jiao

to the verb géi in expressing indirect causation as
in (17).

(17)ta  *géi/rang/jiao haizi shui-jiao
s/he CAUSE child sleep
‘She let the child sleep.

The use of rang and jiao rather than géi to
express causation helps prevent the ambiguity
between the causative and benefactive readings
that can arise if g¢i is used as the causative verb,
which occurs in the same position as the
benefactive géi. It is therefore not surprising that
the use of the causative gé€i in Mandarin Chinese
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is much more restricted than the use of the
causative hdy in Thai because the latter does not
create ambiguity as the former.

2.2 Differences between hay and géi

Hay and g¢i are different in two ways. There is
one important use of hay which is missing in g¢i,
namely, clause connective use, and one
important use of g& which is missing in hay,
namely passive-marking function. The clause
connective use, which is missing in gé&i is
discussed first.

The connective hdy in Thai takes place in
complex constructions in which hay functions as
a subordinator which links two predicates or two
clauses. The first clause in the complex
construction is the matrix clause and the other is
the subordinate one. The complex constructions
in which Ady functions as the subordinator can be
classified into three types, namely, a purposive
construction, a jussive construction and a
complementation construction. The purposive
construction is a complex construction in which
the subordinate clause functions as a purpose of
the performance of an action denoted by the
matrix clause. The jussive construction expresses
a command, request or demand made by one
participant towards another in order for the latter
to perform an action (Van Valin and LaPolla,
1997). The complementation construction is a
complex construction in which the subordinate
clause functions as a complement of the
desiderative predicate of the matrix clause. The
structural schema of the connective hdy and
some examples of the three types of complex
constructions containing hay are given below.

Clause connective use
Thai: §[NP1+ VP1] +hay+ g[NP2 + VP2]

From Rangkuphan (1997:36)
Purposive construction

(18) nuan  phlak kaezew hay
Nuan  push Kaew give
kliy pay rufayruiy
roll g0 continually
‘Nuan pushed the glass in order for it to keep
rolling.’

(19) nuan khon namtaan hdy lalaay

Nuan stir sugar  give melt

‘Nuan stirred the sugar in order for it to
melt.’

Jussive construction

(20) somsak bdok hay sOmchay maa
Somsak tell give Somchay come
‘Somsak told Somchay to come.’

(21) somsak san hay somchay
Somsak order  give Somchay
klap baan
return  home

‘Somsak ordered that Somchay go home.’

Complementation

(22) somsak yaak hay somchay
Somsak want give Somchay
maa hda
come see
‘Somsak wanted Somchay to come to see
him.’

(23) somsak tohkaan hay ltuk
Somsak want give child
rian pheet
study medicine
‘Somsak wanted his child to study
medicine.’

Thepkanjana and Uehara (2008) argue that each
type of complex construction results from a
reanalysis of hdy from the causative verb to the
subordinator. In the reanalysis process, the
causative hdy is semantically bleached out and
loses its verbal properties to varying degrees in
the three types of complex construction. In other
words, hdy in the three types of complex
construction has different degrees of function
word properties. It is argued in Thepkanjana and
Uehara (2008) that the connective hay in the
complex constructions is derived, extended or
grammaticalized from the causative hdy. The
hay’s in all of these cases are followed by a
clause or a predicate. The causative hay
functions as the main verb in the causative
construction whereas the connective hdy is
preceded by a main verb and followed by a
clause or a predicate. It is found that there is an
intention that an event take place in the subject of
the matrix clause in all of the three types of
complex construction and in the subject of the
causative hay. It is argued in Thepkanjana and
Uehara (2008) that the notion of indirect
causation has the highest degree of saliency in



PACLIC-27

the causative hay but has decreasing degrees of
saliency in the purposive, jussive and
complementation constructions.

On the other hand, one important use of g¢&i
which is missing in hay is the passive-marking
function. The passive-marking function is
alternatively  called the agentive-marking
function. The structural schema of the passive-
marking géi and some examples are given below.

Passive-marking use
Mandarin Chinese: [NP1 + gé€i+ NP2 + VP]
From Haspelmath (1990:48)

(24) Lisi g¢i Zhangsan kanjian-le
Lisi give Zhangsan see-ASP
‘Lisi was seen by Zhangsan.’

From Newman (1993b:471)

(25) jinya géi mao chi-le
goldfish give cat cat-ASP

“The goldfish was eaten by the cat.’

According to Xu (1994), the passive géi is used
in colloquial speech whereas the other passive
marker, béi, is used in formal speech. In addition,
a verb which co-occurs with the passive géi must
be marked by the aspect marker le, otherwise the
sentence with géi will not be interpreted as a
passive sentence. Many works, such as Newman
1993a, b), Xu (1994), Yap and Iwasaki (1998,
2003) argue correspondingly that the passive géi
is directly derived from the causative géi via the
reflexive context. An important question is why
the development from a causative use into a
passive one does not take place in Thai. Yap and
Iwasaki (1998) found out that hay in Thai takes
only a volitional causer. Yap and Iwasaki (2003)
argue that only nonvolitionality on the part of the
causer can allow a passive interpretation to
emerge. Therefore, the high degree of
volitionality of the causer prevents hay from
developing into a passive marker in Thai.

2.3 Summary

In summary, hdy in Thai occurs in four

constructions, namely, the ditransitive
construction, the prepositional phrase, the
causative construction and the complex

construction. Hay functions as the ditransitive
main verb, dative and benefactive markers,
causative verb and clause connector or
subordinator, respectively. Each of the four
constructions has its own structural schema as

below. The syntactic category of hady in each
construction and function is specified under each
structural schema in the rightmost column.

No. | Construction | Function Structural
type of thay Schema
Containing
hay
1 ditransitive ditransitive | hay+ NP1 + NP2
construction (main) verb | main verb
dative
) prepositional marker; VP+pp[hdy +NP]
phrase benefactive | preposition
marker
. . NP1+hay+NP2+
3 causatwe. causative VP
construction verb .
causative verb
si[NP1+VP2]  +
4 complex clause hay +
’ sentence connector s2[NP2+VP2]
subordinator

Table 1. Functions and Structural Schemas of Hay

On the other hand, géi in Mandarin Chinese
appears in four constructions, namely, the
ditransitive  construction, the prepositional
phrase, the causative construction and the passive
construction. Gé&i functions as the ditransitive
main verb, dative and benefactive markers,
causative verb and passive marker, respectively.
The constructions in which gé& appears, the
functions and the structural schemas of all
constructions containing géi appear in Table 2.

No. | Construction | Function Structural Schema
type of fgéi
Containing
géi
. . ditransitive L.
1 d1trans1t1\fe (main) gelfr NP1 + NP2
construction main verb
verb
VP + pplgéi+ NP]
dative preposition
2 N marker
prepositional pp[géi + NP] + VP
phrase preposition
benefactive | pp[g€i + NP] + VP
marker preposition
3 causative causative
construction verb .
NP1+g&i+NP2+ VP
causative verb and
4 passive passive passive marker
construction marker

Table 2. Functions and Structural Schemas of Géi
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Some observations can be made regarding the
functions, the structural schemas and the
productivity of hdy and g€i in the functions
specified in the tables above as follows.

(a) The clause connector use is possible for hdy
in Thai but is lacking for géi in Mandarin
Chinese.

(b) The passive-marking use in possible for géi
in Mandarin Chinese but is lacking for hay
in Thai.

(c) The g¢i-marked dative PP in Mandarin
Chinese can occur both before and after the
main VP whereas the hay-marked dative PP
can occur only after the main VP. That
means there are two structural schemas of
the dative géi whereas there is only one of
the dative hay.

(d) Even though the ggi-marked dative PP in
Mandarin Chinese is claimed by many
researchers to occur both before and after
the main VP, only the preverbal géi-marked
dative PPs, not the postverbal ones, are
attested in a Beijing Mandarin speech
corpus (Sanders and Uehara, 2012).

(e) The géi-marked benefactive PP in Mandarin
Chinese can occur only before the main verb
phrase.

(f) The postverbal [hay+NP] in Thai and the
preverbal [géi+NP] in Mandarin Chinese
can be ambiguous between the dative and
benefactive interpretations if the main VP
incorporates the sense of giving.

(g) The structural schemas of the causative and
the passive géi are identical.

(h) The causative use of hay in Thai is
productive but that of g€ in Mandarin
Chinese is not.

In section 3, we will argue for the relationship
between constituent orders in Thai and Mandarin
Chinese on the one hand and patterns of
grammaticalization of hdy and g¢i on the other.

3.  Effects of constituent orders on
patterns of grammaticalizationof hay and
géi

In this section, we will point out how constituent
orders in Thai and Chinese bear on patterns of
grammaticalization of hdy and gé& in both
languages. The constituent orders to be discussed
in this section are those of a head vis-a-vis a
modifier and those of a head vis-a-vis a

complement. A complement is a syntactic
category that is selected or subcategorized for by
the head of a phrase. A complement is therefore
semantically necessary for the head to become
semantically complete. Some examples of
complements are below.

(26) Icutatree.
(27) She put a book on the table.

In (26) and (27), the direct object nominals a free
and a book function as complements of the verbs
cut and put respectively. In addition, the
prepositional phrase on the table also functions
as another complement of the verb put in (27)
because the verb put is semantically incomplete
without it. On the other hand, a modifier is an
expression which limits or qualifies the meaning
of a word, a phrase or a sentence. It is less
semantically crucial to the meaning of a head
than a complement. In other words, a modifier is
more semantically peripheral than a complement.
The underlined parts in (28) and (30) illustrate
the modifiers in the sentences.

(28) The tree is very zall.
(29) She read the newspaper in the fiving room.
(30) She went to see a movie after dinner.

In (28), very modifies tall. In (29) and (30), the
phrases in the living room and after dinner
modify the predicates in the clauses. The three
sentences above are semantically complete
without the modifiers. However, Langacker
(1987) acknowledges that the demarcation
between modification and complementation is
sometimes hard to draw because the difference
between them is a matter of degree.

It is generally known that the constituent orders
in Thai and Mandarin Chinese are different in
that Thai has the head-modifier constituent order
whereas Mandarin Chinese has the modifier-head
one. The difference in constituent order in the
two languages is illustrated below. The adverbial
modifiers in the examples are underlined.

Thai

(31) khun pay koon
you g0 first
“You go first.’

Mandarin Chinese

(32) ni xian zou
you first g0



PACLIC-27

“You go first.’

However, in case of the head and complement,
the constituent orders in Thai and Mandarin
Chinese are identical, that is, head-complement
order. Therefore, in Mandarin Chinese, the
modifier appears before the head whereas the
complement appears after the head. On the other
hand, in Thai, both the modifier and the
complement appear after the head. In this
section, we will point out that the constituent
orders of the head and modifier and of the head
and complement in Thai and Mandarin Chinese
have some effects on  patterns  of
grammaticalization of hay in Thai and géi in
Mandarin Chinese. To be specific, we will
provide answers to the following questions in
terms of different constituent orders in Thai and
Mandarin Chinese.

1. Why does the benefactive [g&i+NP] occur
only in the preverbal position, not the
postverbal position, in Mandarin Chinese?
Unlike the benefactive [gé€i+NP], the dative
[g€itNP] occurs both preverbally and
postverbally in Mandarin Chinese. Why does
the dative [g€i+NP] behave differently from
the benefactive [g€i+NP]?

Why do the dative [hady+NP] and the
benefactive [hady+NP] not occur in the
preverbal position in Thai?

Why is the causative g€i not productive in
Mandarin Chinese?

Why is géi not used as a clause subordinator
in Mandarin Chinese? In contrast, why is hay
used as a clause subordinator in Thai?
Moreover, why is the clause subordinator hdy
used highly productively in Thai?

The first question is why the benefactive
[g€i+NP] occurs only in the preverbal position,
not the postverbal position, in Mandarin Chinese.
In order to answer this question, we have to
understand the role of the benefactive PP in a
sentence. The benefactive PP in a sentence
serves as a modifier, rather than a complement,
of the main VP because it is peripheral and can
be omitted. It functions like an adverbial phrase
modifying the main VP. It merely adds an extra
piece of information regarding who benefits from
the agent’s action. Therefore, the preverbal
benefactive [g€i+NP] matches the modifier-head
constituent order in Mandarin Chinese. The
postverbal benefactive [g€i+NP] would violate
this constituent order in the language.
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The second question is why the dative [g¢i+NP]
behaves differently from the benefactive
[g€itNP] in Mandarin Chinese. That is, the
dative [g€itNP] occurs both preverbally and
postverbally whereas the benefactive [g&i+NP]
occurs only preverbally. We argue that a dative
constituent, which expresses a participant
receiving a thing in a transfer event, is located
somewhere on a continuum between a
complement and a modifier. A recipient is
sometimes analyzed as a semantically crucial
participant for a transfer event to be semantically
complete. This is because the transfer event is
usually analyzed as consisting of three crucial
participants, namely, a giver, a thing given and a
recipient. However, the recipient is in some
contexts perceived as not as semantically crucial
as the other two participants as in JoAin donates
blood every month. On the other hand, the
recipient in John gave am expensive birthday
present to his mother, can be perceived to be a
semantically crucial participant. That means the
recipient can be perceived as a complement in
some contexts and as a modifier in some others.
Since the dative PP denoting a recipient
fluctuates on  the  complement-modifier
continuum, it is not surprising that the dative PP
in Mandarin Chinese can occur both preverbally
and postverbally according to the head-
complement and modifier-head constituent
orders in Mandarin Chinese. However, Sanders
and Uechara (2012) found that the dative
[g€i+NP] occur only preverbally in a speech
corpus of Beijing Mandarin Chinese. This fact
may suggest that the dative [g€i+NP] in spoken
Beijing Mandarin Chinese is perceived to be
modifier-like rather than complement-like. The
examples below illustrate the preverbal dative
[g€i+NP] in spoken Beijing Mandarin Chinese.

Data from Sanders’ and Uechara’s personal

communication
(33) méi ¢i ni xi¢
not give you write
‘I haven’t written to you.’
(34) wo géi nimen  shuod ya
I give you (pl.) say PART.

‘Let me tell you.’

The third question is why the dative and
benefactive [hay+NP] do not occur preverbally
in Thai. In the grammaticalization process, a
string of [VI+NP1] + [V2+NP2] is reanalyzed
into [V+NP1] + [P+NP2]. That is, the second
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verb is grammaticalized into a preposition
marking a dative and benefactive NP. The PP
functioning as a complement and a modifier
occurs after the main VP. Therefore, the fact that
the dative and benefactive [hay+NP] constituents
do not occur preverbally matches the
predominant head-complement/modifier
constituent order in Thai.

The fourth question is why the causative géi is
not productive in Mandarin Chinese. Unlike the
benefactive géi and the dative g¢i, which are
grammaticalized into prepositions, the causative
g¢i is more verb-like in that it can be negated.
Notice that the causative géi appears in the same
position as the benefactive géi, i.e. the preverbal
position, which bears two consequences. The
first consequence is that the preverbal géi tends
to be analyzed as the benefactive marker
functioning as a modifier of the main VP, which
corresponds to the predominant modifier-head
constituent order in Mandarin Chinese, rather
than as the causative verb. The second
consequence is that the preverbal g€i in some
cases can give rise to ambiguity between the
causative and the benefactive readings. It is
found that the other causative verbs rang and
jido are used more frequently than g¢i in order to
avoid ambiguity as stated earlier in the paper.

The last question is why gé&i is not used as a
clause subordinator in Mandarin Chinese but hay
is in Thai? Moreover, why is the clause
subordinator hdy used highly productively in
Thai? A complex construction consists of a
matrix clause and a subordinating clause. Most
subordinating clauses function as modifiers of
the matrix VPs. In Mandarin Chinese, modifiers
precede heads. Therefore, the postverbal position
is not a perfect site for a verb to be
grammaticalized into a subordinator in Mandarin
Chinese. This is the reason why we do not find
the postverbal subordinator gé& in Mandarin
Chinese. In contrast, the postverbal position is a
perfect site for a verb to be grammaticalized into
a subordinator introducing a subordinating clause
in Thai because it matches the head-modifier
constituent order in the language. That is why
hay is used as subordinator with a high degree of
productivity in Thai.

However, it is noted in some previous works that
g¢i is used as a subordinator to introduce an
adverbial clause occurring after a matrix clause
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in the head-adverbial clause order. This use of
g¢i is exemplified by (35).

(35) Zhangsan  chang g¢ g¢i
Zhangsan sing song give
ta ting
he/she hear

‘Zhangsan sang a song for him/her to hear.’

However, this construction is not attested in a
Beijing Mandarin speech corpus according to
Sanders and Uehara (2012). To express this
meaning, the benefactive gei is used instead as in

(36).

(36) Zhangsan  géi ta chahg
Zhangsan give he/she  sing
g
song

‘Zhangsan sang a song for him/her.’

The fact that the subordinator g¢i is not found in

spoken Beijing Mandarin Chinese confirms our
hypothesis that the postverbal position is not a
perfect site for géi to be grammaticalized into a

subordinator.

Another observation can be made regarding the
grammaticalized passive marker géi in Mandarin
Chinese. It is noted in Thepkanjana and Uechara
(2008) that the passive g€i in the structural
schema [gé€i + NP + VP] has been developed into
what Newman (1993b: 477) calls “the prefixal
g€i in passive constructions” as in (35).

From Newman (1993b: 477)

(37)ta  géi-ma-le
he PASSIVE-scold-ASP
‘He/She was scolded.’

This phenomenon, which indicates that the
second verb becomes the head which the prefix
g€i is attached to, corresponds with the modifier-
head pattern constituent order in Mandarin
Chinese.

4 Conclusion

This paper presents commonalities and
differences in the grammaticalization of hay in
Thai and g& in Mandarin Chinese and argues
how different constituent orders in Thai and
Mandarin Chinese bear on patterns of
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Grammaticalization of the two verbs in the two
languages. It is found that the common functions
shared by hay and géi are (1) the ditransitive
main use, (2) the dative-marking use, (3) the
benefactive-marking use and (4) the causative-
marking use. As for differences, hay, not g¢i, is
used as a subordinator connecting two clauses in
a complex construction whereas géi, not hay, is
used as a passive marker. Five questions are
posed regarding different patterns  of
grammaticalization of hay and géi in Thai and
Mandarin Chinese. Facts about different patterns
of grammaticalization of the two morphemes
under discussion are accounted for in terms of
different constituent orders in Thai and Mandarin
Chinese, i.e. head-modifier/complement in Thai,
modifier-head and  head-complement in
Mandarin Chinese. It is argued that the head-
modifier constituent order in Thai seems to be
compatible with postverbal grammaticalized
morphemes whereas the modifier-head order in
Mandarin Chinese seems to be compatible with
preverbal grammaticalized ones.
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Abstract

It has been disputed whether scalar implica-
tures (= SIs) arise globally or locally. Basi-
cally SIs should be global because they arise
by comparing strengths of whole alternative
statements. On the other hand, there are a lot
of examples in which local SIs are prefer-
able. Linguists like Chierchia (2002) and
Fox (2006) even claim that SIs arise by ap-
plying an operator to syntactic constituents
to get their stronger meanings. In this paper,
I claim that SIs are global and seemingly lo-
cal implicatures are effects of contexts on
global implicatures. Moreover, I will show
that no syntactic analyses work.

1 Introduction

Scalar implicatures (SIs) arise on the basis of the
maxim of quantity by Grice (1975):

(1) The maxim of quantity:

a. Make your contribution as informative
as is required (for the current purposes
of the exchange).

b. Do not make your contribution more

informative than is required.

It is the first maxim of quantity that is relevant to
SIs. When a stronger statement is relevant to the
context and a speaker utters a weaker statement, it
is implicated that the stronger statement is not true
in the speaker’s information state. Assuming that
the speaker is well-informed and that he knows the
stronger alternative is false, the hearer accepts the
implicature as true.

Grice did not explicate the precise procedure of
getting a SI. Horn (1972, 1989) suggested that a
SI arises by comparing a set of alternative state-
ments that arises by replacing a scalar term in the
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original statement with a stronger scalar alterna-
tive expression in the language system. Behind
this idea lies the assumption that a set of scalar
terms, which is called a scalar set, is given in the
language system. Sauerland (2004) gives a more
precise procedure, within the Neo-Gricean tradi-
tion that a SI arises based on a set of scalar alter-
natives. He assumes that SIs have an epistemic
status, following Gazdar (1979), but deviates from
his idea by assuming that the maxim of quantity
gives rise to only uncertainty inferences, which he
calls primary implicatures. Primary implicatures
have the form of ‘K’, in which K means ‘know’
and is a stronger alternative sentence of the orig-
inal utterance. The hearer tentatively strengthens
each of the primary implicature of the form ‘K’.
If the stronger implicature is compatible with the
meaning of the statement and all the primary im-
plicatures, it gets the status of a SI, which he calls
a secondary implicature.
His idea is illustrated in the following:

(2) John broke some glasses.

(3) a. ScalAlt(some) = {all, many, some}

b. ScalAlt(John broke some glasses) =
{John broke all glasses,
John broke many glasses,

John broke some glasses }

c. (2) primarily implicates the following:
—K(John broke all glasses)
—K(John broke many glasses)

d. secondary implicatures:

K—(John broke {all, many} glasses)

The use of some yields a stronger statement ¢ (=
‘John broke {all, many} glasses’) and the primary
implicature is —K¢, which can be strengthened
into —K¢ since it is compatible with the statement
itself plus all the primary implicatures.
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Neo-Griceans naturally accepted that SIs are
calculated from a whole statement. In this re-
spect, they can be called globalists. SIs are infer-
ences based on the maxim of quantity by Grice
(1975). Implicatures are supposed to be calcu-
lated from utterances, which are always dealt with
as a whole. This implies that SIs only arise from
stronger statements than the original statement.

However, linguists like Chierchia (2002) claim
that implicatures are included in the meaning of
a statement, as part of the strengthened mean-
ing (= the literal meaning plus its implicatures)
of a CHUNK of a statement as a scope-site of
a scalar expression, in the process of composi-
tional semantic interpretation, following Krifka
(1995), and the strengthened meaning of the sen-
tence chunk is combined with the meaning of the
rest of the sentence. The plain meaning of an ex-
pression « is represented as [«] and the implica-
ture is —=S(aLT), where S(aALT) is the weakest
alternative of « that entails a.. Thus the strength-
ened meaning of « is the conjunction of the two
meanings: [a] A =S(aAT), which entails other
strengthened meanings from the stronger alterna-
tives of . Chierchia introduces the negation oper-
ator to get a stronger meaning. For the same pur-
pose, Fox (2006) instead introduces the exhaustiv-
ity (exh, hereafter) operator. They can be called
localists.

Their analysis is illustrated in the following:

(4) Mary believes that John broke some

glasses.

(5) a. LF: Mary believes that [[some
glasses]; [John broke t;]]

b. [[[some glasses]; [John broke t;]]] =
some’ (student’)(\x.broke’(j,x))

c. [[[some glasses]; [John broke ti]]]]s
= some’(student’)(Ax.broke’(j,x)) A
—S([[some glasses]; [John broke t;
]]ALT)
= some’(student’)(Ax.broke’(j,x)) A
—many’ (student’)(Ax.broke’(j,x))

d. [4)]° = believes’(m,

“(some’ (student’)(Ax.broke’(j,x))
—many’ (student’)(x.broke’(j,x))))

A

It is assumed that the quantifier some glasses is
Quantifier-raised witin the complement clause of
the propositional attitude verb believes. And a
SI from the use of some is calculated when the
strengthened meaning of the complement clause is
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obtained in (5c). The strengthened meaning of the
complement clause is the conjunction of the plain
meaning and a SI of the clause, the latter of which
is expressed as =S(¢ALT), where ¢ is the comple-
ment clause [some glasses [John broke t;]]. We
are assuming that the weakest stronger alternative
of some is many. The alternative meanings are
derived in a similar way to the alternative seman-
tics by Rooth (1985) for focus. The strengthened
meaning of the complement clause is combined
with the meaning of the rest of the sentence, as
in (5d).

Localists’ approaches may look more system-
atic, manageable and more constrained than glob-
alists’, because they are based on syntactic struc-
tures and calculation of Sls is precisely defined.
However, one theoretically serious problem with
localists is that, as Horn (1989) pointed out, SIs do
not arise within downward entailing contexts and
that SIs are based on strengths of statements as a
whole. Even if they calculate SIs locally, they have
to check whether an alternative involved in the
calculation makes the whole sentence a stronger
statement to see if it really leads to a valid SI. In
this respect, SIs are inherently global.

Empirically, actual data do not take part with
either of the two positions. Consider the following
examples:

(6) Some students who drank beer or wine
were allowed to drive.

a. Some students who drank beer or
wine, but NOT both, were allowed to
drive.

NOT[some students who drank both
were allowed to drive]

(= No students who drank both were
allowed to drive.)

(7) Every linguistics student at MIT has read
LGB or Syntactic Structures. (Modified
from Sauerland 2004, (58))

a. NOT[Every linguistics student at MIT
has read LGB and Syntactic Struc-
tures]

Every linguistics student at MIT
NOT[has read LGB and Syntactic
Structures]

(= No linguistics students at MIT have
read LGB and Syntactic Structures.)
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In (6), it is plausible that no students who drank
both beer and wine were allowed to drive, which
is calculated by negating the whole stronger alter-
native. In (7), a linguist at MIT is likely to have
read one of the two books, and the global SI is
more likely. On the other hand, the following two
examples show the opposite:

(8) Some students who watched TV or played
games failed math.

a. Some students who watched TV or
played games, but not did both, failed
maths. (conveyed)

NOT[Some students who watched
TV and played games failed maths]
(global SI)

(9) Every student wrote a paper or made a
classroom presentation.

a. Every student wrote a paper or made a
classroom presentation but did not do
both.

NOT/(every student wrote a paper and
made a classroom presentation)

In (8), it is more likely that a student who watched
TV and played games failed math. For this reason
the global SI that no students who watched TV and
played games failed math is not acceptable. Sim-
ilarly, in (9), if either of the two requirements is
sufficient to get a grade, it is more plausible to as-
sume that no students satisfied both requirements.
This corresponds to the local SI. Thus we do not
get the global SI that not every student did both.

Then we could take a position in which we
exploit both ways of calculation of SIs. But if
we cannot provide clear criteria for when we get
global SIs and when we get local ones, it is not
an explanation at all. Moreover, if syntactic struc-
tures are not what we directly deal with in calcu-
lating SIs, we cannot choose a localistic approach
anyway. In this paper I will show that calculation
of SIs needs more fine-grained structures than syn-
tactic structures. And I will also show that local
SIs are contextual effects on global Sls.

2 SIs corresponding to no syntactic
constituents

2.1 SIs embedded in syntatic structures

In a syntactic analysis the operator that applies to
a constituent which yields a SI is of semantic type
of a proposition. In Chierchia (2002), the negation
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operator applies to a scope site of a scalar expres-
sion. A scope site has a semantic type of a propo-
sition, or a clause, in more common terms. In Fox
(2006), exh applies to a constituent that has the
semantic type of a proposition and takes both the
meaning of the constituent as a proposition and a
set of alternative propositions to that, as its argu-
ments. However, there are cases where we can get
a SI from a NP:

(10) Some boys who read some of the books
passed the test.

From the use of some of the books a global ap-
proach predicts the SI that no boys who read all of
the books passed the test, which is implausible. A
local approach predicts that the sentence conveys
the meaning that some boys who read some, but
not all, of the books passed the test. This does not
exclude the possibility that some other boys who
read all of the books passed the test. The original
statement conveys the meaing that reading some
of the books was sufficient to pass the test. This
indicates that the local SI is not plausible, either.
A more plausible SI can be one of the following:

(11) a. No boys read all of the books.
b. The boys who passed the test did not

read all of the books.

The two possible SIs correspond to the follow-
ing structures:

(12) a. some boys who read some of the

books

b. Some boys who passed the test read
some of the books.

The first SI corresponds to the NP some boys
who read some of the books, and the second corre-
sponds to a quite different sentence than the origi-
nal. Moreover, the second SI anaphorically refers
to the boys who passed the test, which does not
have a corresponding constituent in the original
sentence.

The two implicatures in (11) do not come from
any syntactic constituent of semantic type of a
proposition. This shows that SIs depend on con-
tents, not on structures. To deal with contents of
statements, we need to deal with semantic repre-
sentations, instead of syntactic structures. Since
SIs do not depend on syntactic structures, they are
not calculated compositionally. They should be
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calculated after the statement is interpreted into a
semantic representation.

Since we do not depend on syntactic structures,
we will have to resort to a global approach. On
the other hand, we have seen some Sls that could
be calculated by a localistic approach. In order
for a SI to be like a local SI, a SI has to have the
effect of being embedded even if we calculate it
after we finish interpreting the statement. One way
to make such an effect is to deal with semantic
representations in dynamic semantics:

(13) Mary met a doctor. He lived near Brook-
lyn.
~ Mary met a doctor who lived near
Brooklyn.

Even though the pronoun /e is used in a new sen-
tence, the whole text seems to have the meaning
of a sentence in which the second sentence is em-
bedded in a relative clause in the first sentence.
A similar effect can be expected when a SI of a
statement is calculated after the statement is inter-
preted:

(14) Some boys who read some of the books
passed the test. They did not read all of
the books.

~ Some boys who read some of the books,
but did not read all of them, passed the

test.

In this example, the pronoun they refers to the boys
who read some of the books and passed the test.
The second sentence is added after the first state-
ment is finished and it is taken to be a SI of the
first sentence. The effect is the same as the sen-
tence in which the SI is embedded in the relative
clause of the statement.! This is one way of get-
ting the effect of a local SI from a global SI. Note
that this effect comes from anaphora across sen-
tences in dynamic semantics.

2.2 SIs not based on scalar terms

Horn (1972, 1989) proposed a set of scalar terms
to capture SIs. However, there are scales that are

'Tt is sometimes pointed out that there is a subtle differ-
ence between the two sentences, but the effect is clearly what
we need. And even if we admit the difference, a more intu-
itively correct meaning is obtained by the first one rather than
the one in which the SI is embedded. When the SI is em-
bedded in the relative clause, there is a possibility that some
other boys who read all of the books passed the test. This
possibility is not necessarily legitimate.
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not based on scalar terms or any explicit expres-
sions. This can be observed in examples like (6—
9). Consider the pair of (6) and (8). When a
student who drank beer or wine was allowed to
drive, a student who drank both beer and wine is
not likely to have been allowed to drive. Drinking
either beer or wine is the upper limit for being al-
lowed to drive. A SI that is compatible with this
background knowledge survives, and a SI that is
not dies. In (8), on the other hand, when a student
who watched TV or played games failed math, a
student who did both is more likely to fail math.
Watching TV or playing games is understood as
the lower limit for failing math. The difference
between (6) and (8) lies in the opposite direction-
ality of the scalar likelihood, independently of the
semantic strengths of alternatives.

The scalarity of likelihood cannot be captured
by any syntactic constituent and it is not a matter
of semantics either. This can be captured by or-
dering possible worlds according to some knowl-
edge about likelihood of states of affairs. SIs gen-
erally have the effect of strengthening the original
statement. If the strengthening goes in the oppo-
site direction to the scalar likelihood, the SI is re-
jected. In (8) the global SI is that no students who
watched TV and played games failed math, which
is less likely than the original sentence. Therefore
it is rejected. We can get a weaker SI than this. At
the moment I will call it a local SI, but I will show
below that it is also a global SI. In (6), the global
SI that no students who drank both beer and wine
were allowed to drive is more likely than the orig-
inal statement. And it is accepted. Note that this
is a case where a semantic scalarity is in opposite
direction to a pragmatic likelihood.

3 Global SIs with the effect of local SIs

As we have seen, sometimes we get global SIs and
other times we get local SIs. It is not just that
whether a global or local SI is plausible is deter-
mined by a context, but that a global SI has the
effect of a local SI in a certain context. This is
what I am going to show in this section.

3.1 Disjunction structures and SIs

As I said in the introduction, Saulerland (2004) as-
sumes that the scalar alternatives of or is {and,
L, R, or}. When a disjunct includes a scalar ex-
pression and the latter is replaced with a stronger
alternative, the disjunct itself becomes a stronger
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alternative and its stronger alternative is also an al-
ternative of the whole statement, as follows:

(15) John spilt wine or broke some glasses. (=

p)

a. ScalAlt(p) = {John spilt wine and
broke all glasses, John spilt wine and
broke some glasses, John spilt wine,
John broke all glasses, John broke
some glasses, p}

(16)

The assumption of the operators L and R has the
effect of projecting a local implicature from each
disjunct into the main context. Thus the statement
implicates the following:

(17) —(John spilt wine and broke all glasses)
—(John spilt wine and broke some glasses)

—(John broke all glasses)

Here the SI that John did not break all glasses
arises from a stronger alternative of the second dis-
junct. This is a case where the disjunction struc-
ture is transparent for the projection of a SI.

However, it does not have to be the case. There
are cases where a stronger alternative of a disjunct
yields only a local SI:

(18) a.

b.

John broke all or some glasses.

John wanted hot or at least warm wa-
ter.

John won the lottery or made some
easy money.

In these examples, the use of the second disjuncts
implicates that the first disjuncts do not hold. Take
the first example. If the second disjunct is under-
stood as meaning John broke some (or all) glasses,
the use of the disjunction operator is infelicitous.
For this reason, the second disjunct has to mean
that John broke some but not all glasses, and this
has to be a local implicature. Otherwise it would
contradict the first disjunct:

(19) #John broke all or some glasses. He did
not break all glasses.

The discourse is not inconsistent because we could
conclude that John broke only some of the glasses.
However, the discourse is incoherent. A speaker
who can truly assert the second sentence would
not utter the first sentence.> We can say the same
thing about the other two examples.

%A simple way of distinguishing coherence and consis-
tency is that a discourse is coherent if it is asserted by the
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One thing in common among the three exam-
ples is that the two disjuncts are not independent
of each other. This contextual information makes
the implicatures from the second disjuncts stay in
the second disjuncts, making them local implica-
tures. However, contextual information should be
put aside when we discuss the way that SIs are cal-
culated. As I said, we can always assume global
SIs and the meanings of local Sls are derived by
the help of contextual information.

I propose that the meaning of a statement and
its implicatures are captured by their informational
effects on the current information state. Suppose
that ¢ is uttered in the current information state
and changes it into s’. Then a (global) SI —) (,
where 1) asymmetrically entails ¢,) is added to s’
and changes it into s”. Then the net effect of
on s’ is the set of possible worlds eliminated by
=), i.e., (s'\(s' + ¢), where “\” is a set minus).
This is the actual effect of the SI on the current
information state.

20) s+o¢=5¢

s +-p=g"
net effect of —¢) = '\ (s'+-))
=s'\(s"\(s'+)) =s'+¢

The composition of the set of the possible
worlds determines the actual SI. Consider (15)
first. With the information state s, since the two
disjuncts are independent of each other, we can as-
sume that s+(15) includes the following three sets
of possible worlds:

1)

(22) a. aset of possible worlds in which John
only spilt wine
a set of possible worlds in which John

only broke some glasses

a set of possible worlds in which John
did both

In this context, the SI from some has the following
effect on the information state, following (21):

(23)  (s+(15)\(s+(15)+SLs0me)
s+(15)N{w| John spilt wine or broke
many/all glasses}

same speaker, but a discourse is consistent if it does not lead
to the absurd information state if uttered by different speak-
ers. In the example at hand, if the two sentences are uttered
by two different speakers, it does not lead to the absurt infor-
mation state. But they cannot be uttered by the same speaeker
felicitously.
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s+(15)N{w|
glasses}

John broke many/all

The net effect of the use of some is what we get by
updating s+(15) with a stronger alternative. But
(15) and the stronger alternative share the possible
worlds in which the first disjunct holds. Therefore
the net effect of the stronger alternative is the same
as the effect of the second disjunct. Since the two
disjuncts are independent of each other, the set of
possible worlds eliminated by the global SI con-
sists of those in which John only broke many/all
glasses and those in which John both spilt wine
and broke many/all glasses. They are possible
worlds in which the second disjunct of the stronger
alternative holds, regardless of whether the first
disjunct holds. That is, the SI has the overall effect
on the information state, regardless of whether the
first disjunct holds or not. Thus the SI has the ef-
fect of a global SI, even though the net effect only
comes from the second disjunct of the stronger al-
ternative.

Next, consider (18.a), where a SI from one dis-
junct does not project. In a given context, the two
disjuncts are not independent of each other, but
there is a subset relation:

(24) a. aset of possible worlds in which John

broke all glasses

b. a set of possible worlds in which John
broke some glasses (and possibly all)
c. (a)C(b)

In this situation, the net effect of the SI from the
use of some is the following:

(25)
(26)

s’ =s + “John broke all or some glasses”

the net effect of “—(John broke all or
many/all glasses)”

= s’+John broke all or many/all glasses

= s'N{w| John broke all or many (but not
some) glasses in w}

Since the first disjunct is shared by the two alter-
natives, the net effect is determined by the second
disjunct. Therefore the SI has the effect that John
broke many (but not some) glasses. However, this
does not have the overall effect on the current in-
formation state, because the two disjuncts are not
independent of each other. If it did, the speaker
would simply say that John broke some glasses.
Then there would be no possible worlds in which
John broke all glasses. There should be some
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possible worlds in s’ that John broke all glasses.?

Then the net effect of the SI only applies to the
possible worlds in which John did not break all
glasses. That is, it eliminates possible worlds in
which John broke not all but more than just some
glasses. This is the way the global SI has the effect
of a local implicature.

3.2 Other cases of local SIs

In a conditional, the antecedent clause and the
consequent clause are not independent of each
other. In normal cases, a SI from the consequent
clause is not supposed to have the effect of a local
SI. This can be explained easily:

(27) s+ “if ¢, then ¢0” = s+[—¢ V ¥]*

(28) For a stronger alternative 1)’ of 1), the net
effect of the global SI
= §'+[if ¢, then v)']
=s+[¢ VY] +[-¢ V Y]
=s+[-¢ VYL A [=¢ VY]
=s+[-¢ V [P A Y]]
=s+[=¢ V]
= s+ [if ¢, then ']

The net effect of the global ST —(if ¢, then v') is
limited to the possible worlds in which ¢ hold.
This is the effect of restricting the SI to the con-
sequent clause. Thus the global SI has the effect
of a local SI.

On the other hand, when the antecedent clause
is trivially satisfied in the current information
state, a global SI has a overall effect.

(29) If you want to, you may have some apples.

In the given context, it is likely that the hearer
wants to have some apples. In this context, the an-

3This is the effect of the felicity condition that each dis-
junct should make a non-trivial meaning contribution to the
meaning of a whole sentence. This is beyond the scope of
this paper.

“The way a sentence is interpreted has to be defined so
that anaphoric dependency relations can be captured. For this
purpose, a conditional sentence has to be interpreted as fol-
lows:

i. s+ “if ¢, then 7 = s\((s+@)\(s+p+1))) = &’

That is, a pronoun in the antecedent clause can refer to some-
thing in the main context, and a pronoun in the consequent
clause can refer to something in the main context or the an-
tecedent clause. We can assume this rule, but it would lead
to a more complex calculation. For convenience’s sake, I as-
sume a propositional logic in which a conditional is equiva-
lent to the disjunction of the negation of the antecedent clause
and the consequent clause.
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tecedent clause is trivially satisfied in the current
information state and thus the antecedent clause
does not change the current information state. The
conditional does not have the effect of a condi-
tional but the consequent clause. Therefore the
(global) SI from the use of some in the consequent
clause affects the current information state directly
and has the effect of a global SI:

(30) s+ “you want to have some apples” = s

s + “If you want to, you may have some
apples”

s\((s+“you want to have some
apples”)\(s+ “you want to have some
apples”+“you may have some apples™))
=s\(s\(s+“you may have some apples”))

= s+“you may have some apples”

As shown above, the conditional has the same
meaning as the consequent clause, which makes
a SI from the consequent clause a global effect on
the current information state.

In Chierchia (2002), it is claimed that a scalar
expression in a propositional attitude context
yields a local SI. This is not explained by the
mechanism I have used so far.

(31) Mary believes that John broke some
glasses.
+> Mary believes that John did not broke
all glasses.

(32) s + Mary believes that John broke some
glasses
= {wes]| for every w' in Dox(m,w), John
broke some glasses in w'} =5

(33) net effect of “—~(Mary believes that John

broke many/all glasses)” =

s'\(s'+“Mary believes that John broke
many/all glasses”)

= {wes| for every W in Dox(m,w), John
broke some glasses in w’, there are some
possible worlds w” in Dox(m,w) such that
John did not broke many/all glasses in w" }
= It is not the case that Mary believes John
broke many/all glasses.

# Mary believes John did not break
many/all glasses.

The SI that it is not the case that Mary believes
John broke many/all glasses does not mean that
Mary believes John did not break many/all glasses.
But intuitively we seem to get the latter inference.
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However, it is not reliable to discuss belief con-
texts and draw a conclusion. When we talk about
Mary’s belief, we can think of Mary’s statements
the speaker heard, and they are likely to yield SIs,
which are also taken to be part of Mary’s belief
even in the speaker’s report. Another reason for
not relying on discussions of belief contexts is that
a belief operator is not generally accepted as a
universal quantifier over doxastic alternatives. It
seems to be due to the lack of an existential coun-
terpart.

Consider an epistemic unviersal quantifier must
and a obligation operator:

(34) John must have broken some glasses.
+> John may not have broken all glasses.
+/> John cannot have broken all glasses.

(35) John must read some of the books.
+> John does not have to read all of the
book.

+/> John must not read all of the books.

Considering the fact that the deontic operator be-
haves just the way we expected it to, we cannot
claim that SIs should be local. On the other hand,
epistemic operators tend to allow stronger SIs than
what is predicted by the theory. For some reason,
an epistemic operator tends to have wide scope,
even over the operator introduced to calculate a
SIL.

In this section, I have shown that the actual ef-
fect of a SI on the current information state can be
captured by dealing with possible worlds, rather
than expressions. It allows us to accout for how
global SIs get the effects of local GIs. This allows
us to dispense with local SIs. In the previous sec-
tion, I also showed that SIs from syntactically em-
bedded can have global effects and that they can be
dealt with in dynamic semantics. Dynamic sean-
tics assumes that the meaning of a sentence is a
context change potential which takes an informa-
tion state as an input and yields an updated infor-
mation state by adding the information conveyed
by the sentence to the input information state. In
the next section, I will propose a new analysis re-
flecting the two necessary components to account
for SIs and their observations.

4 SIs in dynamic semantics

4.1 Basics of dynamic semantics

In this paper, 1 will use a (slightly modified)
DRT (discourse representation theory) in repre-
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senting the meaning of a sentence for various rea-
sons. First, it allows us to be able to manage
meanings as representations. Second, it provides
more fine-grained chunks of meanings than the
classical predicate logic or syntactic structures,
which allows us to account for some SIs which do
not correspond to a syntactic constituent. Third,
anaphoric relationships are easily captured, which
is necessary to account for the effect of being em-
bedded of a SI even when it is added to the DRS
(discourse representation structure) after the sen-
tence is interpreted. A variable in a SI can be free
or bound by a variable in the previous DRS, and
the mechanism allows us to get various SIs, de-
pending on whether variables in a stronger alter-
native statement are free or bound by the variables
in the original statement. Let’s see how it works.

Anaphoric relations are restricted by accessibil-
ity paths given by the DRT. The accessibility paths
can be restricted as follows:

(36) a. A DRS is a pair of a set of variables
and a set of conditions on the vari-

ables, <var, con>.

b. A variable in (i) is accessible for a
variable in (ii), but a variable in (ii)
is not accessible for a variable in (iii),
and not vice versa, in one of the fol-
lowing configurations:
<var(i), ...<var(ii),... >...>
<var(i),<var(ii),...>V <var(iii),...> >
<var(i),...>=/V<var(ii),...>

A variable newly introduced in a DRS is acces-
sible for any variable in the conditions in it. In
a disjunction structure, a variable in one disjunct
is not accessible to a variable in another disjunct.
In a conditional, a variable introduced in the an-
tecedent clause is accessible for a variable in the
consequent clause, but not vice versa.

On the other hand, we will assume an infor-
mation state with respect to which a DRS is in-
terpreted. This is necessary to account for cases
where a global SI has the effect of a local SI.

(37) An information state is a set of pairs of a
possible world w and an assignment g.

(38) A set of variables var includes a variable v
for possible worlds.
(39) A DRS is interpreted with respect to a

model <W, D, F, G>, where W is a set
of possible worlds, D a set of individuals,

F an interpretation function of constants,
and G a set of assignment functions.

(40) A DRS <var, con> is supported in an
information state s iff for every member
<w,g> in s, {<w, gUvar>} supports ev-

ery condition in con.

(41) {<w,g>} supports P,(x) iff g(v)=w and

g(x) € F(P)(w)

{<w,g>} supports < var(i), con(i)> V
<var(ii), con(ii)> iff <w, gUvar(i)> sup-
ports every condition in con(i) or <w,
gUvar(ii)> supports every condition in
con(ii).

(42)

(43) {<w,g>} supports < var(i), con(i)> =
<var(ii), con(ii)> iff <w, gUvar(i)> does
not support every condition in con(i)
or <w, gUvar(i)Uvar(ii)> supports every

condition in con(ii).

An information state is a set of pairs of a possi-
ble world and an assignment. To interpret a DRS
with respect to possible worlds, I introduce a vari-
able for possible worlds in DRSs. This is a devi-
ation from the standard DRS, in which each DRS
is interpreted with respect to a model. In this pa-
per, possible worlds are included in a model. This
makes a DRS more like a semantic representa-
tion. This would yield no problems. After a DRS
is interpreted, we get an information state which
supports the DRS. We only deal with information
states we get after a statement is interpreted, so we
do not need dynamic interpretation rules. Instead,
we need support conditions. A DRS is supported
by an information state iff each pair of a possible
world and an assignment supports each condition
in the DRS. A disjunction structure is supported by
a pair of a world and an assignment iff one of the
disjuncts is supported by the pair. A conditional is
dealt with like a disjunction of the negation of the
antecedent clause and the consequent clause.

I do not have to follow the Neo-Gricean tra-
dition, because it is assumed that a SI arises
by comparing the meanings of alternative state-
ments. However, scalar alternatives make them-
selves more salient than others. In this respect it
does not do any harm to assume a set of scalar al-
ternatives. But it is not necessary to assume them.

4.2 SIs from non-clauses

Now we can deal with cases where Sls arise from
some non-clause constituents. Such cases are
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problematic with localistic approaches. One ex-
ample is given in (10), which is given here again.
It is interpreted into a DRS as follows:

(10) Some boys who read some of the books
passed the test.

vXYZk
boys,(X)
books,,(Z)
YCZ
read,(X,Y)
test, (k)
passed,(X,k)

(44)

This is just the interpretation of (10), but I will
assume that it is the first sentence and constitutes
the main DRS. Suppose that this is supported in
an information state s. In the result information
state, we calculate a SI from the use of some of the
books. We get a global SI by negating a stronger
alternative of the whole statement:
vX'YZ K

boys, (X')

books,(Z")

45 |1
leZ
test, (k')
passed, (X' ,k)

=

read,(X’,])

This is embedded in the main DRS and we have
to see if some variables in it can be bound in the
main DRS:

vXYZk
boys,(X)
books, (Z)
YCZ
read,(X,Y)
test, (k)
passed,(X,k)
X'Y'7'K
boys,(X")
books,(Z")
-1
leZ
test, (k')
passed, (X’,k")

(46)

= [Tead,(X'.0)

The process is quite similar to the presupposi-
tion projection in van der Sandt (1992). Since
we are talking about the same possible world, v
is bound by the same variable in the matrix DRS.

Variables like Z’ and k' are introduced by presup-
positions and are supposed to be bound by Z and
k respectively. Therefore conditions on them are
not negated:’

vXYZk
boys,(X)
books, (Z)
YCZ
read,(X,Y)
test, (k)
passed,,(X,k)
X/
boys,(X')
= |1

leZ read, (X))
passed, (X’ ,k)

45"

=

This leads to the following Sls:

(47) a. No boys read all of them(= the books)

and passed it(= the test).
b. No boys read all of them(= the books).

All conditions considered, we get (47a) as a SI,
but intuitively it is not plausible. When some boys
who read only some of the books passed the test, a
boy who read all of the books is more likely to pass
the test. And we already know some boys passed
the test. Thus we can ignore the last condition in
the DRS:

vXYZk
boys,(X)
books, (Z)
YCZ
read,(X,Y)
test, (k)
passed,(X,k)
X/
boys,(X')
=1

leZ

45")

=

read,(X',])

Here comes in the more fine-grainedness of a
DRS. Notice that what was in the relative clause in
the sentence is not embedded in the DRS but put
in the main DRS. Moreover, each condition can be

>We are talking about the actual world, and we do not
assume a new variable for possible worlds.
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freely considered or ignored in calculating SIs to
get a contextually relevant SI.

In my analysis, since a SI is calculated after the
sentence is interpreted, all infomation in the sen-
tence can be considered to be presuppositions, fol-
lowing Stalnaker (1978, 2006). Thus even X’ can
be bound by X in the main DRS.

vXYZk
boys,(X)
books,,(Z)
YCZ
read,(X,Y)
test, (k)
passed,(X,k)

(45///)

leZz read, (X,])

(They (= some boys who read some of
the books) did not read all of them (= the
books))

Even though the SI is calculated separately from
the original sentence, it gives rise to the effect of
embedding the SI in the relative clause of the orig-
inal sentence as in the following:

(48) Some boys who read some of the books,
but not all of them, passed the test.

It is just a coincidence that the SI goes into the
relative clause. A SI can go anywhere in the
main DRS, but syntactically it can be realized in
a relative clause or in the restrictor or the nuclear
scope of a quantifier, depending on where a rele-
vant scalar expression occurs in the sentence.

5 Conclusion

In this paper, I claim that SIs are always global
and that SIs are calculated in the framework of dy-
namic semantics. I used the DRT as a semantic
tool, but my analyses does not rely on a particu-
lar framework. Any dynamic semantics will do.
I have shown that global SIs can have the effect
of local SIs in some contexts. This effect is ob-
tained in various ways. First, a global SI can get
the effect of being embedded in a purely syntac-
tic island, and this is possible due to the dynamic
binding. Another way in which a global SI can
get the effect of a local is the role that a context

36

plays. This is not a matter of structure but a matter
of information contained in an information state.
A third factor is background knowledge. Back-
ground knowledge determines the scalarity of like-
lihood of states of affairs. This is a pragmatic mat-
ter. Hence it is not captured by the semantic order-
ing of scalar terms.
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Abstract

The use of an obligatory numeral classifier (C)
on N in general does not co-occur with
mandatory plural marking (PM) (Greenberg
1990[1972], Sanches and Slobin 1973). Borer
(2005) and Her (2012a) take this
generalization further and see Cs and PMs as
the same category. This unification implies
that C/PM are mutually exclusive on N. In
this paper, we first provide a mathematical
foundation for this unification, i.e., C/PM
both function as a multiplicand with the
precise value of / (Her 2012a), and then
explore empirically to what extent C/PM’s
complimentary distribution is borne out. We
obtain from the WALS database a total of 22
languages with both Cs and PMs, including
Mandarin, Japanese, and Vietnamese. Our
survey finds C/PM co-occurring on N in 11
languages. We then set out to formally
account for the unification of C/PM and
explain its exceptions, taking Mandarin as an
example, with a double-headed classifier
construction. This study thus adds merit to
the unification of C/PM and concludes with
its implication on a universal lexical
count/mass distinction.

1 Introduction

Greenberg (1972) and Sanches and Slobin (1973)
made the initial observation that languages with
obligatory numeral classifiers (Cs) on nouns do
not have compulsory morphological marking of
nominal plurality, and vice versa. This
generalization has been supported by a number
of researchers, e.g., Tsuo (1976), Borer (2005),
Her (2012a), Doetjies (2012), among others. To
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explain this generalization, Greenberg (1972)
links the emergence of Cs in a language to its
loss of plural markers (PMs), and as Peyraube
(1998) observes, this is true for the rise of Cs in
Chinese.

However, this generalization is noncommittal
on the complimentary distribution of Cs and PMs,
as it says nothing about the cases where either C
or PM is optional. Borer (2005:94) and Her
(2012a:1682) take this generalization further and
claim that Cs and PMs are the same category.
The —s suffix in English, for example, applicable
to all count nouns, is seen as a general classifier,
similar to the Chinese ge in (la) (Her
2012a:1682); the two thus share the same
constituent structure, as in (2).

M a= & ¥
san ge beizi
3 C cup
b. three cups
2) NumP
Num/><
3 C|:L N|P
ge beizi
-S cup

The C/PM unification predicts the two to be
in complimentary distribution on N. Yet, it does
not preclude the scenario where the two coexist
in a language but do not co-occur on N. The first
objective of this paper is purely empirical: to
identify to what extent these two predictions are
borne out. We then set out to account for the

Copyright 2013 by One-Soon Her and Yun-Ru Chen
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general pattern of distribution between Cs and
PMs across languages as well as the exceptional
cases where C/PM do co-occur on N. The paper
is organized as follows. Section 2 offers a
mathematical interpretation of Cs and PMs as the
functional basis for their unification. Section 3
then obtains from the WALS database 22
languages that employ Cs and PMs and examines
the distribution of the two on N in each language.
Section 4 consists of discussions of the empirical
facts obtained in the previous section and offers a
formal syntactic account of Mandarin C/PM co-
occurrence. Section 5 examines the implication
that C/PM unification has on the controversy of
count/mass distinction in languages. Section 6
concludes the paper.

2  Unification of Cs and PMs

In classifier languages, the C position in relation
to a numeral (Num) and N can also be occupied
by a measure word (M). Her and Hsieh (2010)
and Her (2012b) demonstrate that, while C/M
belong to the same -category, they differ
semantically.  Specifically, while M s
semantically substantive, C is semantically null,
in the sense that it does not contribute any
additional semantic information to N that N does
not already have. Thus, if the grammatically
required C is omitted for stylistic considerations,
the meaning is not affected, as in (3), taken from
Her (2102b:1219 (16)).

G o G B =
wu zhang bing er
5 C loaf 2

‘5 loaves and 2 fish.’

(%) £
tiao yu
C fish

Based on the insight from Greenberg
(1990[1972]:172), Au Yeung (2005), and Yi
(2011), Her (2012a) proposes to account for C’s
semantic redundancy mathematically in seeing
[Num C] as [#%]]. In a multiplicative operation,
for a multiplicand to be null, its value can only
be 1. This view unifies all Cs under the concept
of a multiplicand with the precise value of 1.' To
illustrate, (3) can be seen mathematically as (4).

(4) [[5 (xD]loaf] (+) [[2 (x1)] fish]

' The only mathematical difference between Cs and Ms is
that the value of an M is anything but /, e.g., 2 in the case of
#E shuang ‘pair’, 12 in the case of ¥] da ‘dozen’, and kilo in
the case of A JT gongjin ‘kilo’ (Her 2012a).
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Having established Cs as the multiplicand /
entering a multiplicative relation with Num as
the multiplier in [Num C N], we now compare
the Chinese example in (1a), repeated in (5), with
its English counterpart in (6): the only difference
is that Chinese employs a C and English uses a
PM —s, which can also be seen as the
multiplicand /.

(5) Chinese:
(6) English:

[[3 x ITcup] =[3 ge beizi]
[[3 > ] cup] =[3 \5 cup]

Surface word orders set aside, the two
languages are identical in their nominal
expressions with numerals, if C ge and PM —s are
taken to be the two sides of the same coin.
Indeed, like Chinese C, which is generally
required, the generally required —s can be
omitted without affecting the meaning. Thus,
though (7a) is ill-formed in an argument position,
its meaning is unmistakable. Also, in some
languages, e.g., Hungarian, Tibetan, Archaic
Chinese, among others, the counterpart of (7a) is
well-formed in argument positions. Likewise in
(7b), three-cup, well-formed as a modifier, still
has the plural reading. And then, there are cases
like those in (7c), where the omission of —s is
obligatory, but a plural reading still must obtain.

(7) a.*three cup
b. a three-cup bra
c. three fish/deer/sheep

Note also that PM —s is still required when
Num’s value is smaller than /, and thus not /,
e.g., 0.5 apples and 0 apples and not *0.5 apple
and *0 apple, indicating that —s here has little to
do with plurality. The PM —s thus serves the
same function as a general C in highlighting the
discreteness or countability of N. However, there
is a caveat: PM —s is not allowed when Num has
the value of /, as in (8), and yet, the counterpart
C ge in Chinese is well-formed.

(8) He bought one cup(*s).

(9) Ta mai-le (yi) ge beizi.
he bought 1 C cup
‘He bought a cup.’

Her (2012a:1682) offers an explanation
likewise based on mathematics. In [/ <], either
the multiplier (Num) or the multiplicand (C/PM)
can be omitted without changing the result. Both
options are found in languages. As seen in (10a),
in Chinese Num is optionally omitted, but only
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when its value is /; in contrast, in Persian, when
Num is /, it is obligatorily omitted, as in (10b)
(Gebhardt 2009:212). In Khasi, an Austro-
Asiatic language in India, when Num is 7, it is C
that is obligatorily omitted, as in (10c) (Temsen
2007: 6); the same is true in Tat (Greenberg,

1990[1972]:168), Amis, a Formosan
language (Tang 2004:389), and Tetun, an
Austronesian language (van Klinken, 1999).
English, shown in (10d), is thus rather like Khasi;
the only difference is that the multiplicand / is
expressed as PM in English, C in Khasi.
Incidentally, Indonesian is interesting in that the
generally optional C is obligatory with the
numeral / (Sneddon 1996).

(10) Options of Num, Num=/
a. Chinese [[/ x /] cup] = [(1) C cup]
b. Persian [[/ x I]cup]= [*1 C cup]
c.Khasi [[/ x I]cup]=[1 *C cup]
d. English [[/ x I]cup]=[1 *-scup]

To summarize, Cs and PMs can be unified
under the view that they both enter into a
multiplicative relation with Num and function as
a multiplicand with the precise value of /, which
explains why both are semantically superfluous.

3 Potential Exceptions in 22 Languages

The unification of Cs and PMs as the same
category means that they occupy the same
syntactic position and share the same
constituency structure. Consequently, Cs and
PMs must be mutually exclusive on N. Yet, there
has not been any serious attempt in finding out to
what extent this prediction is borne out
empirically. In the World Atlas of Language
Structures (WALS) database, there are two
studies that may shed light on this very issue,
though indirectly: Gil (2008) looks at 400
languages and found Cs in 140, and Haspelmath
(2008) examines 291 languages and 163 have
PMs. What interests us is that 114 languages are
covered in both studies, as shown in Table 1.

Table 1. C/PM Distribution in 114 languages

PM x PMY
Cx 8 80
CcV 4 22

Out of the 114, only 8 are without Cs and
PMs, which will be examined in Section 5. The
majority employs PMs only, while 4 employ Cs
only. Cs and PMs thus do seem to be largely
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complimentarily  distributed in languages.
However, 22 languages have both, as seen in

Table 2.

Table 2. Cs and PMs in 22 languages

Optional C Obligatory C
Human N, Mandarin
. Hatam
optional Japanese
Ainu Garo
Indonesian Jacaltec
All Ns, Nivkh
. Khmer .
optional Teribe
Tetun -
Chantval Ulithian
ty Vietnamese
All N,
optional in None Belhare
inanimates
Taba
Ii];gla:tfs’ None Kathmandu-
gatory Newar
AllNs Hungarian Kham
obligato Turkish Mokilese
gatory Tuvaluan

The 4 languages with obligatory Cs and PMs,
if confirmed, are certain challenges, as C/PM co-
occurring on N is certain. Yet, in fact all 22
languages may present problems for C/PM
unification, if C and PM co-occur on N, whether
optionally or obligatorily. In 3.1 are listed the 11
languages where Cs and PMs are found to be in
complimentary distribution, and 3.2 presents the
11 languages that do allow Cs and PMs to co-
occur on N.

3.1 C/PM mutually exclusive

Garo (Tibeto-Burman): optional Cs and PMs,
PMs not used where numerals denote plurality
(Burling 1961, p.c.).

Indonesian: optional Cs and optional PM by
way of reduplication (Sneddon 1996), does not
allow C/PM co-occurrence (Johnny Lee, p.c.).

Kham (Tibetan): obligatory PM on all Ns, but
the putative Cs are in fact ‘not true classifiers in
the classical sense defined by Greenberg (1972)
and others..” (Watters, 2002:180).

Jacaltec (a Mayan language of Guatemala):
obligatory Cs and an optional PM on all Ns.
However, we suspect that the putative PM heb’ is
an adjective or quantifier (see the discussions of
Mokilese and Vietnamese below), not a
morphological PM. See (11).

(11) ca-wan  heb’ naj winnaj
2-NumCL PL. C man
‘the 2 men’ (Craig, 1986:246)
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Mokilese (Micronesian): plurality marked on
the determiner, not N (Harrison, 1976), no C/PM
co-occurrence on N (Doetjes 2012).

Teribe (a Chibchan language of Panama):
obligatory Cs, optional PMs, do not co-occur
(Quesada, 2000).

Tetun (an Austronesian language of Timor):
optional Cs and an optional PM on all Ns (van
Klinken et al, 2002), no examples of the two co-
occurring (John Hajek, p.c.).

Tuvaluan (an Austronesian language of
Tuvalu): some classifier-like elements, which led
to its inclusion by Gil (2005). Yet, Besnier
(2000:367) is emphatic that ‘Polynesian
languages do not have classifier systems, and
Tuvaluan is no exception.’

Turkish: optional Cs and PMs (Kornfilt, 1997;
Goksel and Kerslake, 2011), no C/PM co-
occurrence on N (Jaklin Kornfilt, p.c.).

Ulithian (Austronesian): obligatory Cs, but
plurality is marked on demonstratives, not on Ns
(Lynch et al, 2002).

Vietnamese: obligatory Cs, optional PMs on
all Ns. Note, however, that the so-called
‘pluralizers’ or ‘plural markers’ are in fact
quantifiers, not morphological PMs on N, and
carry various explicit quantifier meanings and
(in)definiteness (Thompson, 1965:180; Schachter,
1985:38). See (12).

(12) cac  con ngua den
PL-def C horse black
‘the black horses’ (Nguyen 2004:18)

3.2 C/PM not mutually exclusive

For each the 11 languages where Cs and PMs co-
occur on N, a reference and an example are given.

Ainu (an indigenous language of Hokkaido):
optional Cs and an optional PM for all Ns
(Bugaeva, 2012)

(13) okkaypo  utar tu-n
young.man PL 2-C
‘these 2 young men’ (Anna Bugaeva, p.c.)

Belhare (a Kiranti language of Nepal):
obligatory Cs and optional PM on inanimate Ns.
(14) sip-pay ma?i-chi

2-C person-PL
‘2 people’ (Bickel 2003:563)

Chantyal (an endangered language of Nepal):
optional Cs and an optional PM for all Ns.
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(15) tin-ta jommay naku-ma
3-C all dog-PL
‘all 3 dogs’ (Noonan 2003:318)

Hatam (West Papuan): optional Cs and PMs.
(16) di-kindig-bat-nya i-bou can
1sg-brother-COLL-PL 3PL-C 2
‘my 2 brothers’ (Reesink 1999:83)

Hungarian: optional Cs, PMs obligatory on
all Ns but do not co-occur with numerals.
(17) ex-ek a szem-ek rohadt-ak
this-PL the C-PL  rotten-PL
‘These rotten ones.’
(18) harom takaro-(*k)
3 blanket-PL
‘3 blankets’ (Csirmaz and Dékany, 2010:13)

However, Csirmaz and Dékany (to appear)
suggests that [Plural demonstrative + def. article
+ CL + N-PL] is not well-formed.

(19) Maz-ok a fej salata-k
that-PL the C lettuce-PL
‘those heads of lettuce

Japanese: obligatory Cs and an optional PM
on human Ns.
(20) Sono-gakusei-tati san-nin kita.
that-student-PL.  3-C came
‘The 3 students came’ (Amazaki, 2005:224)

Kathmandu Newar (Tibeto-Burman):
obligatory Cs and PMs on animate Ns.
(21) nya-mha pasa-pi:
5-C friend-PL
‘5 friends.” (Hale and Shrestha 2006:93)

Khmer (Austroasiatic and official language of
Cambodia): optional Cs and an optional PM on
all Ns (Gilbert, 2008; Gorgoniyev, 1966).

(22) proas (proas) bei nak
man-man 3C
‘3 men’ (Soksan Ngoun, p.c.)

Mandarin: obligatory Cs and an optional PM
for human Ns.
(23) san wei laoshi-men
3 C teacher-PL
‘3 teachers’ (Her 2012a)

Nivk (language isolate of Siberia): obligatory
Cs and optional PMs on all Ns.
(24) ku-umguo kla-gu men
that-girl-PL 2 C
‘those 2 girls’ (Panfilov 1962:158)

Taba (Austronesian): obligatory Cs and an
optional PM on human Ns.
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(25) mapin-ci mat-tol
woman-PL C-3
‘3 women’ (Bowden 2001:256)

4 A Formal Account for Mandarin

These 11 languages present a significant
challenge to the unification of C/PM; however, a
thorough and comprehensive examination of all
11 cases is clearly too wide in scope for the
present paper. We thus focus on Mandarin, a
quintessential classifier language believed to
have the largest inventory of Cs (T’sou, 1976).
Traditionally it has been claimed that C/PM do
not co-occur on N in Mandarin. However, recent
data from corpus and the Internet indicate that C
and —men, a PM for human nouns, do co-occur,
indicating variation in grammaticality judgment
among Mandarin speakers (e.g., Her 2012a). To
explain this C/PM co-occurrence, we propose a
formal account with the following grammatical
characterizations.

(26) a. The category CL consists of the two

subcategories: Cs and PMs.

b. The morpheme —men is a suffix that
carries the feature [pl] and [def].

c. Cs are clitics and require a proper host
(Yang 2002, Chen 2012).

d. Numerals project NumP and carry [pl],
except /, which has [sg].

e. There are two null numerals, Q[sg] and
O[pl].

f. Q[pl] subcategorizes for PM, all other
numerals, C.

With that, we account for (27) with the
structure and derivation in (28). The suffix -men
attracts N to raise to CL. Given that —men carries
a definite reading (e.g., Huang et a/, 2009:8.4.1),
the N-men phrase thus raises to Num and then to
D to fill the empty heads.

(27) laoshi-men
teacher-PL

NP

men(pldef] laoshi
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qa[pu |CL N|P

laoshL—men[pl,deﬂ| lneshi
\_/

In contrast, numeral san ‘3’ in (29) is ill-
formed, becuase overt numerals subcategorize
for Cs, not —men (see (26f)). The example in (30)
is thus well-formed; the clitic wei raises to an
Num, as in (31). Following Huang et al (2009,
chp.8), we assume (30) is ambiguous between a
quantity reading with NumP, and an individual
reading, thus with a null D projecting a DP and
taking NumP as complement.

(29) *san laoshi-men
3 teacher-PL

(30) san wei laoshi
3 C teacher
‘3 teachers’

(31) NumP

Num CLP

3pi-wei CL NP

wet laoshi

The bare classifier phrase in (32) is ill-formed,
for Cs, as clitics in Mandarin, require a proper
host. The example in (33), where an overt
numeral serves as the host for C, is thus well-
formed with or without the overt D.

(32) *wei laoshi
C teacher
(33) (zhe) yi wei laoshi
the 1 C teacher
‘(the) one teacher’

(34)  DP

PN

NumP

N

zhe Num CLP

N
C]L N|P
A

laoshi

D
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As mentioned earlier, the numeral / can be
omitted. The example in (35) is thus well-formed
with or without the numeral /, as long as there is
an overt D serving as host for C.

(35) zhe wei laoshi
the C teacher
‘this teacher’

(36)a. DP
D NumP
zhe Num CLP

PN

@[sg] CL NP

wei  laoshi
b. DP
D NumP
zhe-|®[sg]-wei NQ\CK
A\@ CL NP

|
\Lﬁ laoshi

Finally, for the co-occurrence of C and-men, it
should be noted that any analysis proposed
should ideally reflect its marked nature, as C/PM
co-occurring on N is clearly the exception, not
the norm. An example is given in (37), the
derivation of which is illustrated in (38a-c). Note
the difference between (38) and (31); the latter is
without —men and thus without DP.

(37) san wei laoshi(-men)
3 C teacher-PL
‘(the) 3 teachers’

(38)a. DP

Num

3p; CL NP

wel -men[pldef] laoshi

b. DP
D NumP
Num CLP

N
CL NP
/\ |

wet -men[pl,def] laoshi
c. DP

D NumP
3[pl]-wei
Num CLP
3pi-wei CL NP
wet laoshi-men(pl,def] laoshi
V\_/

What’s marked about the structure is that CL
1s double-headed, with a C and a PM, each
undergoing its normal derivation. In (38c), the
Num-C phrase thus raises to D to fill its empty
head for definiteness, the only compatible
reading with the CLP due to -men. Thus, the DP
structure of (38) remains the same with an overt
D, e.g., zhe ‘the’. The double-headed CL is
independently motivated by the so-called ‘CL
copying construction’, coined by Zhang
(2013:169). Two examples are given in (39), and
the proposed derivation of (39a) in (40), which,
like (30) and unlike (37) with —men, is a NumP.

(39) a. san duo hua(-duo)
3 C flower-C
3 flowers’
b. san pi ma(-pi)
3 C horse-C
‘3 horses’

(40) a. NumP

Num CLP

3pp CL NP

duo duo hua
b NumP

Num CLP
3[p1]—d1|10 CL/\NP

i ok
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There is also cross-linguistic evidence of
double-headedness, e.g., appositional compounds
(woman doctors, women doctor) (Bresnan, 2001),
the double-headed VV structures in Classical
Chinese (Feng 2002), and a double-headed
verbal phrase structure for serial verb
constructions in some African languages (e.g.,
Baker, 1989; Hiraiwa and Bodomo, 2008; Aboh,
2009).

5 Implication on the Count/Mass Issue

The discussions thus far indicate that Cs and
PMs are two typological choices serving the
same cognitive function of highlighting the
discrete or count nature of a noun. In other words,
the existence of C/PM in a language entails a
count/mass distinction in that language. Thus, to
the extent that C/PM is universal, so is the
count/mass distinction. The C/PM unification
thus supports Yi’s (2009, 2011) and Her’s
(2012a) rejection of the thesis that classifier
languages, unlike PM languages, have no count
nouns, a thesis held prominently by Quine
(1969b:35ff), Allan (1977), Krifka (1995), and
Chierchia (1998), among others. This leaves us
with two issues to explore further. First, is the
count/mass distinction made universally at the
lexical or syntactic level? Second, is there any
evidence for the count/mass distinction in
languages without C/PM?

5.1

Borer (2005) contends that all nouns in all
languages are mass at the lexical level and a
count/mass distinction only exists at the syntactic
level, i.e., a noun is count only when it appears
as the complement in the syntactic configuration
projected by C/PM. Her view is based primarily
on data showing fairly robust convertibility
between putative count nouns and mass nouns in
English, as in (41) and (42).

Syntactic or lexical distinction

(41) A wine/wines, a love/loves, a salt/salts (on
count reading)

(42) There is dog/stone/chicken on the floor (on
mass reading)

Borer’s view thus predicts that all putative
mass nouns can be marked with a PM and be
coerced into count, as in (41), and in the case of
classifier languages, all putative mass nouns can
appear with a C and thus turn into count. But this
prediction is too strong to be true. Many putative
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mass nouns in English cannot be quantified by
numerals, unlike putative count nouns.

(43) a.*one conspicuousness
b.*one beautifulness
c.*one precariousness

(44) a.*three conspicuousnesses
b.*three beautifulnesses
c.*three precariousnesses

Likewise, many putative mass nouns in
Mandarin cannot appear in the [Num C N]
configuration either, again unlike putative count
nouns in the language.

(45) a*= {H ZZ5&
san ge qi
3 C air
b= il K
san ge jiujing
3 C alcohol
c*= & N EEH
san ge buxiugang
3 C stainless-steel

The problem is easily solved, however, if the
traditional view is adopted, where a count/mass
distinction is made at the lexical level.

5.2 Languages without C/PM

Given the lexical count/mass distinction in
languages with C/PM and the fact that the
majority of the world’s languages have either Cs
or PMs or both (again, see Table 1, repeated
below), the implication is that the count/mass
distinction is universal.

Table 1. C/PM Distribution of in 114 languages

PMx PMY
Cx 8 80
cV 4 22

Out of the 114 languages covered by both Gil
(2008) and Haspelmath (2008), only 8 are
without C/PM. Early Archaic Chinese is another
example. Since grammatically, count nouns, by
definition, can be counted without the help a
measure word, a language must logically have
numerals, count quantifiers, e.g., several and
many, or count determiners, e.g., these and those,
for it to have count nouns. So, we shall have a
closer look at the numeral systems in these 8
languages and Early Archaic Chinese. The nine
languages are divided into two groups, those
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with restricted numerals only and those with a
(semi-)productive system.

Group 1: restricted numerals

Imonda, a Papuan language, has numerals 1 to
Sonly: 1,2, 1+2, 242, and 2+2+1 (Chan, 2013).

Piraha, an Amazonian language isolate, has
no numerals (Frank et al, 2008).

Yidiny, a nearly extinct Australian language,
has only numerals 1-5 (1991:224).

Yingkarta, an Australian language a.k.a.
Yinggarda and Inggarda, has numerals 1-4 only:
1,2, 3, and 2+2 (Chan, 2013).

Group 2: (semi-)productive systems

Early Archaic Chinese already has a very
mature decimal system.

Chimariko, a Hokan language of California,
now extinct, has quinary and decimal system
(Jany 2007:110).

Kombai, a Papuan language, has a semi-
productive body tally system (Chan, 2013).

Mapudungun, an Araucanian language of
Chile, has a decimal system (Chan, 2013).

Salt-Yui, a Papuan language, has a finger-and-
toe tally system with a 2, 5, and 20-based cyclic
pattern (Chan, 2013).

We will take Early Archaic Chinese as an
example for Group 2, and Piraha, for Group 1.
Early Archaic Chinese in the Shang oracle-bone
inscriptions, or Oracular Chinese, from 18"-12"
centuries BC, is known to have neither Cs nor
PMs (Xu, 2006). It does, however, have a well-
developed decimal numeral system and also a
number of plural quantifiers. Evidence of
count/mass distinction comes from the fact that
numerals can quantify an N directly, as in (46).
Without exception, such Ns are all putative count

nouns, indicating a lexical count/mass distinction.

(46) a i A — 4+ (Hu 1983 (01060)
wuren yi niu
5 person 1 ox
‘5 persons and 1 ox’

b ZH T, R
niao er-ba-shi-er tu i
bird 2-hundred-ten-2 hare 1
‘212 birds and 1 hare’

Pirahd, on the other hand, is anumeric and also
makes no distinction between singular and plural
(Everett, 2005). More significantly, experiments
conducted by Gordan (2005) and Everett and

— (Hu 1983 (41802))
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Madora (2012) show that monolingual Piraha
speakers are only able to conceptualize an exact
numerical quantity equal to or smaller than three.
However, the notion of ‘count’ only requires the
concept of individual via the notion of one (Yi,
2009:219). In other words, the notion of exact
quantity above three is not a necessary condition
for either the conceptual or the linguistic
distinction between count and mass. Clear
evidence for a count/mass distinction in Piraha
comes from the two different quantifiers in (47),
both indicating a large quantity in approximation
(Nevins et al 2009).

(47) a. xaibai 'many' (count nouns only)
b. xapagi 'much' (non-count nouns only)

The fact that a language without numerals is
still able to make a lexical distinction of
count/mass, coupled with the fact that pre-
linguistic infants are capable of representing
precise numbers (1-3) as well as approximating
numerical magnitudes (see Feigenson et al, 2004,
for an excellent summary and review), suggests that
the count/mass distinction is universal.

6 Conclusion

This study confirms the generalization that
numeral classifiers (Cs) and plural markers (PMs)
are largely complimentarily distributed in
languages. We concur with Her (2012a) that this
generalization exists because it reflects C/PM’s
identical mathematical function as a multiplicand
with the value of / and the cognitive function of
highlighting the discreteness, or the count nature,
of the noun. However, genuine exceptions, where
C/PM co-occur on N in 11 languages out of 114
examined, do pose a challenge to the unification
of Cs and PMs. These 11 languages are Ainu,
Belhare, Chantyal, Hatam, Hungarian, Japanese,
Kathmandu Newar, Khmer, Mandarin, Nivk, and
Taba. We take Mandarin as an example and
account for its [D Num CL N] construction,
where the C/PM co-occurrence involves a
marked structure with a double-headed CL.
Furthermore, the unification of Cs and PMs
also has significant implications on the debate
over the count/mass distinction in languages. Our
preliminary survey of 9 languages without C/PM,
with special attention on Piraha, indicates that
the existence of a numeral system in a language
is in fact not a prerequisite for the count/mass
distinction. Thus, to the extent that the
unification of Cs and PMs is on the right track,



PACLIC-27

the implication is that the count/mass distinction
1s made on the lexical level and it is universal.
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Abstract

Head-Internal Relatives (HIRs) in Japanese
are regarded as rich context-setters within
Dynamic Syntax (DS): the propositional tree
of the HIR clause is mapped onto a ‘partial’
tree, which establishes a rich context for the
embedding clause to be parsed. This partial
tree contains a situation node decorated with
the Relevancy restriction and a node for an
internal head. This account handles some new
data and makes a novel prediction. Further, it
is shown that the past DS analysis of HIRs in
fact models change relatives (but not HIRs).

1 Introduction

Japanese displays so-called HIRs (Head-Internal
Relatives), where the relative clause lacks a gap,
the head is found inside the relative clause, and
the relative clause ends with the particle no.

tsukue-no-ue-ni
[apple-NOM table-GEN-top-at
oite-atta nol-o  Kiki-ga tabeta.
place-existed NOJ-ACC K-NOM ate
‘An apple was on a table and Kiki ate it.’

(1) [Ringo-ga

This paper addresses Japanese HIRs in Dynamic
Syntax (DS; Cann et al., 2005; Kempson et al.,
2001). Sect. 2 surveys previous studies. Sect. 3
introduces DS. Sect. 4 argues that the past DS
account of no (Cann et al., 2005) fails to capture
the non-nominality of HIRs. Sect. 5 presents an
alternative DS account. Sect. 6 argues that the
past DS account of no models change relatives
(but not HIRs). Sect. 7 concludes the paper.

2  Previous Studies

Several papers collected in Kuroda (1992) as a
point of departure, the Japanese HIR has been
extensively explored (Kitagawa, 2005; Kuroda,

2005; see references therein). Two approaches
stand out. First, some scholars note parallelisms
between HIRs and E-type anaphora and make
use of the E-type mechanism for HIRs (Hoshi,
1995; Kim, 2007, 2008a/b, 2009; Matsuda, 2002;
Shimoyama, 1999, 2001). The most advanced
work in this camp is Kim’s analysis. Second,
others postulate the null functional head ChR
(Choose Role) as a sister to VP, and assume that
ChR picks out the internal head by choosing a
salient thematic role in the eventuality denoted
by VP (Grosu, 2010; Grosu & Landman, 2012).

Kim’s E-type analysis and the ChR analysis
are the two most influential accounts of HIRs in
the literature, but they seem need revisions. First,
it is widely held that the head in the HIR denotes
a maximal set of individuals that satisfy the HIR
clause description (Hoshi, 1995). For instance,
for (1) to be felicitous, the situation must be the
one where Kiki ate all of the apples on the table.
But maximality effects are shown to be derived
pragmatically. Thus, for (2) to be felicitous, a
situation must be the one where each passenger
puts no more than one ticket in the checker, even
though he has multiple tickets, provided our
world knowledge that the insertion of multiple
tickles may cause malfunction of the checker
(Kubota & Smith, 2007: 154).

(2) Dono-zyookyakui-mo [e; saifu-ni
every-passenger-too [ wallet-in
kaisuuken-ga haitteita nol-o
coupon.ticket-NOM  was.present NO]-ACC
toridashite  kaisatsu-ni ireta.
pick.up ticket.checker-to  put
‘Every passenger picked up a coupon ticket
that she/he had in (her/his) wallet and put it
in the ticket checker.’

In Kim’s account, maximality effects obtain due
to the feature [+definite] of the head D, and in
the ChR account, they emerge due to the feature
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[MAX] of the head C. Thus, both accounts do not
predict the context-dependency of maximality.

Second, HIRs are not sensitive to islands. For
instance, Mihara (1994: 239) shows that the HIR
(3) is not sensitive to the complex NP island.’

(3) [Taro-ga [Hanako-ga subarashii ronbun-o
[T-NOM [H-NOM excellent paper-ACC
kaita toiu uwasal-o kiiteita
wrote TOIU rumour]-ACC has.heard
nol-ga  tsuini Syuppansareta.

NO]-NOM finally was.published

‘Taro has heard a rumour that Hanako wrote
an excellent paper, and the paper was finally
published.’

Kim’s account cannot model island-insensitivity
of HIRs because it concerns only the eventuality
denoted by the highest clause in the HIR clause
(cf., Grosu (2010: 250)). In the ChR account, a
null operator at Spec, ChRP undergoes cyclic A’-
movement and this predicts island-sensitivity of
HIRs. This prediction is said to be borne-out by
considering data in Watanabe (2003), but without
taking into account the examples such as (3).

Finally, it has been widely believed that the
HIR clause cannot license negation (Hoshi, 1995;
Grosu & Landman, 2012). The present paper,
however, observes that negation is licensed if the
existence of the individual denoted by the head is
inferable. For instance, negation is licensed in the
HIR (4) because it is inferable that there was a
wallet somewhere other than a safe.

(4) Dorobo-wa [saifu-ga kinko-ni
thief-TOP  [wallet-NOM safe-at
haittei-naka-tta nol-o
put.inside-NEG-PAST NO]J-ACC
manmato nusumi-dashita.
successfully steal-took.away
‘A wallet was not inside a safe (but outside
the safe), and a thief successfully stole it.’

In the ChR account, they might argue that saifu
moves over NegP at LF so that it out-scopes the
negator. But this remedy is untenable since ChR
cannot select NegP, anyway. This is because it is
assumed that (i) VP denotes an open proposition
with an event slot; (ii) ChR selects such an open
proposition; but (iii) NegP closes the proposition
over the event slot before it is selected by ChR

! Kuroda (2005) suggests that the Complex NP Constraint
may be at work. At the same time, however, he notes that
the HIR involving the complex NP is not totally degraded.
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(Grosu & Landman, 2012: 176). Kim’s account,
on the other hand, seems to correctly treat (4). In
her analysis, the head denotes the maximal set of
individuals that satisfy a salient property and a
salient thematic role in the state denoted by the
HIR clause. In (4), the property is identified with
saifu’ and the role is identified with Theme. So,
the head saifu is correctly detected. As illustrated
in (5), however, the negation data display long-
distance dependency. Given that Kim’s account
concerns only the state denoted by the highest
clause in the HIR (cf., discussion around (3)), it
cannot detect the head hoseki in (5).

(5) Dorobo-wa [aru-yumeijin-ga
thief-TOP  [certain-celebrity-NOM
[ie-de-wa hoseki-o kinko-ni
[house-at-TOP jewellery-ACC safe-at
irete-nai to] TV-de itteita
put.inside-NEG COMP] TV-at said
nol-o manmato  nusumi-dashita.
NOJ]-ACC successfully steal-took.away
‘A celebrity said in a TV programme that
she did not put her jewellery in a safe, and
the thief successfully stole it.’

These data undermine the recent works on the
HIR. In this paper, I shall propose an alternative
account within Dynamic Syntax.

3 Dynamic Syntax (DS)

Dynamic Syntax (DS) is a formalism that models
‘knowledge of language,” construed as a set of
procedures to build up an interpretation on the
basis of word-by-word parsing in real time (Cann
et al., 2005; Kempson et al., 2001). DS assumes
semantic representation without a separate level
of syntactic representation. So, a string is directly
mapped onto a semantic structure as it is parsed
left-to-right online.

3.1 A Sketch of the Formalism

DS models gradual updates of an interpretation
as progressive growth of a semantic tree. The
initial state is specified by the Axiom:

(6) Axiom
M, ¢

The Axiom sets out a node decorated with ?t, a
requirement that this node will be of type-t. A
pointer ¢ indicates a node under development. A
parser updates this initial tree state by executing
general, lexical, and pragmatic actions. Every
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time a node is created, it comes with a set of
requirements, and every tree update is driven by
some form of requirements. A DS tree is said to
be well-formed iff no outstanding requirements
remain. A string is said to be grammatical iff
there is a tree update that leads to a well-formed
tree. For instance, if a parser processes (7), it
gradually updates the initial state (6) by running
general, lexical, or pragmatic actions until the
well-formed tree (8) emerges, where there are no
outstanding requirements. (Throughout this paper,
tense is set aside; see Cann (2011).)

(7) Kiki-ga hashi-tta.
K-NOM run-PST
‘Kiki ran.’

®) hashi’ (Kiki’)(SIT) : t, ©
/\

SIT :es  hashi’(Kiki’) : es—t
/\

Kiki’ - e hashi’ : e—(es—t)

DS trees are binary-branching, an argument
being on the left and a functor on the right. Each
node is decorated with a pair o : , where a is a
semantic content and B is a set of labels that
show various properties of the content such as
logical type. In (8), hashi (= ‘run’) takes not only
the subject term Kiki’ but also the situation term
SIT. DS assumes that all verbs select a situation
term of type-e (cf., Davidson (1967)). The type
of situation term is notated as es.

The backbone of DS trees is LOFT (Logic Of
Finite Trees; Blackburn & Meyer-Viol (1994)).
LOFT is a language to talk about node relations.
Two operators are of particular relevance to this
paper. <|o> refers to an argument daughter and
<|1> refers to a functor daughter, together with
their inverses: <fo> and <f?,>. These operators
may be used in conjunction with labels. Thus,
<lo>(es) states that the argument daughter is of
type-es. This holds at the top node in the tree (8).

As stated above, a set of requirements drives
the application of general, lexical, or pragmatic
actions to update a tree state. An action package
is in the following conditional format:

9) IF (input condition)
THEN (action; if the condition is met)
ELSE (action; if it is not met)

The IF-block is a condition on the node marked
by the pointer ¢. The THEN-block specifies an
action to be run if the condition is met whereas
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the ELSE-block specifies an action to be run if
the condition is not met. Let us consider an
action package that is encoded in a verb. Since
Japanese is pro-drop, it is assumed that all verbs
project a propositional template. For instance, the
verb hashi (= ‘run’) generates the tree (10).

(10) Parsing hashi (= ‘run’)

7
/\
U:es ?(es—t)
V:e hashi’ : e—(es—t), ¢

Each argument node is annotated with a meta-
variable, a place-holding device to be saturated
with a term such as Kiki’. The action package to
generate the tree (10) is formulated as follows:

(11) Entry of hashi (= ‘run’)

IF 7

THEN make/go(<l¢>); put(U : es); go(<1¢>)
make/go(<|,>); put(?(es—t));
make/go(<l¢>); put(V : e); go(<1¢>)
make/go(<|>); put(hashi’ : es—(e—t))

ELSE ABORT

The IF-block declares that a parser performs the
actions in the THEN-block iff a current node is a
type-t-requiring node. (If this is not met, ABORT
applies; the tree update is quitted.) The THEN-
block consists of primitive actions. make/go(a) is
an action to create a node a and move a pointer <
to the node. Since <|¢> refers to an argument
daughter, make/go(<|¢>) is an action to create an
argument daughter and moves a pointer ¢ to the
node. put(a) is an action to decorate a current
node with a. So, put(?(es—t)) decorates a current
node with ?(es—t). These atomic actions build
the tree (10).

DS adopts the epsilon calculus for modelling
quantification. The epsilon calculus, proposed by
David Hilbert, is the logic of arbitrary names in
natural deduction in Predicate Logic (Kempson
et al., 2001). All quantified NPs are mapped onto
an epsilon term, a type-e term defined as a triple:
a binder, a variable, and a restrictor. For instance,
neko (= “a cat’)* is mapped onto (g, x, neko’(x)),
where ¢ is an epsilon binder (analogous to d), x a

variable, and neko’(x) a restrictor. A situation
term is notated as SIT in (8) but it is precisely

2 Japanese lacks determiners. Thus, the quantificational
force of bare NPs is contextually determined.
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expressed as an epsilon term such as (g, s, S(s)).
(For the situation predicate S, see Cann (2011).)

Once a proposition emerges, each epsilon term
is evaluated for scope. This process, Quantifier-
Evaluation (Q-Evaluation), explicates the scope
dependencies; the restrictor of a term is enriched
with the other predicates in the proposition. For
instance, the proposition (12) contains two terms.
Suppose that the situation term (g, s, S(s)) out-
scopes the subject term (g, x, neko’(x)).

(12) hashi’ (g, X, neko’(x))(e, s, S(s))

A term having a narrow scope is Q-Evaluated
first. So, (g, X, neko’(x)) is evaluated first, to the
effect that (12) is updated to (13). The evaluated
epsilon term, abbreviated as a, reflects not only
the original predicate neko’ but also the predicate
hashi’ into the restrictor, with the connective &
for existential quantification.

(13) neko’(a)&hashi’(a)(e, s, S(s))
where a = (g, X, neko’(xX)&hashi’(x)(g, s, S(s)))

The same procedure then applies to the situation
term, and (13) is updated into (14).

(14) S(b)&[neko’ (ay)&hashi’ (ap)(b)]

where b = (g, s, S(s)&[neko’(as)&hashi’(as)(s)])
ap = (g, X, neko’(xX)&hashi’(x)(b))
as = (g, X, neko’(x)&hashi’(x)(s))

The technical detail here is unimportant. What is
essential is that (i) Q-Evaluation algorithmically
applies to a term in the reverse-order of the scope
relation, (ii) each evaluated term reflects the full
content of the proposition into the restrictor, and
(iii) the output such as (14) explicates the full
scope dependency.

In closing this DS exegesis, the LINK device
needs to be mentioned. So far, only individual
trees have been considered, but two discrete trees
may be built up in tandem and paired in virtue of
a shared term. This formal tree pairing is called
‘LINK.” The LOFT operator <L> refers to the
LINKed node from the perspective of a current
node. The inverse is defined as <L'>. For details,
see Sect. 4 and, especially, Sect. 5.1.

3.2 A Sample Tree Update

Progressive growth of a DS tree vis-a-vis left-to-
right parsing is illustrated with the string (15).
The initial state is the Axiom (16), and a parser
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incrementally updates this initial tree by running
general, lexical, or pragmatic actions.

(15) Neko-ga hashi-tta.
cat-NOM run-PST
‘A catran.’

(16) Axiom
N, ¢

First, the actions encoded in neko and ga induce
a subject node decorated with the content of neko
and the logical type e.’

(17) Parsing Neko-ga
N, ¢

\

2(es—t)

I

(e, X, neko’(x)) : e

Next, hashi (= ‘run’) projects a propositional
schema, where a situation and a subject node is
decorated with a meta-variable (cf., (10)). Note
that a subject node is already present in (17).
This pre-existing node harmlessly collapses with
the subject node created by hashi.

(18) Parsing Neko-ga hashi-tta (ignoring tense)
2%, ©
/\
U:es 2(es—t)

/\

(g, X, neko’(x)) : ¢ hashi’ : e—(es—t)

Two daughter nodes at the bottom are specified
for content and type. Thus, functional application
and type deduction compute the content and type
of the mother node. This process, formulated as
the general action Elimination, also applies to the
intermediate argument-functor pair, yielding the
decoration at the top node.

(19) Elimination (twice)

hashi’ (g, x, neko’(x))(g, s, S(s)) : t, ©

(e,8,8(8)) : es  hashi’(g, X, neko’(X)) : es—t

(e, X, neko’(x)) : ¢ hashi’ : e—(es—t)

3 Formally, the general action Local *Adjunction induces an
unfixed node, to be decorated by neko and to be fixed as a
subject node by the nominative case particle ga.
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This is a well-formed final state in that it has no
outstanding requirements. The proposition at the
top node is Q-Evaluated; see (14) for the output.

4 A Previous DS Account

Building on Kurosawa (2003), Cann et al. (2005)
and Kempson & Kurosawa (2009) propose that
no in HIRs is a LINK-inducing nominaliser. For
instance, consider (20). The parse of (20) up to
oite-atta yields the tree (21). The proposition at
the top node in (21) is Q-evaluated as in (22):

(20) [Ringo-ga oite-atta nol-o
[apple-NOM  place-existed NO]-ACC
Kiki-ga  tabe-ta.

K-NOM  eat-PST
‘There was an apple and Kiki ate it.’

(21) Parsing the string (20) up to oite-atta
0-a’(g, X, ringo’(x))(g, s, S(s)) : t, ¢

/\

(e,8,8(s)) :es 0-a’(g, X, ringo’(X)) : es—t

(e, x, ringo’(x)) : e 0-a’ : e—(es—t)

(22) Evaluating the proposition in (21)
S(b)&[ringo’(ap)&o-a’(ay)(b)]
where b = (g, s, S(s)&[ringo’(as)&o-a’(as)(s)])
ap = (g, X, ringo’(X)&o-a’(x)(b))
as = (g, X, ringo’ (X)&o-a’(x)(s))

Now, no (i) initiates a LINK relation to a type-e-
requiring node and (ii) decorates the node with a
term in the evaluated proposition (in this case, ay
in (22)). In the tree display (23), a LINK relation
is expressed by a curved arrow:

(23) Parsing the string (20) up to no

0-a’(g, X, ringo’(X))(s, s, S(;»/:t\
T~

a,:.e, 0

where a, is as defined in (22).

The rest of the process is as usual. Especially, the
node decorated with a, is identified as an object
node by the accusative case particle o, and tabe-
projects a propositional schema, where the object
node collapses with the pre-existing object node.
The heart of this analysis is that no is regarded
as a nominaliser: it maps a proposition onto a

term denoting an entity reflecting the proposition.

Seraku (in prep.) demonstrates that this entry of
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no models FRs (Free Relatives), where no is seen
to have the nominal status (Tonosaki, 1998).

Unlike FRs, however, HIRs possess a number
of non-nominal characteristics. First, when the
nominaliser no denotes a human, it has a (mostly,
derogatory) connotation (cf., Kuroda (1992)). So,
no in the FR (24) may have such connotation but
no in the HIR (25) does not. This suggests that
individuals are not denoted in HIRs.

(24) [Naita nol-o Kiki-ga nagusameta.
[cried NO]-ACcC K-NOM consoled
‘Kiki consoled a person who cried.’

(25) [Tomodachi-ga naita nol-o
[friend-NOM  cried NOJ-ACC
Kiki-ga nagusameta.
K-NOM consoled
‘A friend cried and Kiki consoled him.’

Second, the relative clause is modifiable by
demonstratives in FRs but not in HIRs (Tonosaki,
1998). Given that only individual-denoting items
may be modified, it seems that an individual is
denoted in the FR (26) but not in the HIR (27).

(26) Sono  [Kiki-ga  katta nol-o
that [K-NOM  bought NOJ-ACC
Jiji-ga tabeta.
J-NOM ate
‘Jiji ate that thing which Kiki bought.’

(27) *Sono  [Kiki-ga  ringo-o katta
that [K-NOM apple-ACC bought
nol-o  Jiji-ga  tabeta.

NOJ]-ACC J-NOM  ate

‘Kiki ate that apple and Jiji ate it.’

Third, FRs but not HIRs may offer an answer
to wh-questions asking about an individual (cf.,
Matsuda (2002)). For instance, the wh-question
Who did Kiki console? may be answered by the
FR (28) but not by the HIR (29).

(28) [Naita nol-o nagusameta.
[cried NOJ-ACC consoled
‘Kiki consoled a person who cried.’

(29) #[Tombo-ga naita nol-o nagusameta.
[T-NOM cried NOJ-ACC consoled
Int. ‘Kiki consoled Tombo, who cried.’

Finally, a focus position in clefts is occupied
by FRs, but not HIRs. Given that only a nominal
item is focussed in Japanese clefts (Seraku, in
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prep.), it follows that FRs, but not HIRs, denote a
nominal entity.

(30) [Kiki-ga
[K-NOM ate
yaita no] da.
baked NO] copP
‘It is [the thing that Osono baked] that Kiki

tabeta nol-wa [Osono-ga
NOJ]-TOP [O-NOM

ate.’

(31) *[Kiki-ga tabeta nol-wa [Osono-ga
[K-NOM ate  NOJ-TOP [O-NOM
pan-o yaita no] da.
bread-ACC baked NO] coP

‘It is Osono’s baked bread that Kiki ate.’

To sum up, it seems reasonable to assume that
HIRs do not denote individuals; see also Seraku
(in prep.) for further sets of data that point to the
same conclusion. Thus, while the entry of no in
Cann et al. (2005) deal with nominalisation data
appropriately (Seraku, in prep.), it cannot predict
the non-nominal status of HIRs.

Further, the entry of no in Cann et al. (2005)
fails to account for why only HIRs (but not other
types of relatives) are subject to the Relevancy
Condition (Kuroda, 1992). The detail is still a
controversy (Kim, 2007) but it requires that the
event described by the HIR clause should be a
relevant sub-event of the event described by the
embedding clause. One construal of relevancy is
‘temporal contiguity’; for instance, the HIR (25)
cannot be interpreted as: ‘A friend cried 1 year
ago and Kiki consoled him today.” By contrast,
this reading is possible in the FR (24). So, if no
in Cann et al. (2005) applies to both HIRs and
FRs, the Relevancy Condition asymmetry is left
as a mystery.

5 A New DS Account

5.1 Proposal

I now propose an alternative DS account of HIRs.

The last section has argued for the non-nominal
status of HIRs. What remains unclear is why the
HIR clause is case-marked, though case particles
are usually attached to nominal items.

This apparent conflict is solved if HIRs are
regarded as rich context-setters: the proposition
of the HIR clause is mapped onto a propositional
structure that is partially articulated when it is
introduced. The embedding clause will be parsed
with this partial tree as context. The partial tree
contains two nodes. First, a situation node comes
with the requirement that the situation term in
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this main tree will be in a ‘Relevancy’ relation to
the situation node of the HIR clause. Second, a
node for an individual term is present and it is
decorated with the content of a head. This makes
sure that the head, though internal to the relative
clause, is selected by the embedding verb. The
position of the node is guided by the case particle.
For instance, in the sequence no-ga, where ga is
a nominative-case particle, the node of the head
is identified as a subject node. I shall propose
that this tree update is lexically triggered by the
sequence ‘no + case particle.”

(32) Proposal (see (40) below for formal details)
The unit ‘no + case particle’ maps the tree
of the HIR clause onto a partial tree which
involves (i) a situation node decorated with
the ‘Relevancy’ requirement and (ii) a node
for an internal head. The node position of
the head is signalled by the case particle.

To illustrate (32), consider the HIR (33). The
parse of (33) up to oite-atta yields the tree (34)
(cf., (21)). The proposition at the top node is then
Q-Evaluated as in (35) (cf., (22)).

(33) [Ringo-ga oite-atta nol-o
[apple-NOM place-existed NO]-ACC
Kiki-ga tabe-ta.

K-NOM eat-PST
‘There was an apple and Kiki ate it.’

(34) Parsing the string (33) up to oite-atta
0-a’(g, X, ringo’(x))(g, s, S(s)) : t, ¢

/\

(e,8,8(s)) :es 0-a’(g, X, ringo’(x)) : es—t

(e, x, ringo’(x)) : e o0-a’ : e—(es—t)

(35) Evaluating the proposition in (34)
S(b)&[ringo’(ap)&o-a’(ap)(b)]
where b = (g, s, S(s)&[ringo’(as)&o-a’(as)(s)])
ap = (g, X, ringo’(x)&o-a’(x)(b))
as = (g, X, ringo’ (x)&o-a’(x)(s))

Now, no-o drives lexical actions. First, it LINKs
the type-t node onto the type-t-requiring node.

4 Seraku (in prep.) argues that the sequence ‘no + the topic
particle wa’ models clefs. Like HIRs, a propositional tree is
mapped onto another propositional tree. In this view, clefts
are regarded as context-setters: the pre-no-wa part sets a
context for the focus item to be parsed. But unlike HIRs, the
mapped tree in clefts lacks internal structure (i.e., it is not
partially articulated when it is induced.) Hence, clefts as
context-setters, and HIRs as rich context-setters.
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(36) Parsing (33) up to no-o: the part (i)

0-a’(g, X, ringo’(x))(s, s, S(s‘))i_\
T~

7, <

Second, a parser creates a situation node with the
requirement that the term will contain as a sub-
term a situation term in the previous proposition,
in the present case, the situation term b in (35).
This is expressed as ?3x.Fo(x)&[bxx]. Fo is a
formula predicate (Kempson et al., 2001) and »
stands for whatever relation holds between the
events denoted by the HIR and the matrix clauses,
as governed by the Relevancy Condition.

(37) Parsing (33) up to no-o: the part (ii)

0-a’(g, X, ringo’(x))(s, s, S(s;;_\
T~

7t

—
U, 73x.Fo(x)&[bxx] : es, ¢

where b is as defined in (35)

9

Finally, a parser creates a node for a head. In the
present case, this is decorated with a, in (35).”
The node position is guided by the case particle;
in (33), the accusative case particle signals that
the term a,, is at an object node.

(38) Parsing (33) up to no-o: the part (iii)

0-a’(g, X, ringo’(x))(e, s, S(As;?\
T~

7t

U, 73x.Fo(x)&[b*X] : es ?(es—t)
2(e—(es—1)

o

ap:.e, <

where a, and b are as defined in (35)

This partial tree is a rich context against which
the matrix clause is subsequently parsed. Within
this partial tree, (i) Kiki-ga introduces a subject
node; (ii) the matrix verb tabe (= ‘eat’) projects a
propositional schema; (iii) each argument node
collapses with the pre-existing nodes. The final
tree state is given in (39).

> The selection of a term is pragmatically determined. This
models the indeterminacy of HIR heads (Kuroda, 1992).

(39) Parsing the whole string (33): final state

0-a’(g, x, ringo’(x))(g, s, S(s)) : t

tabe’ (ap)(Kiki’)(e, t, T(t)) : t, ©

C:es tabe’ (ap)(Kiki’) : es—t

Kiki’ e tabe’(ap) : e—(es—t)

ap:e  tabe’ : e—(e—(es—t))

where ¢ = Fo(g, t, T(t))&[bx(g, t, T(1))]
ap and b are as defined in (35)

The entry of ‘no + case particle’ is formally
presented as follows:

(40) Entry of the unit ‘no + case particle’

IF t
THEN IF o[(a:es), (B:e)]
THEN make/go(<L™">); put(?t);
make/go(<0>);
put(U, 73x.Fo(x)&[a=X] : €s);
go(<1¢>); make/go(<p>);
put(p : e)
ELSE ABORT
ELSE ABORT

where € {[ilo, Lidido, Lilididos ...}

¢ stands for an evaluated proposition of the HIR
clause. o is a situation term occurring in ¢ and
a non-situation term occurring in ¢. p stands for
some LOFT-relation and its value is fixed by a
case particle: the nominative case particle selects
l1lo (i.e., subject), the accusative case particle
lil1lo (i.e., object), and the dative case particle
lil1l1lo (i.e., indirect object). I shall assume only
these three case specifications here, but the set
could be enriched (Seraku, in prep.).

One may object that (40) is a stipulation, but
Seraku (in prep.) shows that (40) is defined based
on the entries of the nominaliser no and the cleft
marker no-wa; see Seraku (in prep.) Further, the
fusion of no and a case particle is diachronically
plausible; these fusions yielded many sentential
connectives such as no-ni (= ‘though’). Kuroda
(2005: 230, fn 37) suggests that such connectives
may have developed from the sequence ‘no +
case particle’ through the use of HIRs.

5.2 Non-nominal Nature of HIRs

The entry (40) models the non-nominal features
of HIRs in Sect. 4. First, no in HIRs is no longer
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regarded as a nominaliser as conceived in FRs.
Thus, the lack of connotation in the HIR (25),
repeated here as (41), is anticipated.

(41) [Tomodachi-ga naita nol-o
[friend-NOM  cried NOJ-ACC
Kiki-ga nagusameta.
K-NOM consoled
‘A friend cried and Kiki consoled him.’

Second, in our analysis, the tree of the HIR
clause is mapped onto a type-t-requiring node.
This is contrasted with FRs, where no maps the
tree of the relative clause onto a type-e-requiring
node. Provided that demonstratives only modify
a type-e item, it is thus expected that they cannot

modify HIRs. Consider (27), re-cited here as (42).

(42) *Sono [Kiki-ga  ringo-o katta
that [K-NOM apple-ACC bought
nol-o  Jiji-ga  tabeta.

NOJ]-ACC J-NOM  ate

‘Kiki ate that apple and Jiji ate it.’

Third, since the mapped tree is of type-t, it is
also expected that HIRs cannot offer an answer
to wh-questions asking about individuals. This is
why the HIR (29), repeated here as (43), cannot
answer to the question Who did Kiki console?

(43) #[Tombo-ga naita nol-o nagusameta.
[T-NOM cried NOJ-ACC consoled
Int. ‘Kiki consoled Tombo, who cried.’

For the same reason, the HIR (31), reproduced
here as (44), cannot be at a type-¢ focus position.

(44) *[Kiki-ga tabeta nol-wa [Osono-ga
[K-NOM ate  NOJ-TOP [O-NOM
pan-o yaita no] da.
bread-ACC baked NO] cCoP

‘It is Osono’s baked bread that Kiki ate.’

In the literature, there is some indication that
HIRs exhibit a nominal property (Hoshi, 1995;
Kuroda, 2005). In the HIR (45), the no-part looks
as though it stands as a nominal that licenses the
numeral quantifier san-mai.’

(45) Kiki-wa [pan-ga teiburu-ni
K-TOP [bread-NOM table-on

5 One may claim that san-mai is licensed by the internal
head pan (= ‘bread’) and it is then floated out of the HIR
clause. But this analysis is not plausible because quantifier
float is clause-bounded; see Hoshi (1995: 36-50).
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oiteatta nol-o san-mai tabeta.
place.existed NOJ]-ACC 3-CL ate
‘Kiki ate 3 slices of bread on a table.’

But (45) does not show the nominality of HIRs.
In our analysis, the unit no-o introduces an object
node and decorates it with the evaluated content
of the head pan. It is this content that licenses
the numeral quantifier san-mai. In fact, as shown
in (46), san-mai may be licensed even if there is
no overt host NP as long as there is a proper
content that denotes a salient object, say, bread.
(In DS terms, the object meta-variable posited by
tabe (= ‘cat’) is pragmatically substituted with a
content denoting a salient object such as bread.)

(46) Kiki-wa san-mai tabeta.
K-top  3-CL ate
‘Kiki ate 3 slices of something (e.g., bread).’

5.3 Maximality, Islands, and Negation

Another benefit of the entry (40) is that the data
in Sect. 2 also follow. First, (40) says nothing
about maximality effects. For instance, the term
of the internal head in (35), namely ay, as re-cited
here as (47), only involves the epsilon binder &,

which is analogous to the existential operator 3.

(47) ap = (g, x, ringo’(x)&o-a’(x)(b))
b = (g, s, S(s)&[ringo’(as)&o-a’(as)(s)])
as = (&, X, ringo’(x)&o-a’(x)(s))

So, the term a,, itself does not encode maximality.
This models the context-dependent nature of the
maximality effect as illustrated in (2).

Second, in the entry (40), B is a term of the
internal head. Importantly, (40) does not impose
any structural restriction on where f is detected
within the evaluated proposition. This captures
island-insensitivity of HIRs (3).

Third, negation data are also handled. DS has
not explored negation but it is reasonable to hold
that the negator interacts with quantifiers to fix
the scope. In (4), Q-Evaluation may give rise to a
proposition where the term of saifu (= ‘a wallet’)
out-scopes the negator. A parser makes a copy of
this term and puts it at an object node built by the
sequence no-o.

5.4 The Relevancy Condition

The Relevancy predicate », though it does not
spell out the Relevancy Condition, offers a basis
for modelling that only HIRs are subject to the
condition. A research avenue is to substantiate
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by representing aspects and tense within situation
terms (cf., (Cann, 2011)).

Still, the entry (40) at its present form makes a
novel prediction: the condition holds between the
HIR clause and its immediate embedding clause.
Consider (48). The HIR clause has to be relevant
to the intermediate clause Kiki-ga tabeta but not
to the matrix clause Jiji-ga itta. Thus, (48) may
have the reading: ‘There was an apple and Kiki
ate it. Then, 3 years later, Jiji said about it.” This
restriction is predicted by the entry (40) since »
is put at a situation node in the structure of the
immediately embedding clause.

(48) [[Ringo-ga  oite-atta nol-o
[[apple-NOM place-existed NO]-ACC
Kiki-ga tabeta to] Jiji-ga  itta.
T-NOM ate COMP] J-NOM  said
‘Jiji said that [there was an apple and Kiki
ate it].’

Is this generalisation expressible in previous
works? In Kim’s E-type analysis, the HIR clause
moves and adjoins to a higher AspP. So, it must
be assumed that it does not move over the AspP
for Kiki-ga tabeta. In the ChR account, the null
OP at Spec of ChRP may undergo successive
cyclic A’-movement. Thus, it must be assumed
that the null OP does not move up to Spec of CP
within the matrix clause. These assumptions may
be justified in terms of computational economy,
but no such justification is as yet provided.

6 Change Relatives (CRs)

It is argued that Cann et al.’s (2005) entry of no
is not applicable to HIRs. Then, is this entry to
be eliminated? The answer is negative. First, it
treats no-nominalisation data (Seraku, in prep.).
Second, as will be argued below, it also accounts
for CRs (Change Relatives), a much less studied
type of Japanese relatives.

CRs denote the ‘state of change,’ as illustrated
in (49) (Tonosaki, 1998: 144).

(49) [Otamajyakushi-ga  kaeru-ni  natta
[tadpole-NOM frog-COP became
nol-ga  niwa-o haneteiru.

NO]-NOM garden-in is.hopping
‘A frog which is the result of changing from
a tadpole is hopping in the garden.’

CRs are quite similar to HIRs at a surface level:
the head is inside the relative clause without a
gap and the relative clause ends with no. Yet,

Tonosaki (1998) claims that CRs behave more
like FRs than HIRs.” A convincing set of data
concerns modifiability: like FRs and unlike HIRs,
sono may be put in CRs as exemplified in (50).

(50) Sono [otamajyakushi-ga kaeru-ni
that [tadpole-NOM frog-cop
natta  nol-ga niwa-o haneteiru.
became NO]-NOM garden-in is.hopping
‘That frog which is the result of changing
from a tadpole is hopping in the garden.’

I shall provide additional pieces of data. First,
like FRs and unlike HIRs, CRs may be used to
answer wh-questions asking about individuals.
For instance, the wh-question What is hopping in
the garden? may be properly answered by (51).

(51) [Otamajyakushi-ga  kaeru-ni natta
[tadpole-NOM frog-COP became
nol-ga  haneteiru.

NO]-NOM is.hopping
‘A frog which is the result of changing from
a tadpole is hopping in the garden.’

Second, like FRs but unlike HIRs, CRs may be at
a focus position in clefts.

(52) [Haneteiru nol-wa [otamajyakushi-ga
[is.hopping NO]-TOP [tadpole-NOM
kaeru-ni natta no] da.
frog-COP became NO] COP
‘It is [a frog which is the result of changing
from a tadpole] that is hopping.’

Finally, like FRs but unlike HIRs, the Relevancy
Condition is inert in CRs. For instance, (49) may
be interpreted as: ‘A tadpole became a frog 2
years ago and it is now hopping in the garden.’
These additional data corroborate Tonosaki’s
claim that CRs are more like FRs than HIRs.
Given that the entry of no in Cann et al. (2005)
models FRs (Seraku, in prep.), it is reasonable to
assume that this entry of no applies to CRs (but
not HIRs). More specifically, the parse of (49) up
to natta yields a propositional content and the
nominaliser no then picks out a term within the
evaluated proposition and annotates a new type-e
node with the term. This node is reflected into
the propositional tree constructed by the matrix
verb haneteiru. For details, see Seraku (in prep.).

7 Contrary to our expectation, CRs do not have connotation
when they denote humans (Tonosaki, 1998). In this respect,
CRs behave more like HIRs. This is a residual problem.
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7 Conclusion

This paper views Japanese HIRs as rich context-
setters: the unit ‘no + case particle’ encodes the
procedures to map the tree of the HIR clause
onto a partially-articulated tree. This partial tree
is a ‘rich’ context against which the immediately
embedding clause is processed. The partial tree
contains two nodes:

First, there is a situation node annotated with
the relational predicate ». This provides a basis
for modelling that only HIRs are subject to the
Relevancy Condition.

Second, there is an individual term decorated
with the content of a head. This ensures that
the head, though internal to the HIR clause, is
licensed by the embedding verb.

This account predicts a range of HIR properties,
including the data that would pose a problem for
recent analyses of HIRs (e.g., maximality, island-
insensitivity, negation, the locality restriction on
the Relevancy Condition). It has also been shown
that the nominaliser no (Cann et al., 2005) does
not model HIRs but CRs. For additional sets of
predictions, see Seraku (in prep.).

Acknowledgements

I am grateful to anonymous PACLIC reviewers
for their helpful comments on the earlier version
of the present paper. I would also like to thank
Ruth Kempson and Jieun Kiaer for constructive
exchange. All inadequacies are solely due to the
author. This work is supported by the Sasakawa
Fund Scholarship.

References

Blackburn, P. & Meyer-Viol, W. 1994. Linguistics,
logic and finite trees. Bulletin of the IGPL 2: 3-31.

Cann, R. 2011. Towards an Account of the English
Auxiliary System, In Kempson, R. et al. (Eds.) The
Dynamics of Lexical Interfaces. CSLI, Stanford.

Cann, R., Kempson, R., and Marten, L. 2005. The
Dynamics of Language. Elsevier, Oxford.

Davidson, D. 1967. The logical form of action
sentences. In Rescher, N. (Ed.) The Logic of
Decision and Actions. UPS, Pittsburgh.

Grosu, A. 2010. The status of the internally-headed
relatives of Japanese/Korean within the typology of
definite relatives. JEAL, 19: 231-274.

Grosu, A. & Landman, F. 2012. A quantificational
disclosure approach to Japanese and Korean
internally headed relatives. JEAL, 21: 159-196.

56

Hoshi, K. 1995. Structural and Interpretive Aspects of
Head-Internal and Head-External Relative Clauses.
Ph.D. dissertation, University of Rochester.

Kempson, R. & Kurosawa, A. 2009. At the syntax-
pragmatics interface. In Hoshi, H. (Ed.) The
Dynamics and Mechanism of Language. Kuroshio,
Tokyo.

Kempson, R., Meyer-Viol, W., and Gabbay, D. 2001.
Dynamic Syntax. Blackwell, Oxford.

Kim, M. J. 2007. Formal linking in internally headed
relatives. NALS, 15: 279-315.

Kim, M. J. 2008a. Relevance of grammar and
pragmatics to the Relevancy Condition. Language
Research, 44: 95-120.

Kim, M. J. 2008b. Event Structure and Internally-
headed Relative Clauses. VDN Verlag Dr. Mueller,
Saarbrucken.

Kim, M. J. 2009. E-type anaphora and three types of
kes-construction in Korean. NLLT, 27: 345-77.

Kitagawa, C. 2005. Typological variations of head-
internal relatives in Japanese. Lingua, 115: 1243-
76.

Kubota, Y. & Smith, E. A. 2007. The Japanese
internally headed relative clause is not an E-type
pronoun. In Miyamoto, Y. & Ochi, M. (Eds.)
MITWPL 55. MIT Press, MA, Cambridge.

Kuroda, S.-Y. 1992. Japanese Syntax and Semantics.
Kluwer, Dordrecht.

Kuroda, S.-Y. 2005. Nihongo-kara Mita Seisei
Bunpo. (Generative Grammar from the Perspective
of Japanese) Iwanami, Tokyo.

Kurosawa, A. 2003. On the Interaction of Syntax and
Pragmatics. Ph.D. thesis, King’s College London.

Matsuda, Y. 2002. Event sensitivity of head-internal
relatives in Japanese. In Akatsuka, N. et al. (Eds.)
Japanese/Korean Linguistics 10. CSLI, Stanford.

Mihara, K. 1994. Nihongo-no Togo Kozo. (Syntactic
Structure of Japanese) Syohakusya, Tokyo.

Seraku, T. in prep. Clefts, Relatives, and Language
Dynamics. D.Phil. thesis, University of Oxford.

Shimoyama, J. 1999. Internally headed relative
clauses in Japanese and E-type anaphora. JEAL, 8:
147-82.

Shimoyama, J. 2001. Wh-Constructions in Japanese.
Ph.D. dissertation, University of Massachusetts,
Ambherst.

Tonosaki, S. 1998. Change-relatives in Japanese.
Journal of Japanese Linguistics, 16: 143-60.

Watanabe, A. 2003. Wh and operator constructions in
Japanese. Lingua, 113: 519-58.



PACLIC-27

An Abstract Generation System for Social Scientific Papers

Michio Kaneko
Graduate School of Integrated Basic Sciences
Nihon University, Tokyo, JAPAN

m-kaneko@chs.nihon-u.ac. jp

Abstract

Abstracts are quite useful when one is trying
to understand the content of a paper, or
conducting a survey with a large number of
scientific documents. The situation is even
clearer for the domain of social science, as
most papers are very long and some of them
don’t even have any abstracts at all. In this
work, we narrow our attention down to the
social scientific papers and try to generate
their abstracts automatically. Specifically,
we put weight on three points: important
keywords, readability as an abstract, and
features of social scientific  papers.
Experimental results show the effectiveness
of our method, whereas some problems
remain and will need to be solved in the
future.

1 Introduction

Abstracts are expected to help readers who are
trying to understand the outline of a paper, or
conducting a survey with a large number of
scientific documents. The situation is even
clearer for the domain of social science, as most
papers in this area tend to be very long and some
of them don’t even have any abstracts at all.

There have been many methods proposed for
Japanese summarization (e.g., Ochitani et al.
1997; Hatakeyama et al., 2002; Mikami et al.,
1999; Ohtake et al., 1999; Hatayama et al., 2002;
Tomita et al., 2009; Fukushima et al. 2011).
However, most existing proposals are made
towards general text summarization instead of
abstract generation for scientific papers. Here, it
is important to distinguish between a summary
and an abstract. According to a Japanese
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dictionary, an abstract contains the most
important stuffs or the important matter that has
been stated in a document, and a summary is a
short text transformed from a long text
containing all the important points in the original
text (Umesao et al., 1995).

With the difference between summaries and
abstracts in mind, we attempt to propose a new
method to generate abstracts for social scientific
papers in this paper. Specifically, we put weight
on three points: important keywords, readability
as an abstract, and features of social scientific
papers.

In this paper, we first describe our proposal in
Section 2, 3, 4 and 5. Specifically, Section 2
gives a brief introduction on the necessary
language resources for the development of the
subsequent modules. Section 3, 4 and 5 describe
the sentence processing, importance degree
estimation, and abstract generation respectively.
Finally, we discuss some experiments conducted
to evaluate the effectiveness of our approach in
Section 6.

2 Necessary Language Resources

In this work, in order to perform textual
analysis and importance degree estimation for
words or phrases, we create the following five
lexicon-files beforehand.

<Adverb Lexicon>:

created from (Nitta, 2002) containing
adverbs describing degrees (like emphasis).
<Sentence-End Expression Lexicon>:
extracted from (Morita and Matuki, 1989)
containing all expressions functioning
similarly to auxiliary verbs in Japanese.
<Conjunction Transformation Lexicon>:

Copyright 2013 by Michio Kaneko and Dongli Han
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containing the corresponding relations
between  conjunctive  particles  and
conjunctions.

<Indispensable-case Lexicon>:

generated from EDR* containing all the
necessary cases of predicates.
<Conjunction Lexicon>:

containing the conjunctions used to expand
one affair to multiple affairs, and the
copulative conjunctions used to connect
two affairs in Japanese as shown in Figure
1 (Ichikawa, 1978).

Conjunction

Describing two affairs  Connecting two affairs and
separately describing them logically

I /I [/

Supplement Equal COI’W’EI"SI Contrast Addition Reverse
w
£
=
:

Q
@
o
@
o
a
&
3

Expanding one affair

Continuation

/l\

b3

uonaday
\
-
unsay
asnen
Jadoig

HUEY

uouusueu_ — g
WO RIR RO

Wewysua|day
SUONDINSY
UBLLDRE SISEE
aousBN UON
papadxaun
ELIEL ]
aysoddoy

Figure 1. Conjunction classification

Moreover, we have created three lexicons
specialized in social science. The first one is a
called Keyword Dictionary containing the words
extracted from two sociological dictionaries
(Uchida et al., 2001; Imamura, 1988).

The second lexicon is the Noun-phrase
Dictionary. Based on the idea that noun phrases
play important roles in sentences (Minami, 1974),
we extract five kinds of noun phrases from a
social scientific literature database according to
the following definitions

> Expressions ending with the continuous
form of a nominalized verb

» Nominalized verb + " ", "7 0" (">
Zyn),ta gt Rt Ry gt " hanm
B (== T :"r" (" F"), etc.

> Adjective + "9"

» Noun + Noun.

» Adnominal form of an inflectable word
+ noun

The social scientific literature database we have
created in advance is composed of 221 social
scientific papers obtained from the Web
containing 63,056 sentences.

The third lexicon, Mutual-information Table,
is also generated from the scientific literature
database. It contains mutual information between
nouns appearing in each literature. Mutual

L http://www2.nict.go.jp/out-promotion/
techtransfer/EDR/J_index.html
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information between nouns is calculated with
Formula 1 (Church, 1990).

P(AB)
P(A)P(B)

X(A,B) =log @

P(A) and P(B) in Formula 1 indicate the
occurrence probability of noun A and noun B
respectively, and P(A,B) indicates the co-
occurrence probability of noun A and noun B in
the same sentence of the database.

3 Sentence Processing

After conducting a morphological analysis on
the input social scientific paper, we execute a
series of processing on each sentence of the
paper.  keyword  extraction,  parenthesis
processing, third-person sentence removing,
sentence segmentation, and sentence-information
assignment. Here, we describe them in each sub-
section respectively.

3.1

Keyword Extraction

Keywords are extracted for subsequent
importance degree estimation. Here, words and
phrases are extracted from the paper as Keywords
if they also appear in the Keyword Dictionary.
Similarly, the noun-phrases matching the Noun-
phrase Dictionary are extracted as Fkeywords.
Another sort of keyword is called Nkeywords,
which stands for common noun or compound
noun, and has been extracted during the
morphological analysis using Mecab?, a free
Japanese morphological analyzer. Meanwhile,
the occurrence frequency of each extracted
keyword and the place it appears (i.e., the
number of paragraph it appears in) are also
recorded.

3.2 Parenthesis Processing

Generally, texts enclosed in round parentheses
tend to act as supplement or modification to the
texts prior to it. Therefore, round parentheses
could be simply removed without influencing the
basic meaning of the original texts in most cases.
However, there is one exception. When the texts
contained in the round parentheses are less than
15 characters, they will be extracted as another
sort of keyword, Tkeywords. Here, the number
15 indicates the maximum keyword-length in the
Keyword Dictionary.

2 http://mecab.sourceforge.net/
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3.3 Third-person Sentence Removing

One of our goals in this work is to extract the
text that expresses the author’s opinions most
directly and correctly. For this reason, we
consider that sentences holding third-person
subjects are inappropriate to appear in the final
abstract. Sentences fulfilling the following
conditions are recognized automatically as third-
person subject sentences, and excluded from
final sentence candidates for abstract generation.

» sentences
containing either "{Z" or "23", and the
previous morpheme being a proper
personal name.

» sentences
containing either " %" or "23", the
previous morpheme being a suffix,
and the morpheme prior to the suffix
being a personal name.

> sentences
containing either "i%" or "23", and the
previous morpheme being a third-
person pronoun such as "#%" (he) or "
4" (her).

3.4 Sentence Segmentation

Social scientific papers in Japanese often
contain long sentences. In most cases, only one
part of the sentence is important and expected to
be included into the final abstract, whereas the
rest part might be unnecessary and redundant.
Along this idea, we segment long sentences in
accordance with the rules in Table 1.

Original After Segmentaiton
. verbal +", "+
Verb(+Suffix) +", " ¢
(+Suffix) A
Conjunctive particle verbal +", "+
+0" Conjunction +", "

Table 1. Rules for sentence segmentation

Here in Table 1, ", " and ", " indicate comma
and period in Japanese, and "% L T" means
"then" in English.

Moreover, in the lower case of Table 1, i.e.,
when the original sentence is in a form of
""conjunctive particle + comma”, a transformation
will be executed wusing the Conjunction
Transformation Lexicon described in Section 2.
Table 2 shows some examples in the
Conjunction Transformation Lexicon.
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Conjunctive particle Conjunction
h2N f=h

< ZLT

T ZLT

NT HDT

(X A=Y

S Zhic

Table 2. Example rules of the conjunction
transformation lexicon

3.5 Sentence-information Assignment

The last process in this module is to assign
some required information to sentences: cohesive
relation and position information.

A cohesive relation indicates a strong relation
lying between two sentences. Specifically, we
use the following four patterns to match two
sentences where cohesive relations exist in
between.

» The sentence containing an interroga-
tive and the subsequent sentence.

> The sentence containing a demonstra-
tive and the preceding sentence.

» Two sentences connected by conjunc-
tions that are used for connecting two
affairs logically.

» Two sentences connected by conjunc-
tions that are used to expand and
describe the previous affair.

In the first pattern, if the sentence containing an
interrogative appears at the end of the paper, no
cohesive relation will be assigned. Similarly, in
the second pattern, if the sentence containing a
demonstrative is the first sentence, or the
demonstrative is pointing to something within
the current sentence, no cohesive relation will be
assigned either. The third and the forth pattern
are defined based on the conjunction
classification tree in Figure 1.

Position information is associated with the
position of the sentence. We have carried out an
investigation on 40 social scientific papers with
regard to the position where important sentences
tend to appear. It turns out that the first
paragraph and the last paragraph of each chapter,
and the whole last chapter have an inclination to
contain important sentences. The system records
the number of chapter and paragraph as the
position information of the current sentence
which will be used for importance degree
estimation afterward.
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4 Importance degree Estimation

An abstract is expected to contain the most
important part of the original paper. In this
section, we describe our proposal to estimate the
importance degree of each keyword in the first
step and that of each sentence in the second step
for a particular social scientific literature.

4.1 TImportance Estimation for

Keywords

degree

Four kinds of keywords (i.e., Keywords,
FKeywords, NKeywords, and TKeywords) are
considered as the candidates to be included in the
final abstracts. We calculate the importance
degree of each keyword (denoted as K_score
hereafter) using its occurrence frequency and
distribution as shown in Formula 2.

(2)

K_score=wc><(\:jv—§+1)+elnf

Here, wc indicates the occurrence frequency of
the keyword under calculation, wp and dp
indicate the number of the paragraph the
keyword appears in and the total number of
paragraphs contained in the whole paper.
Meanwhile, elnf, abbreviated from “extra
information” acts to make difference between
each kind of keywords.

We have defined two kinds of elnf for
different keywords. First, for Keywords,
FKeywords, and NKeywords, the elnf amounts to
the occurrence frequency of the keyword within
important positions, i.e., the first paragraph and
the last paragraph of each chapter, and the whole
last chapter. Then, for TKeywords, we consider
the total number of characters is more
informative than the position information, and
therefore plug it into elnf.

Obtained importance degrees of keywords are

recorded and will be used for sentence-

importance estimation in Section 4.2.

4.2 TImportance degree Estimation for
Sentences

This sub-section describes the method for
calculating the importance degree of each
sentence in a paper. This information will
become the basis of abstract generation in
Section 5.

The importance degree of a sentence (denoted
as S_score hereafter) is computed following
Formula 3.
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S_score = Y {K _Score(keyword, )} xa*  (3)
i=1

Basically, S_score can be acquired as the total
value of all K scores otained in Section 4.1.
Here we denote the total number of keywords in
the sentence as n. In case shorter keywords are
contained in longer keywords, we employ the
longest match principle and put a high priority
on longer keywords.

a in formula 3 is a weighted value for the
following four kinds of special expressions.

» emphasis expressions
existing in the Adverb Lexicon
> sentence-end expressions
existing in the Sentence-End Expre-
ssion Lexicon
> theme expressions
nouns prior to "i3"
> cohesive relations

If any of the above expressions is found within
the sentence under calculation, the total value of
all K_scores will be multiplied by « (> 1.0) for k
times. k is the total count of the above
expressions contained in the sentence.

5 Abstract Generation

We have obtained the importance degrees for
all the sentences in Section 4. However, we still
need to cut the unnecessary part in each sentence
to keep each sentence in the final abstract appear
plain and sophisticated. This function is called
sentence simplification in this paper. Then we
are going to conduct constituent-sentence
acquisition, cohesive sentence insertion, and
abstract assembling eventually to generate the
final abstract. In this section, we describe each
function in detail.

5.1 Sentence Simplification

We attempt to cut the unnecessary part and
simplify a sentence using three kinds of
information: indispensable cases, dependency
relations between segments, and mutual
information.

An indispensable case is a necessary case of a
predicate, such as "™ or "7" expressing agent
case and object case respectively. A sentence
tends to appear unnatural if its main predicate
lacks one or more indispensable cases. We use
the Indispensable-case Lexicon described in
Section 2 to put a mark on each segment
containing an indispensable case.
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Dependency relations are usually obtained
with the help of a Japanese dependency analyzer.
Here, we use Cabocha ® to analyze the
dependency relations between segments in a
Japanese sentence. Figure 2 is the analyzing
result of an example sentence, "B & H
SHEITMHRE NI FTEL L BITHFLILLED
T& %" (The word estate government turned into
the dead language along with the word estate).

In Figure 2, there are six segments in the input
sentence, and the main segment is "{t L7=® T&
%" (turned). We can also see that three segments
are modifying directly, or depending on in other
words, the main segment, while the rest two are
not.

Our idea is to employ this difference to cut the
unnecessary part, i.e., the segments which are not
depending on the main segment. However, if an
indispensable-case exists in a segment, even the
segment is not depending on the main segment
directly, it is still left in the sentence otherwise
the sentence will appear odd.

FERREGE &L D
SEI —
AR LD
[Seee
R E—

| fbLi=DTH S |

Figure 2. The analyzing result of
an example sentence

Meanwhile, if we can find a sufficiently-high
mutual information in the Mutual-information
Table for a noun (denoted as noun,) in any of the
remaining segments, and another noun (denoted
as nounyp) in the deleted segments, the segment
containing noun, will be left undeleted in the
sentence. Table 3 shows some examples from the
Mutual-information Table.

All the simplified sentences inherit the
importance degrees of the original sentences.

% http://code.google.com/p/cabocha/
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Noun Noun Mutua}
Information
YA S—q XL 1.588042
ERVE S =5 0.458759
ERVE S SER 2.043721
ERVE S &£E 1.628684
Ty bk BEE 2.365649
ERVE S FIE 0.780687
ERVE S i 3.365649
Ty bk BE 1.687578

Table 3. Some examples from
mutual information table

5.2 Constituent-sentence Acquisition

Constituent sentences are the sentences
extracted from the original paper to compose the
final abstract. Basically, the system just picks out
the topmost n% simplified sentences based on
their importance degrees. Here, n stands for the
target compression rate which is set by the user
before generating the abstract. Three ways have
been proposed to determine the total number of
constituent sentences or characters. We denote
them as NC;, NC,, and NC; as shown below.

> NC;
= n% X total number of sentences in
the original paper

> NC,
= n% X total number of characters in
the original paper

> NC;
= NC, + cohesive sentences

NC; is the simplest way for determining
necessary number of constituent sentences.
Unlike with NC; NC, uses the number of
characters to calculate necessary constituent
number. For example, if the original paper
contains 1000 characters, and n has been set to
20, the system will extract simplified sentences
in order of their importance degrees until the
total number of extracted characters is equal to or
larger than 200. The difference between NC, and
NC; lies in the consideration of cohesive
sentences. At the time the total number of
extracted characters becomes larger than the
calculated constituent number (200 in the above
example), if the last-extracted sentence is the
first sentence of a cohesive sentence pair, the
system will extract the second sentence of the
pair as well. Otherwise, the last-extracted
sentence is removed from the constituent-
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sentence set. We attempt to make the final
abstract appear as natural as possible in this way.

We will give a further discussion on the
difference among NC;, NC,, and NC; in Section
6.1.

5.3 Cohesive Sentence Insertion

As stated in Section 5.2, a cohesive sentence
pair is composed of two sentences holding strong
association in between.

Cohesive relation check

Duplication check

4
Conjunction

Interrogative

[ Demonstrative

v v v

| Insert before the first sentence | Insert after the
first sentence

Figure 3. The flow of cohesive sentence insertion

If one and only one sentence has been selected
as an abstract constituent, another sentence in the
pair should also be extracted and attached to the
first sentence in order to keep the final abstract
coherent and natural. The appending position is
determined according to the type of cohesive
relation as shown in Figure 3.

5.4 Abstract Assembling

We have described the procedure to extract
constituent sentences so far. The next step is to
assemble all the constituent sentences in the
order they have appeared in the original paper to
compose the abstract. Finally, we conduct the
following adjustment to format the abstract.

» connect two sentences coming from the
same sentence in the original paper
using the rules in Table 2 in the
opposite direction.

> replace the theme in the subsequent
sentence with a demonstrative if the
preceding sentence has the same
theme.

> start a new paragraph whenever the
chapter changes according to the
position information of each sentence.

6 Experiments and Evaluations

We have conducted several experiments to
examine the effectiveness of our approach. Here
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in this section, we first introduce a set of
experiments on different manners to determine
the number of constituent sentences, then
describe a subjective assessment on the system-
generated abstract in comparison with another
two abstracts. Finally, some discussions are
made about the problems and their potential
solutions.

6.1 Experiments on the Difference between
NC]_, NCz, and NC3

In order to figure out the difference between
three  constituent-extraction  manners, we
calculate the standard deviations of the total
character-number in the generated abstracts with
NC;, NC,, and NC; respectively.

We select six social scientific papers as the
experimental objects. Each paper has been input
into three prototypes following the definitions of
NC;, NC,, and NC; respectively. The average
value of the ratios of the number of characters
contained in each generated abstract divided by
that of each original paper has been shown in
Figure 4, 5 and 6.

A comparison with the target ratio from 5%
through 30% has been made to figure out how
close the actual number of characters is to the
calculated target number.

 40%
£35%
=]

< 30%
2 25%
% 20%
o 15%
<

< 10%
5%
0% —

5% 10% 15% 20% 25% 30%
The target ratio

Figure 4. Experimenal results with NC;

e
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2 0
S 20%
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o 15%
£

5 10%
5% -
0%

A

/ — Target value

== Average value
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5% 10% 15% 20% 25% 30%
The target ratio

Figure 5. Experimenal results with NC,
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35%

30%
25%

I/i
f
10% /
5% /
0% T T T T T )
5% 10% 15% 20% 25% 30%
The target ratio

20%

—  Target value

15%
= Average value

The ratio of the generated abstract

Figure 6. Experimenal results with NC;

From the above figures, we can see that the
average-value curve for NC; is the most accurate
one. The standard deviation for each constituent-
extraction manner has also been calculated. They
are 0.92%~4.60% for NC;, 0.56%~1.40% for
NC,, and 0.66%~1.95% for NC;. There is little
difference between the deviations of NC, and
NC;, both of which use a character-based
calculation to extract constituent sentences. On
the other hand, NC; has exhibited relatively more
volatility, which shows the instability nature of
sentence-based calculation.

As a result, we decide to use character-based
calculation to estimate the necessary number of
constituents for abstract generation in subsequent
processing.

6.2 A Subjective Assessment

We conduct a subjective assessment using
three kinds of abstracts.

» The abstract written by the authors
(called as A-abstract hereafter).

» The abstract created by the system.
(called as S-abstract hereafter)

» The abstract created by Microsoft Word
2003 (called as W-abstract hereafter)

In this experiment, the papers as specified in
Table 4 were used.

Number of l(:lfumber Number | Publication
paragraphs sentences of words | type
Paperl 51 448 | 12138 | bulletin
Paper2 38 175 5461 | journal article
Paper3 23 155 5514 | bulletin
Table 4 . Paper information
Four  graduate students and  fourteen

undergraduate students all majoring in natural
language processing have supported us with the
subjective assessment. They are divided into five
groups each with three or four students. All the
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three kinds of abstracts are provided to each
group without explicit information on which is
A-, S- or W-abstract. After 30 minutes’ personal
reading and 20 minutes’ group discussion, each
group is asked to rank the three abstract on the
following four questions

» Q.1
Is the abstract grammatically natural?
» Q.2:
Is the Japanese easy to understand?
> Q.3
Are sentences naturally connected
with each other?
> Q.4
Do you think the text is appropriate as
an abstract?

The reason we adopt groups’ opinions instead
of individuals’ ones lies in the awareness that
examinees tend to be more responsible for the
group they belong to, rather than the case when
they behave as individuals. Table 5 shows the
results of the assessment. Each figure in Table 5
indicates an average evaluation-value of the five
groups for Q.1, Q.2, Q3 or Q4 towards one of the
three abstracts.

aev:(X><3+y><2+2><1) @
5
An average evaluation value (aev) is

calculated following Formula 4. Here, X, y, Z
indicates the number of groups that have
assessed the abstract as the first place, second
place, or third place respectively in regard to the
corresponding question. A larger figure implies a
better evaluation.

A-abstract | S-abstract | W-abstract
Q.1 2.8 1.2 14
Q.2 2.6 14 1.6
Q.3 2.6 1.8 1.6
Q.4 2.4 2.2 1.2

Table 5. Results of the subjective assessment

As we have expected, the abstract written by
the authors is the best for all the evaluation items.
Also, our system seems to have shown the same
or better performance than the summarization
function of Microsoft Word 2003. Especially,
our system achieves 2.2 for the question do you
think the text is appropriate as an abstract,
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which is almost the same with that from A-
abstract.

However, there are still some problems
remaining. In an interview with the examinees
after the assessment, we have got some valuable
comments such as "Pronouns are met too
frequently" or "Too many long sentences exist in
the abstract”. In the following sub-section, we
are going to make some discussions about these
problems and try to conduct a validation.

6.3 Discussions

In regard to the issues observed by the
examinees in the subjective assessment, we
might have ways to adjust our approach. For
example, we can skip the theme replacement
function in abstract assembling described in
Section 5.4, so that the total number of pronouns
will decrease. On the other hand, to get a clearer
look at the adequate length of a sentence in the
abstract, we have conducted an investigation.

We have randomly selected 20 social scientific
papers each with an abstract written by its
original authors. Another abstract is produced by
the system for each paper with the same number
of sentences in the original abstract. The
investigation is carried out by measuring the
length (i.e., the total number of characters) of
sentences in the original abstract, and that of the
abstract generated by the system. Figure 7 and
Figure 8 show their distributions.

g7 ¢
c
Cs
m
]
g5 +——¢
@
41— — ————————————
5
‘5’3-—000% L
0
:2-—m »
=
™=

0 T T T T 1
0 50 100 150 200 250

The number of characters in one sentence

Figure 7. Distribution of the number of characters in
original abstracts
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L 4
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0 T T T T 1
0 50 100 150 200 250

The number of characters in one sentence

Figure 8. Distribution of the number of characters in
abstracts generated by the system

The average numbers of characters in the
original abstracts and the system-generated
abstracts are 38.5 and 53.3 respctively. Moreover,
The median value for the original abstracts is
64.5, whereas the median value for the abstracts
generated by the system is 79.0. This might have
been the reason of the unsatisfied results in
Section 6.2 for Q.1 and Q.2. We could figure out
some strategies to cope with this issue. For
example, we can leave the cohesive relation out
of our consideration when extracting constituent
sentences, or just impose a restriction on the
number of characters or segments when
simplifying a sentence for the abstract.

7  Conclusion

In this paper, we propose a method to generate
abstracts for social scientific papers. We put
weight on three points: important keywords,
readability as an abstract, and features of social
scientific papers. Three main modules have been
developed in our system to generate the abstract:

sentence  processing,  importance  degree
estimation, and abstract generation.
Experimental results have shown the

effectiveness of our proposal in comparison with
another existing summarization tool, especially
when we use character-based calculation to
estimate the necessary number of constituents for
abstract generation.

However, there is still room to improve.
Results of an investigation on sentence length
exhibit the future possibility to enhance our
method and improve the quality of the abstract.
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Abstract methods for generating utterances still remains as

The demand is increasing recently for non-
task-oriented conversation system in various
scenes. Previous studies provide various
strategies to enrich the methods for
generating utterances, thus making the
conversation systems or agents appear more
interesting. However, most previous works
tend to rely on templates and therefore are not
able to perform flexible conversation-
utterance generation. We propose here in this
paper a thorough modification to a previous
work to address this problem. Specifically,
we introduce an automatic utterance
generation in consideration of the embedded
structure of sentences based on the principle
of nominative maintenance. Moreover,
emotion presumption has been implemented
to add entertaining elements into the
conversation with a user. The experimental
results show that our approach proposed in
this study has helped improve the
performance of a conversation system.

1 Introduction

Non-task-oriented conversation systems have
been developed during the past decade. They pay
more attention to continuing the conversation by
any means rather than the rigorousness of the
utterance’s content in comparison with task-
oriented ones. However, the insufficiency in
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a critical issue unsolved.

For example, Higuchi et al. concentrate on
modalities appearing in human’s utterances, and
try to incorporate them into the process of
utterance generation (Higuchi et al., 2008). Song
etal. (Song et al., 2009) and Han et al. (Han et al.,
2010) present a strategy to provide new topics
for users in a free conversation system at the
point the system “considers” that the user has
lost interest in the current topic. As just described,
most previous studies provide various strategies
to enrich the methods for generating utterances,
so that the user might feel interested in the
system and intend to continue the conversation.
However, none of them could escape from the
fact that they all generate utterances depending
mainly on some particular kinds of templates or
augmented templates.

As a case study to cope with this problem, Han
et al. develop a free conversation system
employing Markov sequences as shown in Figure
1 (Han et al., 2011; Nishio and Han, 2012).
They use the topic-word pair extracted
beforehand to search the Twitter for snippets that
contain a noun in the beginning and a verb or
adjective in the end, and then generate an
utterance employing a Two-starting-word style
Markov connection.

Although this approach has been proven quite
effective in promoting the human-like qualities
of utterances, a significant problem has been
observed simultaneously: Utterance Focus
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usually spreads around too widely. This seems to
come from the nature of the two-starting-word
method which tends to generate comparatively
long computer-utterances.

Snippet

/@
0.
20 >0

Ocy
3P

A forward direction A backward direction
Markov Chain Markov Chain

Figure 1: Processing schema of multiple-word
Markov connection

Here we propose a strategy to cope with this
issue. Specifically, we incorporate some
restrictive rules to improve this situation by
limiting the total number of words or characters
contained in the generated utterance. Moreover,
to add more entertaining elements into the
system, we implement an Emoticon Annotating
function to assign an emoticon to the utterances.

In this paper, we first describe the theoretical
basis and specific steps of the utterance
generation process in Section 2 and 3. Then we
propose a method to presume possible emotions
for an input text in Section 4. Section 5
elaborates the function we have implemented to
annotate an emoticon to a computer-generated
utterance based on the results of emotion
presumption. Finally, we give some experimental
results for verifying the effectiveness of our
approach in Section 6.

2 Theoretical Basis

As we have mentioned in Section 1, utterance
generation in the previous work is conducted
based on Markov chains. The snippet is extracted
randomly instead of using any restriction rule. As
a result, long utterances are easily generated
whose focuses tend to spread around too widely.
To address this issue, we have to figure out some
strategies to limit the total number of words or
characters contained in the generated utterance.
In this section, we introduce two concepts:
Embedded Structure and the principle of
nominative maintenance.

2.1 Embedded Structure

Various reasons are conceivable to cause long
utterances. One of them is the situation that two
or more subordinate clauses or sentences are
embedded into one snippet. Such Grammatical
structure is called embedded structure (Shibatani,

67

1978). In an embedded structure, there usually
exists a special sign. It is called complement
sentence indicator and includes four kinds of
linguistic expressions: "~ Z & [~koto]", "~ ®
[~no]", "~ & [~to]", and "~ & 5 iZ[~youni]". A
complement sentence indicator indicates the end
of an independent purport, which will not exert
influence on the whole sentence.

A snippet which contains a complement
sentence indicator is considered unsuitable for
generating brief utterances. In other words, when
we try to put a restriction on the length of a
snippet, we can remove the part containing a
complement sentence indicator from the snippet.

2.2 Nominative Maintenance

It is said that a nominative noun, or a
nominative noun clause is indispensable for
generating a logically and grammatically correct
Japanese sentence (Shibatani, 1978). Here are
two examples.

RHL TS I BT D X,
(The baby can already walk.)

TRHRATH D HBITD X,
(can already walk to a baby.)

The first example contains a nominative noun
clause, while the second example doesn’t contain
a nominative noun clause, and hence is not
grammatically correct.

To put it another way, if a snippet contains
two or more nominative noun clauses, we will
have reason to believe that the snippet might
have multiple subordinate sentences. In order to
obtain a shorter utterance, it is desirable to select
the snippet which consists of a single sentence,
or possesses a simple structure. In this way,
nominative noun clause can be used as another
indicator for avoiding the extraction of long
snippets.

3 Utterance Generation

With the concepts stated in Section 2 in mind,
we propose a method to generate utterance based
on the two-starting-word Markov-chain model
devised in the previous work (Nishio and Han,
2012). Section 3.1 describes the rough flow and
Section 3.2 presents the specific formula to
estimate the priority of each snippet candidate.
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3.1 Flow of the Utterance Generation

As described in Section 2.1, one of the reasons
for the emergence of long utterances is the
situation that two or more subordinate clauses or
sentences are embedded into one snippet. Here
arises the necessity to select a snippet fragment
from the snippet-candidate set extracted from
Twitter.

Figure 2 shows the overall view. Snippets
containing a complement sentence indicator are
removed from the snippet-candidate set first,
then the snippet fragment with the highest
priority is selected. The method to estimate the
priority score for each snippet fragment will be
explained in Section 3.2.

Another reason for the emergence of long
utterances might have existed in the backward-
or forward-direction Markov processing.

~

@election Area

[ Snippet 1

_/
1. Snippets containing a complement sentence indicator are

removed.
2. The snippet fragment with the highest score is adopted.

Verb
or
Adjective

|

Figure 2: Processing schema of snippet selection

Verb
or
Adjective

Snippet
0O
OEO%

;Y_!

A Backward Direction of
Limited Marcov Chain

iy

[Stop utterance generation when encountering a (.-omp!wueu:J

sentence indicator or a BOS mark

Figure 3: Processing schema of backward utterance
generation

Backward-direction Markov processing starts
with a noun, and extends to the left direction
based on a bi-directional Markov dictionary as
shown in Figure 3. The process will stop when
encountering a complement sentence indicator or
a BOS (Beginning of Sentence) mark.

Similarly, the forward-direction Markov
processing starts with a verb or adjective, and
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extends to the right direction (as shown in Figure
4). The process will continue only when
morphemes other than an independent word
serve as a chain candidate. An independent word
tends to take a pivotal role in a sentence, and is
therefore likely to start a completely new
statement which might lead to a long sentence
finally. Moreover, if a punctuation or a EOS
mark is encountered, the process will terminate
at that time.

Snippet

@ -

Verb
or

——/
O

ZA0
l_'_l

A Forward Direction of
Limited Marcov Chain

>
|

Stop utterance generation when encountering a
independent word or a EOS mark

Figure 4: Processing schema of forward utterance

generation

Adjective

|

3.2 Priority  Estimation of

Fragment

Snippet

With the above concepts in mind, we define a
measure below to calculate the priority score for
each snippet-fragment candidate.

if (FL; = Subst; + Decl;)
if ((FL; > Subst; + Decl;)& (N; = 1))
lf ((FLl > S'U.bSti + Decli)& (Ni = 1))

Here, Score; stands for the score assigned to
each snippet fragment. FL; indicates the total
number of characters contained in the snippet
fragment, and N; indicates the number of case
particles that are possible to appear with
nominatives in the snippet fragment. M; is the
number of morphemes in the snippet fragment.
Subst; indicates the length of the noun at the
beginning of the snippet fragment, and Decl;
indicates the length of the verb or adjective at the
end of the snippet fragment.

FL; is compared with the sum of Subst; and
Decl; to determine whether the snippet fragment
is composed only of the noun and the declinable
word. Only when additional characters exist, a
score other than O is assigned to the snippet
fragment. The score varies inversely with the
number of morphemes in the snippet fragment,
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and even gets N; times lower when more than 2
potential nominatives might exist.

4 Emotion Presumption

In order to add more entertaining elements into
the system, we implement an Emoticon
Annotating function to assign an emoticon to the
computer-generated utterances. Our Function
consists of two steps: emotion determination and
emoticon annotation. In this section, we
elaborate the process to determine an emotion for
a generated sentence based on machine learning
techniques.

4.1 Extraction of Emotion Trigger

Our basic idea is to infer the corresponding
emotion according to a particular textual clue.
For example, in a sentence "Z2SR3 > T 7
DT, FEE7Z" (It was regrettable that it suddenly
started to rain), "Z2SK A3 E > T X 72" acts as an
emotion trigger, together with the conjunction "
@ <" implying a causal relationship between "%
KRB TE/oTc" and "E&LE"
(regrettable).

If we can find some disciplinary rules or
patterns from the usage of emotion triggers, we
might be able to infer the emotion even for an
incomplete sentence (i.e., a sentence that doesn’t
contain any explicit emotion expression such as
regrettable or happy.

Tokuhisa et al. have employed the
combination of a conjunction and an emotion as
the keyword to search the Web for emotion
triggers, and performed a kKNN-based similarity
calculation between an input sentence and the
emotion-trigger corpus to infer the emotion for
the input sentence (Tokuhisa et al., 2008). In
another study, Matsumoto et al. have created
some sentence patterns from a small Japanese
lexicon manually each with a pre-assigned
emotion (Matsumoto et al., 2006). When the
input sentence matches a sentence pattern, the
emotion of the corresponding sentence pattern
will be assigned to the input sentence.

Both works attempt to find patterns to infer
emotions from input sentences. However,
Tokuhisa et al. have used a very simple
algorithm considering the method for pattern
matching, whereas Matsumoto et al. have a
major issue in the scale of data source (i.e., the
small lexicon).

In this study, we combine the advantages of
the above two works, and propose a new method
to infer emotions based on Predicate-Argument
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Structure. Specifically, we collect an emotion
trigger corpus from the Web in a similar way
Tokuhisa et al. have done, while conduct the
pattern matching using each predicate and its
arguments contained in the emotion trigger
corpus.

Given this perspective, the first task in our
study is to extract the emotion triggers from the
Web for a particular type of emotion. Here, we
use Twitter as the Web data source, and search it
taking the conjunction combined with the
emotion expression as the clue word for emotion
triggers as shown in Figure 5.

D Tlnode] + &1 (regrettable)

Conjunction  Emotion expression

@D Tlnode] + 5 =712 (regrettable)

Clue word

EHEFMAES>TEDT(it suddenly started to rain)+ 7 & 1 (regrettable)
Emotion trigger

Figure 5: Flow of emotion trigger extraction

Based on the experience of Tokuhisa et al., we
have used nine kinds of conjunctions including "
@ T" [node], "4 5" [kara], "7z " [tame], "D &
" [nowa], "® A" [noga], " &k [kotowa], " Z
& " [kotoga], " T " [te], and " T " [de].
Similarly, nine types of emotions and their
concrete  expressions are extracted from
(Nakamura, 2003) and used here as emotion
expressions. They include: """ (sorrow), "%"
(ease), "BK" (hate), "&=" (hope), "#" (surprise), "
i (like), "Hb" (shame), "Z&" (angry), and "/fi"
(fear) .

4.2 Extraction of Predicate Arguments

The emotion triggers obtained in Section 4.1
are then analyzed to extract predicate arguments
using KNP ', a free Japanese dependency
analyzer. A predicate argument is the argument
appearing together with a predicate.

For example, the analytical result from KNP
for the sentence "FAITRETH L—&&~7=" (I
ate curry at the dining hall) includes three
arguments for the predicate "f-~7=" (ate): "FAiZ
"), "f&x-<T" (dining hall), and " L —%"
(curry). "~ix" (1), "~7T", and "~%" are called
Ga-case, De-case, and Wo-case respectively in
Japanese. Our idea is to collect the pair of a

L http://nlp.ist.i.kyoto-u.ac.jp/index.php? KNP
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predicate and one of its arguments, and find the
relation between a predicate argument structure
and an emotion statistically. Here, we take the
three-element combination (predicate, case,
noun) as the basic feature in our machine
learning process. For example, for the above
sentence, we are able to obtain three instances for
the basic feature.

(eat, Ga-case, 1)
(eat, De-case, dining hall)
(eat, Wo-case, curry)

However, since the combination of declinable
words, cases, and nouns could be infinite, we
might need a way to abstract the basic features to
avoid the data-sparseness problem. Here we use
a thesaurus called Nihongo Goi Taikei (NTT
Communication Science Laboratories, 1997) to
accomplish this task. This thesaurus classifies all
the concepts in Japanese into superordinate ones
and subordinate ones in different hierarchies. For
example, “flower” and “tree” are abstracted into
“plant”, and “pace” and “footwork” are
abstracted into “operation of hand and foot”. We
generate abstracted features from the set of basic
features in this way, and create a training data set
containing 779,638 instances. Later in Section 6,
we will talk about the different effects in using
these two sorts of features.

4.3 Polarity Annotation

Abstraction is considered as a means to
address the sparseness problem when generating
predicate arguments. However, in case two
nouns with opposite polarities have the same
superordinate concept, abstraction might become
kind of side effect. For example, both "4 %"
(pride) and "3 Z v " (arrogance) are abstracted
into the same superordinate concept "H 15 -« #&
v - Hb - A" (faith - glory < shame - serious),
which is not desirable for subsequent machine
learning. To solve this issue and make the
abstraction more accurate, we annotate a polarity
property to the abstracted element as shown in
Figure 6. Here, we have three kinds of polarities:
P, N and E, indicating Positive, Negative, and
Even respectively.

It is not only during the process of abstraction
that polarity is important. Suppose we have two
noun phrases: "L\ 72 A" (a pretty person)
and "&#L72 A" (a rude person). The head is
common to both, while the meanings are
completely different because of the modifiers

with opposite polarity. In most cases, we
consider that the polarity of the modifier is more
important than the head noun itself. In this
situation, we also need to assign a polarity to the
head noun, otherwise we will obtain a lot of self-
contradictory feature instances, and finally
impair the performance of the machine-learning
based classifier.

(P) N

Bis-5&Y- - RE

(faith=glory=shame*serious)

Abstraction

Figure 6: Example of abstraction in consideration of
PN value

We annotate a polarity to the head noun
according to the polarity of the modifier as
shown in Table 1. Polarity information used in
this study comes from two dictionaries
(Kobayashi et al., 2004; Higashiyama et al.,
2008; Takamura et al., 2005).

Modifier Head noun
P P
N N
E Polarity of the
head noun itself

70

Table 1: Polarity annotation rules for modificands

4.4 Emotion Classification

Using the training data set we have created in
Section 4.2 and 4.3, we employ the Naive Bayes
algorithm as the basic machine learning method
to generate an emotion classifier. Formula 1
shows the basic idea of Naive Bayes classifier,
where P(e), P(d), P(e|d), and P(d|e) indicate the
probability of a emotion, the probability of a
emotion trigger, the probability of an emotion
provided with a particular emotion trigger, and
the probability of an emotion trigger provided
with a particular emotion.

P(d |e)xP(e)
P(d)

P(e|d) = (1)
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P(e) is calculated as the ratio of the total number
of the instances holding a particular emotion
divided by the total number of the whole corpus.
P(d|e) could be estimated by Formula 2.

P(d|e)
=P(f,AA fj |e)

zf[P(fme)

@)

P(file) represents the probability of the ith feature
provided with a particular emotion. We calculate
P(e|d) for each emotion classification and
identify the classification with the largest
probability as the emotion for the provided
emotion trigger.

5 Emoticon Annotation

In this section, we describe the procedure to
annotate an emoticon to a computer-generated
utterance based on the result of emotion
presumption.

An emoticon could be one or more characters
or symbols, or a combination of both sometimes.
Generally users want to express some sort of
facial expression through emoticons. Here are
some examples: "™\ ("~ ") Mt <)
"o("OMo".

Some previous studies have been carried out
for emoticon analysis. Urabe et al. quantify the
emotions expressed by emoticons through a
questionnaire (Urabe, 2013). Similarly, Emura et
al. create an emoticon collection and classify the
emoticons according to a questionnaire (Emura,
2012).

Both works aim at providing emoticon
candidates for a text input by the user. Different
from the previous works, our purpose is to
annotate the emoticon to a computer-generated
utterance based on the emotion presumption. We
adopt an emoticon database built by Kawakami
in our study (Kawakami, 2008). This database
contains 31 kinds of basic emoticons belonging
to five emotion categories each with its own
relative strength.

However, as described in Section 4, our
schema has nine kinds of emotion-classification,
which is different from that of Kawakami. For
this reason, we have adjusted our classification to
conform with the previous work as shown in
Figure 7.
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- E(100€)= F(hope) )

% (ease) - 1¥(affection)

R (anger)
E[hate)Q B(anger)

R (sorrow)

Hi{fear}:> = (sorrow)

Hix(shame)=> £ (rush)
\ % (surprise) = %(surpristy

Figure 7: Emotion-classification consolidation

6 Experiments and Evaluations

We have built two kinds of prototypes based
on the algorithm devised in the previous work
(Han et al., 2011 & Nishio et al., 2012) and our
approach respectively. Then by running each
prototype constantly, we have collected a lot of
execution results and conversation log data.
Several evaluations are conducted to examine the
effectiveness of our methods based on these
results and data.

6.1

A subjective assessment on utterance
generation is carried out with 14 college students
who haven’t involved in this work so far. Three
conversation fragments for both prototypes are
randomly extracted from the conversation log
data and given to all the examinees together with
some simple instructions. Then the examinees
are told to compare each pair of conversation log
data without being informed which log data is
coming from our system in two points:
Association between Utterances, and Utterance
Focus. The former evaluation item indicates the
association between continuous utterances, i.e.,
how good has the conversation topic transited?
The latter item, Utterance Focus, evaluates the
quality of a generated utterance sentence.

For both evaluation items, 12 students have
given their votes to our system indicating that
most examinees consider our system as a better
solution compared with the previous work. This
reveals the effectiveness of our approach to cope
with the issue of long utterances occurred in the
previous work, while maintaining the Two-
starting-word style Markov connection and the
natural transition between utterances simulta-
neously.

Evaluation on Utterance Generation

6.2 Evaluation on Emotion Presumption

Following the steps described in Section 4.1,
we have extracted 779,638 emotion triggers from
Twitter. The whole dataset is divided into two
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parts, 90% as the training data and the remaining
10% as the test data. Then we conduct a series of
experiments to examine the performance of the
machine-learning based emotion classifier.

According to the description in Section 4.2
and 4.3, we have employed four kinds of feature
in different experiments. Table 2 shows the name
of each experiment and a brief explanation on its
feature. The baseline indicates the method where
2-gram model are used instead of predicate-
argument structure.

Experiment Feature
baseline 2-gram model
no_abs not abstracted feature
abs abstracted feature
abs_pn abs'gracted feature
— with PN value
abs_pn’ _ abstracted feature B
— with PN value from modifier

Table 2; Differences among experiments

Figure 8 shows the emotion classifying
accuracies of each method varying with the
volume of training data. When we use only 2,000
emotion triggers as the training data, all the
methods show the poorest performance. As we
increase the volume of the training data, the
accuracy of each method begins to increase
except the 2-gram model. Before the data volume
reaches 200,000, methods using abstracted
features have kept outperforming those not
abstracted. This is what we have expected. When
we don’t have enough training data to conduct
machine learning, we will encounter the data-
sparseness problem. Abstraction is expected to
be an effective solution to this issue. What have
been observed in Figure 8 proves the
effectiveness of feature abstraction. Among the
three methods involved feature abstraction,
abs_pn and abs pn’ performs better than abs,
proving the usefulness of Polarity. However,
there is no obvious difference between abs_pn
and abs_pn during the whole process. This is
what we haven’t expected and should be

exhaustively investigated until the reason is clear.

On the other hand, little difference is observed
when the data volume is more than 400,000, no
matter the features are abstracted or not. This
might indicate the turning point of data
sparseness. In other words, 400,000 or more
emotion triggers are likely to be sufficient for
machine-learning based emotion classification.
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Figure 8: Change of accuracies with the volume of
training data

Generally, although the classification perfor-
mance is not as good as we have expected, our
approach has got a better performance than the
baseline method.

6.3 Evaluation on Emoticon Annotation

We randomly select five conversation
fragments as the evaluation data. With the
support of the examinees described in Section
6.1, we conduct another subjective assessment.
The emoticon annotation function has been
applied to the utterances in each fragment. Then
two kinds of fragments are shown to the
examinees: the original fragments and their
emoticon-versions. Here are the questions in the
guestionnaire.

> Q.1
Do you think conversation fragments
annotated with emoticons are more
interesting than those containing
plain text only?

> Q.2
For the utterances annotated with
emoticons, do you think the
atmosphere  the emoticons are

conveying conforms with the text?
(1-yes, 2-intermediate, 3-no)

The questions inquire about the overall
significance and the specific precision. Table 3
shows the average evaluation results calculated

from all the examinees based on the five
fragments.
Question Average Result
Q.1 66%
Q.2 1.9

Table 3: Evaluation results on emoticon annotation
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According to the evaluation results, 66% of the
examinees agree that the emoticon annotation
will enhance the entertaining aspect of
conversation systems, and our approach seems
effective to accomplish this task.

7 Conclusion

In this paper, we propose some significant
improvement-strategy to a previously developed
non-task-oriented conversation system.

Specifically, we introduce an automatic
utterance generation in consideration of the
embedded structure of sentences and the
principle of nominative maintenance. Meanwhile,
emoticon annotation based on emotion
presumption has been implemented to add
entertaining elements into the conversation
interface with a user. The experimental results
show that our approach proposed in this study
has helped improve the performance of a
conversation system.

However, the result is not as good as we have
expected. For example, We have focused on the
snippets containing nominatives while neglected
the grammatically incorrect sentences during the
process of sentence generation. There might exist
a need to utilize the incomplete sentences too in
order to increase the diversity and number of
candidate snippets. Another problem lies in the
emoticon annotation function. It is impossible to
determine the emotion for a generated sentence if
it lacks case particles according to the current
method. We are going to incorporate some new
strategies into the system to address these issues.
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Abstract

A key goal for participants in language
communication is to bring about a mutually
shared experience of ideas, event narratives,
and emotional responses. This goal is
achieved not only through the exchange of
lexical meaning, but also through
interactive  signaling to  coordinate
information status. Our results show that
prosodic synchrony (convergence) and
dissynchrony (divergence) both occur in
conversation, and that synchrony is
achieved  gradually as  participants
cooperate to build up a shared information
and involvement state. Our analysis further
indicates that feedback is a critical
component of cooperative adaptation to
new information, bringing about convergent
speaker states.

1 Introduction

Human language provides an especially cogent
platform for studying the phenomenon of imitative
and convergent behaviors in human communication,
as speech communication integrates a complex mix
of cognitive, emotional, and interactive social
processes that are expressed in a number of
different forms: the language specific choice of
lexical items to communicate meaning, visually-
based information exchange of gestures and facial
expressions, and the shaping of the oral and aural
environment through variations in prosodic flow.
Scientific studies have shown convergent behavior
in body movements and gesturing in conversation
(Condon and Sander, 1974; Nagaoka, et al., 2007,
Campbell and Stefan, 2010), and in speech (Gratch,
et al., 2007; Jonsdottir, et al., 2007, Buschmeier, et
al. 2011, Lelong and Bailly, 2011; Heylen, et al.,
2011; Ward, 2006), and focused on their role in
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creating  harmony and  rapport  between
conversational participants through the use of
feedback markers, and through timing and
frequency of non-verbal facial and movement
gesturing (Lelong and Bailly, 2011; Heylen, et al.,
2011).

Spontaneous conversation is multi-functional in
both its goals and processes: the most evident goal
of transmitting information simultaneously carries a
social goal of building rapport and the sharing of
attitudes and emotions towards the information
transmitted. In the conversational process, speakers
provide propositional and emotional and
information through prosody, gesturing, and
feedback, and engage in interactional probing to
build a shared knowledge state and guide topic in a
mutually desired direction. Prosody plays a key role
in this process, as it provides a powerful and
informative resource to communicate multiple
levels of coherence and meaning by providing a
direct and immediate link to fundamental
expressive states.

2 Goal and perspective

The current study presents our results on prosodic
convergence and divergence in spoken dialogues,
drawing from extended conversational data in
Mandarin Chinese. Because of the multi-
dimensional goals at work in language, synchrony
is approached as both building social interactional

harmony, and also reflecting informational,
organizational and expressive processes in
conversations. The coherence achieved in a

successful dialog is a shared coherence, one that is
constructed through interactions of participants to
discover and overcome respective inadequacies of
information state. Thus, in addition to imitative
speech patterns, prosodic convergence and
divergence are considered as information-rich

Copyright 2013 by Li-chiung Yang
27th Pacific Asia Conference on Language, Information, and Computation pages 850 91
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Figure 1: Times series of phrase peak f, in Hz for the male speaker (top), and female speaker (bottom) in a 62-
minute long conversation. The x-axis is time in seconds and the y-axis is pitch in Hz.

patterns  that  speakers use to  monitor
comprehension, communicate  disinterest  or
encouragement, and signal different levels of
agreement and judgment on topic.

3 Data and methodology

For this study, our data corpora consist of two
extended spontaneous conversations in Mandarin
Chinese, each approximately one hour in length.
The Mandarin data are a subset of Academia
Sinica’s Mandarin Conversational Dialogue Corpus
(MCDC)' of natural conversations between newly-
met participants (Tseng, 2004). The conversations
were recorded in stereo in a quiet room and both
conversations selected were mixed-gender pairs,
with 1 male and 1 female participant. For these
conversations, there were no preset topics and the
speakers were free to talk about anything that arises
naturally from the communication process (see
Tseng, 2004 for a detailed account of the recording

' For detailed information about the Mandarin

Conversational Dialogue Corpus (MCDC), please see
http://mmc.sinica.edu.tw/mecdc_e.htm
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and processing procedures). For ease of processing,
each conversation was subdivided into 20
subsections, with approximately 3 minutes per
episode. For the current study, the conversational
data were further segmented to the phrase level, i.e.
phrase-size chunkets, based on a combination of
lexical, syntactical, semantic as well as acoustical
criteria, and target tokens of interest were annotated
and extracted. Measurements of fundamental
frequency (fy) and amplitude were automatically
computed, and normalized to each speaker’s pitch
mean and range. For each speaker and each phrase,
low, average, and high wvalues for both f, and
amplitude were extracted as a means to show global
pitch and amplitude movement variation. The
acoustic measurements were then examined and
correlated with incidence of feedback response and
speaker interactions. Altogether there were 1,246
phrases for the female speaker and 2,273 phrases
for the male speaker in medcO1, and 2,256 for the
female speaker and 2,014 for the male speaker in
mcdc05, resulting in 3,519 phrases for mcdcO1 and
4,280 for mecdcO5 with a total of 7,799 phrases.
Figure 1 shows the Times series of phrase peak f; in
Hz for the both speakers.
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Figure 3: Phrase Peak F0 in Hz, 51 period moving average,both speakers
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Figure 2: Normalized phrase peak with 51 period moving average for both speakers in MCDC
conversation

4 Analysisand results

4.1 Conversational structure and prosodic
conver gence

By prosodic convergence (synchrony), we mean that
speakers often use corresponding or matching
movements in phrase pitch level to signal agreement
on the current topic hierarchy. Our results show that
both convergence and divergence in prosody occur
at both local inter-phrase level pitch level changes,
as well as over dialogue sections extending globally
across topics and subtopics. Figure 2 compares the
normalized global phrase movement for the two
speakers in the Mandarin dialogue depicted above,
and the moving correlation at lag 0.

The main pattern for the Mandarin
conversational corpora is that prosodic synchrony is
arrived at gradually, with an initial probing stage
where topic is negotiated, followed by mixed
convergence and divergence as options are explored
or overturned from a one-sided viewpoint, until
speakers arrive at a mutually fulfilling topic theme,
where convergence is frequent. Near conversation
end, participants converge in a descending pitch
pattern in a shared recognition of the coming
conclusion.

By comparison to talks between friends,
conversations between newly-met participants may
be more susceptible to lags in convergence, as
speakers work to construct a common
conversational outlook. The current results indicate
that prosodic lags go in both directions, as speaker
roles change and new topics are brought up during
the course of the conversation. At the local level,
prosodic synchrony at phrase-to-phrase pitch
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movement is common: convergence is associated
with agreement or encouragement of topic, whereas
divergence is associated with disagreement, doubt,
or non-interest.

4.2 Feedback and prosodic conver gence

Speaker role was found to be important in the
incidence and location of feedback tokens with
respect to the prosodic patterns. Feedback markers
of high interest or surprise such as ‘oh’, and
encouraging markers such as ‘um’ or ‘umhum’
occur more frequently in areas of high pitch and
convergence, and less frequently in divergent
prosodic sections. The marker ‘dui’ right occurs
more frequently in areas of convergence and
stretches of extended rise as the hearer provides
added encouragement or confirmation respectively.
Thus, feedback markers often provide explicit
marking of the same underlying relational states
that are provided by synchrony phenomena.

Our data indicate that speakers differ greatly in
their use of feedback in different conversations, in
both frequency and distribution, as depicted in
Figures 2-3, which show the incidence of feedback
for oh and dui across 20 continuous 3-minute
episodes of conversations mcdc05 (due to space
limitation, the 01 figures are not shown in this
paper). As seen in Tables 1-2, the frequency of
feedback for conversation medcO1 is less than half
of that for conversation mcdc05: for mcdc05, the
male and female oh and dui feedback over all
episodes totals 305, or 43.1% of mcdc05’s total
feedback frequency of 707. The use of feedback by
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the female speaker in medcO1 is especially low for
both oh and dui, with only 111 instances total.

Comparing the speaker usage of feedback
markers dui and oh, we can see that in these two
conversations, both female speakers’ use of oh is
relatively greater than dui: there are 82 oh’s vs. 29
dui’s in mcdcO1, and 207 oh’s vs. 169 dui’s in
mcdc05. Conversely, the male speakers’ use of dui
in both conversations is much greater than their use
of oh: 171 dui’s vs. 23 oh’s in mcdcO1 and 322
dui’s vs. 9 oh’s in mcdc05. The males have a
striking near exclusion of the use of oh in both
conversations.

MCDCO1 Female Male
Token oh dui oh dui
Counts 82 29 23 171
Subtotal 111 194
MCDCO05 Female Male
Token oh dui oh dui
Counts 207 169 9 322
Subtotal 376 331

Table 1: Counts of feedback markers oh and dui by
speaker for 2 conversations, mcdc0O1 and mcdc05

MCDCO01 Female Male
Token oh dui oh dui
Mean 4.05 1.45 1.15 8.55
Stdev 3.99 1.86 1.31 3.67
MCDCO05 Female Male
Token oh dui oh dui
Mean 10.35 8.45 0.45 16.1
Stdev 7.84 3.32 0.80 11.11

Table 2: Mean counts of feedback markers oh and dui by
speaker for 2 conversations, mcdc0O1 and mcdc05

The temporal distribution of feedback within
conversations also varies greatly by speaker and
conversation. In mcdc01, the female speaker has a
higher concentration of feedback responses in the
first 7 episodes of the conversation, and gradually
reduces her feedback in the Ilatter half of the
conversation, while the male’s feedback

distribution is more uniform across the conversation.

By contrast, the feedback for both speakers in
mcdc05 occurs with higher frequency across the
conversation, and also exhibits cyclical behavior.

4.3 Patterns of feedback distribution in

conversation

Feedback markers are key interactive signals that
communicate the adequacy of information
exchange, and the distribution of specific markers is
closely linked to their specific functions and to the

88

emotional and involvement states of speakers and
interactivity level of the conversation. Imbalances
in participant state commonly give rise to different
degrees of cognitive certainty or uncertainty, and
feedback provides immediate signals to speakers
that adjustment or restatement of information may
be necessary.

For example, oh, dui, and umhum are three of
the most frequent feedback markers in Mandarin
(Tseng, 2004; Yang, 2006), and each signals
different degrees of cognitive uncertainty and
receptivity towards communicated information.
While oh functions as a response to information,
marking surprise, unexpectedness or newness, and
necessitating a cognitive adjustment (reorientation),
dui acts as confirmation and agreement to
information received, and implied as already known
or accepted. The predominant function of umhum
(uhhuh), on the other hand, is expression of
acknowledgment or encouragement. Thus, oh, dui,
and umhum each has its unique different functions
and occurs under different informational
environments. The specific functions of these
markers have great significance for their frequency
and distribution in any given conversation.

If we take a closer look at the following
figures and tables where we tabulated and plotted
the occurrences of these three feedback markers
through time in mcdc05 by speaker, we can see a
clearer pattern: there is a clear gender difference
and preference for the use of these markers. In this
conversation, the male speaker has a mean of 7.6
instances of umhum per episode, just 26% of the
female’s mean frequency of 29.1 for the same
marker. A similar large gap exists for oh, with the
female speaker having about 20 times as many oh’s
as the male speaker. Conversely, the male speaker
used dui about twice as often as the female speaker,
with mean episode counts of 16.1 for the male
speaker vs. 8.45 for the female.

The relationships for oh and dui in medc05 are
consistent with the results for mcdc01, with female
oh and male dui having the higher relative
frequencies, as presented earlier. The much greater
use of oh and umhum by the female and greater use
of dui by the male speaker presented here suggest
that there exists some social-cultural expectations
of greater male control and greater female
supportiveness in male-female social interactions,
and this feature might be especially marked in
conversations where politeness and role-conformity
could be expected to exert greater force.
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Figure 3: Frequency counts of feedback markers
umhum, oh, and dui of the female speaker in mecdc05
by episode

Male Female
Feedback umhum  oh dui umhum oh dui
Mean 7.6 045 16.1 29.1 1035 8.45
Stdev 7.05 0.80 11.11 13.57 7.84  3.32
Counts 152 9 322 582 207 169

Table 3: Mean counts of feedback markers umhum, oh
and dui by speaker for medc05

mcdc01 mcdc05
Gender Female Male Female Male
Token oh dui oh dui oh dui oh dui
Counts 82 29 23 171 207 169 9 322
Subtotal 111 194 376 331
Total 305 707

Table 4: Counts of feedback markers umhum, oh and dui
by speaker for mcdcO1 and medc05

4.4 Feedback and changing speaker state

The progression of feedback wuse in this
conversation follows the activities of each speaker
as they interact to bring about a successful
conversation. At the start of this conversation, both
participants explore several topics in sequence, with
the female speaker more open in sharing
information and responsive to the male speaker in
the first half of the conversation. The initial topics
serve as self-introductions and as search activity to
arrive at a mutually satisfying topic.

As shown in Figures 3-4 and Table 5, the
relatively low feedback activity of the male speaker
in the initial episodes is matched by a high
frequency of encouraging umhum feedback by the
female speaker, to provide support for the male
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Figure 4: Frequency counts of feedback markers umhum,
oh, and dui of the male speaker in mcdc035 by episode

speaker. In episodes 7-9, the female speaker started
an extended narration to tie her own experience and
viewpoint to the male speaker’s account, which is
an essential cohesion-building strategy. The male
speaker stays relatively silent during this period,
and this results in very low use of both oh and dui
for both speakers in those episodes. After the
repeated rapport-building activities by the female
speaker, the male speaker gradually becomes more
open and emotionally expressive, and this
transformation is reflected in his increased use of
feedback from that point on.

In discourse, participants may unintentionally
hit an area of high interest, and participants may
become very involved. In this conversation the
topic hits a major turning point in episode 14. At
that point, both participants suddenly discover
something unexpected but highly relevant and
meaningful to both of them, and this transforms the
nature of the conversation, with a high intensity of
involvement by both participants, as evidenced by
the greatly increased use of feedback markers from
that episode on. This effect is especially dramatic
for the male speaker.

As can be seen in Table 6, the male speaker’s
use of feedback increases greatly after the turning
point, with umhum increasing to over 3 times its
pre-turning point average, and dui about 2.5 times,
while his use of oh decreased slightly, indicating his
increased confidence and certainty associated with
this newfound identity. By comparison, the female
speaker’s use of feedback is also increasing, and
consistent over the conversation, with umhum
occurring at the same frequency, and oh and dui
increasing by about 2/3.
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Figure 5: A selection of 30 instances of the female
speaker’s ohs in mcdc05, approximately occurring from
episode 11 to the beginning of episode 14, showing
different forms relating to different states and functions
in spontaneous conversation

The result of our finding suggests that the use
of feedback to encourage rapport can consist of a
feedback loop that increases rapport between
participants and leads to more synchronous
feedback patterns over time. Our finding further
provides evidence that convergent patterns occur as
speakers cooperatively achieve a shared common
ground, and that feedback is a key element of how
speakers reach this goal in communication (Yang,
2006).

Our findings show that speaker role plays a
significant role in the incidence and location of
feedback markers with respect to the prosodic
patterns. Feedback markers of high interest or
surprise such as oh, and encouraging markers such
as um or umhum occur more frequently in areas of
high pitch and convergence, and less frequently in
divergent prosodic sections. The marker dui ‘right’
occurs more frequently in areas of convergence and
stretches of extended rise as the hearer provides
added encouragement or confirmation respectively.
Thus, feedback markers often provide explicit
marking of the same underlying relational states
that are provided by synchrony phenomena. Figure
5 provides an illustration of how meaning is
effectively encoded in such short feedback
utterances for spoken communication.

Male Female

Ep. uhm oh dui uhm oh dui

1 0 1 7 25 5 7
2 3 0 15 21 6 6
3 1 0 16 26 26 7
4 8 0 18 24 12 7
5 2 0 8 39 7 7
6 2 0 9 25 0 6
7 14 3 1 9 1 11
8 3 1 2 33 5 7
9 6 0 4 22 3 12
10 0 0 13 53 10 8
11 1 0 10 28 17 6
12 10 1 11 35 12 5
13 7 0 24 44 5 2
14 27 2 4 6 3 14
15 6 0 37 45 29 8
16 13 0 19 42 11 15
17 8 0 36 12 11 10
18 7 0 32 15 22 11
19 22 1 24 23 7 14
20 12 0 32 55 15 6
T 483 958
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Table 5: Counts of feedback markers umhum, oh and dui
by speaker and episode: mcdc05

Male Female
umhum | oh dui | umhum oh dui
Pre TP 57.0 | 6.0 | 138.0 384.0 | 109.0 | 91.0
Post TP 95.0 | 3.0 | 184.0 198.0 | 98.0 | 78.0
Pre mean 441 0.5 10.6 29.5 8.4 7.0
Post mean 136 | 04 | 263 28.3 14.0 | 11.1

Table 6: Mean counts of feedback markers umhum, oh
and dui by speaker, before and after the turning point for
mcdc05

5 Conclusions

Our analysis suggests that prosodic synchrony
phenomena occur as a mirror of topically and
emotionally synchronized or dis-synchronized
participant states and that convergence and
divergence phenomena are not only strategies to
encourage rapport, but also act as organizational
indicators providing key information on the degree
of understanding, on emotional synchrony, and on
the perceived status of a mutually fulfilling topic
flow. This universal feature is essential to
communication and interaction, and should be
utilized  greatly in  current  multimodal
communication environment research.
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Abstract

Studies of spontaneous conversational speech
grounded on large and richly annotated cor-
pora are still rare due to the scarcity of such
resources. Comparative studies based on such
resources are even more rarely found because
of the extra-need of comparability in terms
of content, genre and speaking style. The
present paper presents our efforts for estab-
lishing such a dataset for two typologically
diverse languages: French and Taiwan Man-
darin. To the primary data, we added morpho-
syntactic, chunking, prosodic and discourse
annotation in order to be able to carry out
quantitative comparative studies of the syntax-
discourse-prosody interfaces. We introduced
our work on the data creation itself as well
as some preliminary results of the bound-
ary alignment between prosodic and discourse
units and how POS and chunks are distributed
on these boundaries.

1 Introduction

Interest for the studies of discourse prosody inter-
face has arisen in the last decade as illustrated by
the vitality of the events and projects in this do-
main. However, while theoretical proposals and
descriptive works are numerous, quantitative sys-
tematic studies are less widespread due to the cost
of creating resources usable for such studies. In-
deed, prosodic and discourse analysis are delicate
matters requiring lower-level processing such as the
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alignment with speech signal at syllable level (for
prosody) or at least basic syntactic annotation (for
discourse). Moreover, many of these studies are
dealing with read or monologue speech. The ex-
tremely spontaneous nature of conversational speech
renders the first levels of processing complicated.
Previous works (Liu and Tseng, 2009; Chen, 2011;
Bertrand et al., 2008; Blache et al., 2009; Afan-
tenos et al., 2012) give us the opportunity to pro-
duce conversational resources of this kind. We then
took advantage of a bilateral project for working on
conversational speech in a quantitative fashion, and
this for two typologically diverse languages: French
and Taiwan Mandarin. We believe this combination
of linguistic resources and skills for these two lan-
guages is a rather unique situation and allows for
comparative quantitative experiments on high-level
linguistic analysis such as discourse and prosody.

Our objective is to understand the commonalities
and the differences between discourse prosody in-
terface in these two languages. More precisely, we
look at how prosodic units and discourse units are
distributed onto each other.

In spirit, our work is closely related to the one
of (Simon and Degand, 2009; Lacheret et al., 2010;
Gerdes et al., 2012), however our focus here are the
insights we can get from a comparative study. More-
over our dataset has a more conversational nature
than the datasets studied in their work. About the
data, (Gerdes et al., 2012) wanted to have an in-
teresting spectrum of discourse genres and speak-
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ing styles while we focused on conversations both
for making possible the comparative studies and
to make sure to have enough coherent instances in
the perspective of statistical studies. Also, while
(Lacheret et al., 2010) requires a purely intuitive
approach, we used a more balanced approach com-
bining explicit criteria from different language do-
mains. Finally, our annotation experiments are
largely produced either by automatic tools (trained
on experts data) or by naive coders. This is a ma-
jor difference with the studies listed above that are
based on experts annotations since it allows us scale
up in data size more easily.

The paper is structured as follows. We will start
in section 2 by presenting how we built a com-
parable dataset from existing corpora. Then we
will address in section 3 and 4 respectively the cre-
ation of prosodic and discourse units. Based on
these new datasets, we will investigate the discourse
prosody interface in a comparative and quantitative
way (Section 5). Finally, in section 6 we will pay
some attention at what is happening syntactically at
various types of boundaries as defined in the preced-
ing section.

2 Building comparable corpora

Ige | dur(m) | syll | tokens | PU | DU
fr 89 23631 | 20233 | 6057 | 2130
tw 205 | 54615 | 37637 | 8563 | 5673

Table 1: Size of the data set

First of all, corpora from both languages were
recorded in very similar conditions. There are both
face-to-face interaction in an anechoic room and
speech was recorded via headsets on separate chan-
nels. The original recordings are also very compara-
ble in size. The raw figures of both datasets are pre-
sented in Table 1.! We had to decide which linguis-
tic information and which part from the full corpora
to include in our joint dataset. About the later point,
we extracted narrative sequences from the French
data that included also more interactive topic nego-
tiation sequences. About the linguistic levels, our
study concerned prosodic and discourse levels but

I'See sections 3 and 4 for Prosodic Units, Discourse Units
and Abandoned DU definitions.
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we wanted to be able to perform fine-grained study
involving syntactic and phonetic aspects. We there-
fore agreed to include syllables, tokens and part-of-
speech information in our data as can be seen in Ta-
ble 2. As the POS tagsets are different in both lan-

Description Tier Name | Tier Content
Syllable Syllable STRING-UTF8
Token Word STRING-UTFS8
Part-Of-Speech | POS STRING-UTF8
Prosodic Units | PU PU

Discourse Units | DU { DU, ADU}

Table 2: Contents of the joint dataset

guages, we established a matching table to make the
POS information mutually understandable (Table 3).

Category
Nouns (N)
Pronouns (Pro)
Determiners (Det)
Verbs (V)
Particles, DMZ2... (Part)
Adverbs (Adv)
Adjectives (Adj)
Prepositions (Prep)

<|%|Z| 2|2

-
i
les!
=

wip R~ <O vz

| »>| O

Table 3: Correspondence of the most frequent POS tags

2.1 Creation of the French dataset

The ORCHID.fr Dataset is a subset of the Corpus
for Interactional Data (CID) (Bertrand et al., 2008)
consisting of 1.5 hour of conversational speech pro-
duced by 3 female and 3 male speakers. The CID
corpus is a collection of 8 hours of free conversa-
tion in French. All the speaker turn boundaries are
time-aligned with the speech signal at phone level
by using forced alignment techniques (Illina et al.,
2004). Moreover, the corpus had been entirely POS-
tagged (See (Blache et al., 2008) for a presentation
of the probabilistic technique used). Finally, in the
framework of the OTIM and ORCHID projects an
annotation campaign for annotating prosodic phras-
ing and segmenting the corpus into discourse units
had been ran. In the present project, we modified the
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criteria for labeling discourse units according to the
commonly defined operational guidelines for French
and Taiwan Mandarin data processing.

2.2 Creation of the Taiwan Mandarin dataset

The ORCHID.tw Dataset is a subset of the Tai-
wan Mandarin Conversational Corpus (the TMC
Corpus), consisting of 3.5 hours of conversational
speech produced by 7 male and 9 female speakers
(Tseng, 2013). The TMC Corpus is a collection
of 42 hours of free, task-oriented and topic-specific
conversations in Taiwan Mandarin. All the speaker
turn boundaries as well as syllable boundaries were
human-labeled in the ORCHID.tw Dataset. Bound-
aries of words and POS tags were automatically gen-
erated based on the syllable boundary information
and the output of the automatic word segmentation
and POS tagging system developed by the CKIP at
Academia Sinica (Chen et al., 1996). Previously,
the ORCHID.tw dataset has been annotated with
boundaries of prosodic units as defined in (Liu and
Tseng, 2009) and with boundaries of discourse units
in (Chen, 2011). In the present ORCHID project, we
modified the criteria for labeling discourse units ac-
cording to the commonly defined operational guide-
lines for French and Taiwan Mandarin data process-
ing. The definition for prosodic units remains un-
changed.

3 Producing prosodic units

3.1 French data

The definition of prosodic units is adopted mainly
from prosodic phonology (Selkirk, 1986; Nespor
and Vogel, 1986) that proposed a universal hierar-
chy of prosodic constituents. At least two levels
of phrasing above the word have been admitted in
French: the lowest level of phonological phrases
(Post, 2000) or accentual phrases (AP) (Jun and
Fougeron, 2000) and the highest level of Intona-
tional phrases (IPs). The accentual phrase is the do-
main of primary stress. This latter is realized on the
final full syllable of a word with longer duration and
higher intensity than non-final syllables, and asso-
ciated with a melodic movement. The secondary
stress, more variable and optional, is generally re-
alized on the initial stressed syllable of the first lex-
ical word. It is associated with a rise movement.
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The Intonational Phrase contains one or more ac-
centual phrases. It is marked by a major final rise
or fall (intonation contour), a stronger final length-
ening and can be followed by a pause (Hirst and
Di Cristo, 1984; Jun and Fougeron, 2000). More
recently, a few studies attempted to show the exis-
tence of an intermediate level of phrasing (interme-
diate phrase, ip) that would be realized with stronger
prosodic cues than the ones associated with AP and
weaker than those associated with IP (Michelas and
D’Imperio, 2010).

For the French dataset, both phonetic and phono-
logical criteria have been used to annotate the
boundaries of prosodic units. Once primary and sec-
ondary stresses are identified, the main acoustic cues
are: (1) specific melodic contour, (2) final lengthen-
ing, (3) pitch reset. Moreover, disfluencies were an-
notated separately and silent pauses have not been
systematically associated with a boundary (Portes
et al,, 2011). In a previous study involving two
experts, we have shown the reliability of annota-
tion criteria for the higher level of constituency (IP)
(see (Nesterenko et al., 2010)). In a second stage,
we elaborated a guideline for transcribing prosodic
units in French by naive annotators. They have to
annotate 4 levels of prosodic break defined in terms
of a ToBI-style annotation (ref) (0 = no break; 1
= AP break; 2 = ip break; 3 = IP break) in Praat
(Boersma, 2002).

Based on this break annotation we created
Prosodic Units (PU) that are basically resulting from
considering any break of level 2 or 3 as boundaries
for our PUs. The merging of breaks of level 2 and
3 has been made to match the annotation style of
the Taiwan Mandarin data but also to improve the
reliability of the data produced. Indeed, the inter-
annotator agreement was overall higher when levels
2 and 3 are collapsed. Finally, we added breaks on
pauses over 400ms. We computed a x-score for our
data set by taking each token as a decision point and
counting the number of matching and non-matching
boundaries across annotators. This method of calcu-
lation yielded a x-score of 0.71 for our dataset which
is a nice score for naive coders on prosodic phrasing
task.

Cohen’s kappa (Cohen and others, 1960) (and see
(Carletta, 1996; Artstein and Poesio, 2008) for fur-
ther discussion) is a measure designed to measure
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inter-coder agreement. It corrects the raw agreement
by an estimation of the agreement by chance. The is-
sue here is that it is a segmentation task, therefore we
have to decide on what are the decision points. We
are using the tokens as decision points rather than a
fixed sample (as it is done in some annotation tools)
because the French guidelines are using words as the
base units for instructing where to put the bound-
aries. Agreement on no-boudary (0-0) is therefore
an agreement for this decision task and there is no
satisfying way to evaluate a kappa score if these
agreements are left out. Other measures need to be
introduced (Pevzner and Hearst, 2002; Fournier and
Inkpen, 2012) if one wants to measure a different
aspect of the segmentation agreement. However to
be perfectly transparent with the annotation results,
Figure 1 presents the contingency table for the Or-
chid’s style prosodic units (See also (Peshkov et al.,
2012) for deeper evaluation of the annotation of the
whole CID corpus).

A/B | (0-1) | (2-3)
(0-1) | 12242 | 1987
(2-3) | 581 | 5272

Figure 1: Contingency table for the French prosodic units

3.2 Taiwan Mandarin data

The definition of prosodic units is adopted mainly
from that of Intonation Unit in the field of discourse
analysis (Chafe, 1994; Tao, 1996), but emphasiz-
ing on the concept of prosodic phrasing, instead of
a coherent intonation pattern. We are in the opin-
ion that prosodic phrasing is definitely not purely
linear and sequential, as language planning should
work with a certain kind of structure and hierar-
chy, which expectedly result in different types of
prosodic phrasing. Nevertheless, the design of a
single layer of prosodic phrasing will provide seg-
mentation boundaries for further distinguishing the
types of prosodic units and it is easier to achieve a
reasonable inter-labelers agreement. Boundaries of
prosodic units were annotated based on four main
cues perceived by the labelers: (1) pitch reset (a
shift upward in overall pitch level), (2) lengthen-
ing (changes in duration), (3) alternation of speech
rate (changes in rhythm), and (4) occurrences of
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paralinguistic sounds (disjunction or disruption of
utterances such as pauses, inhalation, and laugh-
ter). The annotation of prosodic units of the OR-
CHID.tw Dataset has been accomplished in an ear-
lier project (Liu and Tseng, 2009). Three labelers
were trained to annotate prosodic units on a subset
of 150 speaker turns until a satisfactory consistency
rate was achieved. The rest of the dataset was com-
pleted by the three labelers independently.

Although the French and Taiwan Mandarin
datasets were annotated based on different theories,
but the annotation criteria were comparable. To
ensure the comparability of the criteria, a cross-
language segmentation experiment was conducted
on a small subset of our data by the authors of this
paper. Each tried to annotate prosodic units in the
other language. The annotation results conducted by
the non-native labelers confirmed that the main cues
used for segmenting the prosodic unit boundaries
were in principle uniform, except for those caused
by repairs and restarts.

4 Producing discourse units

Concerning discourse units, the annotation cam-
paign also involved naive annotators that have seg-
mented the whole corpus (half of it being cross
annotated). This annotation was performed with-
out listening to the signal but with timing informa-
tion. It was performed with Praat (Boersma, 2002)
but without including the signal window, only the
time-aligned token tiers. The segmentation was per-
formed by adopting a set of discourse segmenta-
tion guidelines, inspired from (Muller et al., 2012)
and (Chen, 2011). We combined semantic crite-
rion (Vendler’s (Vendler, 1957) style eventualities
identification and Xue’s proposition identification
(Xue, 2008)), discourse criterion (presence of dis-
course markers) and pragmatic criterion (recogni-
tion of specific speech acts) to perform the segmen-
tation.

More practically the task consisted in first identi-
fying a main predicate, and then all its complements
and adjuncts as illustrated in (1) and (2). Mandarin
spontaneous speech presents an additional challenge
in the task of DU annotation for its lack of tense-
marking verbal system. Our segmentation proceeds
on the basis of the semantic bonding between predi-
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cates identified (Givén, 1993). Additional cues such
as discourse connectives articulating discourse units
were also used. Finally, mainly because of the in-
teractive dialogic phenomena (e.g question-anwser
pairs) we added a few pragmatic criterion for al-
lowing short utterances (e.g yeah) or fragments (e.g
where?) (Ginzburg et al., 2007) to be acceptable dis-
course units.

French Discourse Units

[on y va avec des copains]g, [on avait pris
le ferry en Normandie]gy, [puisque j avais
un frére qui était en Normandiely, [on
traverse]y, [on avait passé une nuit épou-
vantable sur le ferry]q,

[we going there with friends] s, [we took the
ferry in Normandy] g, [since I had a brother
that was in Normandy]g, [we cross]q, [we
spent a terrible night on the ferry| g,

)]

Taiwan Mandarin discourse units

[gishi ta jiang de na ge ren yinwei ta you qu
kai guo hui]g, [ta hai you jiang]gs, [keneng
shi ye bu zhidao wei she me] g,

[in fact the one he mentioned had the
meeting | 4., [he said in addition] g, [probably
(he) did not know why, either] 4,

2

Manual discourse segmentation with our guidelines
has proven to be reliable with k-scores ranging be-
tween 0.74 and 0.85 for the French data and reach-
ing 0.86 for the Taiwan Mandarin data.

Moreover we distinguished between several units
in discourse: discourse units and abandoned dis-
course units.> The later are units that are so incom-
plete that it is impossible to attribute them a dis-
course contribution. They are distinguished from
false starts (that are included in the DU they con-
tributed) by the fact that the material they introduced
cannot be said to be taken up in the following dis-
course unit.

French abandoned discourse units

[et euh mh donc t(u) avais si tu veux le sam-
+ le]qqu [pour savoir qui jouait tu (v)ois ] g,
[and err mm so tu had if you want the sat-

3)

3We actually had also a parenthetical category but it was
not consistently annotated at the current stage and therefore this
distinction was not included in this paper.
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+ the]uqy [in order to know who play you
see]qy,

Taiwan Mandarin abandoned discourse units
[danshi mugian],q, [yinwei shezhiyu]ggq,
[wo you ting renjia jianglg, [man
kuazhang],

[but for the moment],q, [because even
though],q., [1 heard some people say]q, [it
is incredible] 4,

“)

5 Discourse Prosody Interface

5.1 Size of units

From Table 1, we can deduce the size of our units
presented in Table 4. The significantly smaller
French PUs (up to 40% depending to the units taken
to compare) might partially be attributed to the dif-
ference in the segmentation style and the extraction
of the subsets. The Taiwan Mandarin dataset con-
tains only very long speaker turns, thus reducing the
number of shorter prosodic units which are more of-
ten produced in interactive conversational speech.
For DUs in which guidelines are basically identi-
cal we get very similar DU size in terms of duration
and number of syllables (roughly 15% difference),
French units host more tokens (43%) and therefore
included shorter words.

dur (s) | #syll | #tokens | # PU
PU-fr 0.88 39 33 -
PU-tw | 1.44 6.4 4.4 -
DU-fr | 2.51 11.1 9.5 2.8
DU-tw | 2.17 9.6 6.6 1.5

Table 4: Comparative size of the units produced

Moreover from Table 1 we can see, that the
French dataset included a larger part of abandoned
discourse units (11% for 6,5% in the Taiwan Man-
darin dataset). This is in line with the more sponta-
neous style conversations already mentioned in the
French dataset.

5.2 Association of prosodic and discourse units

We examined the different types of association be-
tween prosodic and discourse units by means of
boundary alignment. We follow (Chen, 2011) classi-
fication that starts from discourse units and that dis-
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tinguishes 8 situations resulting from combining two
parameters: (i) the presence of a prosodic boundary
within the discourse unit (inner boundary vs. no-
inner-boundary) ; (ii) the match of discourse and
prosodic unit at either left, right, both or none
boundaries. Such a classification resulted in the dis-
tribution illustrated in Fig 2.

ib W tw
| Rl

(=)

15 30 45 60

Figure 2: Distribution of PU/DU association types

In French data, perhaps because of the compara-
tively smaller prosodic units in the French data, dis-
course units host much more systematically several
prosodic units. It is striking to see in figure 3 that
more than half of the time and for both language
discourse units are providing the starting and ending
boundaries for the prosodic units. Overall, we see in
figure 3 that once atomic and composite (in terms of
PUs) DUs are collapsed their split in the alignment
types are quite similar.

B tw
both B
left
right
none
0 20 40 60 80

Figure 3: Distribution of PU/DU simplified association
types

6 Syntactic categories at boundaries

Making use of the mapping table of POS informa-
tion (Table 3) we established we are able to compare
the distribution of POS at the boundaries. More pre-
cisely we looked at places where there was a match
between PU-DU initial boundaries (Fig. 4) and PU-
DU final boundaries (Fig. 5).

™
HrR

Adv

Prep
Det
Part
Pro

Con

=

10 20 30 40

Figure 4: POS distribution at Initial matching boundaries

Interestingly, French units tend to begin more of-
ten with connectives and pronouns. In Taiwan Man-
darin, the percentage of pronouns is lower and that
of adverbs is higher. This may be due to fact that
in conversation, sentences are often zero-subject or
with the focus moved to sentence-initial positions.

W tw

Part m

Adv

Prao

Adj

Figure 5: POS distribution at Final matching boundaries

For final matching boundaries, Taiwan Mandarin
ends often with sentence-final particles, which is
expected in conversation. Moreover, French ends
more often at nouns than verbs, Taiwan Mandarin
more verbs than nouns. Our preliminary studies on
the word categories only provide information for the
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boundary. More work on the sentence structure is re-
quired to conduct in-depth studies on language pro-
duction.

7 Chunks as processing units

Chunks (Abney, 1991) can be seen as an interme-
diate level of syntactic processing. They are the
basic structures built from the tags but do not deal
with long dependencies or rich constituence. They
are basically units centered on a syntactic head, a
content word. As reminded by Abney, chunks can
be related to ¢-sentences (Gee and Grosjean, 1983)
which have a more intonational nature. An idea de-
fended in these early works is that chunks are indeed
language processing units from a cognitive view-
point. The break-up of experimental linguistics as
renewed the interest for this hypothesis and is at-
tempting to make it more precise (Blache, 2013)
and relate to other empirical evidences such as eye-
tracking (Blache and Rauzy, 2012).

With this idea in mind, we will investigate our
prosodic and discourse units in terms of chunk size
and constituency. The first basic hypothesis we are
testing is if tokens are syntactic units and chunks
more processing units, the structure of PUs and DUs
in terms of tokens does not have to match across lan-
guages while it should in terms of chunks. More pre-
cisely, we expect a significant variation of PU/DU
size across languages in terms number of tokens but
not in terms of chunk size.

7.1 Creating chunks

vC Verbal Chunk
NC Nominal Chunk
AdvC Adverbial Chunk
PC Prepositional Chunk
IC Intractional Chunk
DisfError | Disfluencies or tagging errors
AdjC Adjectival Chunk

Table 5: Chunks category created

From the chunking definition, we retain the im-
portance of the head. We therefore designed simple
rules using POS-tag patterns for creating the chunks
listed in Table 5. This was done by looking at most
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frequent patterns first. We processed in three differ-
ent steps involving three different type of rules:

1. Propose for most frequent POS pattern a
chunking rule (e.g Pro Pro V ~» VC ; Det N
N~ NC)

. Propose a set of rules aggregating tags and
chunks into coherent chunks (e.g Prep NC ~»
PC ; VC Part ~ VC). This is done iteratively
until stabilization of the number of sequences.

. Simplification of the sequences by merging
certain categories (Det, Pro) (or sequences
of them) into some existing chunks (e.g
[DetlPro]+ VC ~»VC) and simplifying some
chunks sequences (IC IC ~ IC)

The two first types of rule are strongly language
dependent while the third type is common to both
languages.

Using pre-trained existing chunker was problem-
atic. The rules used were defined to handle spon-
taneous spoken constructions. To our knowledge,
existing chunkers are trained on written data which
makes them impractical for our purposes. Moreover,
in the rule-based design the rules are accessible to
the linguists and this allow to compare them directly
across languages rather than comparing chunking
quality. Indeed, we are not interested in the chunks
from an applicative perspective (such as named en-
tity recognition) but as good approximation of se-
mantic processing units. On the longer term, it could
be however interesting to improve and evaluate and
improve pre-trained chunking steps but this will re-
quire a large amount of manual work which we can-
not afford for the time being.

7.2 Size in chunks

We then try to validate our hypothesis based on the
chunks created and computed the size of PUs and
DUs in terms of chunks (Table 6) and more precisely
in terms of their length (in chunks) distribution (Fig-
ures 6 and 7).

Taiwan Mandarin and French size and size distri-
bution exhibit however very different figures. About
French PUs, it could be due to the sampling of the
data (shorter PUs compared with the sampling of
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lge | Size-PU | Size-DU
fr 1,48 3,69
tw 2,05 2,27

Table 6: Average size of units (in chunks)

long speaker turns data of Taiwan Mandarin) and
the annotation criteria of PU. About the DUs, the
distribution is also different but for this category we
are more thinking at an issue with the tagging and
chunking process. While we tried to keep the rules
for producing the chunks coherent across the lan-
guage, we might need either a more careful joint
rules crafting or, perhaps a completely systematic
chunking rules system. However, we do not have an-
notated chunks on this kind of data for training a su-
pervised machine learning approach. Moreover, the
dataset is significant but most likely not sufficient
for unsupervised methods. In this context, crafting a
simple rule-based system was appealing.

= TW-PU
=TW-DU

0,2
DV1 -
. - [
1 2 3 4 >=5

# chunk

Figure 6: Comparison of Units size of the TW dataset

0,7
0,6
05

04

0,2
) ‘ _I A I
0
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# chunk

=FR-PU
=FR-DU

Figure 7: Comparison of Units size of the FR dataset
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8 Conclusion and Future work

This work has shown that to create perfectly compa-
rable corpora, one needs to start from joint design.
However, this is a rare scenario and most of com-
parative datasets of richly annotated corpora will try
to re-use at least part of their previous monolingual
studies. Here we tried to make use of extremely
similar resources for producing comparable corpora.
We believe that although this data set could still be
improved and benefited from an even more similar
starting point, we have a unique resource for per-
forming quantitative comparative studies of the kind
initiated here. Equipped with this dataset, we are in
position to conduct a series of deeper comparative
studies. The chunking systems used in this paper
are just a first attempt in this direction. Although
the results for the chunk size are not conclusive for
our hypothesis, we did get to know better the struc-
tures present in the units we are investigating and
we would like to push further our exploration in this
direction. We are currently looking at the distribu-
tion of the mono-,bi- and tri-chunks PUS and DUs
sequences in order to get finer in the language com-
parison without going into a full syntactic analysis
which is out of reach for this kind of data. In paral-
lel, we will also attempt a shallower but more robust
approach consisting in counting simply the number
of content words in the units. This is even more ba-
sic than chunking but we would like to see whether it
could be an interesting shortcut to the basic semantic
structure of these units.
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Abstract

There has long been a growing interest
in journal articles (JA) abstract writing,
and this pervading interest has boosted
the exigency for further instructive
research. This current study aims to
investigate both the variant application
of the verb tense as well as the rhetorical
structure within JA abstracts. A 9.9
million word corpus of 1000 JAs was
collected based on four prestigious
journals, i.e., Journal of Pragmatics,
Journal of Research in Reading, Journal
of Second Language Writing, and
Reading and Writing, respectively. The
quantitative analysis indicates the
tendency of tense shown in the
commonly applied reporting verbs. On
the other hand, the qualitative analysis
shows the prevailing adoption of three-,
four-, and five-move theories in terms of
the CARS model, the IMRD structure,
and the IPMPrC structure. The results
not only reveal the explicit tendency of
the variance within reporting verbs but
also suggest a distinct pervasiveness of
the IMRD structure over the other
models. These findings not only present
a more systematic pattern within JA
abstracts, but also show potentials for
enlightening further pedagogy-oriented
composition instruction for JA abstract.

1. Introduction

Previous studies have highlighted the
indispensable importance of JA abstract in the
contemporary flow. The pivotal role of JA
abstract has received considerable attention in
academic written genre among the international
community. Swales (1990) appeals to the
academia, claiming that the research in JA
abstracts ought not to be ignored inasmuch of its
influential ~ significance upon the genre
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investigation  and discourse

communities.

As the knowledge of proficient preferences
for language choice as well as rhetorical
structure has a great influence on academic
written genre, many investigators have recently
turned to the relevant research in relation to
genre analysis, thematic organization, formulaic
language, rhetorical structure, etc. (Cortes, 2004;
Hyland, 2008a; Lorés, 2004; Martin, 2002;
Swales, 1990; Wang & Chan, 2011; Wang &
Kao, 2012). Furthermore, research in terms of
corpora decoding for rhetorical structures such
as moves and steps is also regarded as one of the
recommendations for further research expansion
by Flowerdew (2010).

Taking the contribution of the previous
studies, this current reserach sets out to explore
the variation of tense within the reporting verbs
among the transitions of moves via the structural
analysis in JA abstracts.

disciplinary

2. Literature review

In the respect of genre analysis, move analysis
has been always considered to be one of the
most influential elements. A move is a rhetorical
element which serves the function of correlating
and cohering within the written or spoken
context (Lorés , 2004; Swales, 2004). However,
it is not a definite unit which is constraint to
perform in a fixed pattern because it is able to
vary along with the context. In other words,
move functions as a communicative role
between each transition of the rhetorical
structure.

A brief elaboration of the most pervasive
move theory in terms of three-, four-, and five-
moves is described in sequence.

2.1. Three-move theory

Create a Research Space (CARS) model,
proposed by Swales (1990), has been widely
used by scholars to outshine their publication in
this competitive academia (Cheng, 2006).
CARS model is divided into three moves,

Copyright 2013 by Pin-ning Tu and Shih-Ping Wang
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including establishing a territory, establishing a
niche, and occupying the niche (Swales, 1990).

In other words, Move 1. establishing a
territory can be commensurate with “goal” and
“current capacity,” synthesizing the research
aim with the previous research (Swales, 1990, p.
142). As a consequence, Move 2: establishing a
niche functions as offering a space for research
gap and possible research questions (Swales,
1990). Under this circumstance, Move 3:
occupying the niche will provide a “solution of
criteria of evaluation” that taps into the
intricacies which came up with in Move 2
section (Swales, 1990, p. 142).

2.2. Four-move theory

The most well-known and considerably applied
structure in academic writing is the IMRD
structure (i.e., Introduction, Methods, Results,
and Discussion) (Golebiowski, 2009). It was
first proposed by Ventola (1994).

To illustrate the content in depth, the
introduction segment would cover the further
elaborations of the purpose and objective of the
current research. Lorés (2004) additionally
comments that any other questions that could
possibly bring out further open discussion might
also be included in this Introduction segment.
When it comes to the second stage — Method, a
clarification of the scheme adopted in the
research will be described (Lorés, 2004). As the
lines progress, the Result segment is expected to
offer critical information in relation to the
findings from the implement of the research
(Lorés, 2004). The final Discussion section is
required to contain a further discussion of the
findings, an exploration of possible research
space and practical application (Lorés, 2004).

2.3. Five-move theory

Differing from the above discussed structures,

the five-move theory — IPMPrC structure,
proposed by Hyland (2004), is especially
designed to access the RA abstracts.

Nevertheless, it is clarified in the first place that
the aim of setting this five move structure lies in
providing an assertion in relation to JA abstract
conducting as well as an inter-textual projection
in terms of the significance of each research
instead of addressing definite move steps
(Hyland, 2004).

In an attempt to provide a clearer
framework of the main characteristics of the
IPMPrC structure, Table 1 elaborates the
primary functions of each move in the
five-move theory (Hyland, 2004, p. 67).

Move Function

Introduction | Establishes context of the paper and
motivates the study or discussion.
Indicates purpose, thesis or
hypothesis, outlines the intention
behind the paper.

Provides information on design,
procedures, assumptions, approach,
data, etc.

States main findings or results, the
argument, or what was
accomplished.

Interprets or extends results beyond
scope of paper, draws inferences,
points to applications or wider
implications.

Purpose

Method

Product

Conclusion
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Table 1: IPMPrC structure
3. Methodology

In an attempt to shed lights on the various
dimensions that are possibly exposed from the
academic written genre, a total of 1000 journal
articles, which comprises 9,983,482 tokens out
of 117,855 types of distinct words, were
extracted evenly from four prestigious academic
journals: Journal of Pragmatics (JOP), Journal
of Research in Reading (JRR), Journal of
Second Language Writing (JSLW), and Reading
and Writing (R&W).

In accordance with the principle aim of
this current research, that is, to specify the
variation of verb tense and rhetorical structure in
JA abstracts, 1000 abstracts were additionally
extracted from the retrieved research materials,
and constructed as the primary research corpora.
Table 2 compares the tokens and types of the
five primary corpora.

Type of Corpora No. Tokens | Types
JOP abstracts corpus 250 | 47,074 | 6,068
JRR abstracts corpus 250 39,699 | 4,001
JSWL abstracts corpus | 250 | 45,520 | 4,265
R&W abstracts corpus | 250 | 45,700 | 3,679
1,000 abstracts corpus | 1,000 | 177,945 | 9,711

Table 2: Comparison among research corpora

The data analysis is twofold. On the one
hand, the quantitative analysis focuses on the
investigation of verb tense, especially set out for
reporting verbs, by manipulating the analytical
instruments such as MonoConc Pro and
WordSmith version 5.0.

On the other hand, the qualitative analysis
of consists in the assessment of the rhetorical
structure in accordance with CARS model, the
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IMRD structure, and the IPMPrC structure.
Table 3 below illustrates the comparison of
different transitions among the applied theories
from three to five moves.

Three moves Four moves Five moves
CARS model IMRD structure IPMPrC structure
Context Introduction Introduction
Gap Methods Purpose
Present study Results Methods
Discussion Product
Conclusion

Table 3: Comparison of move theories
4. Results

The current study reports on two dimensions in
JA abstracts: verb tense and rhetorical structure.
Firstly, the analysis of verb has uncovered a
prevailing application of be-verbs, such as is,
are, was, were, as well as reporting verbs such
as show, examine, suggest, investigate, and find,
in applied frequency sequence. It is reasonably
assumed that the different application pattern of
be-verb contains two possibilities: plain
statement as well as passive voice.

Prior to tackling the various findings on
the different tense of verbs, a clearer comparison
of how be-verb is applied in each of the research
corpora is shown in Table 4.

-ed 13 77 26 88 204
examine 19 16 21 40 96
-S 32 16 25 5 78
-ing 7 3 12 7 29
-ed 14 53 24 81 172
suggest 26 31 39 46 142
-S 15 23 23 7 68
-ing 2 8 9 9 28
-ed 9 9 20 12 50
investigate | 19 19 18 25 81
-S 20 5 16 5 46
-ing 5 4 6 5 20
-ed 13 32 28 46 119
find 5 15 14 5 39
-S 2 1 ---- 3
-ing 2 2
-ed 38 54 51 60 203

Form JOP JRR | JSLW | R&W | ALL
is 526 200 275 173 1204
are 329 206 213 153 901
was 75 300 134 355 864
were 83 374 243 442 1142
be 192 110 140 94 536
total 1,205 | 1,190 | 1,005 | 1,217 | 4,647

Table 4: Frequency of be-verbs

As can be seen from Table 4, it is apparent
that JOP has its tendency to use present tense
whereas JRR and R&W has similar tendency to
apply past tense. This finding also reflects on
the results obtained from the reporting verbs, as
shown in Table 5.

Form JOP [JRR [JSLW [ R&W [ ALL

show 63 |21 |32 19 135
s 2 |8 11 2 43
ing |3 6 1 4 14
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Table 5: Frequency of reporting verbs

It can be seen from the data shown in
Table 5 that the each research corpus has its
tendency towards the application of tense as
stated in the analysis of be-verbs, except for the
single peculiar example “find.” When it comes
to the reporting verb “find,” it was found that
this particular word possesses its consistent
tendency of past tense or passive voice in all
reserach corpora. The practical examples of past
tense and passive voice extracted from each
research corpus are demonstrated below.

. “Finally, the study found that while the
majority of the complaints on TripAdvisor can
be considered indirect (or third party)
complaints, there were nevertheless some
examples that blur the direct/indirect
dichotomy.”” (JOP — past tense)

. “It was found that although the same
discourse of legitimation (the Bible) is used in
some of the arguments, addressers apply their
own experience to their views of this discourse
and thus create opposing arguments.” (JOP —
passive voice)

. “We found an association between the HLE
and ethnicity/SES, indicating that (Dutch)
majority children and children from high SES
families had, in general, the most stimulating
HLEs.” (JRR — past tense)

. “It was found that letter knowledge was
specifically related to the development of
phoneme  segmentation in  pre-literate
children.” (JRR — passive voice)
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. “While some found that peer comments were
viewed with skepticism and induced little
revision, others found that they did help
learners to identify and raise awareness of
their strengths and weaknesses in writing.”
(JSLW — past tense)

. “The best measure was found to be total words
in error-free clauses.” (JSLW — passive voice)

. “A  principal components analysis found
partial dissociability between higher-level
skills  including reading comprehension,
vocabulary and print exposure, and lower-level
skills including decoding and spelling in adult
readers.” (R&W — past tense)

. “Both word reading and comprehension were
found to be highly stable, and genetic
influences were primarily responsible for that
stability.” (R&W - passive voice)

Turning to the exploration of the move
analysis has revealed a wide application of
three-, four-, and five-move theory in JA
abstracts. The distribution of the applied
rhetorical structure is shown in Table 6.

judgement, and six objective indices of text
quality. Student-level predictors included
age, SES and home language, while the
classroom-level predictor focused on the
home language pattern of the classroom.
There was a significant mean growth for
each index in each grade, but effect sizes
differed from quite large for content and
word level indices over moderate for
sentence level indices to small for the text
level index. Home language (Turkish) had a
significant negative effect on all but one
variables, particularly in Grade 4, while the
negative effect of low SES was much more
limited. A supplementary negative effect was
found for homogeneity of classroom
population.

Implications of the study highlight the
importance of student and classroom
characteristics in writing achievement as
well as the need to consider the poor
performance of Turkish children.

JA CARS IMRD IPMPrC
Abstract model structure structure
Corpora N % N % N %

JOP 48 192 119 476 83 33.2
JRR 32 128 166 66.4 52 20.8
JSLW 71 284 95 38 84 33.6
R&W 22 8.8 159 636 69 27.6
ALL 173 173 539 539 288 28.8

Table 6: Application of move theories

As can be seen in Table 6, IMRD structure
is the most commonly applied rhetorical
structure. There are 53.9% over half of the JA
abstracts which were found out to be written in
accordance with the IMRD structure. Table 7
illustrates the transitions of the moves in IMRD
structure, which was randomly selected from the
JRR abstract corpus.

Table 7: Example of IMRD structure

Table 7 shows that the JA abstract was
constructed with (1) the specific research focus,
(M) the sampling and participants, (R) main
findings, and (D) the derived implications. It can
be especially observed from the highlighted
boldfaced words in Table 7 that the tendency of
verb tense and the reprting verb choice were
found out to be reflecting the findings, which
indicated the tendency of past tense as well as
passive voice applied in JRR corpus, stated in
the former sections.

The second example, randomly selected
from JSLW corpus (see Table 8), is the IPMPrC
structure, which was found out to contain 28.8%
of the JA abstracts written in this structural
pattern.

Move JA abstract from JOP corpus

Move JA abstract from JRR corpus

| This semi-longitudinal study examined the
development of narrative writing quality of
young Turkish second language learners in
mainstream Dutch-only education, and the
impact of student-level and classroom-level
predictors of narrative writing quality, using
hierarchical linear modelling.

Writing samples of 106 third graders and 111
fourth graders of seven Flemish primary
schools were collected at the beginning and
at the end of the school year. Measures
included one holistic primary trait

I Hedges and boosters are important
metadiscursive resources for writers to mark
their  epistemic stance and position
writer—reader relations.

Building on previous research that suggests
notable cross-cultural and cross-linguistic
differences in the use of hedges and boosters
in academic discourse, this comparative
study investigates the use of such discourse
markers in academic article abstracts.

Based on a corpus of 649 abstracts collected
from 8 journals of applied linguistics, this
study examines if hedging and boosting
strategies differ (a) between applied linguists
publishing in Chinese- and English-medium
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journals and (b) between authors of
empirical and non-empirical academic
articles.

Quantitative analyses indicated that abstracts
published in English-medium journals
featured markedly more hedges than those
published in Chinese-medium journals and
that abstracts of empirical research articles
used significantly more boosters than those
of non-empirical academic articles. Textual
analyses further revealed that the distinct
patterning of hedges and boosters in Chinese
and English abstracts had a joint, interactive
effect on the authorial certainty and
confidence conveyed therein.

These results are discussed in terms of
culturally preferred rhetorical strategies,
epistemological beliefs, lack of facility in
English as a second/foreign language, and
the nature of supporting evidence drawn on
for knowledge claims in different types of
academic writing.

Pr

textual borrowing in their initial drafts
and eliminated such borrowing as he
redrafted novice texts for publication. The
study revealed that the expert had
complete tolerance for his students’
copying and that his elimination of it
during redrafting was guided by his genre
expertise and rhetorical skills for
publishing. The paper also pointed out
that the shortage of explicit teaching from
the supervisor to his students as well as
the lack of active participation of his
students in the writing process was bound
to the publication pressure in the local
institutional context.

Table 8: Example of IPMPrC structure

Table 8 presents the trasitions of the
five-move theory from (I) establishing the
context, (P) staing the main purpose, (M)
methodology, (Pr) emerged observations, and (C)
discussions. Interestingly, the contrary tendency
of present tense is also reflected in the randonly
selected example, as shown in Table 8.

Turning now to the findings of the
three-move structure. It was revealed that only
17.3% of the JA abstracts were written in
accordace with the CARS model; however, the
minority does not shatter the irreplacable
importance that each move theory possesses.
The example randomly selected from the JSLW
abstract corpus is demonstrated in Table 9.

Move JA abstract from JSLW corpus

1 English as an Additional Language (EAL)
students’ textual borrowing in disciplinary
writing has attracted wide research

interest in recent years.

However, much of the research was
conducted in the regular curriculum
setting while the relevance of the issue in
a writing-for-publication context has
largely been overlooked. In particular,
disciplinary experts’ perspectives
concerning textual borrowing have not
been explored in-depth.

The present study fills such a gap in the
literature by looking into how an expert
writer, a professor of biochemistry in a
Chinese university, perceived novices’
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Table 9: Example of CARS model

It is clear that the transition of the
three-move theory set out from (1) appealing to
readers’ attention, (2) indicating the gap, and (3)
presenting the current findings. The highlighted
boldfaced words imply the impartial selection of
tense shown in the JSLW abstract corpus.

5. Concluding remarks

This current research aimed to investigate tense
analysis as well as rhetorical structure in JA
abstracts. The implemented data analysis has
indicated the variant but consistent tendency of
verb tense in each discipline. The findings of the
verb tense are reflected in the assessment as
shown in the transitions of rhetorical structure.
It is believed that the variations of verb tense as
well as the rhetorical structure are strongly
connected and interrelated. Despite the lack of
pedagogical experiment design that has led this
study to the limitation of not knowing the actual
benefit of the research findings for language
learners, it is determined that the acquired
language use and the structural pattern suggest
authentic disciplinary conventions on linguistic
productions.
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Abstract

With the popularity of network application-
s, new words become more common and
bring the poor performance of natural lan-
guage processing related applications in-
cluding web search. Identifying new words
automatically from texts is still a very chal-
lenging problem, especially for Chinese. In
this paper, we propose a novel schema-
oriented approach for Chinese new word i-
dentification (named “ChNWTI”). This ap-
proach has three main steps: (1) we suggest
three composition schemas that cover nearly
all two-character up to four-character Chi-
nese word surfaces; (2) we employ support
vector machine (SVM) to classify Chinese
new words of three schemas using their u-
nique linguistic characteristics; and (3) we
design various rules to filter identified Chi-
nese new words of three schemas. Our ex-
tensive evaluations with two corpora (Chi-
nese news titles and CIPS-SIGHAN 2012
CSMB) show ChNWT’s efficiency on Chi-
nese new word identification.

1 Introduction

With the rapid development of information tech-
nology, as well as the growth of social networks
(e.g., Chinese Microblog, WeChat), Chinese new
words are constantly being created and their us-
ages have become an inevitable phenomenon. Au-
tomatic identification of new words plays an im-
portant role in a number of areas in Chinese lan-
guage processing, such as automatic segmenta-
tion, information retrieval and machine transla-
tion (Zhang et al., 2010; Duan et al., 2012). In
the Chinese new word identification (NWI) task,
new words refer to new composition words that
are not registered in the dictionary of a Chinese
segmenter.
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Statistical approaches are the most widely used
methods in NWI. The previous methods extrac-
t some linguistic features of new word compo-
sitions, i.e., word composition probability, co-
occurrence probability, mutual information, and
word frequency, while they assume above linguis-
tic features playing the same impact on various
word surfaces (Chang and Lee, 2003; Li et al.,
2008; Zhang et al., 2010). Some methods also
have binary decision, either new words” or “not
new words”. A SVM-based method (Li et al.,
2008) aims at two word surfaces, NW11 and N-
W21, and the method uses same linguistic features
for the two surfaces. Other statistical models, for
instance, a latent discriminative model (Pang et al.,
2009), a linear-time incremental model (Zhang et
al., 2012) and conditional random fields (CRFs)
model (Wang et al., 2012), are designed for NWIL.

Recently, some hybrid methods have been sug-
gested. These hybrid methods employ more or
fewer rules for statistical methods to obtain an op-
timal efficiency of identification. However, the
rules these methods used are created by the peo-
ple, which cause these methods are not suitable
for other new word composition schemas (Zhang
et al., 2006; Jiang et al., 2011; Xi et al., 2012).

Despite the wide studies of new word identifi-
cations, accurately identifying Chinese new words
from texts automatically is still a very challenging
task because of the following reasons:

e Most existing studies focus on English and
these methods are not suitable for Chinese.
Chinese new words have less morphology
variations than many other languages, and
there is a lack of capital clues as in En-
glish. In Chinese, there are not special sym-
bols implying boundaries between two words
and any adjacent characters can form a word.
This is one main reason of the difficulty to
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recognize new words from texts.

A survey of the literature indicates that there
are eleven surfaces of four-tuple Chinese
words, while those methods focus on two
surfaces (i.e., NW11 and NW21). They use
same linguistic characteristics and same fil-
tering rules for the two surfaces. The two as-
pects cause the lower accurate rate and the
problem of data sparseness.

To address these challenges, in this paper, we
propose a schema-oriented Chinese new word i-
dentification approach which combining SVM and
rules, it is called “ChNWI”. The ChNWI approach
has two main parts, i.e., (1) ChNWI training pro-
cess, in which we first define three word composi-
tion schemas, their particular linguistic character-
istics, and one basic feature model with other three
feature models for three schemas; (2) ChNWI test-
ing process, in which we identifying new words
of three schemas from segmented fragments using
various fi