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Preface

We are pleased to present the Proceedings of NODALIDA 2009, the 17th Nordic Conference of
Computationa Linguistics, held 14-16 May 2009 in Odense, Denmark.

The NODALIDA conference has always been an important meeting for the Nordic computational
linguistics and language technology community. In recent years, especialy through the
establishment of the Northern European Association of Language Technology (NEALT), it has
emerged as amagjor conference covering the geographical area of the Nordic countries as well as the
Baltic countries and Northwest Russia. The previous NODALIDA conference was a success along
the new dimension of being both a regional and an international character, and the current
NODALIDA conference follows these lines. Although smaller in numbers, it shows similar
recognition on the international level, as witnessed by a fair amount of submissions from outside
the core geographical areasin Europe, and also from the US, India, and Japan.

We received altogether 82 submissions from 24 countries in the five categories of regular full
papers, regular short papers, student papers, demos and workshops. The review process was
rigorous and aimed at high scientific standards. each submission received three reviews and
borderline cases were further subjected to discussion among the reviewers and the Programme
Committee members. This resulted in the acceptance of 43 high-quality papers which appear in
these proceedings, as well as five workshops which will produce their own proceedings. Of the
accepted papers in the main conference, nine are short papers, three are student papers, and five are
demos. The low number of student papers was disappointing, and we hope this will improve in
future conferences.

The conference also features two distinguished invited speakers. Their talks concern language
research and technological applications that allow us to address challenges encountered in the
multilingual and multimodal contexts. Jean Carletta (University of Edinburgh) talks about
interdisciplinary work on corpus collection, analysis of group dynamics, and interaction
management in her keynote talk "Developing Meeting Support Technologies: From Data to
Demonstration (and Beyond)". Ralf Steinberger (EC - Joint Research Centre) presents the cross-
lingual functionality of a news analysis system and highlights various language technology topicsin
arich multilingual environment (between 19 and 43 languages) in his keynote talk "Linking News
Content Across Languages'.

Besides presenting novel research, another important goal of the NODALIDA conference is to
establish a series of tutorials concerning state-of-the-art language technology and computational
linguistics research. In this conference, Graham Wilcock (University of Helsinki) presents an
overview of linguistic annotation using open source tools in his tutorial "Text Annotation with
OpenNLP and UIMA".

The conference programme also includes five workshops as specialised meetings on various
relevant topics. We are proud to offer the following workshops, held immediately before the main
conference:

W1: Nordic Perspectives on the CLARIN Infrastructure of Common Language Resources
W2: Multimodal Communication: from Human Behaviour to Computational Models

Wa3: Lexical Semantic Resources for NLP Purposes - the Interplay between Lexical Semantics,
Lexicography, Terminology and Formal Ontologies

W4: Extraction and Use of Constructionsin NLP
WS5: Constraint Grammar and Robust Parsing
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The conference has also attracted two satellite events, held before the workshops: the student and
board meetings of the NGSLT (The Nordic Graduate School of Language Technology), and the
project-related workshop "Linguistic Theory and Raw Sound" organised by Peter Juel Henrichsen
(Copenhagen Business School). Moreover, during the conference there will be the second NEALT
business meeting.

The organisation of a conference of this size is not possible without the efforts of several people
working together in a friendly yet efficient manner. We would first like to thank our international
Review Committee for their wonderful work on reviewing. Their prompt and constructive
judgments greatly assisted us in putting together the current, exciting programme. We aso wish to
thank the Program Committee for their insightful comments, inviting the reviewers, and in general
sharing their views on many complicated issues dealing with the structure and format of the
conference. A big thank you goes to the Loca Organisation Committee at the University of
Southern Denmark for al their hard work concerning conference logistics and practical issues for
the conference, and to the Institute of Language and Communication for financial and logistic
support. Special thanks go to Mare Koit, Editor-in-Chief of the NEALT Publication Series at
University of Tartu, for her kind help in the production of the electronic proceedings.

Finally, on behalf of the organisers, we would like to thank all the conference speakers and
participants. Your interactions and enthusiasm will make the actual conference into what it aims to
be: aforum for fruitful conversations and discussions which contribute to connections and work for
years to come.

We wish you inspiring, useful, and enjoyable conference days at NODALIDA 2009.

Kristiina Jokinen
Programme Chair
NODALIDA 2009

Eckhard Bick

Local Chair
NODALIDA 2009
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Developing Meeting Support Technologies:

From Data to Demonstration (and Beyond)

Jean Carletta
University of Edinburgh
Edinburgh, Scotland

jeanc@inf.ed.ac.uk

Abstract

In 2004, the AMI Consortium set out to collect
a multimodal meeting corpus that would give
us all the raw material we needed to demon-
strate a whole range of meeting support tech-
nologies, most of which we knew we hadn't
thought of yet. In this keynote, I will talk
about how we designed the corpus to grow an
interdisciplinary community that would collec-
tively understand not just the technologies but
how groups work, and then I will describe e
some of the novel applications we have built ‘
using the data and are currently showing to in-
dustrial end users.

Kristiina Jokinen and Eckhard Bick (Eds.)
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Linking News Content Across Languages

Ralf Steinberger
European Commission — Joint Research Centre
21027 Ispra (VA), Italy
http://langtech.jrc.it/ — http://press.jrc.it/overview.html

Ralf.Steinberger@jrc.it

1 Introduction

Organisations and individuals that need to moni-
tor what the media say about certain issues face
an extreme information overload, especially if
they are interested in the news written in more
than one language. News aggregators sometimes
pre-filter potentially user-relevant articles or au-
tomatically group related articles into clusters.
However, the enormous amount of available on-
line information calls for further automatic infor-
mation processing to enable users to sieve
through even larger amounts of textual data in
less time and to navigate and explore the docu-
ment collections efficiently.

2 NewsExplorer

NewsExplorer is a freely available news analysis
system that offers such functionality in 19 lan-
guages. NewsExplorer integrates various text
analysis applications including clustering, multi-
label document classification, named entity
recognition, name variant matching across lan-
guages and writing systems, topic detection and
tracking, and more. The purpose of this presenta-
tion is to present this news exploration and anal-
ysis system and to especially address the multi-
linguality issue and the cross-lingual functionali-
ty of the application. References to prior art will
be made, where appropriate.

3 News Data and the EMM family of
applications

NewsExplorer is part of the Europe Media Moni-
tor (EMM) family of applications (http://press.jr-
c.it/overview.html). EMM gathers a daily aver-
age of 80,000 news articles from about 2,200
web news sources in 43 languages. NewsBrief
and the Medical Information System MedISys
classify the news, cluster related articles and alert

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 4-5

users of breaking news when unexpected spikes
are detected. EMM-Labs gives access to data vi-
sualisation tools and to the results of a collection
of advanced text processing tools such as relation
extraction, event scenario template filling, and
various types of social networks. The freely
available EMM online applications attract be-
tween one and two Million hits per day.
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Figure 1. Screenshot of NewsExplorer, showing a map with the location of today’s news, the largest English lan-
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Abstract

The tutorial presents a practical overview
of automatic linguistic annotation of texts
using freely available open source tools.

1 OpenNLP

Text annotation typically involves tasks at sev-
eral linguistic levels, such as sentence boundary
detection, tokenization, part-of-speech tagging,
phrase chunking, syntactic parsing, named entity
recognition, coreference resolution, and semantic
role labelling. Most of these tasks can be done
with appropriate combinations of OpenNLP tools
(http://opennlp.sourceforge.net).

Practical examples will show annotations of a
short English text. OpenNLP outputs annotations
in a simple plain text format.

The OpenNLP tools do a good job of creating
annotations automatically, but a number of issues
arise. Although the OpenNLP tools themselves
are open source Java and platform-independent,
the annotation pipelines (where the output of
one component is input to the next component)
are created by Linux shell scripts and Windows
.Jbat files that are platform-dependent and error-
prone. Apache Ant can be used to gain platform-
independence, but Ant requires technical skills.

2 WordFreak

OpenNLP tools can also be used in WordFreak
(http://wordfreak.sourceforge.net)
as plugins. WordFreak provides an attractive,
easy-to-use GUI for linguistic annotations. It is
open source Java and platform-independent, and
is convenient for manually correcting annotations
made by the OpenNLP tools. However, Word-
Freak creates annotations in its own specific XML
stand-off annotation format.

This raises the issue of interoperability. How
can annotations be interchanged between tools
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that use different annotation formats? This can
be done by XSLT transformations, for example
WordFreak XML format can be transformed by
XSLT to OpenNLP plain text annotation format.
However, writing such XSLT stylesheets requires
specific technical skills.

3 UIMA

UIMA (Unstructured Information Management
Architecture) provides solutions to many of the
above issues. UIMA is open-source Java (http:
//incubator.apache.org/uima). It aims
to support interoperability and scalability.

In UIMA, annotators run in analysis engines.
New annotators are written in Java, and existing
annotation tools such as the OpenNLP tools are
converted to UIMA annotators by Java wrappers.
Pipelines of annotators run in aggregate analysis
engines. Pipelines can be configured by writing
XML descriptors (similar in some ways to Ant
tasks), or by means of an easy-to-use graphical
configuration tool in the Eclipse GUI (Figure 1).

UIMA supports interoperability at the level of
annotation formats by adopting XML Metadata
Interchange (XMI), which has been proposed as
an interchange standard. Instead of having its own
specific XML annotation format, the UIMA anno-
tation format is XMI.

UIMA also supports interoperability at the level
of annotation tools by means of a type system that
defines annotation types and their features. Types
are used to check that output from one component
is the right type for input to the next component.

Practical examples will show how to configure
and use pipelines of OpenNLP tools in UIMA, and
how to view the annotations in UIMA (Figure 2).
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Abstract 2 Background

This article presents a set of interactive
parser-based CALL programs for North
Sami. The programs are based on a finite
state morphological analyser and a con-
straint grammar parser which is used for
syntactic analysis and navigating in the di-
alogues. The analysers provide effective
and reliable handling of a wide variety of
user input. In addition, relaxation of the
grammatical analysis of the user input en-
ables locating grammatical errors and re-
acting to the errors with appropriate feed-
back messages.

1 Introduction

This paper describes the implementation a set of
CALL (Computer Assisted Language Learning)
programs for learners of North Sdmi (a Uralic lan-
guage), based on a finite state transducer (fst) and
constraint grammar (CG) technology.

The pedagogical programs are available on a
web-based learning platform OAHPA!, accessi-
ble at http:\\oahpa.uit.no. There are six
programs altogether: A word quiz (Leksa), a nu-
meral quiz (Numra), basic morphological exer-
cises (Morfa-S), morphological exercises in a sen-
tential frame (Morfa-C), a question-answer (QA)
drill (Vasta), and a dialogue program (Sahka).

The OAHPA! platform is implemented in
Django, a Python-based web development frame-
work, combined with a Mysql database.

In section 2 we describe the initial linguistic re-
sources and the pedagogical motivation behind the
programs. Section 3 presents the pedagogical lex-
icon and the morphological analyser. The fourth
section presents the parser-based CALL programs
and shows how the CG-parser was utilised for er-
ror detection and navigation in the programs ac-
cepting free sentence input. Section 5 contains an
evaluation of the programs.

Kristiina Jokinen and Eckhard Bick (Eds.)
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2.1 Basic grammatical analysis

The pedagogical programs in OAHPA! are based
upon three pre-existing language technology re-
sources developed at the University of Tromsg: a
morphological analyser/generator, a CG parser for
North Sdmi and a number word generator com-
piled with the Xerox compiler xfst.

The morphological analyser/generator is imple-
mented with fst and compiled with the Xerox
compilers twolc and lexc (Beesley and Karttunen,
2003). Sdmi languages have large morphologi-
cal paradigms for each lexeme — verbs and ad-
jectives have more than 100 inflected forms. In
addition, some of the paradigm members have
a very low text frequency. Due to the limited
amount of electronically available text resources,
an fst analyser was used, rather than e.g. an
HMM tagger (Trosterud, 2007). The lexicon con-
tains 97.500 lemmata — almost half of them proper
nouns. We made two different variants of the anal-
yser/generator: one tolerant, with morphological
patterns based upon actual usage, and the other
one normative, adhering to the written standard.

The morphological disambiguator is imple-
mented in the CG-framework (Karlsson et. al,
1995). The CG-framework is based upon man-
ually written rule sets and a syntactic analyser
which selects the correct analysis in case of
homonymy and adds grammatical function and
dependency relations to the analysis. We used
vislcg3 for the compilation of CG rules. Vislcg3 is
a new, improved version of the open source com-
piler visleg (visl, 2008). The CG-framework is
presented in section 4.1.

2.2 Previous accounts on parser-based CALL

Even if many interactive parser-based CALL pro-
grams are described in the literature, see (Gam-
per and Knapp, 2002; Heift and Schulze, 2007),
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very few of them are available for actual use on-
line and most systems have remained at a proto-
type level. One of very few exceptions is e-tutor, a
program for teaching German to foreigners (Heift,
2001; Heift and Nicholson, 2001), at http://
e—tutor.org. e-tutor gives very good feed-
back to student’s errors, but the possible input is
restricted to small, fixed vocabularies, and there
is no dialogue. The grammar formalism used is
Head-driven Phrase Structure Grammar (HPSG).
Visleg3 is used in the VISL-suite of games
for teaching grammatical analysis on the Internet
http://visl.sdu.dk. Most of the games in
VISL are based on pre-analysed sentences, but one
of the programs accepts free user input in some of
the 7 supported languages. The input is analysed
or changed into grammar exercises (Bick, 2005).

2.3 The pedagogical motivation

The main goal of the development of OAHPA!
was to develop a language tutoring system go-
ing beyond simple multiple-choice questions or
string matching algorithms, with free-form dia-
logues and sophisticated error analysis. Immedi-
ate error feedback and advice about morphology
and grammar were seen as important requirements
for the program.

In addition, the programs were designed to be
flexible so that the student could choose exactly
which aspect of the language and on which level
of difficulty she would like to train. To better in-
tegrate the tools to the instruction, the vocabulary
was designed so that it may be restricted to partic-
ular textbooks. Finally, the programs were made
freely accessible via Internet.

Due to its complex morphology, Sdmi lan-
guages demand a lot of practising before the stu-
dent reaches a level of fluency required for every-
day conversation. Since Sdmi is a minority lan-
guage, learners often do not have enough opportu-
nities to practise the language in a natural setting.
Our programs give a practical supplement to the
instruction given at school or university. In ad-
dition, the dialogue program consists of everyday
topics, with underlying pedagogical goals such as
practicing verb inflection, choice of correct case
form or vocabulary learning.

The student may choose between two main
North Sami dialects. Especially when training
morphology, it is important that the forms that are
presented for the user, are the same that the ones

used in the language society or taught during in-
struction. Still, the program accepts any correct
orthographic word form provided by the student.

North Sami is used in three countries, and there-
fore the programs have several metalanguages
(Norwegian, Finnish, North Sdmi, English). We
are also considering extending the programs to
other Sami languages.

3 Pedagogical lexicon

3.1 The structure of the lexicon

All the OAHPA! programs share a set of common
resources: a pedagogical lexicon and a morpho-
logical generator that is used for generating the
different word forms that appear in the programs.
The dialectal variation is taken into account in the
lexicon as well as in the morphology. In addition,
the morphological properties of words are used
when making a detailed feedback on morphologi-
cal errors.

The pedagogical lexicon forms a collection of
words that are considered relevant for the learn-
ers of North Sdmi in schools and universities. The
words occur in different forms in the tasks. The
pedagogical lexicon contains additional informa-
tion about the lemmata, such as Norwegian and
Finnish translation, semantic class, dialect and in-
formation about the inflection. The words in the
pedagogical lexicon were collected from the key
textbooks for North Sdmi and the source infor-
mation is included in the lexicon entry. In addi-
tion, homonymy in both base form and inflection
is dealt with using ids for lexicon entries instead
of lemmata. The lexicon consists of 1538 nouns,
500 verbs and 194 adjectives, in addition to a small
lexicon for closed parts of speech. Figure 1 shows
an example of an entry in the noun lexicon.

The word forms that are used in the program
are pre-generated with a transducer that con-
tains of the full North Sdmi vocabulary, the in-
flectional and derivational morphology, and the
non-segmental morphological processes (conso-
nant gradation, diphthong simplification, etc.).
Similar transducer is used in live analysis of user
input in the programs Vasta and Sahka, which are
described in section 4.

The contents of the pedagogical lexicon as well
as full paradigms for each lexicon entry are stored
in the Mysql database. The database allows effec-
tive processing of queries and multiple simultane-
ous users. In addition, generating the word forms
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<entry id="monni">
<lemma>monni</lemma>
<pos class="N"/>
<translations>
<tr xml:lang="nob">egg</tr>
<tr xml:lang="fin">muna</tr>

</translations>
<semantics>

<sem class="FOOD-GROCERY" />
</semantics>

<stem class="bisyllabic" diphthong="no"
gradation="yes" soggi="1i" rime="0"/>
<dialect class="NOT-KJ"/>
<sources>
<book name="d1"/>
<book name="sara"/>
<book name="algu"/>
</sources>
</entry>

Figure 1: An entry in the pedagogical lexicon.

and storing them to the database provides better
control over the inflected word forms and e.g. dif-
ferent dialectal forms. The handling of dialectal
variation is described in the next section.

3.2 Handling the dialectical variation

When generating sentences or providing the cor-
rect answers for the user, we wanted to control the
selection of word forms to allow only normative
forms in the correct dialect. On the other hand,
the live analyser used for the analysis of the user
input should be tolerant and accept all correct vari-
ants of the same grammatical word. Therefore we
compiled different analysers/generators for differ-
ent purposes: one normative but variation-tolerant
transducer for analysing the input, and two strict
ones for different dialects for sentence generation.
The variation between the main dialects
Kérasjohka and Guovdageaidnu was in the source
code (lexc) marked in one of the following ways:

(a) NOT-KIJ (not generated for KJ-dialect)
(b) NOT-GG (not generated for GG-dialect)

We also marked entries in the pedagogical
lexicon-files as in Figure 1. This system can eas-
ily be expanded with more dialects. Figure 2 con-
tains an example of how the dialectal information
is handled in the morphological analyser.

3.3 Feedback on morphological errors

The inflectional information of words contained in
pedagogical lexicon is used for generating feed-

NOT-KJ
NOT-GG

+A+Comp :i%>X4b BUStem ; !
+A+Comp : d%>X4b BUStem ; !

Figure 2: Handling of dialectal variation in the
morphological analyser.

back to the student. If the user does not inflect the
lemma correctly, she can ask for hints about the in-
flection, and try once more, instead of getting the
correct answer straight away.

The feedback messages are determined by the
combination of morphological features in the lex-
icon and the inflection task at hand. Consider a
part of the feedback specification in the Figure
3. It specifies the morphological rule that there
is a vowel change in illative singular for bisyllabic
nouns that end with the vowel i. The correspond-
ing feedback message instructs the user to remem-
ber the vowel change.

<stem class="bisyllabic" soggi="i">
<msg case="I11" number="Sg">i_d</msg>
<note>1dibi > 1dibdai </note>

</stem>

<message id="i_a">Vowel change i > 4.
</message>

Figure 3: The features in the lexicon are used to
determine the correct feedback message, in this
case the message is ”"Vowel change i > 4”.

The feedback may consist of several parts so
that the user also receives information about e.g.
stem class. All the feedback messages that match
the feature definition in the given task, are col-
lected and given to the user in a specified order.

4 CG-parser in live analysis programs
Vasta and Sahka

4.1 Syntactic analyses of the student’s answer

We have chosen not to use multiple-choice, but
rather let the student formulate her own answer.
To a certain question one may give many kinds
of acceptable answers. In Sdmi one may change
word order, and also add many kinds of particles.

We use vislcg3 for analysing the student’s an-
swer. The reason for choosing CG as parser plat-
form was that only CG is robust enough for han-
dling unconstrained input, and at the same time ac-
curate enough to identify errors. The program con-
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tains manually written, context dependent rules,
mainly used for selecting the correct analysis in
case of homonymy. Each rule adds, removes, se-
lects or replaces a tag or a set of grammatical
tags in a given sentential context. Context con-
ditions may be linked to any tag or tag set of any
word anywhere in the sentence, either locally (in a
fixed subdomain of the context) or globally (in the
whole context). Context conditions in the same
rule may be linked, i.e. conditioned upon each
other, negated or blocked by interfering words
or tags. Vislcg3 is documented at (visl, 2008).
Grammars for Danish and Norwegian based on
CG achieve very good F-scores (Bick, 2003).

The question and the answer are merged, and
given to the analyser as one text string. We use
a ruleset file which disambiguates the student’s
input only to a certain extent, because there will
probably be grammatical and orthographic errors.
The last part of the file consists of rules for giving
feedback to the student’s grammatical errors, and
rules for navigating to the correct next question of
in the dialogue, due to the student’s answer. How
to generate feedback or navigation instructions is
explained in section 4.2 and 4.6.

machine
question

Analysis:

morpho-
logical
analysis

‘m fst)

disambiguating,
error detection, i

interpretation
ped-sme.cg3

post
processing

(s lookup2cg

Figure 4: An overview of the analysis process.

The question mark is exchanged for a special
symbol (’qst” QDL), cf. figure 5. Instead of a
sentence delimiter, we want to be able to refer to
the question and the answer separately in the rules.

4.2 Tutorial feedback

Tutorial feedback is feedback about grammar er-
rors (CG prefix &grm), and in Figure 6 we see
a rule for assigning a tag if the student has not
used accusative, when the question requires it. If
the interrogative pronoun is in accusative, we ex-
pect an accusative in the answer. The rule assigns
a &grm-missing-Acc tag to the interrogative pro-
noun if there is no accusative or negation verb in
the answer.
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"dot" Pron Dem Sg Gen
"don" Pron Pers Sg2 Nom
"dot" Pron Dem Sg Acc
"<lohket>"
"lohkat" V TV Ind Prs P13
"lohkat" V TV Imprt Prs P12
"lohkat" V TV Ind Prt Sg2
"<iktex"
"iktit" V TV Ind Prt P13
"iktit" V TV Ind Prs Dul
"ikte" Adv
"<hgst>"
"Agst" QDL
"<Ikte>"
"iktit" V TV Ind Prt P13
"iktit" V TV Ind Prs Dul

"ikte" Adv
" emunz"

"mun"” Pron Pers Sgl Nom
"<lohken="

"lohkat" V TV Ind Prt Sgl
"<boares>"

"boaris" A Attr
"<girji="

"girji"™ N Sg Nom
[

" CLB

Figure 5: Between analysis and disambiguation.

LIST TARGETQUESTION-ACC = ("mii" Acc) ("gii" Acc)
("galle" Acc) ("gallis" N Acc) ;

MAP (&grm-missing-Acc) TARGET TARGETQUESTION-ACC IF
(*1 QDL BARRIER WORK-V LINK NOT *1 Acc OR Neg
BARRIER S-BOUNDARY);

Figure 6: Rule assigning missing Acc -tag.

Figure 7 shows how the vislcg3 file has disam-
biguated and added the error tag to the input which
is the analysis from Figure 5. The tag generates
feedback to the student. The object is in Nom in-
stead of Acc, and the grammar adds the error tag.

The most difficult problem for the grammati-
cal analysis are the student’s misspellings. A mis-
spelling may be left unrecognized in the analysis
or it can produce another word form for the same
lemma, or from some other lemma.

When the word form is not recognized during
the analysis, the feedback message to the student
points to the unrecognized word form asking the
student to check the spelling. To the extent that
misspellings are the most common type of errors,
the current feedback does not provide enough in-
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"Maid>"

mii" Pron Interr Pl Acc &grm-missing-Acc
"mii" Pron Interr Sg Acc &grm-missing-Acc

"<don="

"don" Pron Pers S5g2 Nom
"<lohket="

"lohkat" V TV Ind Prt Sg2
"<iktes"

"ikte" Adv
"ehgst>"

"Agst" QDL
"<ITkte="

"ikte" Adv
"amunz"

"mun" Pron Pers Sgl Nom
"<lohken>"

"lohkat" V TV Ind Prt Sgl
"<boares>"

"boaris" A Attr
"egirjis="

"girji" N Sg Nom
<.>"
" (LB

<message 1id="grm-missing-Acc">The answer should
contain an accusative.</message>

Figure 7: QA with missing Acc -tag added be-
cause the object girji is in Nom (What did you read
yesterday? Yesterday I read an old book-SgNom).

structions for the student to improve the spelling.
However, in order to give better feedback to cer-
tain misspellings, we have added e.g. place names
with small initial letter to the fst, together with an
error tag, so that the student gets a precise feed-
back. We will implement more that kind of rules
and consider usage of a spell checker to help the
student to find the correct word form.

For misspellings that produce another word
form of the same lemma, we have written rules
that are based on the grammatical context. The
real problem emerges when the spelling error
gives rise to an unintended lemma. Then the chal-
lenge is to give a feedback according to what the
student thinks she has written. In this case, feed-
back has to be tailored using the knowledge about
the student’s interlanguage. We have created sets
for typical unintended lemmata. Combined with
contextual rules we can then give the user a good
feedback due to the misspelling instead of the un-
intended lemma.

E.g. if the student uses the Sg2 form of the main
verb after the negative verb, instead of the correct
ConNeg form, then the erroneous form can be a
ConNeg form of a derivated verb, and the normal
feedback will be: ”You should answer with the
same verb as in the question.” The student will not
understand this, because she thinks that the word

form in the answer is an instance of the same verb.
The solution was to generate all these forms of the
verbs in the questions, make a set of them, and
make a rule for in the right context, give the feed-
back: "The negative form is not correct.”

4.3 The open QA drill - Vasta

In between the “natural” dialogues, mimicking
real life dialogues, and the pure grammar training
session, inquiring paradigm forms, we have made
a question-answer drill. The drill has two question
types: Yes/no questions and wh-questions.

There are two motives for making this program
type. First, our tailored dialogues run the risk
of getting quickly consumed. With a QA drill
we may generate an indefinite number of ques-
tions. Second, the students need to automate the
question-answer routine — answer with the correct
verb, inflect the finite verb correctly and choose
the correct case form.

The questions are generated, and then the ques-
tion and answer are analysed together, and the stu-
dent gets feedback, as described in 4.1. The ques-
tion matrices are marked with level, so there is a
level option. Only one question is presented at a
time. The student can answer what she wants, but
she has to use a full sentence (containing a finite
verb), and use the same verb as in the question.
There are 111 matrix questions.

4.4 Sentence generator

One of the main goals of the programs in OAHPA!
is to practice language in natural settings with vari-
ation in the tasks. In order to provide variation in
programs that involve sentential context we imple-
mented a sentence generator. The sentence gener-
ator is used in the morphology in sentential context
program (Morfa-C), and for generating questions
to the QA drill (Vasta). Figure 8 contains an exam-
ple of sentence matrix that is used in the sentence
generator.

The question matrix contains two types of el-
ements: constants and grammatical units. The
constants such as go and ikte in the Figure 8
are present in each generated sentence as such,
whereas grammatical units allow more variation.
Both the inflection and the content of the gram-
matical units may vary from question to question,
and from program to program. E.g. in the question
in Figure 8 the MAINV is fixed to past tense, but
the person and number inflection may vary freely.
In addition, certain elements such as the sentence
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<q level="2" id="go_ikte">
<qtype>PRT</qtype>
<question>
<text>MAINV go SUBJ] ikte</text>
<element id="MAINV">
<grammar tag="V+Ind+Prt+Person-Number"/>
<sem class="ACTIVITY"/></element>
<element id="SUBJ">
<sem class="HUMAN"/>
<grammar pos="N"/></element></question>
</q>

Figure 8: Example showing question generation
(MAINYV question-particle SUBJ yesterday).

subject (SUBJ) have default inflection in nomina-
tive, but the default inflection may be overridden.
The selection of words for the sentence is con-
strained by semantic sets. Semantic sets are also
used as an option in the word quiz (Leksa).

The sentence generator handles agreement e.g.
between subject and the main verb. The agree-
ment may be explicitly marked between any two
elements, which indicates that the two elements
share the same number and person inflection.

In addition to generating questions, the sentence
generator is used for generating answer templates.
In this case, the sentence generator takes into
account the agreement inside a sentence, but also
the content and agreement between the question
and the answer. For example, the person and
number inflection in the answer is restricted by
the question. We chose not to accept an inclusive
interpretation of the pronouns in PI1 and Dul,
because we wanted the student to exercise also
2. person verb inflection. Table 1 shows how
the question Person-Number (QPN) Sgl requires
answer Person-Number (APN) Sg2, and so on.
P11 as an answer to P11 is thus not accepted by the
system.

Table 1: Provided question-answer agreement.

QPN APN | QPN APN | QPN APN
Sgl Sg2 | Dul Du2 | PI1 P12
Sg2 Sgl | Du2 Dul |PI2 Pl
Sg3 Sg3 | Du3 Du3 | PI3 PI3

4.5 The dialogue program — Sahka

The idea behind the dialogue program is that the
student may exercise North Sadmi in a natural set-

ting, and at the same time receive feedback about
errors. Each dialogue is based on a scenario, such
as meeting a person for the first time or going to
a grocery store. In addition, each scenario has a
set of underlying pedagogical goals. E.g. in the
Grocery-dialogue the student is telling what kind
of food she wants to buy and the underlying peda-
gogical goal is to exercise inflecting objects in ac-
cusative.

Each dialogue consists of branches to different
topics. The program asks questions, comments on
the student’s answers and starts a new topic ac-
cording to the answer. The dialogue forms a con-
tinuum and contains only accepted answers. The
feedback concerning grammatical errors is given
on a separate window and the user is allowed to
correct the answer until it is accepted.

A topic starts with an opening utterance which
is either a question or a comment followed by a
question. Thus, the user expected to provide an-
swers to the questions throughout the dialogue.
The dialogue proceeds to an appropriate utterance
inside the current topic. In the end of the topic,
there is always a closing comment after which the
dialogue proceeds to next topic. Both the next ut-
terance and the next topic may be selected based
on the information in the user’s answer. For exam-
ple, if the question is about having a car, a positive
answer will navigate to a branch with a follow-
up questions. In the next section, we describe the
navigation inside the dialogue in more detail.

The dialogue system itself is quite simple. Only
the program can make initiatives, and all the utter-
ances from the program are ready-made, address-
ing topics that the program is able to handle. In
other words, the sentence generation mechanism
used in Vasta is not utilised in the dialogue pro-
gram. Developing the program to the direction of
free dialogue, where also the student is able to take
initiatives, requires among other things an anal-
yser which maps semantic roles to the student’s
input and a semantically enriched lexicon.

4.6 Navigating in the Sahka dialogue

Navigating inside the dialogue is implemented in
CG-rules. The user input is tagged during analy-
sis with information on whether the answer is in-
terpreted as affirmative or negative. In addition, a
special tag indicates whether the sentence contains
some information that should be stored for the fol-
lowing questions or utterances. The program is
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thus able to store simple information such as the
student’s name, place where she lives and for ex-
ample the type of her car and use this information
in tailored utterances.

Every utterance contains one or more links to
other utterances. The link is selected according to
the tag assigned to the question-answer pair, e.g.
&dia-neg for a negative answer, &dia-pos for a
positive answer, or &dia-target for a certain word,
e.g. target="hivsset”, like in Figure 9. In Figure
10 we see how the &dia-target tag is mapped to
the noun in illative. The question is “In which
room do we put the TV?” One of the alternatives
for the navigation is due to the target tag being
assigned to the lemma hivsser ("WC*). The
answer will be “That is not a good idea. Make a
new try.”

<utt type="question" name="gosa_bidjat_TV">
<text>Gude latnjii moai bidje mu TV?</text>
<alt target="hivsset" link="gosa_bidjat_TV">
<text>Dat gal ii heive! Geah&éal oddasit.</text>
</alt>
<alt target="default" link="gosa_bidjat_beavddi">
<text>Moai gudde dan ovttas dohko.</text></alt></utt>

Figure 9: Rule for navigating according to answer.

Figure 10 shows a general rule, not connected to
any particular question, for adding a target-tag to
the NP-head in illative after a question with the in-
terrogate guhte + a noun in illative ( = ”to which”).

MAP (&dia-target) TARGET NP-HEAD + I1l IF
(*-1 QDL BARRIER S-BOUNDARY LINK **-1 (N I11)
LINK -1 ("guhte")I(NOT @ NOTHING) ;

Figure 10: Case tag adding triggered by question.

Every question has its own unique id, which is
used in navigating between questions. In addition,
the CG-rules may be tailored for specific ques-
tions. An answer from the student about her age
will induce a tag (Figure 11), which functions as
a link when moving to the next dialogue branch.
Figure 12 gives an example of how to navigate to
the next question or branch, with help of the tag.
The question introducing the choice is "How old
are you?”

5 Evaluation

At the time of writing, the programs have been
in public use for approximately two months. All
user input the word quiz Leksa, the numeral quiz
Numra, the bare morphological task Morfa-S and

# Adding age-tags

MAP (&dia-adult) TARGET Num (*-1 QDL LINK @
(Man_boaris_don_leat))(® ("([2-91[0-91)"r)) ;
MAP (&dia-young) TARGET Num (*-1 QDL LINK @
(Man_boaris_don_leat))(® ("([1][@-91D"r)) ;
MAP (&dia-child) TARGET Num (*-1 QDL LINK @
(Man_boaris_don_leat))(® ("([1-91D"r)) ;

Figure 11: Rules for giving age-tag to the input.

<utt type="guestion" name="Man_boaris_don_leat">
<text>Man boaris don leat?</text>
<alt target="young" link="at_school_young"/>
<alt target="child" 1link="begin_school_child"/>
<alt target="adult" link="job_adult"/>
<alt target="default" link="job_adult"/>

</utt>

Figure 12: Navigating to the next question or
branch, with help of a tag.

the contextual morphology task Morfa-C has been
logged from the very beginning. Unfortunately
the programs Vasta and Sahka, have been logged
for a couple of days only. The log contains
32475 queries (679 queries/day for the 4 programs
logged the whole period), of these, approximately
600, or under 2%, were nonsense answers.

Table 2: Answers to the programs (Vasta and
Sahka were logged at the end of the period only).

Program | Correct | Wrong | Total %
Morfa-S 6920 6323 | 13243 | 523
Leksa 5659 4248 | 9907 | 57.1
Numra 3086 2512 | 5598 | 55.1
Morfa-C 1349 1613 | 2962 | 455
Sahka 322 322 644 | 50.0
Vasta 19 102 121 | 15.7
Total 17355 | 15120 | 32475 | 53,44

As can be seen from Table 2, slightly more than
half of the queries resulted in correct answers.
When confronted with an error feedback, the user
is offered grammatical help, and thereafter she has
the possibility to give a new answer to the same
query. An investigation of 1500 queries to Morfa-
C showed that 444, or 30%, were such repeated
answers. Even though we have no log info of the
use of the morphological feedback (section 3.3),
our impression from classroom experience is that
the users are actively using the feedback system.
This indicates that what we are witnessing is a
truly interactive process, where users err in half
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of the queries, and then follow up with a new try,
possibly after having read the morphological ad-
vice from the program.

The error log for Sahka shows that one fourth of
the errors are due to orthographical errors (Table
3). Most of the “'no finite verb” errors are elliptical
answers, and these are not accepted, for pedagogi-
cal reasons. The remaining cases are errors where
the misspelled verb is an existing word. Also for
the other grammatical errors verb errors are domi-
nating. The main goal of the program was to train
verb forms in a dialogue, and the error log shows
that the program is able to capture such errors.

The logs may not only be used for evaluating
the programs, but also for monitoring the learn-
ing process as such. To take just one example,
the Morfa logs give the error rate for each and
every morphosyntactic property and stem type,
thereby giving valuable information as to which
parts of the verbal paradigm are the most problem-
atic ones.

Table 3: Error types for Sahka, ordered after type.

Error type # | Error type #
no finite verb 85 | wr. case for V-arg | 22
orth. error 83 | wr. case after Num | 10
wrong S-V agr | 46 | wrong tense 9
no infinite V 30 | no postposition 6
wrong V choice | 24 | wrong word 7

6 Conclusion

By using a sloppy version of the syntactical anal-
yser for North Sdmi, combined with a set of error-
detection rules, we have been able to build a flex-
ible CALL resource. The programs are modular,
and the modules may be improved by adding more
materials — words, tasks, dialogues, levels, words
from textbooks. The CG parser framework was
originally chosen as parser framework for Sami
due to its extraordinary results for free-text pars-
ing. The present project has shown that CG is
well fit for making pedagogical dialogue systems
as well.

The program suite is something quite new
among pedagogical programs for Sami, and in-
deed its dialogue and open QA-programs are quite
rare within the field of parser-based CALL. The
QA and the dialogue program are tolerant towards
variation in student answer (not only string match-

ing), and the random generation of tasks more or
less in all of the programs allows the student to use
them over and over again.
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Abstract

While the overwhelming majority of infor-
mation extraction efforts in the biomedical
domain have focused on the extraction of
simple binary interactions between named
entity pairs, some recently published cor-
pora provide complex, nested and typed
event annotations that aim to accurately
capture the diversity of biological rela-
tionships. We present the first machine
learning approach for extracting such re-
lationships, utilizing both a graph kernel
and a novel, task-specific feature set. We
show that relationships can be predicted
with 77% F-score, or 83% if their type
and direction is disregarded. Using both
gold standard and generated parses, we
determine the impact of parsing on ex-
traction performance. Finally, we convert
our predicted complex relationships to bi-
nary interactions, recovering binary anno-
tation with 62% F-score, relating the new
method to the large body of work available
on binary interactions.

1 Introduction

The previous decade has brought about an ever-
increasing interest in the application of natural
language processing methods to address informa-
tion overload challenges in the biomedical domain
(see, e.g., the recent review by Zweigenbaum et
al. (2007)). Most domain information extraction
(IE) efforts have focused on relationships between
biologically interesting molecules. Among these,
the most prominent IE target are protein-protein
interactions (PPIs). The overwhelming majority
of proposed approaches cast the task as determin-
ing which pairs of co-occurring entities are re-
lated (binary interactions). Many methods fur-
ther specify the nature of these relationships by

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 18-25

assigning them types or specifying the roles (e.g.
agent/patient) that the entities play. While this
extraction model has supported considerable ad-
vances in biomedical IE and has served as the
basis for real-world applications for e.g. assisted
database curation (Alex et al., 2008), its limita-
tions, such as the restriction to events between en-
tity pairs commonly referred to as binary interac-
tions in the domain literature, are increasingly rec-
ognized by the biomedical NLP community. In
this paper, we argue for an alternate model and
present the first machine-learning approach to the
extraction of structured, complex events and rela-
tionships among bioentities.

To overcome the limitations of the pairwise
approach to biomedical IE, two recent corpora,
Biolnfer (Pyysalo et al., 2007a) and the GENIA
Event corpus (Kim et al., 2008a) annotate events
and static relationships using a more expressive
formalism that differs from the prevailing ap-
proach in several key aspects: First, type, direc-
tion and the trigger statement in the text stating
the relationship (often a verb) are annotated. Sec-
ond, events can have more than two participants
whose roles are specified, allowing the accurate
representation of statements such as proteins A, B
and C form a complex. Finally, events can also
act as arguments of other events, enabling the an-
notation of nested events such as A causes B to
bind C (Figure 1A). These representations largely
resemble event extraction as formulated in (later)
Message Understanding Conferences (MUC) (see,
e.g., Sundheim (1995)) and in the Automatic Con-
tent Extraction (ACE) program (see, e.g., Dod-
dington (2004)). Biolnfer also annotates static re-
lations (e.g. substructure) and both Biolnfer and
GENIA annotate non-biological relationships (e.g.
coreferences) with specialized mechanisms. In
this paper, we use the term complex relationship
to encompass both event and generic relationship
annotation.
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xcomp>
<nsubj dob3>
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Figure 1: A. An example sentence that shows the dependency parse and the relationship graph, whose
edges we aim to predict. B. Relationship edges can exist between any of the annotated entities and events.
For each pair, there can be one undirected or two directed relationships.

In this paper we first introduce the corpora used
and their conversion to examples usable for ma-
chine learning, then the criteria used for evaluating
the system followed by our results. The distinct
task of binarization is discussed in its own section.
Finally we provide an overview of the related work
in this field followed by conclusions.

2  Methods
2.1 Corpora and the Extraction Task

Biolnfer consists of 1100 sentences with both se-
mantic and syntactic annotation. For GENIA, we
use the 1968 sentence intersection of the GENIA
Treebank (syntactic annotation) and GENIA Event
corpus (semantic annotation). For developing our
system, we used half of each corpus. The other
half alone was used for the final experiments to
avoid overfitting our system to the data.

In order to use the two corpora for IE, their an-
notations have to be cast in a single, consistent
representation (Figure 1 A). Here we follow Bjorne
et al. (2008) and Heimonen et al. (2008) in repre-
senting the semantic annotations as graphs whose
nodes correspond to entities and events, and la-
beled directed edges to their relationships. The
relationship edges describe themes and causes of
events, structural relations between physical enti-
ties such as substructure and also non-biological
relations such as coreferences. These graphs cap-
ture the several distinct forms of annotation in the
corpora in a unified, yet expressive format.

The corpora are further processed for our IE
task (Figure 2). All entities and events must be
represented by a trigger in the text, a constraint im-
posed to assure that they can be recognized using
regular text tagging methods. Some event nodes,
like the semantic equality in actin A (ActA) that

Corpora Binary Biolnfer
A
Graph format
Remove duplicate
nodes and edges
y Corpus
Find node head tokens Processing Compare
‘ Graph Kernel ‘ ‘ Path Model ‘
Support Vector Machine Machine
Learning
Y
GENIA Biolnfer - Binary
Relationships Relationships A Relationships

Figure 2: Outline of the experiments. Corpora are
converted to a shared graph representation from
which the edges are learned. Binarization of pre-
dicted Biolnfer relationships allows comparison
with a binary version of the corpus.

defines a relationship between actin A and ActA
do not have an explicit trigger word. This type of
node and its participant edges are collapsed into
an equivalent relationship edge.

Dependency representations of syntax are com-
monly applied in IE. We use both hand-annotated
gold-standard data provided with the corpora as
well as parses generated using the Charniak-Lease
parser (Lease and Charniak, 2005), which is one of
the best-performing parsers in the biomedical do-
main, achieving an F-score of 81.3% on GENIA
and 79.4% on Biolnfer (Pyysalo et al., 2007b).
All parses are transformed to the Stanford depen-
dency scheme using the tools of de Marneffe et
al. (2006). As illustrated in Figure 1A, the depen-
dencies of the parse form a graph that often closely
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resembles the relationship graph. Roughly 60%
of Biolnfer and GENIA relationship edges corre-
spond to a single dependency (Bjorne et al., 2008).

While the nodes of the dependency graph are
tokens, the nodes of the relationship graph are en-
tities and events whose triggers can span multi-
ple tokens. To align the graphs, the trigger of
each entity or event is associated with one token,
its semantic head. This mapping produces a text-
bound semantic graph representation (relationship
graph) that is largely equivalent in information
content to the original corpus annotations.

We note that multiple entities or events can oc-
casionally have the same trigger. Since IE systems
start from a trigger, producing multiple events or
entities of the same type is a non-trivial task which
is outside the scope of this study. We repre-
sent these cases with one node in the relationship
graph. Especially in the case of events, this can
lead to some loss of information. In situations like
A and B bind C and D, respectively, there are two
distinct events with the same trigger bind.

To summarize, we cast our IE task as one of
generating the edges of the relationship graph
(Figure 1B) given its nodes, i.e. events and enti-
ties. Here we follow the standard division of IE
research into identification of entities and subse-
quent extraction of their relationships, focusing on
the subtask of relationship extraction. This defi-
nition was chosen as it most resembles the related
task of extracting binary protein-protein interac-
tions, which can be viewed as a special case of re-
lationship edges. This allows the straightforward
application of already existing methods.

Note that both GENIA and Biolnfer only an-
notate events with explicitly stated participants.
Therefore an event with no participants in the rel-
evant span of text (a sentence in Biolnfer and a
document in GENIA) are not annotated and thus
will not be considered for potential relationships.

We perform two main information extraction
experiments. First, we extract untyped undirected
relationships, i.e. detect whether a pair of nodes
has a relationship of any type or direction. Second,
we extract typed directed relationships, where we
determine if two nodes have a relationship, in
which direction it is defined, and what its type is.

2.2 Defining examples

If a single pair has several relationships of the
same direction but different types , these would re-

sult in identical examples. To be able to use stan-
dard classifiers that give one classification per ex-
ample, we merge the types of such examples into
one compound type. As seen in Tables 2 and 3 this
is extremely rare. We define one example per pair
per direction for the typed directed task and one
example per pair for the untyped undirected task
(Figure 1B). Pairs with an annotated relationship
are the positive examples and, as per the closed
world assumption, those with no relationship are
the negative examples.

For machine learning, each example is repre-
sented as a set of features. We compare two fea-
ture generation methods (Figure 2). The graph
kernel was chosen as we represent the complex
relationships in a graph format. For an overview
of this recent state-of-the-art method and its use
in the extraction of binary interactions we refer to
Airola et al. (2008) and Miwa et al. (2008). Since
the graph kernel has high memory and process-
ing time requirements, we also developed a new,
smaller feature set specifically targeting complex
relationships.

2.3 Path Model

The Path Model feature set was developed to be
highly specific for the extraction of complex re-
lationships. For each pair of nodes, a number of
features are generated. Most of these are based
on the shortest path in the syntactic dependency
graph (Figure 1A). While the graph kernel uses
weights to emphasize tokens and dependencies on
the shortest path, our path model aims to capture
their relations explicitly.

The shortest path is defined as the shortest undi-
rected path in the dependency graph that connects
the head tokens of the two nodes (entities/events)
of the example pair. Since multiple paths can
exist between tokens in the Stanford dependency
scheme, there can be several shortest paths. In
such cases, all of them are used to generate fea-
tures. If no path exists, only the head tokens of the
node pair are used for generating features.

Most features are built from the attributes of
the tokens and dependencies of the parse. For to-
kens, these attributes include the text of the token,
the part of speech tag (using the Penn Treebank
tagset) and the entity/event type (such as protein
for an entity or bind for an event). If the token be-
longs to a named entity (e.g. a known protein name
like actin) its text is replaced with a generic place-
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holder to prevent the system from making predic-
tions based on the frequency of relationships be-
tween specific names. The attributes of a depen-
dency are its type (e.g. subject) and direction rel-
ative to its surrounding dependencies. Unless oth-
erwise stated, all features are binary, that is, they
have a value of 1 or O (present/absent).

N-grams For each shortest path, a number of n-
grams are generated by merging the attributes of 2-
4 consecutive tokens. Similarly, n-grams are built
from the types and directions of consecutive de-
pendencies. For each token (resp. dependency), an
additional 3-gram merging its attributes with the
attributes of its two flanking dependencies (resp.
tokens) is defined. Finally, a 2-gram is defined for
each pair of consecutive tokens, arranged in the or-
der of their governor-dependent relationship. All
of these n-grams aim to explicitly state the struc-
tural relations that the graph kernel defines only
indirectly.

Hanging Dependency Features Tokens imme-
diately outside the path connected by dependen-
cies to the terminal tokens of the path contain in-
formation about the context of the two nodes of
the example pair. These dependencies “hanging”
at the ends of the path are used to define features,
as are the tokens they link to.

Individual Component Features For all of the
tokens and dependencies on the shortest paths,
features are also defined based only on their at-
tributes in isolation of their context. Tokens within
the triggers of the two nodes of the example pair
are tagged to explicitly state this role. Additional
features are defined for each token stating its po-
sition at either the terminus or the interior of the
path.

Frequency Features The number of tokens in
the shortest path is defined as the value of the
length-feature, as well as explicitly as a length_n
feature. The number of occurrences of each en-
tity/event type (such as protein or bind) in the sen-
tence are defined as values of specific features.

Relationship Graph Node Features For the
two nodes of each example, features are defined
from the combination of their categories (entity or
event) as well as their types (such as protein or
bind). If the triggers of both nodes have the same
head token, a feature is defined explicitly repre-
senting this potential self-loop.

2.4 Machine Learning

For classification, we use the support vector ma-
chine as implemented in SVM'9"* (for the un-
typed undirected task) and SVM™uticlass (for the
typed directed task) by Joachims (1999). All
experiments are performed using ten-fold cross-
validation. Examples are divided into ten sets on
the basis of articles, avoiding the information leak
between training and testing described by Sztre et
al. (2007). For each of the ten folds, the classifier
is trained on the union of eight of the sets. One
set is used for a grid search for the optimal SVM
regularization parameter C' and the remaining set
is the test set, separating parameter selection from
testing.

2.5 Evaluation Criteria

We use two measures to evaluate our results: the
standard F-score metric (the harmonic mean of
precision and recall) and AUC.

F-score is a common metric for evaluating rela-
tionship extraction, but is sensitive to the class dis-
tribution of the data. For binary classification (un-
typed undirected relationships), the true/false pos-
itives/negatives from which F-score is calculated
are easily defined. For multiclass classification
(typed directed relationships), we have a negative
class (i.e. no relationship) and a number of posi-
tive classes (the relationship types). F-scores are
micro-averaged to take into account the number
of instances in each class. For the micro-average,
correctly classified non-negative examples are true
positives, examples incorrectly classified as in-
stances of a non-negative class are false positives
and non-negative examples incorrectly classified
as negatives are false negatives.

AUC, or area under the receiver operating char-
acteristic curve, is a class distribution invariant bi-
nary performance measure (Hanley and McNeil,
1982). This and other advantages have led to AUC
becoming widely adopted in machine learning.

3 Results and Discussion

The performance of the feature generation meth-
ods for both the untyped undirected and the typed
directed tasks is shown in Table 1. Performance
on both tasks is well above the trivial all-positive
baseline. For the untyped undirected task, detect-
ing the presence of an edge has the highest F-score
of 83% on Biolnfer with gold standard parses. As
expected, F-score is lower with parses generated
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untyped undirected typed directed
corpus | parse | features P R F AUC P R F

Biolnfer | GS PM 84.4 821 83.1+£2.3 89.4%1.8 | 787 767 T1.7£2.6
GK 749 706 72.6£2.6 82.6£2.2 | 72.6 568 63.6£2.5

CL PM 76.6 673 71.5+£4.6 81.4+£2.6 | 735 619 67.0£3.7

GK 66.8 614 63.8+£24 773£15 | 642 471 54.144.1

GENIA GS PM 755 63.1 68.7£15 80.5+£1.2 | 702 609 652+2.4
CL PM 723 574 63.8£2.8 77.6£2.1 | 65.6 555 60.1£3.0

Table 1: Performance of relationship extraction using gold standard (GS) and Charniak-Lease (CL)
parses. Examples are classified based on either the path model (PM) or features produced by the graph-
kernel (GK). (P)recision, (R)ecall, (F)-score and AUC are shown with standard deviations for F and
AUC. For the typed directed task, all scores are micro-averaged. The all-positive baseline F-score for the
untyped undirected task is 31% for Biolnfer and 17.1% for GENIA.

by the Charniak-Lease parser (71% on Biolnfer),
showing the extent to which the parser limits ex-
traction performance.

The path model outperforms the graph kernel
for both untyped undirected and typed directed ex-
traction. Despite weighting the shortest path, the
graph kernel produces features from the entire sen-
tence for each example, thus resulting in a large
number of potentially misleading features. The
graph kernel also lacks all explicit n-grams of the
path model. Due to its excessive computational re-
quirements, we only apply the graph kernel to the
smaller BioInfer dataset.

Predicting types and directions turns the prob-
lem into a multi-class classification task. The
micro-averages in Table 1 show that this does not
notably decrease performance. Compared to the
untyped undirected task, F-scores are 3-6 percent-
age points lower with the path model and 9-10 per-
centage points lower with the graph kernel. This
relatively small difference is promising for future
work, as type and direction are important for defin-
ing meaningful complex relationships.

Information extraction performance for individ-
ual Biolnfer relationship edge types is shown in
Table 2. Promisingly the most important group
for defining biologically interesting relationships,
the event-group, shows high precision and recall
for all of its types. Many static relationships, e.g.
edges of type identity, possessor and sub (we re-
fer to Heimonen (2008) for definitions) can be ex-
tracted with even higher reliability, perhaps due in
part to a close correspondence to specific syntactic
structures, such as prepositional phrases. On the
other hand, edges representing complex syntactic
structures, such as coreferences (corefer) are re-
covered with lower accuracy, as can be expected
since coreference resolution is best addressed us-

group type count P R F
event participant 836 80.0 772 78.6
patient 655 | 797 774 785
agent 428 | 755 66.8 709
static identity 289 | 86.5 889 877
sub 134 | 855 79.1 822
possessor 119 | 832 832 832
member 105 | 648 438 523
super 59 782 729 754
nesting 20 66.7 500 57.1
non-biol. equal 120 | 60.5 60.0 60.3
corefer 66 55.6 227 323
rel-ent 22 0.0 0.0 0.0
merged contain+sub 20 00 00 00
member+agent 3 0.0 0.0 0.0
agent+patient 3 0.0 0.0 0.0
f-contain+sub 2 00 00 0.0

Table 2: Per-type results of extraction of typed di-
rected relationships from Biolnfer using gold stan-
dard parses and the path model. Count shows the
number of examples of a given type from a total of
31674 including negatives.

ing a specialized method. Merged edges are a re-
sult of having one edge per pair of nodes per di-
rection (see Section 2.2). These very rare cases
are not recovered by the learning-based approach.

Performance per GENIA edge type is shown
in Table 3. Non-biological relationships, such
as coreferences, are syntactically diverse struc-
tures and have unsurprisingly a low performance.
Cause and theme types define the participants of
events and roughly correspond to the agent and
patient types of Biolnfer, respectively. The partic-
ipant type of Biolnfer describes relationships that
can be thought of as either agent or patient. GE-
NIA uses the theme type for such cases.

The high performance for both Biolnfer and
GENIA typed directed relationship extraction is
especially noticeable in light of the very high class
imbalance. Even for the most common types the
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group type count P R F
event theme 3164 | 73.6  65.1 69.1
cause 1202 | 653 547 595
non-biol. coref 252 | 512 254 340
scatter 169 40.0 17.8 246
merged | cause+theme 1 0.0 0.0 0.0

Table 3: Per-type results of extraction of typed di-
rected relationships from GENIA using gold stan-
dard parses and the path model. Count shows the
number of examples of a given type from a total of
104198 including negatives.

Profilin

Figure 3: Untyped undirected binary relation-
ships. Compare with Figure 1B. In this example,
all possible binary relationships exist.

positive/negative ratio is about 0.03. The most
common Biolnfer type, participant, has 836 pos-
itives vs. 30838 negatives (Table 2). For GENIA,
the most common type, theme, has 3164 positives
vs. 101034 negatives (Table 3).

We tested the impact of the feature groups de-
fined in Section 2.3 by disabling one group at a
time. F-score decreased at most less than 2 per-
centage points, indicating a substantial overlap of
information between the groups. We also tried
defining the features without entity/event types,
which reduced F-score by 4.4 percentage points,
indicating that this information is important but
not critical for the system.

4 Binarization

The prevailing approach in the domain is to ex-
tract binary interactions, that is, relationships re-
stricted to occurring between pairs of physical en-
tities (most often proteins). To compare the perfor-
mance of the proposed approach to these existing
extraction systems, the semantically rich relation-
ship graphs must be reduced into a less-expressive,
binarized form. Examples of binary relationships
are shown in Figure 3.

The transformation from a complex to a binary
relationship graph has been shown to be possible
for Biolnfer (Heimonen et al., 2008). This bina-
rization process aims to express as binary relation-
ships the biologically relevant information present

corpus | parse P R F
Biolnfer | GS | 742 5377 623
CL | 70.7 429 534

Table 4: Performance of binary relationship ex-
traction measured against the binarized gold stan-
dard Biolnfer relationship annotation for which
the F-score of the all-positive baseline is 40.8%.

in complex relationships, while minimizing the in-
evitable loss of information. Consider, for exam-
ple, the sentence Phosphorylation of cofilin reg-
ulates actin polymerization, which expresses the
events regulation, phosphorylation and polymer-
ization among the proteins cofilin and actin. It can
be summarized with a binary relationship regula-
tion while the information regarding phosphoryla-
tion and polymerization is lost.

The predicted typed directed complex relation-
ship graphs for Biolnfer were binarized using the
software of Heimonen et al. (2008). The out-
put was evaluated against the binarized gold stan-
dard Biolnfer relationship annotation. To compare
with previously published results on this dataset,
we treat the relationships as untyped undirected.
The results of the evaluation are presented in Ta-
ble 4. The F-score of 53.4% for the Charniak-
Lease parsed data should be related to the F-score
of 61.3% reported by Airola et al. (2008). This
difference can be partly explained by the fact that
the binarizer was developed for hand-annotated
data rather than noisy, automatically generated
data. Also, the precision of 70.7% suggests that
complex relationships recovered by the system to
the point that they could be binarized were often
correct. We have thus shown that the output of an
IE system targeting complex relationship graphs
can be binarized, although this process currently
results in lower performance than extraction meth-
ods directly targeting binary interactions.

5 Related Work

Extraction of protein relationships is a key task
in biomedical NLP, and has been widely studied
in the simple setting of recognizing pairs of re-
lated co-occurring entities. The problem has been
considered in recent shared tasks (Nedéllec, 2005;
Krallinger et al., 2008) as well as in dozens of
studies employing a variety of different corpora
for training and evaluation (Pyysalo et al., 2008).
Several recently proposed extraction methods

23



Jari Bjrne, Filip Ginter, Juho Heimonen, Sampo Pyysalo and Tapio Salakoski

make use of dependency representations of syntax
(Kim et al., 2008b; Miwa et al., 2008), including
the Stanford dependency representation (Airola et
al., 2008; Van Landeghem et al., 2008; Katrenko
and Adriaans, 2008). Many of the features we ap-
ply are standard in relation extraction studies; for
a recent study of “ACE-style” feature sets see the
study by Buyko et al. (2008).

By contrast to the wealth of IE studies focus-
ing on pairs of related entities, has received much
less attention. While hand-written systems capa-
ble of extracting structured events (Friedman et al.,
2001) have been proposed, the present study is to
the best of our knowledge the first to consider the
task of learning to extract events as represented in
the Biolnfer and GENIA corpora. Further, while
task settings similar to ours have been widely con-
sidered in the MUC and ACE evaluations and part
of the task setting shares many characteristics with
semantic role labeling as considered e.g. in the re-
cent CoNLL evaluation (Surdeanu et al., 2008),
meaningful comparison across domains and re-
sources would be difficult to establish. In relating
our results to those of previously proposed meth-
ods, we will thus only consider biomedical rela-
tionship extraction results as they relate to our re-
sults for binarized relation extraction.

Due to the difficulty of meaningful comparison
of reported results across different corpora (Airola
et al., 2008; Van Landeghem et al., 2008), we will
consider our results in comparison with recently
proposed methods evaluated on the AIMed cor-
pus (Bunescu et al., 2005), which is frequently
used in domain studies (Bunescu et al., 2005; Giu-
liano et al., 2006; Airola et al., 2008; Van Lan-
deghem et al., 2008; Miyao et al., 2008; Miwa
et al.,, 2008) and can be seen as an emerging de
facto standard for biomedical relationship extrac-
tion method evaluation. Among these compara-
ble studies, the best results are reported by Miwa
et al. (2008) using the graph kernel of Airola et
al. (2008), considered also in the present study.
We note that Airola et al. (2008) report an F-score
of 61% on the Biolnfer corpus for the binary re-
lationship extraction task. Given that our method
is not primarily intended for this type of binary
PPI extraction and that our binarization method
was not originally developed to deal with noisy in-
put, we find our result of 53% F-score on Biolnfer
(62% with gold standard parses) encouraging.

The system described in this paper formed the

basis for the best-performing system in the pri-
mary task of the BioNLP’09 Shared Task on Event
Extraction,! further validating the presented ap-
proach and results (Bjorne et al., 2009).

6 Conclusions

We provide the first system designed for extracting
complex relationships as defined in the Biolnfer
and GENIA Event corpora, using the complex se-
mantic annotation they provide that allows interac-
tion extraction between a broader set of biological
concepts than only named molecules. The unified
graph format abstracts from the various informa-
tion extraction tasks and defines a shared represen-
tation for the layers of annotation in both Bioln-
fer and the GENIA Event corpus. This abstrac-
tion provides a representation approachable for the
general NLP community lacking extensive knowl-
edge of the biological details.

Classification performance of the system, even
on typed and directed data, was good, and having
a system that predicts typed events (e.g. binding or
phosphorylation) provides valuable data when ex-
tracting specific information about a defined bio-
logical issue. By binarizing our predicted relation-
ship graphs, we have shown that complex relation-
ship extraction need not be a completely separate
problem from binary interaction extraction.

As a contribution to the emerging field of com-
plex relationship extraction, we will publish the
software used to convert GENIA and Biolnfer to
the shared graph format, the extraction system and
the software used for binarizing the extracted com-
plex relationships.

Acknowledgments

This work was funded by the Academy of Finland.
We thank CSC - IT Center for Science Ltd. for
providing computational resources.

References

A. Airola, S. Pyysalo, J. Bjorne, T. Pahikkala, F. Gin-
ter, and T. Salakoski. 2008. All-paths graph kernel
for protein-protein interaction extraction with eval-
uation of cross-corpus learning. BMC Bioinformat-
ics, 9(Suppl 11):S2.

B. Alex, C. Grover, B. Haddow, M. Kabadjov, E. Klein,
M. Matthews, S. Roebuck, R. Tobin, and X. Wang.
2008. Assisted curation: Does text mining really
help? In Proc. of PSB’08.

http://www-tsujii.is.s.u-tokyo.ac jp/GENIA/Shared Task

24



Learning to Extract Biological Event and Relation Graphs

J. Bjorne, S. Pyysalo, F. Ginter, and T. Salakoski. 2008.
How complex are complex protein-protein interac-
tions? In Proc. of SMBM’08, pages 125-128.

J. Bjorne, J. Heimonen, F. Ginter, A. Airola,
T. Pahikkala, and T. Salakoski. 2009. Extract-
ing complex biological events with rich graph-based
features sets. In Proc. of the BioNLP’09 Workshop
at NAACL-HLT 2009. To appear.

R. Bunescu, R. Ge, R. Kate, E. Marcotte, R. Mooney,
A. Ramani, and Y. Wong. 2005. Comparative
experiments on learning information extractors for
proteins and their interactions. Artificial Intelligence
in Medicine, 33(2):139-155.

E. Buyko, E. Beisswanger, and U. Hahn. 2008. Testing
different ACE-style feature sets for the extraction of
gene regulation relations from MEDLINE abstracts.
In Proc. of SMBM’08, pages 21-28.

G. Doddington, A. Mitchell, M. Przybocki,
L. Ramshaw, S. Strassel, and R. Weischedel.
2004. The Automatic Content Extraction (ACE)
program: Tasks, data, and evaluation. In Proc. of
LREC’04, pages 837-840.

C. Friedman, P. Kra, H. Yu, M. Krauthammer, and
A. Rzhetsky. 2001. GENIES: A natural-language
processing system for the extraction of molecu-
lar pathways from journal articles. Bioinformatics,
17(Suppl. 1):S74-S82.

C. Giuliano, A. Lavelli, and L. Romano. 2006. Ex-
ploiting shallow linguistic information for relation
extraction from biomedical literature. In Proc. of
EACL 06, pages 401-408.

J. A. Hanley and B. J. McNeil. 1982. The meaning and
use of the area under a receiver operating character-
istic (ROC) curve. Radiology, 143(1):29-36.

J. Heimonen, S. Pyysalo, F. Ginter, and T. Salakoski.
2008. Complex-to-pairwise mapping of biological
relationships using a semantic network representa-
tion. In Proc. of SMBM’08.

T. Joachims, 1999. Advances in Kernel Methods - Sup-
port Vector Learning, chapter Making large-Scale
SVM Learning Practical. MIT-Press.

S. Katrenko and P. Adriaans. 2008. A local alignment
kernel in the context of nlp. In Proc. of Coling’08.

J-D. Kim, T. Ohta, and Tsujii J. 2008a. Corpus anno-
tation for mining biomedical events from literature.
BMC Bioinformatics, 9(1):10.

S. Kim, J. Yoon, and J. Yang. 2008b. Kernel ap-
proaches for genic interaction extraction. Bioinfor-
matics, 24(1):118-126.

M. Krallinger, F. Leitner, C. Rodriguez-Penagos, and
A. Valencia. 2008. Overview of the protein-protein
interaction annotation extraction task of BioCreative
II. Genome Biology, 9(Suppl 2):54.

M. Lease and E. Charniak. 2005. Parsing biomedi-
cal literature. In Proc. of the Second International
Joint Conference on Natural Language Processing,
Lecture notes in computer science, pages 58—69.

M.-C. de Marneffe, B. MacCartney, and C. D. Man-
ning. 2006. Generating typed dependency parses
from phrase structure parses. In Proc. of LREC’06,
pages 449-454.

M. Miwa, R. Satre, Y. Miyao, T. Ohta, and J. Tsujii.
2008. Combining multiple layers of syntactic infor-
mation for protein-protein interaction extraction. In
Proc. of SMBM’08.

Y. Miyao, R. Satre, K. Sagae, T. Matsuzaki, and
J. Tsujii. 2008. Task-oriented evaluation of syn-
tactic parsers and their representations. In Proc. of
ACL’08, pages 46-54.

C. Nedéllec. 2005. Learning Language in Logic —
genic interaction extraction challenge. In Proc. of
the 4th ICML Workshop on Learning Language in
Logic, pages 31-37, Aug.

S. Pyysalo, F. Ginter, J. Heimonen, J. Bjorne,
J. Boberg, J. Jarvinen, and T. Salakoski. 2007a.
Biolnfer: A corpus for information extraction in the
biomedical domain. BMC Bioinformatics, 8(1):50.

S. Pyysalo, F. Ginter, V. Laippala, K. Haverinen, J. Hei-
monen, and T. Salakoski. 2007b. On the unification
of syntactic annotations under the stanford depen-
dency scheme: A case study on Biolnfer and GE-
NIA. In Proc. of BioNLP’07, pages 25-32.

S. Pyysalo, A. Airola, J. Heimonen, J. Bjorne, F. Gin-
ter, and T. Salakoski. 2008. Comparative analysis of
five protein-protein interaction corpora. BMC Bioin-
Sformatics, 9(Suppl 3):S6.

R. Setre, K. Sagae, and J. Tsujii. 2007. Syntactic fea-
tures for protein-protein interaction extraction. In
Second International Symposium on Languages in
Biology and Medicine short papers.

B. M. Sundheim. 1995. Overview of results of the
MUC-6 evaluation. In Proc. of MUC-6, pages 13—
31.

M. Surdeanu, R. Johansson, A. Meyers, L. Marquez,
and J. Nivre. 2008. The CoNLL-2008 shared task
on joint parsing of syntactic and semantic dependen-
cies. In Proc. of CONLL’08, pages 159-177.

S. Van Landeghem, Y. Saeys, B. De Baets, and
Y. Van de Peer. 2008. Extracting protein-protein
interactions from text using rich feature vectors and
feature selection. In Proc. of SMBM’08.

P. Zweigenbaum, D. Demner-Fushman, H. Yu, and
K. B. Cohen. 2007. Frontiers of biomedical text
mining: current progress. Briefings in Bioinformat-
ics, 8(5):358-375.

25 ISSN 1736-6305 Vol. 4

http://hdl.handle.net/10062/9206



Using Uplug and SiteSeeker to construct a cross
language search engine for Scandinavian languages

Hercules Dalianis

Martin Rimka  Viggo Kann *

Dept of Computer and System Sciences, School of Computer Science and Communication*
KTH and Stockholm University
Forum 100, 164 40 Kista, Sweden

Email: hercules@dsv.su.se,

Abstract

This paper presents how we adapted a
website search engine for cross language
information retrieval, using the Uplug
word alignment tool for parallel corpora.
We first studied the monolingual search
queries posed by the visitors of the web-
site of the Nordic council containing six
different languages. In order to compare
how well different types of bilingual dic-
tionaries covered the most common que-
ries and terms on the website we tried a
collection of ordinary bilingual diction-
aries, a small manually constructed tri-
lingual dictionary and an automatically
constructed trilingual dictionary, con-
structed from the news corpus in the
website using Uplug. The precision and
recall of the automatically constructed
Swedish-English dictionary using Uplug
were 71 and 93 percent, respectively. We
found that precision and recall increase
significantly in samples with high word
frequency, but we could not confirm that
POS-tags improve precision. The collec-
tion of ordinary dictionaries, consisting
of about 200 000 words, only cover half
of the top 100 search queries at the web-
site. The automatically built trilingual
dictionary combined with the small
manually built trilingual dictionary con-
sists of about 2000 words and covers 27
of the top 100 search queries.
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1 Introduction

Scandinavian languages as Swedish, Norwegian,
and Danish are comprehensible for Scandinavi-
ans. A typical Swede will for example under-
stand written and to a certain degree spoken Da-
nish, but is not able to speak Danish, that is he
has a passive understanding of Danish (and vice
versa for the other speakers).

The development of Internet has caused a new
problem: the Scandinavians have difficulty find-
ing information in the other neighboring lan-
guages since they do not have active knowledge
in the other languages and therefore cannot write
correct search queries.

The Nordic council experiences exactly such
a problem on its website http://www.norden.org,
since it has information in the main Nordic lan-
guages: Swedish, Danish, Norwegian, Icelandic,
Finnish as well as English. The three languages
Swedish, Danish and Norwegian are by the Nor-
dic council considered to be one language —
Scandinavian — and intercomprehensible, and are
therefore not translated into their counterparts.
Both employed and visitors at the website have
difficulty finding information since the informa-
tion in the Scandinavian languages are not over-
lapping and the users are not active users of two
or more of the Scandinavian languages. The
Nordic council therefore sponsored a research
project to construct a Nordic on-line dictionary
(Kann & Hollman 2007) and a cross language
search engine to make it possible to search in for
example Swedish and also find information in
Danish and Norwegian. The research presented
in this paper was done in this project.

2 Previous research

Most approaches to cross language information
retrieval use general bilingual dictionaries, for
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example Indonesian-English, the MUST sys-
tem, (Lin 1999) Ambharic-English, CLEF, (Ar-
gaw et al 2004), Chinese-Japanese-English-
Spanish-German, web search engine, (Zhou et al
2005), French-English, Questioning answer sys-
tem (Plamondon & Foster 2003). One interesting
approach in cross language information retrieval
is the approach in Jéarvelin et al (2006) using
fuzzy matching as the only translation technique
for the two closely related languages Swedish
and Norwegian.

There is a lack of bilingual dictionaries
between small languages. A solution would be to
use existing bilingual dictionaries between a
small and a large language to create a bilingual
dictionary for two small languages. This method
is called pivot alignment and is argued for in
Borin (2000). Borin writes that “Pivot alignment
in-creases word alignment recall, without sacri-
ficing precision”, but in Zhou et al (2004) pivot
language translation is said to make a 52% drop
in performance compared to direct translation.

Charitakis (2007) used Uplug for aligning
words in a Greek-English parallel corpus. The
corpus was comparably sparse and unannotated,
containing 200 000 words from each language
downloaded from two different real bilingual
websites. A sample of 498 word-pairs from Up-
lug were evaluated by expert evaluators and the
result was 51 percent correct translated terms
(frequency >3). When studying high frequent
word pairs (>11), there were 67 percent correct
translated terms. Velupillai & Dalianis (2008)
showed 94 percent correct translation (in aver-
age) on the closely related languages Swedish,
Danish and Norwegian using Uplug.

The ITools suite for word alignment was used
in Nystrom et al (2006) on a medical parallel
corpus containing 174 000 Swedish words and
153 000 English words, thereby creating 31 000
terms with 76 percent precision and 77 percent
recall.

It is well known that stemming in information
retrieval increases precision and recall (e.g.
Carlberger et al 2001), therefore one could as-
sume that stemming eventually would improve
word alignment. However, Strombéick (2005)
has experimented to use lemmatization before
executing Uplug on an English-Swedish corpus,
and his results do not give any clear indication
whether stemming is useful in word alignment.
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Schrader (2004) shows that lemmatization
and tagging of English and German parallel text
decrease precision but improve recall in word
alignment.

Toutanova et al (2002) showed up to 16 per-
cent error reduction in word alignment for Eng-
lish and French (Hansard parallel corpora) using
POS tagging.

Compound splitting, which can be done au-
tomatically with high accuracy (Sjobergh and
Kann 2006), is another approach that could give
good results before performing word alignment,
see Popovic et al (2006), though they do not
write how large the improvement is.

Thus, the previous research raised a number
of important research questions and problems:
Does POS-tagging improve word alignment
quality? What is the optimal size of the parallel
corpus to obtain good quality bilingual dictionar-
ies? Is lemmatization or stemming before word
alignment a good approach to increase preci-
sion/recall? How useful is a pivot language in
the process of creating bilingual dictionaries,
and what is the best pivot language to use in this
project? What is the lowest word frequency for a
good quality word alignment?

3 Content of website and search
behavior

The website experimented on was the website of
the Nordic council containing around 40 000
web pages written in six different languages. To
find out the search behavior of the users and also
find out what type of information (and in which
languages) is available at the website of the
Nordic council, we connected the commercial
search engine SiteSeeker and its search box to
the Nordic council’s web site and let the search
engine run for six months. By this experiment
we found the most common search queries, the
search queries with no answers, in which lan-
guages the queries were written, etc.

Around 10 000 search queries are made per
month on the website. The queries are in many
different languages, most often in Swedish, Eng-
lish and Finnish.

Very early we took the 100 most common
search queries posed to the website of the Nordic
council and translated them manually to the
other Scandinavian languages, i.e. manually cre-
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ated and customized a Scandinavian dictionary.
When we later got better statistics of the search
queries we found that this trilingual dictionary in
fact only covers 24 of the 100 most common
search queries.

From the website we also extracted from each
of four languages the 200 words with the highest
tf-idf, that is the most significant words in each
language on the website. These 800 words hence
gave us a picture of the website.

We compared these words with a collection of
bi- and trilingual dictionaries that we had access
to, to find the coverage of the dictionaries. The
dictionaries were the Lexin dictionaries Swed-
ish-English, English-Swedish, Danish-Swedish,
and Norwegian-Swedish-English, and the Nor-
dic council Skandinavisk ordbok which is Swed-
ish-Danish-Norwegian. The dictionaries contain
altogether about 200 000 unique words. We
found that of the 200 most common terms in
each language on the website, on average 73
percent were covered by these dictionaries. The
manual dictionary of 231 words covered 9 per-
cent of the 800 most common search words on
the website and 24 percent of the 100 most
common search queries.

The collection of dictionaries covered only

half (54) of the 100 most common search queries.

It was reassuring to see that the entire website
covered 98 of the 100 most common search que-
ries (in practice 100 percent, since the only un-
covered search queries “indtaste sggeord” and
“skrifid leitarord”, meaning “Enter search
words”, were predefined queries at the website).

In order to be really useful for cross language
searching the bi- and trilingual dictionaries have
to be extended to all four languages (Danish,
Norwegian, Swedish, and English). Even if this
was done the amount of covered most common
queries would probably still be about half.

Dalianis (2002) showed that one cannot use
ordinary dictionaries for good quality automatic
spell checking of queries to search engines. Or-
dinary dictionaries do not really match the very
domain specific content on a website. Our cover-
ing results confirm this.
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4 Corpora

The covering analysis motivated us to automati-
cally build a trilingual dictionary using parallel
news texts from the Nordic council website.

The news texts are mostly written in one lan-
guage and then translated to three other lan-
guages, so that each article will exist in English,
Finnish, Icelandic, and Scandinavian. Swedish,
Danish, and Norwegian are thus considered to be
one language, and therefore news written in one
of these languages is not translated to the other
Scandinavian languages. For example, a news
text written in Swedish is translated into English,
Finnish, and Icelandic, but not to Danish or
Norwegian.

The consequence of this is that English, Ice-
landic, and Finnish can be considered to be pivot
languages for Swedish, Danish, and Norwegian.

We extracted 4 873 news articles in RSS for-
mat, written in Swedish, Danish, Norwegian,
and English. These articles were comparably
short, in average containing 160 words per arti-
cle, in total 260 000 words per language, except
for English where there were 865 000 words, see
table 1. Each English version of a news article
had always a parallel version written in either
Swedish, Danish, or Norwegian.

Parallel No of English Swe/Dan/Nor
texts news texts words words
Eng-Swe 1569 259 364 229 215
Eng-Dan 1638 299 992 272516
Eng-Nor 1 666 305 866 278 626
Total 4 873 865 222 780 357

Table 1. Number of news texts and words in different
corpora

Apart from the news texts, the Nordic Council
website contains other parallel or semi-parallel
texts, for example organization, regulations, pro-
cedures, fact sheets etc. However, these docu-
ments are very few compared to the news texts.

S Word alignment

As a word alignment tool we decided to use Up-
lug, since many researchers recommended it and
Uplug has been used with successful results for
other languages, e.g. Swedish and Turkish (Me-
gyesi & Dahlqvist 2007).
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Uplug is a word alignment tool for parallel
corpora and was developed at Uppsala Univer-
sity by Jorg Tiedemann (Tiedemann 2003,
Uplug 2008). Uplug works excellent (we have
used version 0.1.9d) even though it can be mem-
ory consuming, mostly when doing sentence
alignment in large corpora. The memory prob-
lem, however, can be easily solved with ‘hard
delimiter’ tags (Gale and Church 1991).

We executed Uplug on the parallel texts writ-

ten in English and Swedish, English and Danish,
and English and Norwegian.
The news articles were extracted from the RSS
file, language classified with LingPipe (20006),
and merged into one corpus file per language.
To allow sentence alignment only within article
boundaries, we added hard delimiters.

The corpus files were tokenized with built-in
Uplug scripts and aligned with a sentence align-
er based on the statistical model of sentence
length (Gale and Church 1991). The output was
then word aligned with Uplug, which uses a
combination of statistical and linguistic informa-
tion to align single and multi-word units
(Tiedemann 2003). The Uplug output was pre-
sented both in XML format (with word link cer-
tainty and other clues) and in text format, as a
frequency table with word frequency, source and
target terms (table 2).

40 sustainable hallbar
40 responsibility ansvar
40 proposal forslag
40 increase oka

Table 2. English-Swedish frequency table

According to rough manual estimation, word
links with frequency 3 and higher had much bet-
ter precision than links with low frequency (1-2).

We also executed Uplug on corpora that were
lemmatized with CST Lemmatiser (Jongejan and
Haltrup 2005); however, we could not see any

significant improvement in the Uplug output.
We attributed this fact to insufficient accuracy in
the lemmatization rules, and thus continued to
use corpora with inflected forms remaining. The
English-Swedish, English-Danish, and English-
Norwegian frequency tables were used to create
a Swedish-Danish-Norwegian dictionary using
English as pivot language (Borin 2000, Sjobergh
2005). The Swedish, Danish, and Norwegian
tokens which were linked to the identical Eng-
lish tokens were considered to be equivalents.
For example, Swedish hdllbar, Danish bcere-
dygtig, and Norwegian beerekraftig were linked
in the Uplug output to the English word sustain-
able (table 3); therefore the three Scandinavian
words could be aligned to each other.

This method is rather approximate and may
align words which do not have the same mean-
ing. Nevertheless, we found it useful in creating
multi-lingual dictionaries for expanding search
queries. To achieve better precision, we ex-
tracted only links with frequency 3 or above.

Frequency table Word link

Eng-Swe sustainable hallbar
Eng-Dan sustainable beeredygtig
Eng-Nor sustainable beerekraftig

Table 3. Example with Swedish, Danish, and Norwe-
gian tokens aligned to an English token

One spin-off effect of such pivot alignment me-
thod was that we obtained synonym lists in each
of the aligned languages. For example, if
English production was linked to Swedish
produktion and tillverkning, then both Swedish
words could be considered synonyms and ob-
tained using the same software as for extracting
Scandinavian triplets. The same method was
used by Kann and Rosell (2005) constructing
possible synonym pairs that were later evaluated
by Internet users.

200 000 231 words in 1984 words in
Coverage words in manual dic- half-automatic

dictionaries | tionary dictionary Complete website
800 most common words on website 76 % 9% 24% 100%
100 most common search queries 54 % 24% 27% 98%
250 most common search queries 36 % 14% 17% 98%

Table 4. Coverage of the website and queries by dictionaries
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For production purposes, we obtained 805
triplets in Swedish-Danish-Norwegian (1834
unique words), from Uplug results and after
pivot alignment that later were manually cor-
rected (half-automatic dictionary) and merged
with the manually constructed trilingual diction-
ary. This merged dictionary containing 1984
unique words was integrated in the SiteSeeker
search engine to support the cross-lingual infor-
mation retrieval on the Nordic council website.
We investigated how this half-automatic dic-
tionary covers the common words and queries of
the website of the Nordic council. The coverage
is about half of that for the 100 times larger
collection of dictionaries, and it is more useful
for cross-language searching, since it is not just
bilingual. Table 4 summarizes the coverage
results for evaluation purpose. We aligned the
Swedish and English corpus with and without
part-of-speech (POS) tags. The corpus was
tagged using the TNT tagger (Brants 2000). The
English model was trained on the Penn Treebank
corpus. The Swedish model was trained on the
Stockholm-Umeé Corpus (SUC) annotated with
the Parole tagset (Megyesi 2001).

6 Evaluation

To evaluate the Uplug output, we used a prior
evaluation method with gold standards (Ahren-
berg et al 2000). This evaluation requires addi-
tional tailor-made software. However, one can
re-use the gold standards for different types of
parallel corpora (e.g. with and without POS-
tags). In addition, prior evaluation allows for
more accurate measurement of the system output
because it is based on the corpora used by the
system.

The gold standards were built by manually
annotating links in the sentence-aligned Swed-
ish-English parallel corpora, in accordance to the
manual annotation guidelines (Merkel 1999).
We omitted, however, the definite articles in the
gold standards in order to make them more con-
sistent with the bilingual lexicons required for
the query expansion. The articles and other stop
words are not included in such lexicons because
these words have low significance in normal
search.

To build the gold standard, we used a sample
of the 5 000 most frequent search queries from
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the Nordic council website. We chose this type
of sample in order to examine how the extracted
bilingual lexicon can support the query expan-
sion in parallel corpora.

We established that 647 terms (13% of the
sample) could be found in the Swedish corpus
used by Uplug in word alignment. These terms
were divided into three frequency categories
(table 5). The terms from each frequency cate-
gory were then used to build a separate gold
standard. The fourth gold standard was built by
merging the first three gold standards, i.e. it con-
tained terms from all frequency categories (337
terms).

We intended to make the gold standards as
extensive as possible, but we also applied certain
limitations on the sample to make it more close
to the bilingual dictionary needed to support
query expansion. Thus, the gold standards in-
cluded only Swedish nouns and adjectives with
different spelling than their English equivalents.
The words with identical spelling as their trans-
lations (most of the proper names and abbrevia-
tions) were omitted because they did not require
query expansion, and hence, were not important
for evaluation. The sample terms with missing or
indirect translations were also left out, i.e. only
‘regular’ links were allowed in the gold stan-
dards.

Frequency Sample terms Sample terms in-

category found in Swedish cluded in gold
corpus standards

1-2 229 91

3-10 206 111

>10 212 138

Table 5. Distribution of sample terms across fre-
quency categories

The evaluation was done with the built-in Uplug
script evalalign.pl which uses the MWU meas-
ures (Tiedemann 2003). These measures are tai-
lored to produce more reliable values for preci-
sion and recall in the system links which contain
multi-word units (MWU).

Table 6 presents precision values for the
Swedish-English corpora measured against the
four gold standards. We evaluated word align-
ment in the two types of Swedish-English cor-
pora — without linguistic information (default
pre-processing) and with it (POS-tags).
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The main purpose of this evaluation was to
measure the quality of Uplug used on the Nordic
council corpus. We also wanted to examine
whether POS-tags can improve word alignment.

Frequency Corpora with default Corpora with
category pre-processing POS-tags

1-2 54% 54%

3-10 70% 67%

>10 83% 76%

all freq 71% 67%

Table 6. Precision in the Swedish-English corpora

Several conclusions can be made from this table.
First, not surprisingly, words with higher fre-
quency are aligned with better precision. For
example, rare words which occur only once or
twice in Swedish corpus show 54% precision,
whereas words with frequency above 10 have
83% precision. These results are also very close
to the results of Stromback (2005).

Next, the gold standard based on the middle
frequency category (3-10) returns similar preci-
sion value as the gold standard consisting of
terms in all frequency categories. In other words,
the middle category is representative of all fre-
quency categories together.

These two observations are consistent across
both the default and POS-tagged corpora.

Finally, precision of the POS-tagged corpora
in all frequencies (67%) is lower than precision
of the corpora without POS-tags (71%). We can
also observe that the difference between the de-
fault and POS-tagged corpus increases in middle
and high frequency categories. Thus, the lowest
frequency category shows almost identical pre-
cision for both types of corpora, whereas the
difference between the precision values in the
highest frequency category reaches 7%.

Frequency Corpora with default Corpora with
category pre-processing POS-tags

1-2 82% 83%

3-10 95% 92%

>10 98% 96%

all freq 93% 91%

Table 7. Recall in the Swedish-English corpora

Table 7 presents recall values for the Swedish-
English corpora. In this table, we can observe
similar tendency across the recall values — the
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words with high frequency produce better recall
values compared to the words with low fre-
quency. Furthermore, the corpus with POS-tags
has lower recall value than the corpus without
POS-tags, except for the lowest frequency cate-
gory.

On the other hand, the difference among the
recall values in the default and POS-tagged cor-
pus is not as distinct as among the precision val-
ues.

7  SiteSeeker uses bilingual dictionaries

The cross language dictionary with the 805
triplets in Swedish, Danish and Norwegian was
connected to the SiteSeeker search engine. The
search works as a query expansion expanding
the original term to terms in the others languages
provided the original term has a translation to
another term. The interface can filter the hit lists
based on language, see figure 1. 30 percent of
the top 100 queries used cross-lingual informa-
tion retrieval. The top 100 queries compose 8
percent of the total queries, and the top 5 000
queries compose 50 percent of the total queries.
Of the top 100 queries 24 percent were proper
nouns that of course were not translated.

Figure 1 shows an example of the cross lan-
guage search on the Nordic council website. The
Swedish word arbetsmarknad in the original
search query nordisk arbetsmarknad is expanded
to the Danish word arbejdsmarked which allows
retrieving the relevant documents in Danish.

During 2006, the search statistics of Site-
Seeker showed 36 percent queries with no hits.
During 2008, with the cross language dictionary
connected to SiteSeeker, we obtained only 19
percent queries with no hits, about half of the
2006 value, even though the site had about the
same amount of indexed pages as in 2006.

8 Conclusions

Our conclusions from the experiments with the
website of the Nordic council are that it is very
difficult to obtain a large enough parallel corpus
to automatically create a large enough bilingual
or trilingual dictionary covering all types of que-
ries from the users.
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pa hela arbejdsmarkeds- og arbejdsmiljpsektoren vil i perioden ... haft sit fundament i 994 traffar
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O Avgrénsa till: arbejdsmiljpomradet i ... S
'SatEQOI'" [ == . www.norden.org/arb/sk/index.asp 51 traffar
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o F:ersoner 2. Nyheter 7 traffar
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) Publikationer konkurrere ... for udviklingen af det fzelles nordiske arbejdsmarked. 31 traffar
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TTMEEA205TEN Fagbevaegelse (SAMAK), for forskelle og ligheder mellem de nordiske landes 40 traffar
— T arbejdsmarkeder. Niels Paarup-Petersen fra @rsundsinstituttet lagde ... Petcorer

Figure 1. Cross language search on the Nordic council website

In order to improve the coverage a supplementary
trilingual dictionary could be manually built using
statistics of the top queries.

Word alignment quality using Uplug was high
considering the small corpus. Also, we discovered
that POS-tagging did not improve word alignment.

Pivot alignment is a useful trick that made our
work possible. The similarity between the Scandi-
navian languages made the drop in performance
due to the pivot alignment too small to be visible.

We post-processed the dictionary removing du-
plicate translations and translations that contained
words that were shorter than four characters. This
increased the quality and usefulness of the trilin-
gual dictionary considerably.

The extracted words of the 4 873 news texts did
not really cover the words in the 40 000 web pag-
es, but when combined with a small hand-made
trilingual dictionary they covered the most com-
mon search queries reasonably well.

Future work will encompass the impact of lemma-
tization in word alignment and as well as the use of
other word alignment tools.
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Abstract Harper, 1999; Toutanova et al., 2003). But as com-
putational power grows, and (semi)automatic anno-

State-of-the-art statistical part-of-speech tation becomes more correct over time, resulting in
taggers mainly use information on tag bi- or large almost-correct training corpora, it would be
trigrams, depending on the size of the train- interesting to see if it's worth extending the view.
ing corpus. Some also use lexical emission  For Swedish, several statistical part-of-speech
probabilities above unigrams with benefi- taggers have been trained on the Swedish
cial results. In both cases, a wider con- Stockholm-Umed Corpus (SUC, Ejerhed et al.,
text usually gives better accuracy for alarge 2006), which has become de facto standard
training corpus, which in turn gives better for training and evaluating part-of-speech taggers.
accuracy than a smaller one. Large corpora Most of them are based on hidden Markov mod-
with validated tags, however, are scarce, so els (e.g. Carlberger and Kann, 1999; Hall, 2003;
a bootstrap technique can be used. As the Megyesi, 2002; Nivre, 2000; Sjobergh, 2003b),
corpus grows, it is probable that a widened with bi- or trigram tag transition probabilities.
context would improve results even further. As SUC is a balanced corpus (not just news texts)
with a fairly large tagset, it is too small to be used
alone as training data for any higher-accuracy tag-
ger, so it has also been used to bootstrap a much
larger, unannotated, corpus, that can be added as
training data. In previous studies, bootstrapping
has proved to be a viable approach (cf. Forsbom,
2008b; Merialdo, 1994; Nivre and Gréngyvist, 2001;
Sjobergh, 2003a).

A recent open-source tagger, HunPos (Halacsy
et al., 2007), include the range of parameters we
would like to explore for extended context views
for tag transition and lexical emissions.

In the following, we first describe the method,
tagger and data sets used (Section 2), before de-
scribing the parameters used (Section 3). Results
from experimental runs are then discussed and ex-

Given the limitations of computational and humai{ored using a regression tree (Section 4).
resources, state-of-the-art statistical taggers moitly
use context information on tag bigrams, for smaller
training corpora, or trigrams, for larger training coin order to explore the effect of extending the view,
pora. Some also use lexical emission probabilitiesge corpora are needed. Unfortunately, large vali-
above unigrams, although with a rather limited codated training corpora are scarce, so in the abscence
text view, with beneficial results (e.g. Thede armat such a desired resource, we have to build our

In this paper, we looked at the contribu-
tion to accuracy of such an extended view
for both tag transitions and lexical emis-
sions, applied to both a validated Swedish
source corpus and a raw bootstrap corpus.
We found that the extended view was more
important for tag transitions, in particular
if applied to the bootstrap corpus. For lex-
ical emission, it was also more important
if applied to the bootstrap corpus than to
the source corpus, although it was benefi-
cial for both. The overall best tagger had an
accuracy of 98.05%.

1 Introduction

Bootstrapping

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 34—40
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own. And we do this by using a smaller-sized valpoth use a state transition probability for the cur-
dated (source) corpus to bootstrap an order of megpat tag given a history of previous tags, and a lexi-
nitude larger (bootstrap) corpus, which will contaital emission probability for the current word given
some noise, but in general, will be correct. a history of previous tags (see further in Section 3).
Unknown words are handled by suffix probabil-
21 Method ity estimates from low-frequency words. HunPos
The following bootstrap procedure was used: also uses the same linear interpolation smoothing
. . . technique as in TnT. For HunPos, it is currently
1. Train a training model on the entire SOUrGfie only smoothing choice, while TnT also includes
corpus. alternative techniques. If HunPos is trained using
2. Tag the bootstrap corpus using the trainiﬁ@gra'_"” state transitions a_nd unigram Ie?<ical emis-
model. sion, it behaves as TnT with default settings.
The main reason for using HunPos here is the
3. Train an evaluation model on the tagged bogiessibility to vary the history both for state transi-
strap corpus (not including the source cotions and lexical emissions, while in TnT, the his-
pus). For other taggers than TnT (Brantsry for lexical emission is fixed and for state tran-
2000), train a TnT lexical model on thaition limited to uni-, bi-, and trigrams.
same data, to use for evaluation statistics on
known/unknown words. 2.3 Sourcecorpus
] We have chosen to use SUC (Ejerhed et al., 2006)
4. Evaluate the evaluation model on 10 folds gf 5 source corpus for two reasons apart from it be-
the source corpus (if possible, drilled-down By 5 de factostandard: it contains validated tags,
genre). and it is a balanced corpus, and therefore possibly

5. (Train a final tag model on a concatenatiéhPetter representative of general language than a

of the source corpus and the tagged bootstripdle-genre corpus. _ _
corpus.) SUC contains modern Swedish prose covering

approximately 1.2 million word tokens. The 1,040
The procedure is part of an ongoing projetgxt samples are from the years 1990 to 1994, and
where various taggers and bootstrap corpora are meant to mirror what a Swedish person might
compared (cf. Forsbom, 2006, 2008a,b). Theread in the early nineties.
fore, evaluation is done with the same evaluationThe distribution of tokens between genres (or
programt nt - di f f , to get comparable results omain categories) is shown in Table 1.
known/unknown words regardless of tagger. The

L ID | Genre Tokens (%
known/unknown statistics shc_)uld therefore be seen 5 press: Reportage é.;)
from a “TnT perspective”, while the overall results b | Press: Editorial 35
_ c Press: Reviews 5.6
are tagger-neutral. e | Skills and Hobbies 115
Although we do not use proper 10-fold cross- f | Popular Lore 9.4
validation (as we use the entire source corpus for g | Biographies, essays 5.2
; : h Miscellaneous 13.9
bootstrapping), we still evaluate separat.el)./ on 10 j Learmed and scien 16.4
folds to be able to measure standard deviation. tific writing
In the optional fifth step, a final tag model which k_ | Imaginative prose 25.4

includes the source corpus anq most likely 9V€STable 1: Distribution of tokens/genre in SUC.
even better results, could be trained and used in ap-

plications. Models from the experiment reported

here are, for example, used in two other projeés-1 Choice of tagset

for summarisation and measuring readability.  The SUC corpus has two interchangeable tagsets:
SUC (Ejerhed et al., 1992) and PAROLE (see Sec-

2.2 Tagger tion 2.4). An alternative to the SUC tagset is the

In this experiment, we use HunPos (Halacsy et &ranska tagset, which in general gives better ac-

2007), which is a recent open-source implemesuracy (2% improvement). The Granska tagset is

tation of many of the features included in Tn@ slight modification of the SUC tagset. Modifi-

(Brants, 2000). As hidden Markov model taggersations include merging of infrequent tags, adding

35



Eva Forsbom

information on auxiliary verbs, reclassification of Text category _ Period Tokens (%)
icibles to adiecti d addi inf Novels 1976-1981 22.7
pregent participles to adjec ives, and adding infor- Newspapers  1976-1997 7011
mation on set- and date-describing words (Carl- Magazines 1995-1996 2.1
berger and Kann, 1999). Web texts 1997 53

~In a study of the contribution of the modificarapje 3: Distribution of tokens/genre in PAROLE.
tions, Forsbom (2008a) found that a distinction be-

tween main and auxiliary verbs was beneficial for
copulas and temporal auxiliaries, but maybe not for!n order to harmonise the PAROLE corpus with

modal verbs. The addition of the number featuR¥/C, we made some changes to the original cor-
singular to singular numbers, and the semantic f&4>-
ture date to names of days and months, was aIscz
beneficial, but to a lesser degree. These modifica-

tions are revertible without loss of information.

Some other modifications were also beneficial,
but not revertible, e.g. conflation of past participle o
tags with the corresponding tags for adjectives.

To benefit from the improved accuracy that some
of the Granska tags give, we have here used the
SUC tagset with revertible Granska modifications
for copulas, auxiliaries, singular numbers, and® The original tags were replaced during boot-
dates. strap by the modified tagset used here.

A comparison of accuracy for the three tagsetsjs
shown in Table 2

A set of known multi-word abbreviations have
been treated as one token, with any whitespace
replaced by an underscore.

Sentence boundaries have been introduced
with a simplistic sentence splitter (i.e. new
sentence after .,!,? if the following line starts
with capital, digit, or -).

Exploring possible views

We were interested in seeing the effect of widening

Tagset Overall Known Unknown . . .

SUC 95.5210.15 96.3%0.13 8626000 the view, from the commonly used bi- or trigrams
Granska | 95.68:0.14  96.42-0.13 87.020.91 |  to as high am-gram as we could compute. In the
Modified | 95.61+0.14 96.4@-0.12 86.3%-0.96

hidden Markov model, the state transition probabil-

Table 2: Estimated accuracy and standard deviati®hOf a tag is based on the previokdags (the tag
for the SUC, Granska and modified tagsets (10-f@ffer). For the default trigram tag ordér= 2, the

cross-validation on SUC). Proportion of unknowprobability ofts is P(ts|t1, t2).
words is7.87 + 0.20. We also wanted to explore the effect of the lexi-

cal emission order. For the default bigram emission
order in HunPosk = 2, the probability ofws is
P(walt1, t2). Emission probability in TnT is fixed
There are not many available large corpora &k = 1.

Swedish texts, and even fewer balanced corpord" HunPos, there are also other possible param-
representing general language. Of the ones tA#rS to tune, e.g. suffix length and rare word fre-
do exist, the balanced Swedish PAROLE corpfigency for the handling of unknown words. For
has been used with success for bootstrapping (Féréedish, however, changing these parameters have
bom, 2008b). The PAROLE corpus (Universitpinor, if any, effect (Megyesi, 2008), so we used
of Gothenburg) was collected for the EU projeg’t\e default settings. And, unlike TnT, there are no
PAROLE (Preparatory Action for Linguistic ReSmoothing parameters to tweak from the command
sources Organisation for Language Engineerine-

finished in 1997. The corpus contains around 19.4N the experiment, we therefore concentrated on
million words of written texts from various catthe parameters for tag and emission order in the
egories, mainly sampled from The Swedish Lafiidden Markov model. We used nodes (access-
guage Bank (see Table 3). The texts have bd maximally 4GB RAM during training) in the
part-of-speech tagged with PAROLE tags using°PMAX computer grid, which could maximally
statistical tagger by Daniel Ridings (University Of 2yost nodes have a total of 8GB RAM, but not consecu-

Gothenburg). tive, so HunPos cannot use all of it.
3Uppsala Multidisciplinary Center for Advanced Compu-
tational Science. URLht t p: / / www. uppnax. uu. se/ .

2.4 Bootstrap corpus

1The comparison was done with TnT.
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rain models for 5-grams for tag transition r- Settings Accuracy

tra odels for 5 grams 0 tag t? ?to (tgg QB‘ank SE ST BE BT|Overall Known Unknown
der 4) and 4-gr§1ms for Iexu?al emission (emission—712 4 2 4 [98.05+0.10 98.50+0.08 85 28+1.03
order 4). We varied both settings for both the sourice 2|3 4 3 4 |97.97+0.10 98.41+0.07 85.51+1,03
i ke 3|4 4 3 4 |97.96+0.09 98.39+0.07 85.38+0.99
and the l:_)oots_trap corpus from 1 to 4, giving 256 4|3 4 4 4 |97.93+0.11 98.37+0.08 85.15+1,07
combinations in all. 5/4 3 4 3 |97.89+0.12 98.32+0.08 85.54+102
6|4 4 4 3 |97.88+0.11 98.32+0.10 85.26+1.01
714 3 4 4 |97.86+0.13 98.30+0.10 84.95+0.98
4 Results 8/3 3 3 3 |97.83+0.11 98.24+0.09 85.78+0.98
- . 9|3 3 4 3 |97.81+0.11 98.23+0.09 85.57+0.96
Not surprisingly, as lexical models are larger than 10|14 3 3 3 |97.80+0.11 98.23+0.10 85.62+0/99

tag models and more so for large corpora, both

memory usage and CPU time were mostly affecté@ble 5: Top 10 models if sorted by overall ac-
by emission order for the bootstrap corpus. TREracy. S=source model, B=bootstrapped model,
tagger with the widest view (4.4.4.4) maximallfg=emission order, T=tag order.

occupied 3.2GB, and took 1.5 hours to train and - .
. . . ettings ccuracy
evaluate, while the ta_gger with the narrowest view, ../ se sT BE BT Overall Known Unknown
(1.1.1.1) used a maximum of 0.5 GB and took 0 1[4 4 4 4 [98.05+0.10 98.50+0.08 85.28+1/03
minutes. The 4.4.4.4 tagger also had the best over-2|3 4 3 4 197.97+0.10 98.41+0.07 85.51+1.03
I f all taggers. 98.05%. The training 3|4 4 3 4 |97.96+0.09 98.39+0.07 85.38+0.09
all accuracy or all taggers, J0.U5%. 9 4|3 4 4 4 |97.93+0.11 98.37+0.08 85.15+1,07
phase requires more RAM than tagging. And al- 5(4 3 4 3 |97.89+0.12 98.32+0.08 85.54+1,02
though it takes a second or two to load the mogel 6|4 4 4 3 |97.88+0.11 98.32+0.10 85.26+1.01
9 X - . : 7|4 3 4 4 |97.86+0.13 98.30+0.10 84.95+0.98
pe_fore tagging starts, itis practically possible to US€ g3 3 3 3 |97.83+0.11 98.24+0.09 85.78+0,98
it in a computer with 2GB RAM. Furthermore, if 9|4 3 3 4 |97.78+0.11 98.23+0.09 85.15+0.97
the tagger is wrapped in a server, the model needt®l4 3 3 3 |97.80+0.11 98.23+0.10 85.62+0,39

only be loaded once. Table 6: Top 10 models if sorted by accuracy for

Accuracy for the 2.2.2.2 (default) and 4.4.4¢o0wn words. S=source model, B=bootstrapped
(best) tagger, respectively, is shown in Table ghodel, Ezemission order, T=tag order.
drilled-down by genre in SUC, and by known and

unknown words. The 4.4.4.4 tagger overall im-

proved .85 points over the 2.2.2.2 tagger. Most\Wg used an Anova regression tree (Breiman et al.,
the improvement lies in a better model for knowt984; Therneau and Atkinson, 2004), where the ac-
words. For unknown words, on the other hand, tAgracy for each combination is the response vari-
result is actually worse than for the 2.2.2.2 taggékle and each setting is a predictor variable. The
Forsbom (2008b) showed that genre compositiorggression tree was built using binary recursive par-
the bootstrap corpus had an effect on accuracy, bdfiening of the data from the runs, where each
overall and drilled-down by genre. Here, we ca&Plit has a certain cost complexity. The cost com-
see that the context size also matters. Fiction, fiéxity in combination with a cross-validation er-
example, has above average overall accuracy wRh i-. the “one standard-deviation rule” (Main-
the 4.4.4.4 tagger, and below with the 2.2.2.2 o§i¢nald and Braun, 2003, p. 273f), was used to
Whether it has to do with a more formulaic lan-

guage or not remains to be seen. Settings Accuracy
As the context size affects known and unknowRank| SE ST BE BT/ Overall ~ Known  Unknown
; 1/1 3 1 3 |97.12+0.12 97.51+0.11 86.10+0/92
words differently, we Iook(_ed at the top 10 models 211 3 2 3 |9719+0.12 97.58+0.10 86.01+0108
for each of them. The ranking forthe top 10 models 3|2 3 2 3 |97.54+0.12 97.95+0.10 85.94+1.03
for known words (see Table 6) follows the overall g % ‘31 i g g;-i?g-gg 8?2?8'(1’? gg-gg%-g?
.16+0. .00+0. .82+0,
top 10 models (see Table 5) except forrank 9. The ¢35 3 3 3 (977831011 9824+0.09 85 78+0.98
top 10 for unknown words (see Table 7) have only 7|1 4 1 3 |97.14+0.12 97.53+0.10 85.78+0/90
one model in common with the overall and known 8{1 4 2 4 |97.48+0.10 97.89+0.08 85.75+101
ds ton 10. namelv rank 6. the 3.3.3.3 model. 2|3 3 2 3 |97.54+0.11 97.95+0.09 85.73+1,01
wor p U, y , »9.9. Pl-10(4 3 2 3 |97.54+0.11 97.95+0.09 85.70+1,00
In a context where many unknown words are ex-

pected, the 3.3.3.3 model is a good compromiE&ble 7: Top 10 models if sorted by accuracy for
candidate. unknown words. S=source model, B=bootstrapped

To see the effect on accuracy of each settingodel, E=emission order, T=tag order.

37



Eva Forsbom

2222 4.4.4.4
Genre | Overall Known Unknown | Overall Known Unknown Prop. unknown
All 97.20+0.12 97.61%0.11 85.55-0.94 | 98.05t0.10 98.5@0.08 85.281.03 | 3.35+0.24
a 97.59+0.20 97.89-0.13 87.022.72 | 98.43:t0.20 98.75-0.15 87.52-2.62 | 2.79+-0.28
b 97.74£0.38 97.96:0.35 90.0@-3.76 | 98.48+0.20 98.62-0.15 88.46:4.85 | 2.00+0.37
c 97.410.40 97.730.37 88.38&2.35| 98.16t0.41 98.520.34 87.9943.19 | 3.33+0.48
e 97.210.27 97.60.23 85.994.08 | 98.16t0.19 98.6&0.12 85.4743.94 | 3.38+0.67
f 97.51+0.40 97.76:0.39 89.2@-2.04 | 98.37£0.33 98.66:0.28 89.02-2.49 | 2.91+1.05
g 97.38:0.26 97.62-0.20 90.24-4.59 | 98.17:0.24 98.430.21 89.53-3.95 | 2.80+0.96
h 97.52£0.23 98.06:0.22 86.8%2.00 | 98.19t0.29 98.6%0.22 86.8@-2.10 | 4.21+0.88
i 96.740.46 97.720.22 81.923.16 | 97.34t0.33 98.320.11 81.2%-3.11 | 5.93+0.84
k 96.96+0.22 97.130.21 87.42-2.30 | 98.08t0.15 98.2240.13 87.4@2.10 | 1.75+0.16

Table 4: Estimated accuracy and standard deviation for the 2.2.2.2 (defadl9.4.4.4 (best) HunPos
bootstrapped, drilled-down by SUC genre (10-fold cross-validatio8d@G).

prune the resulting regression tree, to limit the ristained on a validated source corpus.. Given cur-
of overfitting to the data. The rule says to prument hardware limitations, we stopped at 5-grams
a tree at the cost complexity of the first subtrémurth order). A 5-gram hidden Markov model

with a cross-validation error larger than the miniagger, for example, gave better overall accuracy
mal cross-validation error + 1 cross-validation statiran a trigram tagger. Although memory require-
dard deviation. For our overall tree, only one nodeents for training extend the average user’s avail-
was pruned. able RAM, tagging can be done in a reasonably

The pruned regression tree, with a crosgquipped personal computer, even if loading the
validation error rate of 2%, is shown in Figure 1. Amodel takes time.
can be seen, the tag order plays the major role, botBy means of a regression tree, we found in our
for the source and bootstrap corpora, and the makperiment that a widened view was more impor-
splits are between bigrams and trigrams. The Seiat for tag transitions, and in particular for the
ting used for the bootstrap corpus also seems mboststrap corpus. For lexical emission, it was also
important than for the source corpus. more important for the bootstrap corpus, although

For unknown words, only the settings for tag oit was beneficial for both corpora. The main splits
der were used in building the regression tree. TWere between bigrams and trigrams. The best over-
tree, with one node pruned and a cross-validatialh tagger was the one with the widest view for
error rate of as much as 8%, is shown in Figurel®th tag transition and lexical emission, used for
One thing that is more clear in the regression thleth corpora. It had an accuracy of 98.05%, com-
when looking at the top 10 models is that for upared to a bootstrapped tagger with only default set-
known words 4-grams seem optimal, while a widéings, 97.20%. The improvement mainly occurred
context decreases the accuracy. In cases wHereknown words, while the results for unknown
many unknown words are expected, for exampkords were actually worse. The optimal setting for
when moving to a new domain, it may thereforgnknown words was with 4-gram tag transition for
be wise to choose a lower tag order to get bettsth source and bootstrap corpora. The best com-
results, whereas a good compromise could be gitemise, if handling of unknown words is crucial,
3.3.3.3 model (cf. Tables 5-7). was the 3.3.3.3 model, 97.83%.

As was the case for the top 10 models, the re-The widened view affected various genres in dif-
gression tree for known words (not included hertgrent degrees. Fiction, for example, benefited very
show a similar pattern to the overall tree. The onfyuch from it.
difference in tree structure is a missing subtree forA selection of the models and ac-
known words, which corresponds to two nodes ttampanying information are available at
were pruned from the known words tree. http://stp.lingfil.uu.sel/~evafo/

resour ces/ t agger nodel s/ .
5 Concluding remarks
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Figure 1: Regression tree for overall accuracy of bootstrapped Iméolevarious combinations of
HunPos settings (10-fold cross-validation error rate=2%). S=sowadel, B=bootstrapped model,
E=emission order, T=tag order.
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Figure 2: Regression tree for accuracy of unknown words in bopstichmodels for various combi-
nations of HunPos settings (10-fold cross-validation error rate=8%g8o®ce model, B=bootstrapped
model, Ezemission order, T=tag order.
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Abstract

Due to their linguistic and extra-linguistic
nature toponyms deserve a special treat-
ment when they are translated. The paper
deals with issues related to automated
translation of toponyms from English into
Latvian. Translation process allows us to
translate not only toponyms from a dictio-
nary, but out-of-vocabulary toponyms as
well. Translation of out-of-vocabulary to-
ponyms is divided into three steps: source
string normalization, translation, and target
string normalization. Translation step im-
plies application of translation strategies
and linguistic toponym translation patterns.
10,000 UK-related toponyms from Geo-
names were used as a development set. The
developed methods have been evaluated on
a test set: the accuracy of translation is
67% for the whole test set, 58% for one-
word toponymic units, and 81% for multi-
word toponyms.

1 Introduction

Toponyms in general are studied by toponymy,
they represent names of places comprising the fol-
lowing types:

e hydronyms (names of bodies of water:
bays, streams, lakes, lagoons, oceans,
ponds, seas, etc.);

e oronyms (names of mountains, cliffs, cra-
ters, rocks, points, etc.);

Kristiina Jokinen and Eckhard Bick (Eds.)
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names for
paths,

e geonyms (general
squares, lines, avenues,
roads, embankments, etc.);

streets,
alleys,

e oeconyms (names of populated places: an
administrative division, country, city,
town, house or other building);

e cosmonyms or astronyms (names of stars,
constellations or other heavenly bodies).

The paper aims to research a complicated task of
machine translation (MT) and cross-language in-
formation retrieval (CLIR) — automated translation
of toponyms. Most of toponym translation ap-
proaches are data-driven (see, e.g. Meng et al.,
2001; Al-Onaizan and Knight, 2002; Sproat et al.,
2006; Alegria et al., 2006; Wentland et al., 2008)
since they deal with widely used languages which
have enough linguistic resources for development.

Taking into account an under-resourced status of
the Latvian language with few available corpus
resources, especially parallel bilingual corpora, a
rule-based approach is proposed for the English-
Latvian toponym translation.

There are several commonly used translation
strategies for toponyms (Babych and Hartley,
2004): transference strategy (i.e., do-not-translate),
transliteration strategy (i.e., phonetic or spelling
rendering), translation strategy (i.e., translation
itself) and combined strategy.

Transference strategy with a do-not-translate list
is often used for translation of toponyms which do
not need any rendering at all and are often left not
translated, e.g. organization names (Babych and
Hartley, 2003) or names of hotels in our system.

The most common transliteration techniques are
phoneme-based and grapheme-based (Zhang et al.,
2004). The phoneme-based approach (Knight and
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Graehl, 1998; Meng et al., 2001; Oh and Choi,
2002; Lee and Chang, 2003) implies conversion of
a source language word into a target language
word via its phonemic representation, i.e., gra-
pheme-phoneme-grapheme conversion. The gra-
pheme-based technique converts a source language
word into a target language word without any pho-
nemic representation (grapheme-grapheme conver-
sion) (Stalls and Knight, 1998; Li et al., 2004).

The first part of the paper presents an overview
of the concept and nature of toponyms. In the
second part we focus on the English-Latvian to-
ponym translation, including the description of
translation strategies (TS) and linguistic toponym
translation patterns (LTTP).

2 Concept and Nature of Toponyms

Although Geoffrey Leech (1981) accepts a spe-
cial status of toponyms as proper names without a
conceptual meaning since any componential analy-
sis cannot be performed for them, we should bear
in mind and admit the fact that many toponyms are
at least meaningful etymologically, e.g Cam-
bridge — bridge over the river Cam (Leidner,
2007).

Toponyms are also ambiguous. Leidner (2007)
describes three types of toponymical ambiguity:

e morpho-syntactic ambiguity: a word itself
may be a toponym or may be a non-
toponym, e.g. Liepa as a populated place
in Latvia versus liepa (lime-tree) as a
common noun;

o referential ambiguity: a toponym may refer
to more than one place of the same type,
e.g. Riga as a populated place and the capi-
tal of Latvia and Riga as a populated place
in the USA, state Michigan;

o feature type ambiguity: a toponym may re-
fer to more than one place of a different
type, e.g. Ogre as a populated place and a
river in Latvia.

Another type of toponymical ambiguity is epo-
nymical ambiguity when places are named after
people or deities, e.g., Vancouver after George
Vancouver. Sometimes the same place is known by
different names — endonyms (names of places used
by inhabitants, self-assigned names) and exonyms
(names of places used by other groups, not locals),

e.g. Firenze for its inhabitants and Florence for
English.

Furthermore, metonymy also contributes to the
issue. This linguistic phenomenon was studied
from the toponymical point of view by Markert
and Nissim (2002). The authors stated that meto-
nymic use of toponyms is regular and productive.
It can reach up to 17% of all of toponyms as it was
proved by the example of the English language.
The most frequent and conventional case of topo-
nymical metonymy is as in the “government of ...”
pattern, e.g. “Latvia announced ...” means “the
government of Latvia announced ...”.

Finally, toponyms are changed frequently since
they themselves and the places they refer to are not
constant. Therefore, when dealing with toponyms
it is also very important to take into consideration
historical and cultural facts.

Thus, the abovementioned linguistic and extra-
linguistic features make toponym processing diffi-
cult, i.e., their resolution, retrieval, and especially
translation.

3 English-Latvian Toponym Translation

In the overall MT, English-Latvian toponym trans-
lation problems have not been researched in be-
fore. The existing literature describes general prin-
ciples of rendering of the English proper names,
mostly anthroponyms, into Latvian. Therefore we
studied three main issues related to MT of the Eng-
lish-Latvian toponyms:

o orthographic, phonetic and grammatical
distinctions between these languages;

¢ potential toponym translation strategies;

¢ potential
patterns.

linguistic toponym translation

Although English and Latvian are Indo-
European languages and share some grammatical
features, they have a lot of differences. At first,
English belongs to the Germanic language group
while Latvian belongs to the group of the Baltic
languages. In morphological typology the English
language is an analytical language in contrast to a
synthetic Latvian with a rich set of inflections.

The linguistic features of Latvian toponymic
units were studied to ensure that translations cor-
respond to common rules of the Latvian grammar
and orthography. For instance, Latvian multi-word
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units can be translated in several ways, however, a
compound is preferable if the source toponymic
unit could be reconstructed (Ahero, 2006).

The lack of orthographic and phonetic conver-
gence in English (26 letters to 44 phonemes), his-
torical changes and traditions in spelling, origin
language of a toponym, and ambiguity were the
main difficulties we faced.

3.1

The process of translation of a toponymic unit is
divided into three steps: source string normaliza-
tion, translation, i.e., application of translation
strategy (TS) and linguistic toponym translation
patterns (LTTP), and target string normalization
according to the Latvian grammar and orthography
rules.

Source string normalization implies the follow-
ing changes:

Source String Normalization

e all tabs and double space characters, in-
cluding the string beginning, are norma-
lized to single space characters;

e the so-called “zero-fertility words” (Al-
Onaizan and Knight, 2002) of English are
normalized to zero-translations into Lat-
vian, e.g. the indefinite article a is omitted;

e hyphenated words are replaced with non-
hyphenated ones;

e some abbreviations are expanded to full
words, e.g. St. to Saint;

e signs, if possible, are replaced with words,
e.g. & to and,

e punctuation marks are normalized to zero-
translations.

3.2 Translation: English-Latvian Toponym

Translation Strategies

The English-Latvian transliteration strategy is
based on the grapheme-to-grapheme approach,
which implies direct mapping of English letter se-
guences into Latvian ones, formalized in a set of
transliteration rules. Transliteration strategy is lan-
guage dependent (Karimi et al., 2007). It is not a
trivial task, due to issues described above, as well
as due to many exceptions (see Castafieda-
Hernandez, 2004 about general toponym transla-
tion problem).

The set of English-Latvian transliteration rules
consists of about 110 transliteration patterns de-
scribing English-Latvian grapheme-to-grapheme
correspondences. All foreign names (those of non-
English origin) are rendered according to English
pronunciation standards. The main principle is the
possibility to reconstruct the source toponymic unit
(Ahero, 2006).

The result of transliteration may vary, as there
are several ways of rendering English letter com-
binations into Latvian, e.g., -c- stands for -k- be-
fore consonants (except -h-), and -a-, -o-, -u-, for -
s- before -i-, -e-, -y-, and for -¢- in the combination
with -h-.

Transference strategy is applied to both unpro-
cessed toponymic units, which are not described by
any of linguistic toponym translation patterns, and
organization and hotel names.

There are cases when multi-word toponyms are
not transferred or transliterated but translated into
Latvian, e.g., East Anglian Heights, North West
Highlands are translated into Latvian as Austru-
manglijas augstiene, Ziemelskotijas kalnaji corres-
pondingly. Single word units are transliterated, as a
rule.

Transliteration strategy can be also applied to
multi-word units in parallel with translation which
is infrequent and conventional.

Toponym translation strategies are closely re-
lated with LTTPs and are language dependent.
Therefore combined strategy is also used when
treating different types of toponyms.

3.3 Translation: Linguistic Toponym Trans-

lation Patterns

Most of popular toponyms, such as names of coun-
tries and capitals, seas and oceans, are translated
using an English-Latvian dictionary, e.g., Lisbon —
Lisabona, Brussels — Brisele, Cologne — Kelne,
Antwerp — Antverpene, Great Britain -
Lielbritanija, Atlantic Ocean — Atlantijas okeans.
If a toponym is an out-of-vocabulary (OOV) word
then one of the LTTPs is applied.

To determine common LTTPs for toponyms
which are not in dictionaties we used a list of
10,000 UK-related toponyms from Geonames and
analyzed 59 most common toponym types.

LTTPs determine ways how source toponymic
units are rendered into target toponymic units. We
distinguish two types of LTTPs: in-word patterns
and multi-word patterns.
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The in-word LTTP describes word transforma-
tion model based on English-Latvian transliteration
rules, including the most frequent prefixes, suffix-
es, and letter combinations. There are about 300 in-
word LTTPs described, e.g.: new- to pi-, deep- to
dip-, mc- to mak-, -worth to —vérs, -islet to —ailet,
etc.

Multi-word LTTPs involve three translation
strategies. The first translation strategy S, is based
on transliteration rules. Translation strategy S,
combines the translation strategy S; with the inser-
tion of a nomenclature word, e.g., Bebington (as a
railroad station) — Bebingtonas stacija. If a nomen-
clature word is included in a source toponymic
unit, as it is in the pattern Ss, it is either translated
(Newton Point - Nitona zemesrags, Gog Magog
Hills - Gogmagogu kalni) or transliterated (Green
Isle — Grinaila, North East Coast — Nortistkosta) in
the target language.

We have described 40 nomenclature words
which are translated under certain conditions. Aux-
iliary words, such as prepositions, are also either
translated or transliterated, e.g., Horse of Copinsay
— Horsofkopinsejs (transliteration), Milford upon
Sea - Milforda pie jiras (translation).

Examples of LTTPs are presented in Table 1. X,
is a toponymic unit in a source language, S, is a
translation strategy, Y, is a toponymic unit in a tar-
get language, and P.{X,, S, Y.} is a corresponding
LTTP.

3.4

Target string normalization modifies a toponymic
unit according to the Latvian grammar and ortho-
graphy rules, e.g. all populated places are feminine
gender (see P2): Newcastle — Nikasia which is
indicated by the ending —a (feminine, singular no-
minative).

Target String Normalization

English Toponym X, | Translation Translation Latvian Toponym Y,
Pattern P, Strategy S,

Pi{X4, S1, Y1}

X1:N PI:N—>N S1: transliteration Y1: N masculine singular

Knocklayd Nokleids

Po={Xy, Sy, Y2}

XL:N P2:N—N S1: transliteration Y2: N feminine singular

Newcastle Nitkasla

Ps={X1, S, Y3}

X1:N P3:N—-N-+N S2: transliteration + Y3: N feminine singular

Bebington nomenclature word genitive + N

Bebingtonas stacija

Ps={Xz, Sy, Y2}

X2:N’s+N
Bishop's Stortford

P4:N°’s+ N — N

S1: transliteration

Y2: N feminine singular
Bisopsstortforda

P5={X31 Sll YZ}

X3:N+N’s+N P5: N + N’s +N

S1: transliteration

Y2: N feminine singular

St. Bishop's Town — N Sentbisopsatauna
PGZ{X41 Sy, Yz}

X4:N+N P6:N+N—>N S1: transliteration Y2: N feminine singular
Bishop Auckland Bosopoklenda

North Ronaldsay Nortronaldseja

P7={Xs, S1, Y2}

X5:A+N P7:A+N—>N S1: transliteration Y2: N feminine singular
South Ribble, Green Sautribla

Isle Grinaila

Ps={Xe, S3, Ya}

X6:N+P+N P8: N+ P + N — | S3: transliteration + | Y4: N feminine singular
Milford upon Sea N+P+N translation genitive + P + N
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Stratford upon Avon

Milforda pie jiras,
Stradforda pie Avona

Ps={Xs, S1, Ys}

X6:N+P+
Longville in the Dale

P9 N+P+N —
N+ N

S1: transliteration

Y5: N feminine singular
genitive + N feminine sin-
gular locative

Longvila Deila

P1o={X7, S, Y2}

Sandal & Agbrigg N+ N

X7:A+A+N P10: A+ A + N — | S1: transliteration Y2: N feminine singular
North East Coast N Nortistkosta

P11={Xs, Sz, Y3}

X8:N+C+N P11: N+ C+ N — | S2: transliteration + Y3: N feminine singular

nomenclature word

genitive + N
Sendalendagbrigas stacija

P1={X4, S5, Y6}

X4:N+N P12:N+N —> N +
Newton Point N

S3:
translation

transliteration + | Y6: N masculine singular
genitive + N

Niitona zemesrags

P1s={Xe, Sy, Y1}

X6:N+P+N P:13 N + P + N — | S1: transliteration Y1: N masculine singular
Horse of Copinsay N Horsofkopinsejs

P={X7, Ss, Y7}

X7:N+N+N P14:N+N+N — | S3: transliteration + | Y7: N masculine plural ge-
Gog Magog Hills N+ N translation nitive +N

Gogmagogu kalni

Table 1. Examples of English-Latvian Linguistic Toponym Translation Patterns

4  Evaluation and Limitations

The current MT evaluation theory and practice
lacks in evaluation methods for toponym transla-
tion task. One of the reasons could be that it is not
clear what the correct toponym translation is, since
results may vary and more than one target topo-
nymic unit is acceptable. As a result, scores calcu-
lated with a single target variant will underestimate
translation accuracy. Moreover, human translations
are often inaccurate as well.

Existing English-Latvian MT systems® do not
implement any OOV algorithms to translate topo-
nymic units. Thus, we had no possibility to com-
pare our algorithm with other MT performance.

For evaluation purposes we compared transla-
tion results of our translation module with refer-
ence (human) translations from two bilingual dic-

! English-Latvian Pragma Expert: www.acl.lv, English-
Latvian Google: http://translate.google.com, English-Latvian
Tilde http://www.tilde.lv/English/portal/go/tilde/3777/en-
US/DesktopDefault.aspx (November, 2008)

tionaries. 330 English toponymic units of different
types with Latvian translation equivalents were
manually extracted from dictionaries and
processed with our OOV toponym translation
module. We set the following evaluation scores:

o if the translation result coincides with the
corresponding linguistic toponym transla-
tion pattern then the translation is accurate
and the score is 1;

e if the translation result deviates from the
corresponding linguistic toponym transla-
tion pattern then the translation is inaccu-
rate, and the score is 0,5 for one distinc-
tion and O for more distinctions.

We accept variants as they were also described
by linguistic toponym translation patterns (in trans-
literation rules). As a result, the accuracy of trans-
lation is 67% on the whole test set, 58% on the set
containing one-word toponymic units, and 81% on
multi-word test set.
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5 Conclusions and Future Work

We have described the pattern-based toponym
translation approach developed for the English-
Latvian language pair. The focus of the paper is on
the detailed description of OOV toponym
processing and describes possible translation strat-
egies and linguistic toponym translation patterns
with examples and evaluation results.

We can conclude that for the implemented rule-
based approach there is much room for possible
improvements, and evaluation results prove this
statement. The main reason, why toponym
processing is such a challenge for an MT task, is
the necessity of knowledge of toponym rendering
rules, variety of languages as well as a considera-
ble amount of history and culture (Castafieda-
Hernandez, 2004). It is impossible to formalize this
process completely and it is obvious that there can
be mistakes in automated translation of toponymic
units.

Corpus-based approach has not been applied in
this research due to the lack of monolingual and
bilingual linguistic resources. However, the issue
of compiling a multilingual corpus of toponym-
referenced texts for the Latvian language is being
studied.

We consider the present research as the starting
point for such tasks as multilingual cross-language
MT of toponyms and application to other languag-
es, especially Cyrillic or other non-Latin scripts.
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Abstract

Annotated corpora are sets of structured
text used to enable Natural Language Pro-
cessing (NLP) tasks. Annotations may
include tagged parts-of-speech, semantic
concepts assigned to phrases, or seman-
tic relationships between these concepts
in text. Building annotated corpora is
labor-intensive and presents a major ob-
stacle to advancing machine translators,
named entity recognizers (NER), part-of-
speech taggers, etc. Annotated corpora
are specialized for a particular language
or NLP task. Hence, a majority of the
world’s 6000+ languages lack NLP re-
sources, and therefore remain minority,
or under-resourced, languages in modern
language technologies.

In this paper we present WebBANC, a
framework for Building Annotated NLP
Corpora from user annotations on the Web.
With WebBANC, a casual user can anno-
tate parts of HTML or PDF text on any
website and associate the text with seman-
tic concepts specific to an NLP task. User
annotations are combined by WebBANC
to produce annotated corpora potentially
comparable in diversity to corpora in En-
glish, minority languages, and human gen-
erated categories, such as those on Ya-
hoo.com, with an average precision and
recall of 0.80, which is comparable to au-
tomated NER tools on the CoNLL bench-
mark.
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1 Introduction

The Web is the holy grail of linguistic data
(Rayson et al., 2006). It has recently gained pop-
ularity as a resource for minority (Ghani and
Mladenic, 2001), or under-resourced, languages
that lack automatic Natural Language Processing
(NLP) resources, even from the Basic Language
Resource Kit (BLARK) (Krauwer, 2003). “Web
as Corpus” has been especially valuable for con-
structing text corpora from the Web for these lan-
guages (Scannell, 2007; Baroni and Bernardini,
2004). Language specific corpora are useful for
many language technology applications, includ-
ing named entity recognition, machine translation,
spelling correction, and machine-readable dictio-
naries. The An Cribadan Project, for example, has
succeeded in creating corpora for more than 400
of the world’s 6000+ languages by web crawling.
With a few exceptions, most of the 400+ corpora,
however, lack any linguistic annotations due to the
limitations of the annotation tools (Rayson et al.,
2006).

In spite of the many documented advantages of
linguistically annotated data over raw data (Mair,
2005), annotated corpora are quite sparse. The
majority of previous work on corpus annotation
has utilized manual coding by linguistic experts,
automated software tagging systems, and semi-
automatic combinations of the two approaches.
Uren et al. provide a comprehensive survey
of existing semantic annotation tools, including
some community-driven projects (2006). While
yielding high quality and enormous value, man-
ual corpus annotation is both tedious and time-
consuming. For example, the GENIA corpus con-
tains 9,372 sentences, curated by five part-time an-
notators, one senior coordinator, and one junior
coordinator over 1.5 years (Kim et al., 2008). In
contrast, software tagging systems, such as those
for annotating web corpora are automatic and fast,
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but primarily exist for majority languages.

For minority languages, however, few auto-
mated corpora annotation systems exist and dif-
ferent approaches are needed. In this paper, we
hypothesize that the Web, coupled with web user
community efforts, represent a paradigm shift in
annotated corpora construction. We extend the
concept of community-based web content cre-
ation, such as Wikipedia (Zesch et al., 2007), by
assuming that websites, especially frequently vis-
ited ones, present an ideal platform for large-scale
community-level annotations for NLP tasks. We
also argue that if given an opportunity to link an-
notations with semantic concepts, such as those
represented in the form of ontologies, the web
community can potentially create semantically-
rich annotated corpora at an unprecedented scale.

The actual impact of web user annotated cor-
pora creation remains to be seen, but the poten-
tial benefits of such a framework are manifold. It
may reduce the time required to create annotated
corpora for NLP tasks potentially from months to
days. For NER tasks, for example, commercial ap-
plications currently support a handful of entities.
For instance, NetOwl Extractor is a commercial
application that supports seven entity types and
seventy subtypes, including people, organizations,
places, etc. The lack of entity breadth is explained
by the intense human-labor required for entity type
development.

A framework could potentially enable build-
ing semantically richer and larger corpora by
supporting any ontology, which would allow re-
searchers to introduce new levels of semantic rich-
ness into corpora. For example, the Gene Ontol-
ogy (GO) (Ashburner et al., 2000) contains over
100,000 biological concepts that can enrich anno-
tations and the correspondingly generated corpora.

A web user annotation framework may also en-
able automatic processing of minority languages
by supporting minority corpora generation. The
Open American National Corpus (OANC) (Ide
and Macleod, 2001) is a major initiative meant
to parallel the British National Corpus (Burnard,
1995), which contains over 100 million words.
Minority languages do not enjoy the same support
as American and British English, and it is unlikely
that similar scale corpora will be generated for mi-
nority languages. The WebBANC framework can
potentially enable annotated corpora generation of
many less common domains, such as minority lan-

guages, by distributing the annotation effort over
many users.

2 WebBANC Framework

We introduce a framework that leverages user an-
notations on the Web to Build Annotated NLP
Corpora (WebBANC). We show that given such
a framework, user annotations of commonly vis-
ited websites may contain enough linguistically
diverse text to create sufficiently diverse corpora
for various NLP tasks. To evaluate the results,
we compare corpora created from the most visited
websites to the human organized categories on Ya-
hoo.com, and to commonly used corpora such as
the OANC (Ide and Macleod, 2001), a freely avail-
able massive collection of American English texts
with over fourteen million words.

We also compare the corpora against a minority
language corpus generated from the Icelandic Fre-
quency Dictionary (IFD) (Pind et al., 1991), a bal-
anced corpus including Icelandic Fiction, Trans-
lated Fiction, and other categories compiled from
text fragments written between 1980-1989 (Hel-
gadttir, 2004). We show, through large-scale sim-
ulation, that aggregate user annotations covering
approximately 50% of the words in the top 100
most visited websites can generate corpora that
represent 35%-70% of the diversity of these cor-
pora at 70%-90% precision. Small-scale user stud-
ies show that the average precision and recall for
English named entity recognition (NER) tasks are
comparable with those achieved by more than a
dozen automatic NER tools when tested against
the widely accepted CoNLL benchmark (Sang and
Meulder, 2003).

2.1 Requirements

To be successful, a distributed free-text annotation
framework must support annotations of most web-
pages that the layman user regularly encounters on
the Web. For this reason, the framework should
allow users to annotate both PDF and HTML doc-
uments, including pages built by underlying tech-
nologies that display HTML, such as PHP. Build-
ing corpora using distributed annotations should
adhere to standards in the machine learning com-
munity, such as those proposed by the W3C, to
enable standardized interfaces between clients and
the framework. These standards may include the
Resource Description Framework (RDF) (Klyne
and Carroll, 2004) to communicate between the
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web browser (the client) and the annotation man-
ager (the server) and XPointers (DeRose et al.,
1998) to locate text in HTML documents, allow-
ing users to annotate any text on a webpage.

The framework should also provide easy-to-
use annotation plug-ins for diverse web browsers
with intuitive Graphical User Interfaces, poten-
tially customized for individual NLP tasks. A sim-
ple drag-and-drop or right-mouse-click-and-select
interface to choose a semantic concept, such as
person or location for a highlighted word or phrase
on the webpage, can serve as an example interface
for NER tasks. Designing a simple and functional
interface for different NLP tasks, such as entity re-
lationships, may not be trivial.

A major issue for future minority language NLP
developments is the need to generate and use con-
sistent annotations (Leitner and Valencia, 2008).
The framework should use standard semantic tags
and allow user communities to supply their own
standards; various scenarios are described below.

The framework should allow users to supply
their own semantic tags for annotations. However,
maintaining consistency may be quite difficult and
may ultimately restrict the resulting annotated cor-
pora uses for NLP tools.

The framework should permit users to choose
semantic concepts and/or relationships from col-
lections of controlled vocabularies, synonymous
sets, and standard ontologies. Ontologies are for-
mal representations of a set of domain concepts
and the relationships between those concepts, and
can provide a natural and standard hierarchy to
tag a document. The W3C Web Ontology Lan-
guage (OWL) (Bechhofer et al., 2004) is a stan-
dard for well-structured representations. Different
domains have developed domain-specific ontolo-
gies, such as the Gene Ontology (GO) terms in Bi-
ology (Ashburner et al., 2000), but they may be too
complex and require some adaptation to facilitate
use by layman users, as well as domain experts.
While the framework should allow users to select
from a set of default ontologies, individual users
and user communities should be free to create and
integrate their own ontologies into the framework.

The framework should support semi-automated
NLP tools or models to pre-annotate possibly rel-
evant terms using existing NLP tools. The tools
should use standard collections of semantic tags
and offer the tagged annotations to users for vali-
dation via easy-to-use graphical interfaces. Semi-

automated predictive models exist for some NLP
tasks, such as part-of-speech and NER (Sang and
Meulder, 2003). These models can be leveraged
by the framework to validate manual annotations
and may help identify poor annotations. Incorpo-
rating both ontologies and automated NLP anno-
tation tools into the framework should be realized
through the use of webservices (Alonso, 2004) us-
ing standard communication protocols.

Two critical and non-trivial issues for such a
framework are annotation quality and the quality-
control mechanisms. Unlike manually annotated
corpora by domain experts, annotations by web
users will likely be noisy. Although such anno-
tated web corpora can still be utilized for man-
ual curation, it would be desirable for the frame-
work to provide analytical intelligence to make de-
cisions about collating and resolving possibly con-
flicting and uncertain annotations from potentially
numerous users and/or various NLP tools. This is
an open area of research and deserves an active in-
vestigation.

2.2 Framework Architecture

The current implementation of the WebBANC
framework consists of the following main com-
ponents: an Annotation Server, the Annotation
database, an OWL Ontology Interface, a Query
and Retrieval Interface, and an Annotation Fron-
tend.

The Annotation Frontend is a Firefox plug-
in that uses XUL and JavaScript and supports
two interfaces: one handles standard text and the
other annotates PDF documents. The browser im-
plementation allows distributed users to annotate
websites. Users highlight words or phrases to an-
notate and link them to semantic tags by dragging
or double-clicking the tag. The plain text inter-
face builds upon the W3C Annotea project (Ka-
han et al,, 2002). The PDF client leverages
jPDFNotes (2008) and is compiled with Java 5.

The WebBANC framework lets developers ex-
pose any ontology by extending a Java class or im-
plementing specific webservices. The OWL On-
tology Interface sends available ontologies from
the server to the Annotation Frontend through an
OWL API. WebBANC uses OWL for ontology
communication because it is a W3C standard and
will allow others to develop new semantic tags and
relationships as well as ease the development of
new Annotation Frontends.
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The Annotation Server handles communication
between the Annotation Frontend and the backend
database, which uses MySQL 5. Communication
between clients and servers uses XML, and specif-
ically either RDF or OWL, depending on the re-
quest context. The MySQL database is stored on
an annotation server to support permanent storage
and querying of manually annotated text. This al-
lows NLP models to refine their prediction algo-
rithms and also allows WebBANC to generate cor-
pora in multiple formats. We intend to extend the
framework with the ability to plug-in NLP mod-
els to support semi-automation, thereby allowing
users to curate model-specific tags.

3 Results

We evaluated WebBANC at two levels: small-
scale actual user annotation performance and
large-scale simulation-based results. The purpose
of the former is to determine the efficacy and accu-
racy of annotated corpora generated by untrained
casual users. The latter was designed to draw
conclusions regarding the diversity of user anno-
tations generated on the Web and to compare the
generated corpora with existing corpora in En-
glish, minority languages, and human generated
categories, such as those found on Yahoo.com.

3.1 Small-Scale Study of Casual Annotators

To examine the effectiveness of untrained annota-
tors using a web based annotation platform, Web-
BANC was released to several users. The purpose
of this study was to test whether volunteer casual
annotators are effective in terms of accuracy and
throughput.

3.1.1 Evaluation Methodology

To examine the effectiveness of untrained anno-
tators we conducted a study of users annotating
web pages of their choosing for a named entity
task. While annotating, users were restricted to
the tags Person, Organization, and Location and
were instructed to only use the system for fifteen
minutes a day over four consecutive days. Users
were also instructed for one of those days to an-
notate approximately 60 sentences extracted from
the 2003 Conference on Natural Language Learn-
ing (CoNLL) training corpus with the same en-
tity types; the sentences were un-tagged prior to
the experiment. We refer to the training corpus as
the CoNLL corpus, and selected it for our evalu-

ation due to its widespread adoption as a bench-
mark corpus.

3.1.2 Small-Scale Study Results

The seven users created a corpus of 1,634 anno-
tations: 1028 for general web pages and 606 for
CoNLL data. Volunteer casual annotators with
no previous annotation experience demonstrated
high throughput, in comparison to the GENIA cor-
pus (Kim et al., 2008).

Table 1: Recall and Precision for CoNLL annota-
tions.

Per | Loc | Org | Avg | CoNLL
Avg
Recall
(All Data) 1.00 | 0.94 | 0.82 | 0.92 0.81
Precision
(All Data) 0.70 | 0.82 | 0.42 | 0.58 0.82

Table 2: Precision for CoNLL annotations with fil-
tering.

Per | Loc | Org | Avg
Precision
(Majority Voting) | 0.76 | 0.86 | 0.48 | 0.64
Precision
(Coverage Req.) | 0.73 | 0.90 | 0.55 | 0.69
Precision
(Majority Voting +
Coverage Req.) | 0.79 | 0.95 | 0.69 | 0.79

While throughput is important, the accuracy of
the annotations directly impacts the usefulness of
the corpus. To test users’ annotation accuracy
we directly compared their annotations to the ex-
pertly created standard CoNLL corpus. Table 1
shows that the users collectively annotated every
Person entity tagged by CoNLL, giving a recall
of 1. User-level annotation of the Location entity
also achieved a high recall of 0.94, but the Orga-
nization entity yielded a lower recall of 0.82. The
average recall over the three entities is 0.92, which
is an improvement over the average recall of 0.81
provided by the sixteen automated predictive tools
in CoNLL.

User-level annotations demonstrated the follow-
ing precision: 0.79, 0.95, and 0.69 for Person,
Location, and Organization entities, respectively,
with an average of 0.79. These results, shown in
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Table 2, were calculated using majority voting af-
ter removing annotations with singular coverage.
Based on users’ feedback, annotating the Orga-
nization entity was the most unclear of the three.
The average precision for the Person and Location
entities was 0.87. Again, the casual user-level pre-
cision was comparable with the automated tools
that attained an average precision of 0.82 over the
three entities. For user-level annotations of arbi-
trary web pages of their choosing, 42.1%(31.2%)
of the web pages were found the top 70(50) web
pages viewed in the United States according to
Alexa.com, an internet traffic rating site. Due to
these results, the subsequent evaluation considered
up to the top 100 websites in the United States
in an effort to better represent possibly annotated
websites. The webpage categories annotated in-
cluded News, Politics, Technology, Blogs, Sci-
ence, and others, showing a range of diverse entity
types that casual users may annotate using Web-
BANC.

3.2 Large-Scale System Generated
Simulations

Section 3.1 shows WebBANC'’s potential for high
throughput and accuracy, but effectiveness is de-
pendent on regularly visited web pages containing
words that are useful to NLP annotated corpora.
Therefore, our experiment compares the content
of frequently visited web sites to established cor-
pora.

3.2.1 Evaluation Methodology

For large-scale simulation-based evaluation, we
conducted three experiments comparing different
sets of corpora to web generated corpora. The first
experiment identified human-curated categories
using Yahoo.com, which has about twenty primary
categories, such as Health, Politics, and Weather.
The corpora generated from these categories al-
lowed us to evaluate category-specific corpora, for
example, a Sports corpus. The second experi-
ment used the most commonly visited web sites
for a minority language, specifically Icelandic, and
compared the results to a half-million word Ice-
landic corpus published by the Institute of Lexi-
cography in 1991 (Pind et al., 1991) and produced
from the IFD, supplied by the Arni Magniisson In-
stitute for Icelandic Studies. The final experiment
is compared against the OANC to assess the po-
tential for building general English corpora.

A simple examination of word counts and word

diversity derived from web corpus annotations
from popular websites can help determine the like-
lihood of creating a diverse corpus, and therefore
assess whether the generated corpus is likely to be
useful. However, the rate at which users collec-
tively annotate words encountered during regular
web browsing, which we call the annotation per-
centage, directly affects the expected word counts
and will vary. We considered annotation percent-
ages from 100%, 90%, ..., 50% to simulate dif-
ferent user scenarios.

The experiments contained simulations that per-
mute the recursive depth searched, the annotation
percentage, and the number X of frequently vis-
ited sites explored. To simulate the web pages a
casual user might browse on a daily basis we used
data from Alexa.com to identify the most popu-
lar X websites in the United States, where X &
{10, 25, 50, 100}, referred to as the fop X sites.
The depth is varied to simulate different user be-
havior; some users will only visit the main web
page, while others will drill-down into sublevels.
Corpora generated from depth O contain the text
on the front page of each URL; depth 1 corpora
contain all text from depth 0, and all text gath-
ered by following URL links at depth O; similarly,
depth 2 corpora contain all text obtained from the
depth 1 traversal, including text collected by fol-
lowing all links discovered at depth 1. The num-
ber of links, or URLs, harvested for the top 100
corpus at depth 2 (see Table 3) became too large
to process and were left out of the results. We
used the wget Unix program to recursively follow
these links. These 3 depths, 4 groupings of popu-
larities and 6 annotation percentages generated 72
datasets (3*4*6=72) per corpus.

Table 3: The number of documents harvested for
the top X corpora at each depth.

Depth O | Depth 1 | Depth 2
Top 10 | 10 207 2,266
Top25 |25 940 16,576
Top 50 | 50 2,272 | 33,239
Top 100 | 100 5,047 | 111,188

We used recall and precision to compare per-
formance in our top X generated corpora. Given
an established corpus or category system, called a
base word list, and a generated word list from the
top X websites, we calculate precision and recall
after the following pre-processing: for each site
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in a URL list or base corpus, apply a Perl mod-
ule from BootCaT (Baroni and Bernardini, 2004)
to retrieve the text from that URL and remove all
HTML tags; remove all punctuation and words
that appear in the stop word filter; apply Porter
stemming; and generate a unique term list.

3.2.2 Large-Scale Study Results

Human-Curated Corpora: To evaluate Web-
BANC’s ability to generate category or entity spe-
cific corpora, we ran several simulations varying
the traversal depth and quantity of top X sites.
This experiment was designed to compare cate-
gory recognition between the top X corpora and
humanly-curated corpora. The results indicate that
both the value of X and the traversal depth affect
the quality of generated corpora.

Table 4 shows unique word counts for a select
set of Yahoo.com categories including Nutrition,
Sports, and Technology. Due to the limited text
at depth 0 and the great expansion of text at depth
2, the decision was made to examine the human-
curated categories at depth 1. There are fewer web
pages to annotate at depth 1 than depth 2, and
therefore depth 1 may better simulate likely user
behavior.

Table 4: Unique word counts for human-curated
corpora from Yahoo.com.

Depth O | Depth 1 | Depth 2
Nutrition 417 7,071 16,452
Sports 796 17,760 | 74,840
Technology | 432 16,440 | 100,163

As Table 4 shows, depth had less impact on
the Nutrition corpus size. The pages retrieved
at consecutive depths for Nutrition returned sim-
ilar words, which negatively affected the unique-
ness and diversity of the corpus. Sports benefited
greatly from increased depth due to its hierarchi-
cal information content. Similar to Sports, infor-
mation content for the Technology category was
organized in a product-driven hierarchy, resulting
in a higher dependence on the depth level.

We examined the top 100 most visited sites,
compared them to three Yahoo.com human-
curated corpora, both at depth 1, and examined the
results with annotation percentages ranging from
100% to 50%. Figure 1 shows maximum recall
of 67%, 70%, and 57% for the Nutrition, Sports,
and Technology corpora, respectively. In the less

0.80 —

B Nutrition Il Sports % Technology ~—
0.70 — o
0.60 1=
050 1 7
0.40 : é—
0.30 - - %—
0.20 : ﬁ_
0.10 : %—
0.00 ~ .

50% 60% 70% 80% 90% 100%

Figure 1: Recall of the top 100 corpus (depth 1)
vs. human-curated Yahoo.com corpora (depth 1).
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Figure 2: Recall of top X corpora at depths O, 1,
and 2 vs. Sports Yahoo.com corpus (depth 1) with
annotation percentage of 70%.

ideal scenario, in which users collectively only an-
notate half of what they see, Figure 1 shows recall
above 50% for two of the three Yahoo.com cate-
gories, indicating that users collectively annotat-
ing half of all encountered words can cover about
half the possible words in a specialized corpus.

Finally, we examined recall of the top X cor-
pora at different depths against the Sports corpus
at depth 1 using an annotation percentage of 70%
to demonstrate X’s effect on word diversity. As
Figure 2 shows, recall improved from depths O
to 1 for the top 10 and top 100 sites by a factor
of eight (1.6% to 12.9%) and a smaller factor of
5.3 (12.4% to 66.5%), respectively. The top 100
sites did not perform as well because increasing
X decreases word uniqueness, which attenuates
the benefits. As X increases for the top X sites,
Figure 2 suggests that recall increases. The fig-
ure also shows that similar recall performance can
be achieved at smaller X values by increasing the
depth. fGiven that our results showed higher re-
call with larger X values and increased depth, it
would be interesting to harvest larger numbers of
websites in future work to determine if a satura-
tion point for the number of documents examined
exists.

Minority Language Corpora: The lack of an-
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Figure 3: Precision of Icelandic top X corpora vs.

IFD corpus.

notated corpora for minority languages is a pri-
mary cause for the dearth of machine learning
tasks in these languages. The following experi-
ment is designed to show that minority language
speakers can annotate words during their daily
browsing to aid in the construction of annotated
corpora using the Icelandic language.

Figure 3 compares the precision of Icelandic top
X corpora to the IFD corpus. The results sug-
gest that words in the top X sites are useful for
corpora generation, but diversity may be less than
desirable, although 70% precision is attained for
the top 10 and top 25 Icelandic websites at 50%
annotation percentage. The results indicate that
words encountered by Icelandic speakers in every-
day web browsing may yield relatively precise Ice-
landic corpora.

Recall for Icelandic top X corpora is relatively
low, around 30%, in comparison to the other ex-
periments, for several reasons. Unlike the English
corpora results, we did not apply a complete stem-
ming or morphological tool, such as the Porter
stemmer, and therefore many Icelandic words did
not match their root words in the base corpora. In
this simulation only a basic stemmer was applied
(e.g. umlauts were not taken into account) causing
some words to differ from their root words with
the same semantic meaning. Future experiments
on this topic should make use of newer lemmatiza-
tion software for Icelandic, such as Lemmald (In-
gason et al., 2008). IFD’s use of literature is also a
likely cause for the low recall since the most pop-
ular websites are news related.

The IFD corpus contained 35,883 unique words
after applying a suffix stemmer and removing
punctuation. Similar to the English corpora results
for the top X sites, the Icelandic equivalents had
low unique word counts for the top 10 (2,819) and
top 25 (3,178) depth O searches, but increased at
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Figure 4: Precision comparison at different anno-
tation percentages between OANC and the top X
corpora.
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Figure 5: Recall comparison at different annota-
tion percentages between OANC and the top X
corpora.

depth 1. For example, the top 25 contained 22,661
unique words, which more closely approximates
the size of the IFD corpus. The majority of depth 0
corpora exclusively contain Icelandic words, how-
ever, examining corpora at depth 1 shows that
other languages, mostly English, pollute the cor-
pora due to depth O sites linking to web sites in
other languages, although some English phrases
are filtered by the stop word list.

General Corpora: To encourage corpus cre-
ation from the Web, it is important to determine if
the Web represents the breadth of a particular lan-
guage, which this experiment addresses by com-
paring the top X corpora to the OANC corpora.

Figure 4 suggests that the top X corpora may be
useful, with precision values almost 70%, if users
annotate text at the top X sites at depths 0 and 1.
The precision values decline at depth 2; this may
be caused by pages at increased depth containing
more category specific language that does not rep-
resent American English as precisly.

The recall results in Figure 5 compare OANC,
the base corpus, to the top X sites at depths 1 and
2 and show low performance, peaking at 36.2%.
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This is partly caused by OANC being a balanced
collection of texts, which includes categories sel-
dom found in the top X sites, such as Fiction and
Technical, although the results for X € {25, 50}
at depth 2 represent dramatic improvements over
depths 0 and 1.

The precision results support the hypothesis that
the Web may be useful for annotating the Ameri-
can Nation Corpus (ANC) for specific genres or
categories that are covered in-depth on the Web,
such as Technology, Business, or Sports docu-
ments. However, the recall results validate work
by Ide, Reppen and Suderman (Ide et al., 2002)
claiming that general corpora constructed from
web documents would not cover the same breadth
of topics as the ANC, which is a testament to the
scope of the ANC project.

4 Conclusion and Future Work

Annotated corpora generation presents a major ob-
stacle to advancing modern Natural Language Pro-
cessing technologies, especially for minority lan-
guages. In this paper we introduced the Web-
BANC framework, which aims to leverage a dis-
tributed web user community to build sufficiently
diverse, semantically-rich, and large-scale corpora
from user annotations. Accuracy and throughput
were examined through a small-scale user study
with promising results. We evaluated the diversity
of the web-based corpora by comparing statistics
against (a) corpora built from human-curated Ya-
hoo.com categories, (b) a minority language cor-
pus generated from the IFD, and (c) established
domain corpora, such as OANC and CoNLL. Us-
ing up to 100 of the most commonly visited web-
sites, according to Alexa.com, captured 35%-70%
of the diversity of these base corpora at 70%-90%
percent precision even using just half of the words
encountered in these webpages. The actual user
studies demonstrated a relatively high accuracy for
the NER task that was comparable in performance
to the majority of automatic NER tools.

The success of collaborate annotation projects,
such as WebBANC rely heavily on user involve-
ment. To increase the possibility of success for
multi-lingual projects in the future we are develop-
ing other interfaces, such as collaborative games,
that are beyond the scope of this paper. Collab-
orative annotation is likely to benefit from filter-
ing and weighting techniques, as shown in Ta-
ble 2, and our future work will incorporate inter-

annotator agreement such as Kappa statistics.
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Abstract

Statistical Machine Translation (SMT) has
been successfully employed to support
translation of film subtitles. We explore
the integration of Constraint Grammar
corpus annotations into a Swedish—Danish
subtitle SMT system in the framework of
factored SMT. While the usefulness of the
annotations is limited with large amounts
of parallel data, we show that linguistic an-
notations can increase the gains in transla-
tion quality when monolingual data in the
target language is added to an SMT system
based on a small parallel corpus.

1 Introduction

In countries where foreign-language films and se-
ries on television are routinely subtitled rather than
dubbed, there is a considerable demand for effi-
ciently produced subtitle translations. Although
superficially it may seem that subtitles are not ap-
propriate for automatic processing as a result of
their literary character, it turns out that their typi-
cal text structure, characterised by brevity and syn-
tactic simplicity, and the immense text volumes
processed daily by specialised subtitling compa-
nies make it possible to produce raw translations
of film subtitles with statistical methods quite ef-
fectively. If these raw translations are subse-
quently post-edited by skilled staff, production
quality translations can be obtained with consider-
ably less effort than if the subtitles were translated
by human translators with no computer assistance.

A successful subtitle Machine Translation sys-
tem for the language pair Swedish—Danish, which
has now entered into productive use, has been pre-
sented by Volk and Harder (2007). The goal of the
present study is to explore whether and how the
quality of a Statistical Machine Translation (SMT)
system of film subtitles can be improved by us-
ing linguistic annotations. To this end, a subset of
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1 million subtitles of the training corpus used by
Volk and Harder was morphologically annotated
with the DanGram parser (Bick, 2001). We in-
tegrated the annotations into the translation pro-
cess using the methods of factored Statistical Ma-
chine Translation (Koehn and Hoang, 2007) im-
plemented in the widely used Moses software. Af-
ter describing the corpus data and giving a short
overview over the methods used, we present a
number of experiments comparing different fac-
tored SMT setups. The experiments are then repli-
cated with reduced training corpora which contain
only part of the available training data. These se-
ries of experiments provide insights about the im-
pact of corpus size on the effectivity of using lin-
guistic abstractions for SMT.

2 Machine translation of subtitles

As a text genre, subtitles play a curious role in
a complex environment of different media and
modalities. They depend on the medium film,
which combines a visual channel with an audi-
tive component composed of spoken language and
non-linguistic elements such as noise or music.
Within this framework, they render the spoken di-
alogue into written text, are blended in with the vi-
sual channel and displayed simultaneously as the
original sound track is played back, which redun-
dantly contains the same information in a form
that may or may not be accessible to the viewer.
In their linguistic form, subtitles should be faith-
ful, both in contents and in style, to the film dia-
logue which they represent. This means in partic-
ular that they usually try to convey an impression
of orality. On the other hand, they are constrained
by the mode of their presentation: short, written
captions superimposed on the picture frame.
According to Becquemont (1996), the charac-
teristics of subtitles are governed by the inter-
play of two conflicting principles: unobtrusive-
ness (discrétion) and readability (lisibilité¢). In
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order to provide a satisfactory experience to the
viewers, it is paramount that the subtitles help
them quickly understand the meaning of the dia-
logue without distracting them from enjoying the
film. The amount of text that can be displayed at
one time is limited by the area of the screen that
may be covered by subtitles (usually no more than
two lines) and by the minimum time the subtitle
must remain on screen to ensure that it can actually
be read. As aresult, the subtitle text must be short-
ened with respect to the full dialogue text in the
actors’ script. The extent of the reduction depends
on the script and on the exact limitations imposed
for a specific subtitling task, but may amount to
as much as 30 % and reach 50 % in extreme cases
(Tomaszkiewicz, 1993, 6).

As a result of this processing and the consid-
erations underlying it, subtitles have a number of
properties that make them especially well suited
for Statistical Machine Translation. Owing to their
presentational constraints, they mainly consist of
comparatively short and simple phrases. Current
SMT systems, when trained on a sufficient amount
of data, have reliable ways of handling word trans-
lation and local structure. By contrast, they are
still fairly weak at modelling long-range depen-
dencies and reordering. Compared to other text
genres, this weakness is less of an issue in the Sta-
tistical Machine Translation of subtitles thanks to
their brevity and simple structure. Indeed, half
of the subtitles in the Swedish part of our par-
allel training corpus are no more than 11 tokens
long, including two tokens to mark the beginning
and the end of the segment and counting every
punctuation mark as a separate token. A consider-
able number of subtitles only contains one or two
words, besides punctuation, often consisting en-
tirely of a few words of affirmation, negation or
abuse. These subtitles can easily be translated by
an SMT system that has seen similar examples be-
fore.

The orientation of the genre towards spoken lan-
guage also has some disadvantages for Machine
Translation systems. It is possible that the lan-
guage of the subtitles, influenced by characteris-
tics of speech, contains unexpected features such
as stutterings, word repetitions or renderings of
non-standard pronunciations that confuse the sys-
tem. Such features are occasionally employed by
subtitlers to lend additional colour to the text, but
as they are in stark conflict with the ideals of unob-

trusiveness and readability, they are not very fre-
quent.

It is worth noting that, unlike rule-based Ma-
chine Translation systems, a statistical system
does not in general have any difficulties translat-
ing ungrammatical or fragmentary input: phrase-
based SMT, operating entirely on the level of
words and word sequences, does not require the
input to be amenable to any particular kind of lin-
guistic analysis such as parsing. Whilst this ap-
proach makes it difficult to handle some linguistic
challenges such as long-distance dependencies, it
has the advantage of making the system more ro-
bust to unexpected input, which is more important
for subtitles.

We have only been able to sketch the character-
istics of the subtitle text genre in this paper. Diaz-
Cintas and Remael (2007) provide a detailed intro-
duction, including the linguistics of subtitling and
translation issues, and Pedersen (2007) discusses
the peculiarities of subtitling in Scandinavia.

3 Constraint Grammar annotations

To explore the potential of linguistically annotated
data, our complete subtitle corpus, both in Danish
and in Swedish, was linguistically analysed with
the DanGram Constraint Grammar (CG) parser
(Bick, 2001), a system originally developed for
the analysis of Danish for which there is also a
Swedish grammar. Constraint Grammar (Karls-
son, 1990) is a formalism for natural language
parsing. Conceptually, a CG parser first produces
possible analyses for each word by considering its
morphological features and then applies constrain-
ing rules to filter out analyses that do not fit into
the context. Thus, the word forms are gradually
disambiguated, until only one analysis remains;
multiple analyses may be retained if the sentence
is ambiguous.

The annotations produced by the DanGram
parser were output as tags attached to individual
words as in the following example:

$-
Vad [vad] <interr> INDP NEU S NOM @ACC>
vet [veta] <mv> V PR AKT QFS-QUE

du [du] PERS 2S UTR S NOM @<SUBJ

om [om] PRP @<PIV

det [den] <dem> PERS NEU 3S ACC @P<

$7

In addition to the word forms and the accompany-
ing lemmas (in square brackets), the annotations
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contained part-of-speech (POS) tags such as INDP
for “independent pronoun” or V for “verb”, a mor-
phological analysis for each word (such as NEU S
NOM for “neuter singular nominative”) and a tag
specifying the syntactic function of the word in
the sentence (such as @ACC>, indicating that the
sentence-initial pronoun is an accusative object of
the following verb). For some words, more fine-
grained part-of-speech information was specified
in angle brackets, such as <interr> for “interrog-
ative pronoun” or <mv> for “verb of movement”.
In our experiments, we used word forms, lemmas,
POS tags and morphological analyses. The fine-
grained POS tags and the syntax tags were not
used.

4 Factored Statistical Machine
Translation

Statistical Machine Translation formalises the
translation process by modelling the probabilities
of target language (TL) output strings 7 given a
source language (SL) input string S, p(T |S), and
conducting a search for the output string 7" with
the highest probability. In the Moses decoder
(Koehn et al., 2007), which we used in our exper-
iments, this probability is decomposed into a log-
linear combination of a number of feature func-
tions 4;(S,T), which map a pair of a source and a
target language element to a score based on differ-
ent submodels such as translation models or lan-
guage models. Each feature function is associated
with a weight A; that specifies its contribution to
the overall score:

T = argmax log p(T |S)
T

= argmax Z Aihi(S,T)
T i

The translation models employed in factored
SMT are phrase-based. The phrases included in
a translation model are extracted from a word-
aligned parallel corpus with the techniques de-
scribed by Koehn et al. (2003). The associated
probabilities are estimated by the relative frequen-
cies of the extracted phrase pairs in the same cor-
pus. For language modelling, we used the SRILM
toolkit (Stolcke, 2002); unless otherwise specified,
6-gram language models with modified Kneser-
Ney smoothing were used.

The SMT decoder tries to translate the words
and phrases of the source language sentence in the
order in which they occur in the input. If the target

language requires a different word order, reorder-
ing is possible at the cost of a score penalty. The
translation model has no notion of sequence, so
it cannot control reordering. The language model
can, but it has no access to the source language
text, so it considers word order only from the point
of view of TL grammaticality and cannot model
systematic differences in word order between two
languages. Lexical reordering models (Koehn et
al., 2005) address this issue in a more explicit way
by modelling the probability of certain changes in
word order, such as swapping words, conditioned
on the source and target language phrase pair that
is being processed.

In its basic form, Statistical Machine Transla-
tion treats word tokens as atomic and does not
permit further decomposition or access to single
features of the words. Factored SMT (Koehn and
Hoang, 2007) extends this model by represent-
ing words as vectors composed of a number of
features and makes it possible to integrate word-
level annotations such as those produced by a Con-
straint Grammar parser into the translation pro-
cess. The individual components of the feature
vectors are called factors. In order to map be-
tween different factors on the target language side,
the Moses decoder works with generation mod-
els, which are implemented as dictionaries and ex-
tracted from the target-language side of the train-
ing corpus. They can be used, e.g., to generate
word forms from lemmas and morphology tags, or
to transform word forms into part-of-speech tags,
which could then be checked using a language
model.

5 Experiments with the full corpus

We ran three series of experiments to study the
effects of different SMT system setups on trans-
lation quality with three different configurations
of training corpus sizes. For each condition, sev-
eral Statistical Machine Translation systems were
trained and evaluated.

In the full data condition, the complete system
was trained on a parallel corpus of some 900,000
subtitles with source language Swedish and target
language Danish, corresponding to around 10 mil-
lion tokens in each language. The feature weights
were optimised using minimum error rate train-
ing (Och, 2003) on a development set of 1,000
subtitles that had not been used for training, then
the system was evaluated on a 10,000 subtitle test
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set that had been held out during the whole de-
velopment phase. The translations were evalu-
ated with the widely used BLEU and NIST scores
(Papineni et al., 2002; Doddington, 2002). The
outcomes of different experiments were compared
with a randomisation-based hypothesis test (Co-
hen, 1995, 165-177). The test was two-sided, and
the confidence level was fixed at 95 %.

The results of the experiments can be found in
table 1. The baseline system used only a transla-
tion model operating on word forms and a 6-gram
language model on word forms. This is a stan-
dard setup for an unfactored SMT system. Two
systems additionally included a 6-gram language
model operating on part-of-speech tags and a 5-
gram language model operating on morphology
tags, respectively. The annotation factors required
by these language models were produced from the
word forms by suitable generation models.

In the full data condition, both the part-
of-speech and the morphology language model
brought a slight, but statistically significant gain
in terms of BLEU scores, which indicates that
abstract information about grammar can in some
cases help the SMT system choose the right words.
The improvement is small; indeed, it is not re-
flected in the NIST scores, but some beneficial ef-
fects of the additional language models can be ob-
served in the individual output sentences.

One thing that can be achieved by taking word
class information into account is the disambigua-
tion of ambiguous word forms. Consider the fol-
lowing example:

Input: Ingen vill bo mitt emot en ismaskin.
Reference: Ingen vil bo lige over for en ismaskine.
Baseline: Ingen vil bo mit imod en ismaskin.
POS/Morphology: Ingen vil bo over for en ismaskin.

Since the word ismaskin ‘ice machine’ does not
occur in the Swedish part of the training corpus,
none of the SMT systems was able to translate it.
All of them copied the Swedish input word liter-
ally to the output, which is a mistake that cannot
be fixed by a language model. However, there is a
clear difference in the translation of the phrase mitt
emot ‘opposite’. For some reason, the baseline
system chose to translate the two words separately
and mistakenly interpreted the adverb mirt, which
is part of the Swedish expression, as the homony-
mous first person neuter possessive pronoun ‘my’,
translating the Swedish phrase as ungrammatical
Danish mit imod ‘my against’. Both of the ad-

ditional language models helped to rule out this
error and correctly translate mitt emot as over for,
yielding a much better translation. Neither of them
output the adverb lige ‘just’ found in the reference
translation, for which there is no explicit equiva-
lent in the input sentence.

In the next example, the POS and the morphol-
ogy language model produced different output:

Input: Daliga kontrakt, dalig ledning, daliga agenter.
Reference: Darlige kontrakter, darlig styring, darlige
agenter.

Baseline: Darlige kontrakt, darlig forbindelse, darlige
agenter.

POS: Darlige kontrakt, darlig ledelse, darlige agenter.
Morphology: Darlige kontrakter, darlig forbindelse,
darlige agenter.

In Swedish, the indefinite singular and plu-
ral forms of the word kontrakt ‘contract(s)’ are
homonymous. The two SMT systems without sup-
port for morphological analysis incorrectly pro-
duced the singular form of the noun in Danish.
The morphology language model recognised that
the plural adjective ddrlige ‘bad’ is more likely
to be followed by a plural noun and preferred
the correct Danish plural form kontrakter ‘con-
tracts’. ‘The different translations of the word
ledning as ‘management’ or ‘connection’ can be
pinned down to a subtle influence of the generation
model probability estimates. They illustrate how
sensitive the system output is in the face of true
ambiguity. None of the systems presented here has
the capability of reliably choosing the right word
based on the context in this case.

In three experiments, the baseline configuration
was extended by adding lexical reordering mod-
els conditioned on word forms, lemmas and part-
of-speech tags, respectively. As in the language
model experiments, the required annotation fac-
tors on the TL side were produced by generation
models.

The lexical reordering models turn out to be
useful in the full data experiments only when con-
ditioned on word forms. When conditioned on
lemmas, the score is not significantly different
from the baseline score, and when conditioned on
part-of-speech tags, it is significantly lower. In this
case, the most valuable information for lexical re-
ordering lies in the word form itself. Lemma and
part of speech are obviously not the right abstrac-
tions to model the reordering processes when suf-
ficient data is available.
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Table 1 Experimental results

full data
BLEU NIST

Baseline 53.67% 8.18
Language models

parts of speech * 5390% 8.17

morphology * 54.07%  8.18
Lexical reordering

word forms * 53.99% 8.21

lemmas 53.59% 8.15

parts of speech o 5336% 8.13
Analytical translation 53.73% 8.18

symmetric asymmetric
BLEU NIST BLEU NIST
42.12% 6.83 4485% 17.10
* 42.59%  6.87 o 4471% 7.08
* 42.86% 6.92 * 4495% 7.09
42.13% 6.83 o 4472% 7.05
* 42.30% 6.86 04471 % 7.06
* 42.33% 6.86 o0 44.63% 7.05
* 42.28%  6.90 * 46.73% 7.34

* BLEU score significantly above baseline (p < .05)
o BLEU score significantly below baseline (p < .05)

Another system, which we call the analytical
translation system, was modelled on suggestions
by Koehn and Hoang (2007) and Bojar (2007). It
used the lemmas and the output of the morpholog-
ical analysis to decompose the translation process
and use separate components to handle the transfer
of lexical and grammatical information. In order
to achieve this, the baseline system was extended
with additional translation tables mapping SL lem-
mas to TL lemmas and SL morphology tags to TL
morphology tags, respectively. In the target lan-
guage, a generation model was used to transform
lemmas and morphology tags into word forms.
The results reported by Koehn and Hoang (2007)
strongly indicate that this translation approach is
not sufficient on its own; instead, the decomposed
translation approach should be combined with a
standard word form translation model so that one
can be used in those cases where the other fails.
This configuration was therefore adopted for our
experiments.

The analytical translation approach fails to
achieve any significant score improvement with
the full parallel corpus. Closer examination of
the MT output reveals that the strategy of using
lemmas and morphological information to trans-
late unknown word forms works in principle, as
shown by the following example:

Input: Molly har visat mig brollopsfotona.

Reference: Molly har vist mig fotoene fra brylluppet.

Baseline: Molly har vist mig brollopsfotona.

Analytical: Molly har vist mig bryllupsbillederne.

In this sentence, there can be no doubt that the out-

put produced by the analytical system is superior
to that of the baseline system. Where the base-
line system copied the Swedish word brollops-
fotona ‘wedding photos’ literally into the Dan-
ish text, the translation found by the analytical
model, bryllupsbillederne ‘wedding pictures’, is
both semantically and syntactically flawless. Un-
fortunately, the reference translation uses different
words, so the evaluation scores will not reflect this
improvement.

The lack of success of analytical translation in
terms of evaluation scores can be ascribed to at
least three factors: Firstly, there are relatively few
vocabulary gaps in our data, which is due to the
size of training corpus. Only 1.19% (1,311 of
109,823) of the input tokens are tagged as un-
known by the decoder in the baseline system. As
a result, there is not much room for improvement
with an approach specifically designed to handle
vocabulary coverage, especially if this approach
itself fails in some of the cases missed by the base-
line system: Analytical translation brings this fig-
ure down to 0.88 % (970 tokens), but no further.
Secondly, employing generation tables trained on
the same corpus as the translation tables used by
the system limits the attainable gains from the out-
set, since a required word form that is not found in
the translation table is likely to be missing from
the generation table, too. Thirdly, in case of vo-
cabulary gaps in the translation tables, chances
are that the system will not be able to produce
the optimal translation for the input sentence. In-
stead, an approach like analytical translation aims
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to find the best translation that can be derived from
the available models, which is certainly a reason-
able thing to do. However, when only one refer-
ence translation is used, current evaluation meth-
ods will not allow alternative solutions, uniformly
penalising all deviating translations instead. While
using more reference translations could potentially
alleviate this problem, multiple references are ex-
pensive to produce and just not available in many
situations. Consequently, there is a systematic bias
against the kind of solutions analytical translation
can provide: Often, the evaluation method will as-
sign the same scores to untranslated gibberish as
to valid attempts at translating an unknown word
with the best means available.

6 Experiments with reduced corpora

We tested SMT systems trained on reduced cor-
pora in two experimental conditions. In the sym-
metric condition, the systems described in the pre-
vious section were trained on a parallel corpus of
9,000 subtitles, or around 100,000 tokens per lan-
guage, only. This made it possible to study the
behaviour of the systems with little data. In the
asymmetric condition, the small 9,000 subtitle par-
allel corpus was used to train the translation mod-
els and lexical reordering models. The generation
and language models, which only rely on mono-
lingual data in the target language, were trained
on the full 900,000 subtitle dataset in this condi-
tion. This setup simulates a situation in which it
is difficult to find parallel data for a certain lan-
guage pair, but monolingual data in the target lan-
guage can be more easily obtained. This is not un-
likely when translating from a language with few
electronic resources into a language like English,
for which large amounts of corpus data are readily
available.

The results of the experiments with reduced cor-
pora follow a more interesting pattern. First of
all, it should be noted that the experiments in the
asymmetric condition consistently outperformed
those in the symmetric condition. Evidently, Sta-
tistical Machine Translation benefits from addi-
tional data, even if it is only available in the target
language.

The training corpus of 9,000 segments or
100,000 tokens per language used in the symmet-
ric experiments is extremely small for SMT; in
comparison to the training sets used in most other
studies, this set is tiny. Consequently, one would

expect the translation quality to be severely im-
paired by data sparseness issues, making it diffi-
cult for the Machine Translation system to handle
unseen data. This prediction is supported by the
experiments: The scores are improved by all ex-
tensions that allow the model to deal with more ab-
stract representations of the data and thus to gen-
eralise more easily. The highest gains in terms of
BLEU and NIST scores result from the morphol-
ogy language model, which helps to ensure that
the TL sentences produced by the system are well-
formed.

Interestingly enough, the relative performance
of the lexical reordering models runs contrary to
the findings obtained with the full corpus. Lexi-
cal reordering models turn out to be helpful when
conditioned on lemmas or POS tags, whereas lex-
ical reordering conditioned on word forms nei-
ther helps nor hurts. This is probably due to the
fact that it is more difficult to gather satisfactory
information about reordering from the small cor-
pus. The reordering probabilities can be estimated
more reliably after abstracting to lemmas or POS
tags.

In the asymmetric condition, the same phrase
tables and lexical reorderings as in the symmetric
condition were used, but the generation tables and
language models were trained on a TL corpus 100
times as large. The benefit of this larger corpus is
obvious already in the baseline experiment, which
is completely identical to the baseline experiment
of the symmetric condition except for the language
model. Clearly, using additional monolingual TL
data for language modelling is an easy and effec-
tive way to improve an SMT system.

Furthermore, the availability of a larger data set
on the TL side brings about profound changes in
the relative performance of the individual systems
with respect to each other. The POS language
model, which proved useful in the symmetric con-
dition, is detrimental now. The morphology lan-
guage model does improve the BLEU score, but
only by a very small amount, and the effect on the
NIST score is slightly negative. This indicates that
the language model operating on word forms is su-
perior to the abstract models when it is trained on
sufficient data. Likewise, all three lexical reorder-
ing models hurt performance in the presence of a
strong word form language model. Apparently,
when the language model is good, nothing can
be gained by having a doubtful reordering model
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trained on insufficient data compete against it.

The most striking result in the asymmetric con-
dition, however, is the score of the analytical trans-
lation model, which achieved an improvement of
impressive 1.9 percentage points in the BLEU
score along with an equally noticeable increase of
the NIST score. In the asymmetric setup, where
the generation model has much better vocabulary
coverage than the phrase tables, analytical transla-
tion realises its full potential and enables the SMT
system to produce word forms it could not other-
wise have found.

In sum, enlarging the size of the target language
corpus resulted in a gain of 2.7 percentage points
BLEU on the baseline score of the symmetric con-
dition, which is entirely due to the better language
model on word forms and can be realised with-
out linguistic analysis of the input. By integrat-
ing morphological analysis and lemmas for both
the SL and the TL part of the corpus, the lever-
age of the additional data can be increased even
further by analytical translation, realising another
improvement of 1.9 percentage points, totalling
4.6 percentage points over the initial baseline.

7 Conclusion

Subject to a set of peculiar practical constraints,
the text genre of film subtitles is characterised
by short sentences with a comparatively simple
structure and frequent reuse of similar expres-
sions. Moreover, film subtitles are a text genre de-
signed for translation; they are translated between
many different languages in huge numbers. Their
structural properties and the availability of large
amounts of data make them ideal for Statistical
Machine Translation. The present report inves-
tigates the potential of incorporating information
from linguistic analysis into the Swedish-Danish
phrase-based SMT system for film subtitles pre-
sented by Volk and Harder (2007). It is based on a
subset of the data used by Volk and Harder, which
has been extended with linguistic annotations in
the Constraint Grammar framework produced by
the DanGram parser (Bick, 2001). We integrated
the annotations into the SMT system using the fac-
tored approach to SMT (Koehn and Hoang, 2007)
as offered by the Moses decoder (Koehn et al.,
2007) and explored the opportunities offered by
factored SMT with a number of experiments, each
adding a single additional component into the sys-
tem.

When a large training corpus of around 900,000
subtitles or 10 million tokens per language was
used, the gains from adding linguistic information
were generally small. Minor improvements were
observed when using additional language models
operating on part-of-speech tags and tags from
morphological analysis. A technique called an-
alytical translation, which enables the SMT sys-
tem to back off to separate translation of lem-
mas and morphological tags when the main phrase
table does not provide a satisfactory translation,
afforded slightly improved vocabulary coverage.
Lexical reordering conditioned on word forms also
brought about a minor improvement, whereas con-
ditioning lexical reordering on more abstract cat-
egories such as lemmas or POS tags had a detri-
mental effect.

On the whole, none of the gains was large
enough to justify the cost and effort of produc-
ing the annotations. Moreover, there was a clear
tendency for complex models to have a negative
effect when the information employed was not se-
lected carefully enough. When the corpus is large
and its quality good, there is a danger of obstruct-
ing the statistical model from taking full advantage
of the data by imposing clumsily chosen linguistic
categories. Given sufficient data, enforcing man-
ually selected categories which may not be fully
appropriate for the task in question is not a promis-
ing approach. Better results could possibly be ob-
tained if abstract categories specifically optimised
for the task of modelling distributional character-
istics of words were statistically induced from the
corpus.

The situation is different when the corpus is
small. In a series of experiments with a corpus
size of only 9,000 subtitles or 100,000 tokens per
language, different manners of integrating linguis-
tic information were consistently found to be ben-
eficial, even though the improvements obtained
were small. When the corpus is not large enough
to afford reliable parameter estimates for the sta-
tistical models, adding abstract data with richer
statistics stands to improve the behaviour of the
system. Compared to the system trained on the
full corpus, the effects involve a trade-off between
the reliability and usefulness of the statistical es-
timates and of the linguistically motivated anno-
tation, respectively; the difference in the results
stems from the fact that the quality of the statisti-
cal models strongly depends on the amount of data
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available, whilst the quality of the linguistic anno-
tation is about the same regardless of corpus size.
The close relationship of Swedish and Danish may
also have impact: For language pairs with greater
grammatical differences, the critical corpus size at
which the linguistic annotations we worked with
stop being useful may be larger.

Our most encouraging findings come from ex-
periments in an asymmetric setting, where a very
small SL corpus (9,000 subtitles) was combined
with a much larger TL corpus (900,000 subtitles).
A considerable improvement to the score was re-
alised just by adding a language model trained on
the larger corpus, which does not yet involve any
linguistic annotations. With the help of analytical
translation, however, the annotations could be suc-
cessfully exploited to yield a further gain of almost
2 percentage points in the BLEU score. Unlike
the somewhat dubious improvements in the other
two conditions, this is clearly worth the effort,
and it demonstrates that factored Statistical Ma-
chine Translation can be successfully used to im-
prove translation quality by integrating additional
monolingual data with linguistic annotations into
an SMT system.
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Abstract

In this paper, we present a new syntacti-
cally annotated corpus consisting of daily
notes from an intensive care unit in a
Finnish hospital. Using the corpus, we
perform experiments with both rule-based
and statistical parsers. We apply an ex-
isting rule-based parser specifically devel-
oped for this clinical language and create
a set of conversion rules for transforming
the constituency scheme of this parser into
the dependency scheme of the corpus. The
statistical parser is induced from the cor-
pus using the MaltParser system.

We find that even with a modestly-sized
corpus, the statistical parser achieves re-
sults comparable to those previously re-
ported on a number of languages using
considerably larger corpora. The accu-
rate constituency-to-dependency conver-
sion improves the applicability of the
rule-based parser by inferring grammatical
roles, thus deepening its analyses.

Introduction

main contributions of this work are a corpus of
ICU Finnish, syntactically annotated in an adapted
version of the Stanford dependency (SD) scheme,
and both rule-based and statistical parsing exper-
iments on this corpus. We apply the rule-based
parser of Laippala et al. (2009) developed for ICU
Finnish, and develop a conversion from its na-
tive constituency scheme to the SD scheme. We
also conduct experiments with a statistical parser
induced from the ICU Finnish corpus using the
MaltParser (Nivre et al., 2007) system. This al-
lows us to evaluate and contrast the relative ad-
vantages of the two parsing approaches in this do-
main.

2 Related work

There are numerous applications of full syntac-
tic parsers in the clinical domain. For instance,
the Stanford parser has been applied to the ex-
traction of noun phrases with full phrase struc-
tures and to negation detection in clinical radiol-
ogy reports (Huang and Lowe, 2007; Huang et
al., 2005). There have also been many studies on
the adaptation of existing parsers to the specific
domain of biomedical language. For example,
Szolovits (2003) describes a method for expanding

The potential advantages of applying natural lanthe Link Grammar (LG) lexicon with UMLS Spe-
guage processing methods in the clinical domairtialist lexicon terms to improve its applicability to
are numerous, with many useful applications inmedical texts and Pyysalo et al. (2006) incorporate
decision support, patient management and profilinto LG a domain-adapted part-of-speech tagger.
ing, and mining trends (see, e.g., the recent review The different ways to represent natural language
by Friedman and Johnson (2006)). While certairsyntax can be broadly distinguished into two cat-
applications, such as document retrieval and trendgories. A constituency analysis divides the sen-
mining, can solely rely on word frequency-basedtence into nested phrases, whereas a dependency
statistical methods, a number of applications buildanalysis consists of a set of labelled dependen-

on a detailed analysis of the text, typically involv- cies between pairs of words.

ing syntactic parsing.

In this work, we
focus on dependency parsing because of its ben-

In this paper, we describe experiments on fullefits in applications and parser evaluation (see for

parsing of Finnish intensive care unit (ICU) nurs-example Lin (1998), Clegg and Shepherd (2007),
ing documents written in a specific language re-and Nivre (2008b)), as well as its applicability to
ferred to as ICU Finnish throughout the paper. Thdanguages with a relatively free word order, such

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 65-72
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Ydvuoro Nightshift

Potilas levoton, valittaa kipua. Patient restless, complains of pain.

Annettu 100mg fidke] hieman rauhottui. Given 100mg [drugname] a little calmed down.
HENGITS: Hapettuu hyvin repiraattorissa. BREATING: Oxidates well in repirator.
Putkesta hiukan nest. illalla. A little lig. from the drain in the evening.
Diureesi: riitéwvaa. Diuresis: sufficient.

Hemodyn: annettu 50 mg/hggike], Hemodyn: given 50 mg/h [drugname],

heikohko vaste vaihdettughke]. rather weak response changed to [drugname].

OMAISET: vaimo soittanut jutellutdakarin kanssa. RELATIVES: wife called talked to doctor.

Figure 1: Example of ICU Finnish (left column) and its exact translation (right column), including
spelling errors, capitalization, and the like.

as Finnish. We apply the Stanford dependencyCU Finnish features on analyzing the syntax will
scheme (de Marneffe et al.,, 2006; de Marneffebe more thoroughly discussed in Section 3.2.
and Manning, 2008), which has recently been em-
ployed in several studies especially in the biomedS-1  The SD scheme
ical domain, but also in other contexts. For an exdn the SD scheme, the syntactic structure of a sen-
tensive list of applications, we refer to the reviewtence is represented as a directed graph where the
by de Marneffe and Manning (2008). nodes correspond to words and the edges corre-
While numerous corpora and parsers exist fospond to dependencies. Unlike in most depen-
English and many other languages, resources fatency schemes, SD graphs are not necessarily
Finnish are scarce. For instance, there is no puldfees and may even contain directed cycles. Each
licly available syntactically annotated corpus suit-dependency is labelled with a dependency type
able for statistical parser induction. The only pub-that represents the syntactic function of the de-
licly available full parser is Connexor Machinese pendent word. In the latest version of the SD
Syntax! a closed-source commercial dependencycheme (de Marneffe and Manning, 2008), there
parser for the general language. Other tools inare in total 55 dependency types.
clude FinTWOL and FinC@G, a morphological We have chosen the SD scheme due to its nu-
analyzer and a Constraint Grammar parser thanerous successful applications in different con-
resolves morphological ambiguity (Koskenniemi,texts. Further, de Marneffe and Manning find
1983; Karlsson, 1990). The rule-based parser dfhe scheme applicable in parser comparison. This
Laippala et al. (2009) used in this work was de-particular aspect of the scheme is of importance
veloped for the clinical domain, and builds full with respect to this work, as one part of this
constituency analyses on top of the morpholexica$tudy is a comparison of two parsers. Alternative

analyses provided by FinTWOL and FinCG. schemes, such as Grammatical Relations (Carroll
et al., 1998) and the Connexor Machinese Syntax

3 ICU Finnish in the Stanford scheme, were also considered. The former has
dependency scheme been suggested by its authors to be suitable for

ICU Finnish differs from standard Finnish in many g;g::?p(ﬁ;?r;?:r?c?;z’ élirrl](:]itshhe latter is a scheme de-

ways (for details, see the discussion by Laippala e
al. (2009)). Some of the most distinguishing fea-3.2  Applying the SD scheme to ICU Finnish
tures present in ICU Finnish, as well as many clin-

The SD scheme was designed for standard En-

ical sublanguages, are frequent misspeliings, abg'lish. In this section, we describe the modifica-

breviations and technical terms, telegraphic Sen: ns made in order to adapt it to ICU Finnish

tencesz syntactic structures that would not be ?I'These modifications include both those that are re-
lowed in standard language, and frequent omis

guired by Finnish in general, and those implied b
sions of main verbs, subjects and copulas. Figure g y g P y

) ilustrati £ 1CU FinnisR. The effects of %e nature of the ICU sublanguage. For an illus-
IS an illustration INMISA. The elfects o yation of the modified SD scheme, see Figure 2.

http://www.connexor.eu As a detailed description of the SD scheme is be-

2 . H ] . .

ttp:/iwww.lingsoftfi _ yond the scope of this paper, we only discuss our

Due to the confidential nature of the patient data, these dificati to it and refer to the d intion b
as well as all examples used in this paper, are not actual setmo mcations 10 It and rerer 1o the descripton by

tences from the data, but rather illustrative examples. de Marneffe and Manning (2008).
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sdep>
] <nsubj-cop sdep> -
rf—<nommod nsubJ>—T r<advmod (-4—<dobj

Putkesta *null* nestetta , vointi muuten 0K , iltalaake annettu .
From the drain *null* T1liquid , condition otherwise OK , evening drug given

Figure 2: The modified SD scheme. Note the following features: nominal modifiersroddepen-
dencies), dependencies between senterstkg)( null verbs that represent omitted main verbs, explicit
marking of copula subjectagubj-cop, and the use of direct objealdb)) in passive sentences. The sen-
tence can be roughly translatedlaguid from the drain, condition otherwise OK, evening drug given.

nommod>
r-4—<nsubj44~\F:::nommod>—4~7 (-4—<adpops ::%

Potilas saapunut osastolle ilman kavelykeppeja
Patient [has larrived to ward without walking sticks .

prep> pobj>
r—<nsubj~{prep>~rpobj>w rf—<nn

Patient arrived to ward without walking sticks .

Figure 3: Top: usage of the new dependency typ@smodand adpos Bottom: the corresponding
English sentence and annotation in the SD scheme. Note that thedypeods used both for nominal
inflection and prepositional phrases.

3.2.1 Prepositional phrases 3.2.3 Dependencies between sentences

In the Finnish language, prepositions are relatively® third modification to the SD scheme is re-
rare. Most English clauses with prepositionalqu'red bythe nature of the ICU language: sentence
phrases have Finnish equivalents that use nomingoundaries are often not clearly marked, or they

inflection. For an example of a typical case, sedaCk punctuation altogether (see Figure 4). We
Figure 2. split the text into separate sentences only when

Seeing that inflectional and prepositional struc-:ihere E ele'c't pll:_;nctuatlt_)n that tmarksbthe dser)-
tures are semantically similar, it would be desir- ence boundary. Recovering sentence bounaaries

able to represent them in a similar manner alséhat have no explicit surface marking is left to the

in the dependency structure. Therefore, we introP@rs€r, as recognizing_them would be difﬁcul_t for
duce a new dependency typezmmod(nominal standard sentence splitters that lack syntax infor-

modifier), to represent inflectional structures. Thismat'on' We have thus introduced a new depen-

same type can also be used in sentences with ag? ney t);}pe,sdep to Colr.] qelct thezg Isogted sgn—
tual pre- and postpositions. Only one additionalte_nceSt atare not explicitly coordinated or subor-

type is needed for prepositional structures, a typ inated. To produce_ an ar]aly3|s _that 'S ssthetic
rom a scheme design point of view, if several

namedadpos(adpositior). For an illustration of q denci ded in th ¢
the usage of these two types, see Figure 3. Tha epdependencies are needed in the same surface

structure given to prepositional phrases is simiSentence, they are chained. This is to avoid un-

lar to that used in the scheme of the F,m3Gre£|ecessarily long dependencies that are difficult for
parser (Schneider et al., 2004). parsers to recover.

3.2.4 Omissions

322 Passive subjects In ICU Finnish, a frequent syntactic feature that

Certain Finnish clause types, contrary to their Enhas a notable effect on parsing the language is the
glish counterparts, do not require a subject. On@mission of different sentence elements. One ex-
that has a particular effect on our work is the pasample of this is the omission of copulas and auxil-
sive voice. The surface subject in English passivéaries, which have little effect on sentence seman-
clauses corresponds to both surface and deep oties. Consider, for exampl&he patient is awake
ject in Finnish. Therefore, we have not used thevs. The patient awake

dependency typasubjpassat all, and have used In some cases, it is even possible to omit the
dobjinstead. main verb of a sentence. For instance, the structure
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R sdep>--------- I sdep>----------. N
r<nsubj—c0p T r<nsubj—cop 1 h<nsubj ﬂ ———————— sdep>-------- — nommod> ﬁfadpos> 1
Potilas hereilla pulssi 70-80 , veli soittanut , jutellut laakarin kanssa .
Patient awake  pulse 70-80 , brother [has ]called , [has ]talked doctor with

Figure 4. The purpose of thedepdependencies is to combine the independent sentences under one
surface sentence into a single analysis. Without the dasteqaliependencies, the analysis would contain
separate islands. This sentence can be roughly translatatiaat awake pulse 70-80, brother called,
talked with the doctar

ﬁ<nommodﬁfnsubj>7 r<nsubj—cop
F--<cop--
Putkesta *null* nestetta . . ' .
From the drain *null* liquid . Pulssi [on] normaali .

Pulse [is] normal

Figure 5: Missing main verbs are represented by ?—'igure 6: The new dependency typsubj-cop

nu_II verb, in order to construct_a dependency analhsed instead afisubjin copula clauses. Note that
ysis for sentences such as this. The sentence ¢

. . e analysis stays essentially the same, regardless
be roughly translated dsquid from the drain of the presence or absence of the copula.

Putkesta nesteit(Liquid from the drain is com- 4 Performance measures

mon in ICU Finnish, though it would be judged \yhen evaluating the quality of our corpus, as well
fragmentary in standard Finnish. Here, the casgq the performance of the parsers in the experi-

of the nounputkesta(from the drair) expresses mants described below, we use the following mea-
the direction of the liquid, and the actual vetb (¢ es.

comg can therefore be omitted, as its meaning is  pracision (P)is defined as the proportion of

clear in the context. This posesa_problemformosaependencieS in the parser output that are also
dependency schemes, as the main verb of a clauggesent in the gold standardecall (R) in turn,

is also its head word. To be able to analyze theg e nroportion of dependencies in the gold stan-
sentences with a missing main verb (21% of thej,rg that are also present in the parser output.

sentences in the corpus), we have manually introrhase two are combined into dnscore defined

duced anull verbin those sentences to represent,c o _ 2Pr
the missing verb. See Figure 5 for an illustration LabeﬁDeJrR

; i d attachment scored() is the propor-
of this solution.

tion of tokens that are assigned the correct head
Because the purpose of the null verb is to repand dependency label according to the gold stan-
resent a word that is absolutely necessary for thdard, andunlabelled attachment scorel(;) is the
construction of an SD analysis, null verbs areproportion of tokens that are assigned the correct
introduced only when the main verb is omitted.head, regardless of the dependency label (Nivre,
Copulas and auxiliaries never act as governors i2008a). Note thatl; and Ay are defined for tree
the SD scheme and thus do not require a null verBtructures where each token has exactly one head.
to be inserted. As noted previously, analyses in the SD scheme
Finally, the frequent omissions of Copulasare not necessarily trees, and thus the two mea-

require another minor modification to the gpSures are not directly applicable to it.
scheme, the introduction of the dependency typ
nsubj-cop Thensubjtype used in the original SD

scheme for both standard and copula subjects is iAs one of the primary contributions of this work,

our version of the scheme replacedisubj-copn  we have annotated a corpus of 1019 ICU Finnish
copula clauses. This is to differentiate the speciasentences with 7614 tokens of which 6082 are
case of copula subjects, where, in the SD schem@on-punctuation. The text of the corpus consists of
the governor of the dependency is not a verb butnotes written by nurses about the condition of a pa-
for example, an adjective. For anillustration of thetient, often with respect to standard topics such as
use ofnsubj-cop see Figure 6. breathing, hemodynamics, diuresis and relatives.

% Corpus annotation and statistics
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first describe our experiments on the rule-based
approach, including the conversion rules required
for the evaluation of the parser. We then present
results of another experiment, which uses a statis-
tical approach.

In order to be able to use th&; and Ay per-
formance measures described in Section 4, as well
as to maintain comparability of results with Malt-
Parser which produces tree analyses, the treeness
0 20 40 60 80 100 of all analyses in all experiments was assured by
breaking the possible cycles present in the gold
standard. Punctuation tokens were excluded from
Figure 7: Inter-annotator agreement Jrscore all performance measurements and the null verbs
at various stages of the corpus annotation with &&Presenting omitted verbs were preserved in the
trend line. Note that thel;, and A;; measures are Parser input.
not reported, as the SD analyses are not necess
ily trees.

F [%]

fraction of corpus annotated [%]

B Parsing experiments with a rule-based
parser

As the first part of our experiments, we apply the

The corpus curre ntly consists of sentgnces frorr|]ule-based parser of Laippala et al. (2009) whose
four different patient reports, as we decided to an'eported coverage is up to 75% of ICU Finnish

.n%t.a tz fuIII repto s rathter tharlglra?d(t)rr]n ly Sel'QCteg:,entences with an oracle best parse performance
Ifrc])rlt\a/:(al:ﬁplzeiz reg:;?su?ni?;izz\ti:; er researchyt above 90% in terms of the PARSEVAL met-
: " ic (Black et al., 1991).
The dependency annotation has in total 5191 ( )

dependencies. Only 2.9% of all sentences ang@.1.1 The dependency conversion

0.5% of all tokens are non-projective. The effectThe parser natively produces constituency output.
of non-projectivity on parsing ICU Finnish is thus Thys, in order to evaluate the parser on the ICU
negligible. Finnish corpus as well as to improve its applicabil-
We used full double annotation, that is, eachity jn the domain, we produce a conversion from
sentence was independently annotated by two afpjs constituency scheme to the SD scheme. Note
notators, and disagreements were jointly resolvedhat, asillustrated in Figure 8, using a constituency
To evaluate the quality of the corpus, we meascheme for ICU Finnish often results in complex
sured inter-annotator agreement, defined as th@presentations which do not contain information
average of the agreements of the two annotatorgyoyt syntactic roles of the constituents. Inferring
against the final annotation. The average interthese roles is one of the aims of our conversion.
annotator agreement on the whole corpus was The conversion is implemented using hand-
87.25% F-score. Figure 7 illustrates the growth,yitten rules. The parser assigns a head word
of the inter-annotator agreement as the annotatofg, each phrase, and these heads are then used
become familiar with the task and the scheme. ¢, produce the structure of the dependency graph

We estimate that the current corpus has taken 79y placing dependencies from the head word of
man-hours of annotation work to develop, includ-c5ch constituent to the head words of its sub-

ing both the independent annotation work by in-constituents. The conversion rules are generally
dividual annotators and the joint resolving of dis-omy needed to assign types to these dependencies.
agreements. The disagreement resolving took ifnere are few exceptions, such as sdepdepen-
total approximately 30 man-hours. We used a Cusgencies (see Section 3.2.3) and certain auxiliary
tom software for annotation and disagreement résstrctures, where the structure in the SD scheme
olution. does not correspond to that induced from the head
words. The rules can restrict on the structure of
a subtree, that is, a rule can require a phrase as
In this section, we discuss the experiments that thevell as its sub-phrases, at any depth, to be of spe-
newly built corpus has enabled us to perform. Wecific types. Our conversion approach closely fol-

6 Experiments on the corpus
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S conversion rules, which result in the overal,
\ of 75.2%. The difference of 9.3 percentage points
VP betweenA; and A, is divided between errors of
| the conversion rules and errors of the parser who
NP may assign correct heads but incorrect nontermi-
| nal labels, thus preventing correct interpretation
Noun of the parse. To establish this division of errors,

- | . we have performed a limited manual analysis of
Pybratuolissa .
: . . _ 16 randomly selected sentences (75 dependencies)
Wheel chair + singular + inessive . .
and found that the conversion rules are responsi-

Figure 8: The constituency output of the parsemle for 5.3 percentage points and the parser and
of Laippala et al. (2009). The example sentenc&iNTWOL for the remaining 4 percentage points.

can be roughly translated &s wheel chair The

direct derivation of the VP from the NP is ex-
plained by the missing main verb that would in
a corresponding SD analysis be represented by B complement the rule-based dependency pars-
null verb. Note the size of the tree, despite the fact"d €xperiments, we also apply a statistical parser

that the sentence only consists of one word. induced from the ICU Finnish corpus using the
MaltParser systefn(Nivre et al., 2007). We use

the arc-eager parsing algorithm characterized as

lows that of the Stanford tools (de Marneffe et al.,3 deterministic, linear-time algorithm that gener-
2006), as both utilize heads of phrases and SUbtr%es a single projective dependency tree in a left-
search to produce the structure and labels of thgy-right pass through the sentence. The choice of
dependency parse. a projective parsing algorithm is justified by the

The conversion rules were developed using thiegligible amount of non-projective tokens in the
80-sentence development set previously used byorpus. The algorithm is based on the well-known
Laippala et al. (2009). We have annotated thesghift-reduce bottom-up parsing strategy that pro-
sentences in the SD scheme to complement theffesses the sentence from a token queue and main-
existing constituency annotation. tains a stack of partially-processed tokens. At each
point in the parsing process, the next transition ap-
plied by the parser is decided by a support vec-
tor machine (SVM) classifier based on features
When interpreting the results it is crucial to noteextracted from the sentence tokens as well as the
that the rule-based parser does not have a raniartially-built dependency tree.
ing component that would select a single preferred |n training the parser, we use the MaltParser de-
analysis among the generated parses. The parsiult feature model for the arc-eager parsing algo-
generates, on average, 33 parses per sentence afilm. Broadly stated, this model considers mor-
the figures reported are measured using the begholexical properties of the first four tokens in the
parse with respect to the labelled attachment scorgueue and the first two tokens on the stack as well
(oracle performance Further, the coverage of the as partially-built dependency structure features of
parser in terms of the proportion of sentences thahe top items on the stack and the queue. The cor-
receive at least one analysis is 75% on our corpugus text is first morphologically disambiguated us-
and the performance values reported are calculatadg FinCG, thus obtaining a single morpholexical
on these sentences, disregarding sentences that rgading for each token. A separate feature is then
ceive no analysis. The results are thus rather agenerated for each morpholexical property pro-
upper limit of the performance to be expected in aduced by FinC& for a given token (e.g. the POS,
real-world setting. number, and case). Whenever the token wordform

We find that the rule-based parser augmentedoes not carry a particular property (e.g. nouns do
with our conversion achieves aty, of 75.2%,Ay;  not have a tense and verbs do not have a case), the
of 84.5%, andF-score of 70.2%. Given thé;; of @—(f——77

. . . Version 1.2, http://www.maltparser.org

84.5%, the parser itself assigns incorrect heads for 5See hitp:/imwwz2.lingsoft.fi/doc/fintwol/intro/tags.html
15.5% of tokens. This is the starting point for thefor the full set of tags given by FinTWOL/FinCG

6.2 Statistical parsing experiments with
MaltParser

6.1.2 Performance of the parser and
conversion rules
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feature is set toull. Rather than wordforms, we sample[%] A7 [%] Ay [%] F [%]

use word lemmas in the feature model to reduce 100 69.9-2.0 77.1-2.5 66.6:2.2
training data sparseness. 75 68.4:2.8 75.8:2.2 65.0:3.2

All results reported in this section are obtained 50 65.8:2.0 73.6:1.5 62.0:2.3
using ten-fold cross-validation, where in each fold 25 571.2:2.7 67.3£1.7 52.6£3.2

80% of the data is used for training, 10% for pa- ] ] )
rameter estimation, and 10% for testing. In pre-1able 1: MaltParser results with varying train-
liminary experiments on a small portion of the I"g Set size. Theamplecolumn gives the size
data, we selected the second degree polynomi&p Which the training sets in the ten-fold cross-
kernel for the parser SVM classifier. The values ofv@lidation were downsampled. Performance fig-
the SVM regularization parametér and the ker- Ures are given together with their standard devia-
nel parametery were selected for each fold sep- 110N on the ten folds.

arately, using a joint grid search on the parame-

ter estimation set. The best-performing parametesecond, whereas the rule-based parser parses one
combination in terms ofi;, on the parameter es- sentence in approximately 2 to 3 seconds.
timation set was then used in parsing the test set,

thus avoiding parameter over-fitting. All other pa-7  Conclusions and discussion

rameters were left at their default values. . .
In this paper, we have presented a new syntacti-

The results are shown in Table 1 for varyingcally annotated corpus of ICU Finnish, the lan-
sizes of the training SetS, in order to estimate th@uage used in daiiy nursing notes in an inten-
learning curve of the parser. The overall parsekjve care unit. The corpus is annotated in the
performance, 69.9%l;, can be contrasted with Stanford dependency scheme which we find suit-
the results of Nivre (2008a) who reports an av-gple for ICU Finnish with only minor modifica-
erageAr, of 79.77% across 13 languages. Thetions. We have performed parsing experiments
results for individual languages, however, rangeyn this corpus using two approaches: by convert-
fl’0m 64.7% fOI’ TurkISh to 90.1% fOI’ Japanese.ing the Constituency Output Of an existing ruie_
In that respect, the results for ICU Finnish arebased parser (Laippaia et al., 2009) to a depen_
among the lower ones, but arguably well withingency scheme, and by inducing a statistical parser
the typical range to be expected. This is parfrom the new corpus using MaltParser (Nivre et
ticularly encouraging given that the ICU Finnish 5. 2007).

corpus is currently relatively small, consisting of The rule-based parser, together with the
1019 sentences and 6082 non-punctuation tokenggnstituency-to-dependency conversion devel-

As a point of comparison, Nivre has used cor-gpeq for the purposes of this work, achieved the
pora of 5000 sentences with 58000 tokens, ang@racle labelled attachment score of 75.2%. In a
17000 sentences with 151000 tokens for Turkis@eparate evaluation of the conversion rules, we
and Japanese, respectively. find that the rules contribute roughly 5 percentage
The statistical parser yields a lower absolutepoints to the overall error rate.

performance than the rule-based parser. However, The statistical parser trained on the rather mod-
the two results are not directly comparable. Firstestly sized corpus achieved a labelled attachment
the oracle best-parse strategy had to be used fecore of 69.9%, approaching the results presented
the rule-based parser. Second, the results of tHey Nivre (2008a) for parsers trained on signifi-
rule-based parser include only those sentences faantly larger corpora. The comparability of results
which the parser has given at least one analysisf the rule-based and the statistical parsers is dif-
(75% of all sentences). Taking these measureficult to establish given that the rule-based parser
ment limitations into account, it would seem likely does not provide a single preferred analysis.

that with a larger corpus available for training and Our results on the statistical parsing of ICU
other further improvements, a statistical parsing=innish, particularly encouraging when taking into
approach based on MaltParser will be preferableonsideration the modest size of the corpus, might
over the rule-based parser of Laippala et al. lisuggest that full parsing of the intensive care lan-
is worth noting that the parsing speed of the staguage is, perhaps somewhat counterintuitively, not
tistical parser is on the order of 10 sentences pea very difficult task, relative to the general lan-
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guage. For a more definitive conclusion, a con- clinical radiology reports using a high-performance
siderably broader study, beyond the scope of this SrtnatERACEIS réaturt?l' l_languagersarser |al:‘grr:]e,2ted with

., the pecialist LexiconJournal of the Amer-
paper, W,OUId need to be performed. In particu ican Medical Informatics Associatiorl2(3):275—
lar, possible features allowing the parser to better g5

capture the idiosyncrasies of the ICU sublanguage
need to be explored more thoroughly. F. Karlsson. 1990. Constraint Grammar as a frame-

. . . L work for parsing unrestricted text. IRroceedings
The first obvious future work direction is to fur- of COLING'9Q pages 168—173.

ther increase the size of the corpus and find a le-

gal way to release the corpus annotation while proK- I*éofcﬁn:rgnis-i 8198|~:>i-3 ;Vggggi\ﬁﬂsmgfdg:;oém?;I?gro'
tecting patient privacy. One opt.lon. could, fo.r ex- ne?tional Joizt Cbnference on ,grtificial Intelligence
ample, be to release an unlexicalized version of pages 683-685.

the corpus with morphological and syntactic an-

notation only. The second direction is to comple-V- Laippala, F. Ginter, S. Pyysalo, and T. Salakoski.

L . . 2009. Towards automatic processing of clinical
ment the preliminary experiments with MaltParser .o A sublanguage analysis and a rule-based

presented in this paper by carefully exploring the parser. International Journal of Medical Informat-
possible feature models, parsing algorithms and ics, Special Issue on Mining of Clinical and Biomed-

parser training parameters in order to maximize ical Textand Dataln press.

the performance of the induced parser. The finab |in. 1998. A dependency-based method for eval-
direction is to develop a method for inserting the uating broad-coverage parserdlatural Language
null verbs necessary in the dependency analysis, Engineering4(2):97-114.

either as a separate pre-processing step, or direc{y_- 4e Marneffe and C. Manning. 2008. Stanford

as part of parsing. typed hierarchies representation. Rroceedings of
COLING’08, Workshop on Cross-Framework and
Acknowledgments Cross-Domain Parser Evaluatippages 1-8.
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Abstract

The paper describes the first part of the Nordic
Dialect Corpus. This is a tool that combines a
number of useful features that together makes
it a unique and very advanced resource for re-
searchers of many fields of language search.
The corpus is web-based and features full
audio-visual representation linked to tran-
scripts.

1 Credits

The Nordic Dialect Corpus is the result of close
collaboration between the partners in the re-
search networks Scandinavian Dialect Syntax
and Nordic Centre of Excellence in Microcom-
parative Syntax. The researchers in the network
have contributed in everything from decisions to
actual work ranging from methodology to re-
cordings, transcription, and annotation. Some of
the corpus (in particular, recordings of infor-
mants) has been financed by the national re-
search councils in the individual countries, while
the technical development has been financed by
the University of Oslo and the Norwegian Re-
search Council, plus the Nordic research funds
NOS-HS and NordForsk.

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 73-80

2 Introduction

In this paper, we describe the first, completed
part of the Nordic Dialect Corpus. The corpus
has a variety of features that combined makes it a
very advanced tool for language researchers.
These features include: Linguistic contents (dia-
lects from five closely related languages), anno-
tation (tagging and two types of transcription),
search interface (advanced possibilities for com-
bining a large array of search criteria and results
presentation in an intuitive and simple interface),
many search variables (linguistics-based, infor-
mant-based, time-based), multimedia display
(linking of sound and video to transcriptions),
display of informant details (number of words
and other information on informants), advanced
results handling (concordances, collocations,
counts and statistics shown in a variety of
graphical modes, plus further processing). Fi-
nally, and importantly, the corpus is freely avail-
able for research on the web.

We give examples of both various kinds
of searches, of displays of results and of results
handling.

3 Why the Nordic Dialect Corpus was
developed

The Nordic Dialect Corpus was developed after a
need for research material was voiced by mem-
bers of NORMS (Nordic Centre of Excellence in
Micro-comparative Syntax) and the ScanDiaSyn
networks.
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The overarching goal for these researchers is
to study the dialects of the North-Germanic lan-
guages, i.e., the Nordic languages spoken in the
Nordic countries, as dialects of the same lan-
guage. The languages are closely related to each
other, and three of them are mutually intelligible
(Norwegian, Swedish and Danish), as are two
others (Faroese and Icelandic). All of them have
some mutual intelligibility with each other if we
consider written forms.

Studying the dialects only within the confines
of each national language was therefore consid-
ered to be misguided from a theoretical and prin-
cipled point of view. Second, doing research
across dialects over such a big area, covering six
countries (Denmark, Faroe Islands, Finland, Ice-
land, Norway, and Sweden), would be almost
impossible if each researcher should get hold of
relevant data on their own.

Third, the research in NORMS and ScanDi-
aSyn focusses on syntax — in which case data of
many different kinds were necessary. Question-
naires for specific phenomena were needed (but
will not be discussed in this paper), and record-
ings of spontaneous speech as it is used in ordi-
nary conversations were very important. The lat-
ter need is satisfied by the Nordic Dialect Cor-
pus.

4 Description of the Corpus

4.1 Linguistic contents and numbers

The corpus contains dialect data from the na-
tional languages Danish, Faroese, Icelandic,
Norwegian, and Swedish. It is steadily growing,
since there are still new recordings that are being
done, or planned, while other recordings are in
various stages of finishing. At the moment, it
contains speech data from approximately 170
informants with 466 000 words, unevenly spread
between the five countries. Eventually, this will
rise to around 600 informants and the number of
words will likely be more than doubled. The
numbers for the corpus as of today are given be-
low.

Country No of infor- | No of
mants words

Denmark 7 19 088

Faroe Is- |3 16 794

lands

Finland 0 0

Iceland 4 10 287

Norway 45 132 417

Sweden 125 287 639

Sum 184 466 225

Table 1: Corpus contents by 9. January 2009.

Due to differences in the financing of the data
collection in the different countries, the data are
less uniform than one might have wanted ideally.
(Some recordings and transcriptions were done
for this corpus, while others were already done,
such as most of the Swedish ones, which were
generously given us by the earlier project Swedia
2000.)

Some recordings, such as those from Norway,
the Swedish dialect of Oevdalian and the Danish
dialect of Western Jutlandic, have two kinds of
recordings per informant: one semi-formal inter-
view (informant and project assistant), and one
informal conversation between two informants.
Some dialects have recordings of both young and
old informants, while others are only represented
by old ones. Some dialects are represented by
both old and new recordings, where old ones are
generally around fifty years old. Some dialects
have been recorded by audio only, while others
have been recorded by both audio and video. All
the dialects have recordings of informants be-
longing to both genders. Most importantly, how-
ever, all the recordings represent spontaneous
speech.

4.2 Annotation: transcription and tagging

All the dialect data have been transcribed by
at least one transcription standard, and this work
has been done for the most par in the individual
countries: Each dialect has been transcribed by
the standard official orthography of that country.
(For Norwegian, which has two standard orthog-
raphies, Bokmél was chosen since there exist
important computational tools for this variant.)
In addition, all the Norwegian dialects and some
Swedish ones have also been transcribed pho-
netically.! For the Norwegian dialects and the

' The Norwegian phonetic transcription follows that of Pa-
pazian and Helleland (2005). The transcription of the
Oevdalian dialect follows the Oevdalian orthography (stan-

74



The Nordic Dialect Corpus — an advanced research tool

Oevdalian Swedish ones that have two transcrip-
tions, the first transcription to be done was in
each case the phonetic one, and then the phonetic
transcription was translated to an orthographic
transcription via a semi-automatic dialect trans-
literator developed for the project. The fact that
there are two transcriptions for dialects that are
very different from the standard national orthog-
raphy makes it possible to search with both tran-
scriptions in the corpus, and present search re-
sults in both, as illustrated below for the Swedish
dialect of Oevdalian:

¢d bellum wi:0 fel djera um kumum a:
det kan viju gora om kommer pa |

it can.lpL we well do if
come.lPL on

‘We can possibly do it if we
remember it.’

Figure 1. Two transcriptions for Oevdalian.

The Text Laboratory at the University of Oslo
has the responsibility for the further technical
devopment, including tagging. The whole corpus
will be grammatically tagged with POS and se-
lected morpho-syntactic features language by
language. So far, the Norwegian data have been
tagged, while the Swedish data will be tagged
soon. Tagging speech data is different from tag-
ging written data. Speech contains disfluencies,
interruptions and repetitions, and there are rarely
clear clause boundaries (Allwood, Nivre and
Ahlsén 1989, Johannessen and Jergensen 2006).
This is usually reflected in the transcription of
speech, which generally does not contain clause
boundary or sentential markers such as full stops
and exclamation marks (Jergensen 2008, Rosén
2008). Any tagger developed for written lan-
guage will therefore be difficult to use directly
for spoken language. (Though Nivre and Gron-
qvist 2001 did this, on a material different from
ours). The Norwegian speech tagger was devel-
oped for the NoTa Corpus (Norwegian speech
corpus — Oslo part). Sefteland and Neklestad
(2008) describe how the corpus was first tagged
with the Oslo-Bergen tagger for written Norwe-
gian (Hagen et al. 2000), and then trained with a
TreeTagger (Schmid 1994) on the resulting,

dardised in 2005 by the Rdddjirum (The Oevdalian Lan-
guage Council).

manually repeatedly corrected file. The Tree-
Tagger gained an accuracy of 96.9 %. This tag-
ger has then been used unchanged for the dialect
corpus, under the assumption that the speech as
represented in the dialects and in Oslo are suffi-
ciently similar once they are all transcribed by
the same transcription standard. The Swedish
tagger is being trained in the same way. A writ-
ten language TnT tagger developed by Sofie Jo-
hansson Kokkinakis (2003) has been applied to
the Swedish dialect transcriptions (their standard
orthographic version). The new data will be used
as training data for a new Swedish speech Tree-
Tagger.

4.3 Search Interface

The corpus uses an advanced search interface
and results handling system Glossa (Nygaard
2007, Johannessen et al. 2008). The system al-
lows for a large variety of search combinations
making it possible to do very advanced and com-
plex searches, even though the interface is very
simple, with pull-down menus, and boxes that
expand only when prompted by the user. The
corpus search system Corpus Work Bench
(Christ 1994, Evert 2005) is used, so that the
simple corpus queries are translated to regular
expressions before querying — something that is
invisible to the user.

Several of the features in the search interface
and the results display follow suggestions by par-
ticipants in ScanDiaSyn and NORMS.

Searching for lemmas and part of words:
For those parts of the corpus that are tagged and
lemmatised, it is possible to search for the lemma
only. This way we get all inflected forms of one
lexeme. This feature is very useful when there is
suppletion in the stem of the word. For example,
search for the Norwegian lemma gds (‘goose’)
will give the results gds, gdsa, gjess, gjessene
(various  combinations of number and
definiteness).

The same box where the user can write a full
search word or a lemma can also be used to write
part of a search word. This way the user can, for
example, search for a particular suffix. Below,
the user has searched for the suffix —ig, which
can be found in Norwegian, Swedish, and Dan-
ish.
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i9 ﬂ
criterian | ‘
word » P|lemma
—occurrences » P|start of word
pos » P |within word
num » »|end of word
degr » P|case sensitive
case » P|exclude word
sex » »|add word form
Reqdniex » P|add negated word form|z
pers » P|add lemma
Sedtemp » »|add negated lemma |t
def » »
descr » b
type » >
phonetic

Figure 2: Search for suffix -ig

Notice that since nothing else was specified,
this search would querying the whole corpus, i.e.
amongst all the languages. Below we can see
some of the many hits for the frequent adjectival
suffixes —ig and -/ig in the mainland Nordic lan-
guages, and a couple of occurrences of words
containing the same sequence of letters in the
insular Nordic languages (not representing these
suffixes, however).

Freq. | Word Transla- | Lan-
found tion guage
7 serlig espe- No, Da
cially
7 farlig danger- No, Sw,
ous Da
7 pannig thus Ice
7 kjedelig | boring No
6 valdig very Sw
5 rigtig right Da
5 otrolig unbeliev- | Sw
able
4 konstig strange Sw
sjomanna | sailor- Fa
slig like

Table 2: Some results from the —ig search

Searching for more than one word: In order
to specify a search for more than one word, the
user clicks on the plus sign in the first box,
which gives one more box, with the possibility of
specifying a number words in between:

ig interval: -
[criteriax rmin [criterian] -
end of word ’—3-max konj

Figure 3. Searching for two words.

The illustration shows a search for a word en-
ing in —ig separated by at most three words from
a conjunction to the right.

Searching for part of speech: The tagged
part of the corpus can also be queried directly by
part-of-speech tags. This is exemplified in the
figure above, where the second word is specified
to be a conjunction. The user can choose whether
a search word is specified by a word form (or
part of one) and a part of speech or both. The
pull-down menus in figure 2 exemplifies many
of the search options that are available for a
word.

Phonetic querying: The user can choose to
query the corpus by specifying a phonetically
specified string. This works only for the dialects
that have two transcriptions (cf. section 4.2). An
example of a situation in which this is useful will
be where we want to query person-number in-
flection on verbs. Here, tagging will not help,
since each tagger is trained on the standard or-
thographic version of the texts, and person-
number inflection is only a dialect feature.
Searching for this feature in Oevdalian, we can
simply write for example the 1pl suffix as it is:

)
um el
[criteria» | .
‘phonetic
end of word

Figure 4. Searching in phonetic mode.

This will give results that would have been
impossible to get from the orthographic text
only. We refer to Figure 1 for an illustration,
where the dialectal bellum (‘can’ 1PL) is repre-
sented by the standard kan (‘can’).

Informant-based querying: There are a
number of ways to query the corpus in addition
to the linguistics-based ones that we have seen
above. All the details that are known about each
informant are also searchable in the search inter-
face. Thus, it is possible to specify as search cri-
teria: age, sex, recording year, place of residence,
country, region and area. Below, we show how
we can choose individual places from the com-
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plete list, to be able to query only the informants
from these places, which happen to be the area of
Alvdalen in Sweden.

place ~

Bredsatra Blyberg
b[ekkom O [>] | Evertsberg
Boda‘ [<] |Klitten
drevsjoe Katilla
Floby Vdstang
Fole i brunnsberg
Frillesas Asen

| choose |§ |

Figure 5. Delimiting the corpus by choosing some
places from the full list.

4.4 Displaying of search results

Each search in the corpus gives a standardised
view of the results in the form of a classical
KWIC concordance. The results can be viewed
in a number of additional ways which we will
present below.

Multimedia display: The corpus includes
trancribed speech from five countries and spans
four decades. Some of the speech was naturally
recorded using a tape recorder and later mp3 re-
corder, and some was recorded by videocamera.
The result is accompanied by a clickable symbol
to show the audio and video of that particular
speech sequence. This is illustrated below.

Informants: 21
indiasyn:

(CWB expression: " ([((phon=""0um" %c))]) ;"

Action -

: 31
[Results pages: 1

mpemessig hvis at bilene greide a betale alle utgiftene

lemma: bil

samferdselen fikk bz
samierdselen Iikk ba phon: bilan

v de pengene # som |

samferdselen fikk baf POS: SUbSt kv de pengene # som |
sex: mask

hverandre n var hus| pum: fl tte billigere # enn
type: appell
defn: be

nlex: uklart
lo # " mon nd ar dot nd fids han M2 clittar mod don doe

Figure 7. A window shows all information for each
word that is moused over.

Action menu: On the results page there is an
Action menu with a selection of choices for fur-
ther displaying of results and results handling
(the latter of which will be presented in section
4.6). The functionalities that follow in this sub-
section are choices in this menu.

0
Informants: 222
scandiasyn:
CWB expression: " ([((word=""hun" ¢
Action: | |
: 702 .
coun :
Results | 40,0100 L
. sort
Xt a€ collocations omme
annotate
¥ in' show metadata or b
metadata distribution
¥: a¢ delete hits nakki
© _save hits
xl: aeroe3 hun - hun snakk

Figure 8. Action menu in results window.

Count: Choosing the Count option gives the
search results as a list of all the hits sorted by
frequency. Below, a bit of a list is shown as a
result of the search for nouns starting with bil- in
Norwegian.

occurences match

B ¥ aasen_d8
B Y aasen_48
B A aasen_48

Bt aasen_35

ja # for at di: wir femiisjeeks se:

¢ ur fin kommentar tnk a

0 di: pratedum

50 fyaddes jupojken og  djiftedum  voss dred firiad ja # ja

gir#so pratedum M1 og ig justum... # for di addum wi:d brollopsdag brollopsday i gt

Wi just yvyr at e # addum wed so finer og klzx't upp og o # nest Stellas Damfrise}

o serviredum

40
20
14
11

bil

bilen
biler
bilde

B 5 aasen_35

Bt aasen_35

Bt aasen_48

Figure 6. The multimedia results window.

Display of transcriptions and tagging: For
those linguistic variants that have two transcrip-
tions, either transcription can be chosen for dis-
playing the result. The grammatical tags and the
phonetic transcription of each standard ortho-
graphic word are visible in a window when navi-
gating the mouse over the text:

7 bilene
4 bildet
| bilkjeringa
| bilbasert
| bilder
| bilveg
1 bildeler
Figure 9. Some nouns beginning with bil- (‘car’).

The count results can be shown in a number of
ways, such as histograms and pie charts. The
same result as above is shown below as a pie
chart:
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Lexical Statistics

Figure 10. The same information as in figure 9.

Sort: The results are by default sorted accord-
ing to the geographical residence of the infor-
mants. However, they can be displayed in many
other ways as well. The most useful ones are
perhaps those that sort the matches by the next
word to the right or left.

Collocations: The results can be shown as
collocations according to many different statisti-
cal measurements such as dice coeffiency, log-
likelihood ration etc., with a choice between
neighbouring bigrams and trigrams. The example
below illustrates the collocations for the word bil
‘car’, used in the three mainland Nordic coun-
tries. The value of this choice is clearly illus-
trated in the example; the frequencies of the col-
locations are the same independently of lan-
guage.

Left context Right context

ngram rank AM  occ |ngram rank AM  oce
en ** 1 0.3304 19 | **og 2 016287
ha ** 5 008004 | **och 3 014126
har ** 5 008004 =4 3 014126
aker ** 5 008004 |**da 4 009644
aka ** 5 008004 =7 6 007323
med ** 7 006063 | **eller 6 007323
kora ** 7 006063 | **som 6 007323
@ 7 006063 | **pa 6 007323
7 0.0606 3 ** for 8 0.0494 2
7 006063 | FF 8 0.04942
egen ** 7 0.06063 | ** har 8 0.0494 2
ingen ** 9 0.0408 2 | ** (uforstaclig) 8 0.0494 2
vi ** 9 0.0408 2 **na 10 002501
kjorte ** 9 004082 |** staende 10 002501
ja** 9 0.0408 2 = dit 10 002501
nagon ** 9 004082 |**ner 10 0.0250 1
Kjorer ** 9 004082 |**hver 10 002501
kor ** 9 004082 |** kommer 10 0.0250 1
o 11 002061 ** hemma, 10 002501

Figure 11. Some collocations for bil “car’.

4.5 Displaying information on informants

There are two ways of finding information on
the informants.

Via results page: Each concordance line has
an “1” symbol on its very left. Clicking on this
symbol reveals the following information on the

informant in question: informant code, sex, age

group, country, place, number of words, record-
ing year.

Via search page: There is a button called
“Show Texts”, which shows information on
which informants are included in a particular
query. For example, if the user wants to query
the corpus on Swedish data only, (s)he can press
this button and immediately see how many in-
formants are represented in the selection, how
many words each informant has uttered etc., like
above, and this information can also be sorted by
category to present for example number of words
in a descending order. This way, we can see how
different the informants are in this respect. One
old man from Skreia, Norway, utters 1.300
words during his session, while another old man,
from nearby Stange, utters more than 6.400
words.

4.6  Further processing of results

Deleting or choosing some results: In a corpus
search it is often the case that the user get more
results than intended. Sometimes the search ex-
pression just was not good enough, which can
best be corrected by a new and more precise
search. However, sometimes it is impossible to
formulate better search criteria, whether it is be-
cause there is too much homonymy in the cor-
pus, or because it just is not annotated for all
imaginable research features. Let us use a sim-
ple example: We want to find all and only the
occurrences of the 3sgF pronoun (‘she’) used as
a determiner with something between and then a
noun. This search will give a lot of unwanted hits
that we want to remove. We choose the Delete
option from the Action menu and get the figure
below:

Delete selection | select all | unselect all | Finished deleting

v @& « andoeya_ma_01 og hun heter F1 hun der kona til bro- (k

[~ @ « andoeya_ma_01 og hun heter F1  hun der kona til bro- (k
- i hun hun satte hun mor pa det at hun sk

~ = andoeya_ma_01 kjerringrokka

@ H = botnhamn_06 hunogF1 planlagt viskulle gaenturis

@ H = botnhamn_03 innstillinga  hun er i orden # og deterkl

<]

H «E botnhamn_06 i ja hun satt pa staven ?

[~ @ H % botnhamn_06 ja hun mamma jeg husker en gang vi #

Figure 12. Results window with Delete option.

Notice in the figure that by having chosen the
Delete option, the results come with a little box
on the left hand side. In this box we tick the ex-
amples that we want to remove. If we suspected
that there would only be a few examples that
were appropriate for our research, we could in-
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stead have chosen the Choose option, which
functions in the same way.

Annotating results: The individual researcher
often needs to further annotate the results, for
example according to pronunciation of certain
sounds or words, or specific syntactic patterns.
Below, we have chosen to annotate the examples
by two categories: Demonstrative or Other:

Save annotations | (* indicates: no reviewed value stored.)

IOther

B «: 008 hun merke # venninnen vir

lDemonstra(ive

B« 008 husker du ikke a- hun jenten som ble # m ranet pa e

lDemonstranvel

B ®: 008 hun er skikkelig engasjert hun derre lederen

-

Figure 13. Results window with Annotate option.

The annotations can be edited and saved as
annotation sets, for later reuse with other results.

Saving and downloading results: All results
can be saved and/or downloaded, whether we
choose the raw results or those that we have fur-
ther processed by deletion, choice or annotation.
By saving we get the opportunity to look at the
results later, and with exactly the same possibili-
ties for further processing and displaying of re-
sults in the corpus interface. Downloaded results,
on the other hand, are not thus available in the
corpus system, but can be imported as for in-
stance tab-separated text.

5 Comparison with Other Dialect Cor-
pora

There are some other dialect resources on the
web, but there are to our knowledge few or no
available web-based dialect corpora for other
languages. One interesting resource is Sounds
familiar? Accents and Dialects of the UK. It con-
tains information on British dialects, and record-
ings of the dialects with transcripts, all presented
via a web map. However, it is pedagogical, and
not aimed at researchers. For example, there is
no search option in the transcripts and no gram-
matical annotation.

The Scottish Corpus of Text and Speech con-
tains 4 million words, 20% of which is spoken
texts, provided with orthographic transcription,
synchronised with the audio or video. It is not
grammatically annotated and is not representa-
tive. However, it has a nice search interface.

The British National Corpus contains 10 mil-
lion words of spoken English, which have been
categorised into 28 different dialects. However, it
says in their own search interface distribution
that this categorisation is unreliable. Further, as a
dialect corpus, the BNC has limited value, since
it is not represented with audio, and the speech is
transcribed orthographically.

The DynaSand web-based dialect database
consists of information on various syntactic fea-
tures and their distribution geographically in the
Netherlands and Belgium. It contains recorded
material from the project’s questionnaire ses-
sions, but the conversations contain to a large
extent read sentences and meta-linguistic discus-
sions, and less spontaneous speech.

The Spoken Dutch Corpus is transcribed
orthographically, some of it also phonetically,
and it is morphologically tagged. It contains spo-
ken standard Dutch, not dialect data, and is not
available by a web-interface.

There might be web-based dialect corpora for
other languages, but information about these is
hard to find, and they do not seem to be available
on the web. One such corpus under development
is Corpus of Estonian Dialects. Another is Spo-
ken Japanese Dialect Corpus (GSR-JD), avail-
able on DVD. Finally we should mention a small
dialect corpus of Norwegian (Talesgk). It con-
tains audio and transcriptions, and is available on
the web.

There are some general web-based speech
corpora that do not focus on dialect classifica-
tion. For an overview of some Northern Euro-
pean ones, and their state of art w.r.t. topics like
technical solutions and audio-visual availability,
we refer to Johannessen et al. (2007).

Finally, we would like to mention that Paul
Thompson at the University of Reading had a
posting at Corpora List on November 30 2008
asking for information on corpus projects in
which the developers have linked digital audio
and/or video files to the transcripts, to allow ac-
cess to the precise segment(s) of the audiovisual
files that relates to a part of the transcript. In his
summary of 15 responses there was only one
dialect corpus — our own Nordic Dialect Corpus.

6 Conclusion

We have presented the first version of the
Nordic Dialect Corpus. It contains nearly half a
million words of Nordic dialects. Most of them
have been collected recently, but we have also
included some old speech data. The Nordic Dia-

79



Janne Bondi Johannessen, Joel Priestley, Kristin Hagen, Tor Anders Afarli

lect Corpus has an advanced interface for search-
ing and results handling. It is already a great
resource for dialect researchers and linguists in-
terested in the Nordic languages. The next ver-
sion of the corpus will contain more dialect data.
Part-of-speech taggers adapted for speech will be
developed for alle the languages, and all present
and future texts will be tagged.
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Abstract

Recent work has pointed out the differ-
ence between the concepts of semantic
similarity and semantic relatedness. Im-
portantly, some NLP applications depend
on measures of semantic similarity, while
others work better with measures of se-
mantic relatedness. It has also been ob-
served that methods of computing simi-
larity measures from text corpora produce
word spaces that are biased towards either
semantic similarity or relatedness. De-
spite these findings, there has been lit-
tle work that evaluates the effect of vari-
ous techniques and parameter settings in
the word space construction from corpora.
The present paper experimentally investi-
gates how the choice of context, corpus
preprocessing and size, and dimension re-
duction techniques like singular value de-
composition and frequency cutoffs influ-
ence the semantic properties of the result-
ing word spaces.

Introduction

each other in context, which must not be true for
semantically related words.

The broader concept semantic relatedness holds
between lexical items that are connected by any
kind of lexical or functional association. Dissim-
ilar words can be semantically related, e.g. via
relations like meronymypalm — leaf), or when
they belong to the same semantic figbdlfn— co-
conud. (Turney, 2008) seems to equate “related”
with “associated” and defines: “Two words are as-
sociated when they tend to co-occulo¢tor and
hospita)”.

Unfortunately, measures of semantic similarity
and relatedness rely on hand-crafted lexical re-
sources like WordNet, which are not available for
many languages and have limited coverage, partic-
ularly in specialized domains. Therefore, (Kilgar-
riff, 2003) and others have argued for using “dis-
tributional similarity” as a proxy for semantic sim-
ilarity. Distributional semantics is based on the as-
sumption that words with similar meaning occur in
similar contexts (Harris, 1968). Several successful
methods to compute the distributional similarity
of words from text corpora have been proposed,
including (Landauer and Dumais, 1997), (Grefen-
stette, 1994), and (Sahlgren, 2001).

A growing number of applications in natural lan- (Budanitsky and Hirst, 2006) emphasize the dif-

ing (Cimiano et al., 2005), information retrieval account the different senses a word has, and there-

(Miiller et al., 2007), and word sense disambiguafore mix up the similar words for all the word
tion (Patwardhan et al., 2007). Rkt Y alt
milarity” and semantic “relatedness” (Budanitsky tion between words. _ _ _
and Hirst, 2006). The first is a narrower concept-inally, (Mohammad and Hirst, 2005) differenti--
that holds between lexical items having a simi-até between distributional relatedness and distri-
lar meaning, likepalmandtree. It is usually de- PYtoONdl :
fined via the lexical relations of synonymy and hy- Similar if they have many common co-occurring
ponymy. (Geffet and Dagan, 2005) require thatvords in the same syntactic relations. By contrast,
semantically similar words can be substituted fordistributional measures that use a bag-of-words

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 81-88

senses. While semantic similarity is a relation be-

butional similarity. Two words are distributionally
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context capture distributional relatedness. (Kil-of the systems against human relatedness judge-
garriff and Yallop, 2000) call these two variants ments and similarities based on WordNet. We re-
“tight” and “loose” word similarities. (Sahlgren, port on a series of experiments concerning the size
2006) comes to the conclusion that word spacesf the input corpus, the choice of context (syntac-
based on direct co-occurrences capture relatedic vs. window-based), corpus preprocessing and
ness, while spaces that are based on indirect diltering by word frequency. In section 5 we dis-
second-order co-occurrences capture similarity. cuss the findings, and in the last section we sum-
The difference between semantic similarity and resmarize our contributions.

latedness is not only of theoretical interest. In

fact some NLP applications require measures o2 Our Method: DISCO

semantic similarity, while others perform better

with semantic relatedness. (Sahlgren and KarlOur method for computing the distributional sim-
gren, 2008) give an example from the area of textlarity between words is called DISCGXtract-
mining. For the analysis of opinions in blogs anding DIStributionally similar words using CO-
discussion forums it is useful to automatically de-occurrence and works as follows. In a pre-
tect synonyms and spelling variants for an interProcessing step, the corpus at hand is tokenized
esting term likerecommengdthereby discovering and highly frequent function words are eliminated.
terms that are used similarly in the given sublan-Since we want to keep the method independent
guage, for exampldove, lurve, loooveand re- from language-specific resources, neither part of
comend To solve this task, measures of semansSPeech tagging nor lemmatization are performed,
tic similarity are much better suited. On the otherand we use a simple context window of siz@
hand, to find out what people associate with a tarords for counting co-occurrences. Our evalua-
get word likeXbox measures of semantic related-tions showed that it is beneficial to take the exact
ness should be preferred. position within the window into account, as has
Other applications where a strict notion of simi- been done by (Rapp, 1999). This can be seen as a
larity is more appropriate are automatic thesauru§rude approximation of syntactic dependency rela-
generation and paraphrasing. In contrast, fotions. Instead of syntactic dependency triples like
word sense disambiguation the semantically re<<donut OBJ-OF eat> we get triples of the form
lated context woretoconutis as useful as the sim- <donut -2, eat>. Consequently, the features that
ilar word tree to disambiguate between the mean-describe a word’s distribution are not just words as
ings ofpalm in a pure bag-of-words approach, but ordered pairs
As these example applications show it is importanff word and window position.

to employ a word space with the right type of re- Consider the example in table 1. It shows two
lations for use with a given application. But while occurrences of the worpgalmin a context of+3
(Rapp, 2002) and especially (Sahlgren, 2006) havevords. When taking the exact window position
investigated the effects of context choice and cointo account, thepalmis described by the five dif-
occurrence type on the semantic properties of théerent features that result from the two occurrences
resulting word spaces, we are only aware of (Peirstwe ignore function words), listed on the lower left
man et al., 2007) to have tested the influence o@fthe table. The features*, -3, oil> and<*, +1,
dimension reduction techniques (namely Randon®il> are distinct and have nothing more in com-
Indexing and frequency cutoffs) on the outcomemon than<*, +3, hand> and <*, -1, provides>.
The aim of the present paper is to experimentallylf the exact position is not observed, we get only
confirm that the application of other dimension re-four features (lower right of table 1), since the two
duction techniques like singular value decomposioccurrences obil can not be distinguished any
tion (SVD) and corpus preprocessing techniquegnore. A context that observes the exact window
like lemmatization also have considerable effectoosition leads to tighter similarities than a window
on the nature of the resulting word space. without exact position. In section 4.4 we evalu-
In the next section we present our method for comate the effect the window-position context bears
puting distributional similarity, in section 3 we on the resulting similarities.

describe three other systems we have chosen fdfoving the window over our corpus gives us a co-

comparison. Section 4 evaluates the performanceccurrence matrix. Every row of the matrix de-
scribes aword, and is also called a “word vector”.
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-3 -2 -1 +1 +2 +3
oil into the palm | of his hand
the nuts provides| palm | oil while the
<palm, -3, oil> 1 <palm, oit> 2
<palm, +3, hant 1 <palm, hand- 1
<palm, -2, nuts- 1 <palm, nuts> 1
<palm, -1, provides 1 <palm, provides- 1
<palm, +1, oil> 1

Table 1: Example of using window position triples (WPT) aateat for counting co-occurrences. WPT
features are shown in the 1st column of the lowest row, thedbagords features in the 4th column.

The matrix size is not x f as usual (withy being  Such a list of distributionally similar words can
the number of words for which word vectors arein turn be seen as the “second order” word vector
built, f being the number of words used as fea-of the given word, containing not only the words
tures), butv x f - r (r is the window size). The which occur together with it, but those that oc-
next step is to transform the absolute counts in theur in similar contexts. We can now compare two
matrix fields into more meaningful weights. For words based on their second order word vectors,
this feature weighting we found the measure protoo. This use of higher-order co-occurrences is
posed by (Lin, 1998c), which is based on mutuato some extent comparable to what is achieved

information, to be optimal: in LSA by singular value decomposition (Kon-

, tostathis and Pottenger, 2006).

g(w,w',r) = log (f(w,r,w') = 0,95)f(+,1%) |y conclusion, DISCO provides two different sim-
fw,r ) f(x,r,0') ilarity measures: DISCOL, that compares words
(1) based on their sets of co-occurring words, and

/ i -
wherew g_ndw stand for words and fqr awin DISCO2, that compares words based on their sets
dow position (or a dependency relation, respec-

. . of distributionally similar words (i.e. DISCO2
t|vely)_, and/ is the fre_qugnc;_/ of oceurrence. compares the second order word vectors).

To arrive at a word’s distributionally similar words

the next step is to compare every word vector with

all other word vectors. For vector comparison3 Description of the other Systems

we use Lin’s information theoretic measure ((Lin,

1998a)) as given in equation (2). Because a wordd SA. Latent semantic analysis (Landauer and
vector represents the distribution of a word in theDumais, 1997) is arguably the most popular
corpus, this vector comparison gives us the wordsariant of word space. Its core step is a dimen-
which are used in similar contexts. Put differently, sion reduction technique called singular value
it finds the words that share a maximum numbeiecomposition (SVD). SVD computes the least
of common co-occurrences. For examplégrdad  mean square error projection of a matrix onto
co-occurs witthake eat andcrispy, andcakealso  a lower dimensional matrix. It achieves a kind
co-occurs with these three words, thereadand of generalization by combining columns that
cake will be distributionally similar. Note that represent words with similar meanings. In our
breadandcakedo not need to co-occur themselvesexperiments we used the LSA implementation
a single time to be regarded as similar. accessible atttp://Isa.colorado.edu

As an example of the outcome, the twelve distri-
butionally most similar words fopalm are listed
here:

PMI-IR (pointwise mutual information - in-
formation retrieval). (Turney, 2001) presents a

palms (0.1345) coconut (0.1059) olive method for computing the similarity between ar-
(0.0870) pine (0.0823) citrus (0.0745) bitrary words that utilizes the WWW search en-

oak (0.0677) mango (0.0652) cocoa gine AltaVistd according to the following for-

(0.0645) banana (0.0627) bananas
(0.0623) trees (0.0570) fingers (0.0560) hitp://www.altavista.com
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. v g(w,w;, p) + g(w',wi,p) : g(w,w;,p) >0 and g(w',wi,p) >0
Zp:lZwi:I

Jin n 0 : else
m(w,w ) = - )
p=1 Zwi=1(g(w7 wlap) + g(wla wlap))
2
mula, adapted from pointwise mutual information: of roughly 110 million tokens.
H (wNEARw,) (Finkelstein et al., 2001) prepared a list of 353
PMI-IR(wy,we) = log— ) - i d loyed 16 subj i-
H(wy)H (ws) noun-noun pairs and employe subjects to esti

, , mate their semantic relatedness on a scale from 0
where H(w) is the number of hits the search en-y, 10 \we yse this list as our evaluation data. As

gine returns for the query. The more often two seven word pairs contained at least one word that

word_‘?‘, co—o.ccur near each other on a web Pa8&as unknown to WordNet, we deleted them from
the higher is their PMI-IR score. We computed list, leaving 346 word pairs for testing.
the PMI-IR similarity values for our evaluation

data by querying AltaVista on 4/10/2008. 4.2 Correlation with Human Judgements of
Semantic Relatedness

WordNet::Similarity.  WordNet::Similarity , . .
gur first experiment measures the correlation (ac-

(Pedersen et al., 2004) is a Perl module base ding to the P lati Hicient) of
on WordNet that has been widely used in a va—;?r m?ld'od te eatlrsr;)n C(')trr:etr? lon C?e |Z|en znon
riety of natural language processing tasks. It € candidate systems wi € averaged seman-

implements three measures of semantic related C relatedness scores assigned to the 346 word

ness (namely Hirst-St.Onge (hso), Lesk (lesk) anddirs by the human subjects. Table 2 shows the

vector pairs (vp)) and six measures of seman[esuns' The first two correlation values in the first

tic similarity (Jiang and Conrath (jcn), Leacock row of the table are taken from (Finkelstein et al.,

and Chodorow (Ich), Lin (lin), path length (path), é?g(l:)bf";]o”g tt';]e ysems "St'fdt.'” th‘?t:]”tf]t o
Resnik (res), and Wu and Palmer (wup)). The lat- 2 Shows the fowest correfation with the nu-

. : . . . man judgements, comparable to that of Finkelstein
ter utilize theis-a relations in WordNet. Since

there are onlys-arelations between nouns and be—et al.s vector approach. DISCO2 performs much

tween verbs in WordNet, the similarity measureslbegi:]’is\lljéés tj tI”PVK/?IrT; tr\],a?icl‘hsg' ;h:lct::isr:j:ﬁcc)ree
cannot be applied to adjectives or across part of . y ' . .
with other results reported in the literature (Tur-

speech.

P ney, 2001).
4 Evaluation The WordNet-based measures (shown in the sec-
41 Data ond row of the table) perform worse, which comes

as no surprise for the six measures of similarity,
We built several DISCO word spaces accordingsince they are not intended to measure relatedness.
to the method outlined above. The first wordBut the three measures of relatedness (hso, lesk,
space is based on 300,000 articles from the Enand vp) do not perform much better. The best scor-
glish Wikipedig&, amounting to some 267 million ing vector pairs measure (vp) only achieves the
tokens. We considered all words with a corpussame score as DISCOL.

frequency of at least 100, resulting in a vocabu-

lary size ofv =226,000, and used the=101,000 4.3 Correlation with WordNet::Similarity

most frequent words as feature words. This Wordpe now take the semantic similarity values pro-
space is employed in experiments 1 and 2 (sectiongyced by the six WordNet similarity measures as
4.2 and 4.3). gold standard and compare the correlation of the
In experiment 3 (section 4.4) we tested differentoiher test systems with these similarities. We as-
parameter settings, which meant we had to buildme that the six measures provide a sensible sim-
a number of word spaces. To limit the compu-jjarity gold standard since they are based exclu-
tational effort we decided to use a smaller COrsjvely on WordNets IS-A noun hierarchy and do
pus: the British National Corpus which consistsyot take into account other lexical relations or as-

2http://en.wikipedia.org sociations.
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Vector-based LSA PMI-IR DISCOl1 DISCO2

0.41 0.56 0.63 0.39 0.51
hso lesk vp jcn Ich lin path res wup
0.35 0.21 0.39 0.23 0.35 0.30 0.38 0.36 0.30

Table 2: Correlation of several systems with the semantitaeness values assigned by humans.

jecn  Ich  lin  path res wup avg. \
PMI-IR | 0.14 0.12 0.06 0.15 0.22 0.110.13
LSA 0.16 0.26 0.21 0.29 0.28 0.220.24
DISCO1| 038 0.39 0.33 045 0.43 0.33/0.38
DISCO2| 0.15 040 039 0.35 044 040 | 0.36

Table 3: Correlation between WordNet-based semantic aiityiland four systems based on word distri-
butions.

In this task, PMI-IR performs worst (cf. ta- finkel353 | res
ble 3), whereas DISCO1 shows the highest cor{ DISCO1 WPT 0.34 0.43
relation on average. The behaviour of the two| DISCO1 without WPT 0.32 0.12
DISCO measures is difficult to compare, because DISCO1 WPT lemmatized  0.36 0.41
DISCOL1 scores higher than DISCO?2 three times| DISCO1 dependency 0.36 0.39

but DISCO2 also scores higher than DISCOL1 four _ ) _ )
times. If we take the averaged score, DISCOlTalble 4 Experiment 3: Correlatlon between
turns out slightly better. In any case, both DISCOLISCO1 and two gold standards for different pa-

perform much better than PMI-IR and LSA. rameter settings.

4.4 Effect of different parameter settings and

. Net::Similarity’s Resnik measure from experiment
techniques

2 (resin table 4). As one can see from tables 3
Our third experiment tests various parameter setand 4, the reduced size of the corpus has no neg-
tings for the DISCO1 measure. As DISCO2,ative effect on semantic similarity: the correlation
which was meant as a substitute for LSA, per-stands at 0.43.

formed worse than LSA in the first experiment, we  To quantify the benefit of our poor man’s depen-
do not further evaluate this measure. Instead, wdency triples — the window position triples (WPT)
combine DISCO1 with SVD in the last part of ex- as explained in section 2 — we built a word space
periment 3. with a simple bag-of-words window as context.
In the previous experiments a 267 million tokenThe size of the window remains the same (three
corpus from the English Wikipedia was used, inwords on either side of the target word), but the po-
the following we use a smaller corpus, namely thesition inside the window is not observed any more.
British National Corpus, which consists of only The result is shown in the second row of table 4.
about 110 million tokens, i.e. has only 40% of The correlation with the semantic relatedness gold
the size of the Wikipedia corpus. standard drops from 0.34 to 0.32 (-5.9%). The cor-
The reduced size of the input data has a noticeableslation with the similarity reference crashes down
effect on the computation of semantic relatednesby 72.1% from 0.43 to 0.12.

(first row in table 4). While in the previous ex- Next we lemmatized the corpus before apply-
periments DISCOL1 achieved a correlation of 0.39ng DISCO using the well known Tree Tagger
with the Finkelstein gold standard for semantic re{Schmid, 1994). While lemmatization has a pos-
latedness (abbreviated fiuskel353in table 4), the itive effect on semantic relatedness (cf. the third
same method now only scores 0.34 on the samew in table 4) it has an almost equally strong neg-
task, which constitutes a decrease by 12.8%.  ative effect on semantic similarity.

To quantify the effect of corpus size on semanticln the next part of experiment 3 we ran the Mini-
similarity we compute the correlation with Word- par (Lin, 1998b) robust dependency parser over
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f finkel353 | res a considerable reduction of the size of our co-
101,000 0.34 0.43 occurrence matrix which enabled us to apply the
50,000 0.37 0.43 singular value decomposition to it. We used
20,000 0.40 0.45 SVDLIBC? to reduce the matrix to its 300 prin-
10,000 041 0.46 cipal components (i.e. we reduced the matrix size
5,000 0.40 0.43 from v x 10,000 - r to v x 300). The result is
1,000 0.38 0.43 shown in table 6. The use of SVD significantly

500 0.36 0.33 increases the correlation with the relatedness gold

standard, whereas it decreases the correlation with

Table 5: Frequency cutoff: Correlation of j; similarity measures.

DISCOL1 with the two gold standards for different
guantities of feature words. 5 Discussion

In the first experiment (see section 4.2) we found

our corpus to extract syntactic dependency triplesthat PMI-IR scored best at the task of comput-
This increases the correlation with the semantic reld Sémantic relatedness, outperforming LSA and

latedness gold standard from 0.34 to 0.36 (last rov§VeN more DISCO. The most interesting result of
in table 4). That is, robust parsing has the sam&xperiment 1 was that DISCO2 scored much better

effect as lemmatization. Since Minipar automat-than DISCO1. Since the only difference between

ically does lemmatization, we can conclude that® tWo measures is the use of second order co-

syntactic dependency triples are no better than olffccurrences by DISCO2, we can conclude that for
window position triples. computing semantic relatedness higher-order co-

Surprisingly, the correlation with the semantic occurrences can ;ubstitute for SVD — not fully, but
similarity gold standard drops from 0.43 to 0.392t least to a certain degree.

(-9.3%). We hypothesize that this might be the ef We also observed that the three WordNet-based
fect of noise produced by the parser. measures of semantic relatedness performed quite

Recall from section 2 that the size of the co-Padly. The reason for this is unclear.
occurrence matrix is given by x f - r with v Experiment 2 (section 4.3) evaluated the corre-

being the number of vocabulary items for which lation of different methods with semantic simi-
word vectors are collectedf being the number larities produced by WordNet::Similarity. It was

of feature words (the words that are used to popSnown that DISCO1 scored much better in this

ulate the word vectors), andbeing the window task than PMI-IR and LSA. Moreovgr, the higher-
size. As stated in section 4.1, for all experimentg’rder co-occurrences of DISCO2 did not seem to

so far we chosef = 101,000, i.e. we used the have a consistent positive gffect. From this re-
101,000 most frequent words in the corpus as feasUlt We can conclude that singular value decom-
ture words. We will now systematically decreasePOSition and higher-order co-occurrences increase
this parameter. The effect of this adjustment carihe performance when computing semantic relat-
be seen in table 5. As the number of feature word§9ness, but they do not help in computing seman-

decreases, the correlation with both gold standardd Similarity. This conclusion is confirmed by the
increases, peaking gt — 10,000. For f lower last p?.l’t of experlmen't 3 (section 4.'4), Where'we
than 1,000, the performance of semantic similar- €0mPined DISCO1 with SVD, leading to a sig-
ity drops sharply, whereas semantic relatednesiificant performance increase for the rglatgdrless
seems to suffer relatively less from such a dramati@°!d standard, but to a decrease for all six similar-
decrease of the number of features. Note that folly Mmeasures. _

the optimal setting of this parameter the perfor-1N€ Poor performance of PMI-IR in the sec-
mance for semantic relatedness is now even bett@nd experiment can be explained by the type of
than with the much bigger corpus from the previ-co-occurrence it is based on. While DISCO1
ous experiments (0.41 as compared to 0.39 in tablE°MPares words based on their collocation sets,
2). The same holds for the correlation with the se{n€reby finding words that are used similarly,

mantic similarity gold standard (0.46 vs. 0.43 cof PMI-IR’s similarities are collocations. Therefore
table 3). " it rather produces very loose word similarities, i.e.

The frequency cutoff af = 10,000 lead to *http://tedlab.mit.edu/ dr/SVDLIBC/
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finkel353 || jen | Ich | lin | path| res | wup
DISCO1-10K 0.41 0.62 | 0.52 | 0.50 | 0.52 | 0.46 | 0.47
DISCO1-10K-SVD 0.55 0.46| 0.37| 0.41| 0.39| 0.38| 0.35

Table 6: Performance of DISCOL1 after frequency cutoff at 10000 with and without singular value
decomposition (SVD)

words that are topically similar. window position triples should be rather seen as a
Experiment 3 (section 4.4) suggests that measuresyntactic context and not as a bag-of-words con-
of relatedness highly profit from more input data.text. Yet we believe that for languages with a less
This is confirmed by the finding of experiment strict word order than English (like for example
1 that PMI-IR outperforms LSA, despite the fact Czech) syntactic dependency triples will outper-
that both methods use co-occurrence in a shofform our window position triples.
piece of text as context. While LSA addition- Another interesting finding of experiment 3 re-
ally employs SVD, there is nothing in PMI-IR that sulted from the application of a frequency fil-
would explain its strong performance except theter. We found that limiting the size of the co-
huge size of the corpus it is based on (the web). occurrence matrix to the 10,000 most frequent fea-
Experiment 3 also confirms that the recording ofture words yielded the highest performance for
the position within the context window has an both semantic similarity and relatedness.
enormous positive effect on computing semantic
similarity, while the effect on semantic relatedness6 Conclusion
is less significant. This could be expected from

In the present paper we have reported on several

the discussion of the relevant literature in section . . . . .
o o L experiments regarding the influence of dimension
1, where distributional similarity is explicitly de-

. . r ion techni r i nd choi f
fined by the use of a strict context that pays atten-edUCtIo techniques, corpus size, and choice o

tion to syntactic features like word order. Our ex_context on the semantic properties of the resulting
. . L »word spaces.
periments indicate that any method which “blurs
. ... For future work we propose to carry out
the context (bag-of-words window, lemmatization, L . .
. ... application-centered evaluations in order to con-
SVD) decreases the quality of semantic similar-. . o
) . . .. firm the practical relevance of the similarity—
ity. Instead, a “naked” approach based on indi- o o
... relatedness distinction put forth in this paper.
rect co-occurences should be chosen. This findin : ;
N . . ISCO is freely available for research pur-
is in line with (Peirsman et al., 2007) who state i :
) ) . . . poses athttp://www.linguatools.de/
that “severely reducing the dimensionality of the',.
) disco_en.html
word vectors leads to a retrieval of more loosely
related words.” One should presume that conse-
quently a syntactic context would score best, SinCg ofer ences
this is the strictest imaginable context. There- danitsk d . uati
fore. it i ; rorising that th f Minipar A- Budanitsky and G. Hirst. 2096. Evaugtlng
dqde’ I ISI a:n sup .ISI g that the USEO I2I(§J(?4 WordNet-based Measures of Lexical Semantic Re-
1d not lea _to an improvement. (Rapp, ) latednessComputational Linguistics32(1).
seems sceptical about the advantages of syntac-
tic dependency triples over simple window ap-P. Cimiano, A. Hotho, and S. Staab. 2005. Learning
proaches and assumes that the employment of a oncept Hierarchies from Text Corpora using For-
. . mal Concept AnalysisJournal of Artificial Intelli-
part-of-speech tagger will result in the same per- gence Researcl24:305-339.
formance as the use of a parser. This hypothesis
is confirmed by our results. (Grefenstette, 1996)-. Finkelstein, E. Gabrilovich, Y. Matias, E. Rivlin,
and recently (Pado and Lapata, 2007) and (Peirs- Z- Solan, G. Wolfman, and E. Ruppin. 2001. Plac-

. : ing search in context: the concept revisited. In
man et al., 2007) compared syntactic and window WWW '01: Proceedings of the 10th international

based approaches, and found that syntactic con- conference on World Wide Welpages 406-414,
texts performed superior. However, they used bag- New York, NY, USA. ACM.

of-words windows without taking into account the

position inside the window. We propose that ourM' Geffet and I. Dagan. 2005. The distributional in-

clusion hypotheses and lexical entailment.Pioc.
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Abstract

Finnish has a very productive
compounding and a rich inflectional
system, which  causes ambiguity
in the morphological segmentation
of compounds made with finite
state transducer methods. In order
to disambiguate the compound
segmentations, = we compare three
different strategies, which are all cast
in the same probabilistic framework
and compared for the first time. We
present a method for implementing the
probabilistic framework as part of the
building process of LexC-style morpheme
sub-lexicons creating weighted lexical
transducers. To implement the structurally
disambiguating morphological analyzer,
we use the HFST-LEXC tool which is part
of the open source Helsinki Finite-State
Technology. Using our Finnish test corpus
with 53 270 compounds, we demonstrate
that it is possible to use non-compound
token probabilities to disambiguate the
compounding structure. Non-compound
token probabilities are easy to obtain from
raw data compared with obtaining the
probabilities of prefixes of segmented and
disambiguated compounds.

1 Introduction

In languages with productive multi-part
compounding, such as Finnish, German and
Swedish, approximately 9-10 % of the word
tokens in a corpus are compounds (Hedlund,
2002) and approximately 2/3 of the dictionary
entries are compounds, cf. a publicly available

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 89-95

Tommi Pirinen
University of Helsinki
Helsinki, Finland
Tommi.Pirinen@helsinki.fi

Finnish dictionary (Research Institute for the
Languages of Finland, 2007).

There have been various attempts at curbing
the potential combinatorial explosion of
segmentations that a prolific compounding
mechanism produces. Karlsson (1992) showed
that for Swedish the most significant factor in
disambiguating compounds was the counting
of the number of parts in the analysis, where
the analysis with the fewest parts almost
always was the best candidate. This has later
been corroborated by others, e.g. (Sjobergh
and Kann, 2004). In particular, it was the
main disambiguation criterion formulated by
(Schiller, 2005) on German compounding. In
addition, Schiller used frequency information for
disambiguating between compounds with an equal
number of parts. Schiller estimated her figures
from compound part frequencies calculated from
lists of segmented compounds, which requires a
considerable amount of manual labor in order to
create the training corpora consisting of attested
compound words and their correct segmentations.

We suggest two modifications to the strategies
of Karlsson and Schiller.  First we suggest
that the word segment probabilities can be
estimated from non-compound word frequencies
in the corpus. The motivation for our
approach is that compounds are formed in order
to distinguish between instances of frequently
occurring phenomena and therefore compounds
are more often formed for more frequently
discussed phenomena. @ We assume that the
frequency by which phenomena are discussed
is reflected in the non-compound word form
frequencies, i.e. high-frequency words should
in general have more compounds. To further
simplify the estimation process, we assume that



Krister Lindén and Tommi Pirinen

the frequencies of the word tokens directly affect
the probability of the forms used in the compound
formation, which can be motivated by an analogy
of use.

In addition, we suggest that the special
word border penalty suggested by Karlsson and
maintained by Schiller is unnecessary when
framing the problem in a probabilistic framework.
This has also been suggested by others, see
e.g. Marek (2006). However, this is the first
time the disambiguation principles of Karlsson
and of Schiller are compared with a probabilistic
approach on the same corpus.

Previously, there has been no publicly
available general framework for conveniently
integrating both a full-fledged morphological
description and for representing probabilities
for general morphological compound and
inflectional analysis. Karlsson (1992) applied
a post-processing phase to count the parts, and
Schiller (2005) used the proprietary weighted
finite-state compiler of Xerox (Kempe et al.,
2003), which compiles regular expressions. We
therefore introduce the open source software tool
HFST-LEXC!, which is similar to the Xerox
LexC tool (Beesley and Karttunen, 2003). In
addition to the fact that HFST-LEXC compiles
LexC-style lexicons, it also has a mechanism
for adding weights to compound parts and
morphological analyses.

The remainder of the article is structured as
follows. In Sections 2 and 3, we introduce a
version of Finnish morphology for compounding.
In Section 4, we introduce the probabilistic
formulation of the methods for weighting the
lexical entries. In Section 5, we briefly introduce
the test and training corpora. In Section 6, we
present the results. Finally, in Sections 7, 8 and
9, we give some notes on the implementation,
discuss the results and draw the conclusions.

2 Inflection and Compounding in Finnish

In Finnish morphology, the inflection of typical
nouns produces several thousands of forms for
the productive inflection. Finnish compounding
theoretically allows nominal compounds of
arbitrary length to be created from initial parts
of certain noun forms. The final part may be
inflected in all possible forms.

"http://kitwiki.csc.fi/twiki/bin/view/
KitWiki/HfstLexC

For example the compounds describing
ancestors are compounded from zero or more
of isdn ‘father SINGULAR GENITIVE’ and didin
‘mother SINGULAR GENITIVE’ and then one
of any inflected forms of isd or dgiti, creating
forms such as didinisdlle ‘grandfather (maternal)
SINGULAR ALLATIVE’ or isdnisdnisdnisd ‘great
great grandfather SINGULAR NOMINATIVE’. As
for the potential ambiguity, Finnish also has the
noun nisd ‘udder’, which creates ambiguity for
any paternal grandfather, e.g. isdn#isdn#isdn#isd,
isan#isa#nisan#isd, isci#nisd#tnisa#nisd, ...

However, much of the ambiguity in Finnish
compounds is aggravated by the ambiguity of
the inflected forms of the head words. For
example isdn, has several possible analyses, e.g.
ISA+SG+GEN, ISA+SG+ACC and ISA+SG+INS.

Finnish compounding also includes forms of
compounding where all parts of the word are
inflected in the same form, but this is limited to a
small fraction of adjective initial compounds and
to the numbers if they are spelled out with letters.
In addition, some inflected verb forms may appear
as parts of compounds. These are much more
rare than nominal compounds (Hakulinen et al.,
2008) so they do not interfere with the regular
compounding. We therefore did not consider them
in this paper.

3 Morphological analysis of Finnish

Pirinen (2008) presented an open source
implementation of a finite state morphological
analyzer for Finnish. We use that implementation
as a baseline for the compounding analysis
as Pirinen’s analyzer has a fully productive
compounding mechanism. Fully productive
compounding means that it allows compounds
of arbitrary length with any combination of
nominative singulars, genitive singulars, or
genitive plurals in the initial part and any inflected
form of a noun as the final part.

The morphotactic combination of morphemes
is achieved by combining sublexicons as defined
in (Beesley and Karttunen, 2003). We use the
open source software called HFST-LEXC with a
similar interface as the Xerox LexC tool. The
HFST-LEXC tool includes preliminary support
for weights on the lexical entries.

For the purpose of this experiment, each lexical
entry constitutes one full word form, i.e., we create
a full form lexicon using the previously mentioned
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analyzer (Pirinen, 2008). This creates a huge
text file for the purely inflectional morphology
of approximately 40 000 non-compound lexical
entries for Finnish, which were stored in a
single CompoundFinalNoun lexicon as shown in
Figure 1. The figure demonstrates an unweighted
lexicon and also shows how we model the
compounding by dividing the word forms into two
categories: compound non-final (i.e., nominative
singular, genitive singular, and genitive plural) and
compound final forms allowing us to give weights
to each form or compound part as needed.

LEXICON Root
## CompoundNonFinalNoun ;
## CompoundFinalNoun ;

LEXICON Compound
#:0 CompoundNonFinalNoun "weight: 0" ;
#:0 CompoundFinalNoun "weight: 0" ;

LEXICON CompoundNonFinalNoun

isa Compound "weight: 0" ;
isdn Compound "weight: 0" ;
diti Compound "weight: 0" ;
didin Compound "weight: 0" ;

LEXICON CompoundFinalNoun

isd:isd+sg+nom ## "weight: 0" ;
isdn:isd+sg+gen ## "weight: 0" ;
isdlle:isd+sg+all ## "weight: 0" ;

LEXICON ##
## #

Figure 1: Unweighted lexicon.

Compounding  implemented  with  the
unweighted sublexicons in Figure 1 is equivalent
to the original baseline analyzer.  The root
sublexicon specifies that we can start directly
with compound final noun forms, forming single
part words, or start with compound initial forms,
forming multi-word compounds. The compound
initial lexicon is a listing of all nominative
singulars, genitive singulars and genitive plurals,
which is followed by a compound boundary
marker in a separate sublexicon. After the
compound boundary marker another word follows
either from the compound initial sublexicon
or from the compound final sublexicon. The
compound final sublexicon, for the purposes of
this experiment, contains a list of all possible
forms of all words and their analyses.

4 Methodology

We define the weight of a token through its
probability to occur in the corpus, i.e. we use
the count,c, which is proportional to the frequency
with which a token appears in a corpus divided by
the corpus size, c¢s. The probability, p(a), for a
token, a, is defined by Equation 1.

p(a) =c(a)/cs €))

Tokens known to the lexicon but unseen in the
corpus need to be assigned a small probability
mass different from 0, so they get c(x) = I, 1.e. we
define the count of a token as its corpus frequency
plus 1 as in Equation 2.

c(a) =1+ frequency(a) 2)

If a token, e.g. isdn, has several possible
analyses, e.g. ISA+SG+GEN and ISA+SG+ACC,
the total count for isdn will be distributed among
the analyses in a disambiguated training corpus.
If the disambiguation result removes all readings
ISA+SG+ACC from the disambiguated result, the
count for this reading is still at least 1 according to
Equation 2. We need the total probability mass of
all the non-compound tokens in the lexicon to sum
up to 1, so we define the corpus size as the number
of all lexical token counts according to Equation 3.

cs = Z c(z) 3)
x
To use the probabilities as weights in the
lexicon we implement them in the tropical
semi-ring, which means that we use the negative
log-probabilities as defined by Equation 4.

w(a) = —log(p(a)) )

For an illustration of how the weighting scheme
is implemented in the lexicon, see Figure 2.

According to  Karlsson  (1992)  and
Schiller (2005), we may need to ensure that
the weight of the compound segmentation ab of
a word always is greater than the weight of a
non-compound analysis ¢ of the same word, so for
compounds we use Equation 5, where a is the first
part of the compound and x is the remaining part,
which may be split into additional parts applying
the equation recursively.

w(ax) = w(a) + M + w(x) ®)
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LEXICON Root
## CompoundNonFinalNoun ;
## CompoundFinalNoun ;

LEXICON Compound
0:# CompoudNonFinalNoun "weight: 0"
0:# CompoudFinalNoun "weight: 0"

LEXICON CompoundNonFinalNoun

isa Compound "weight: -log(c(isd)/cs)"

isdn Compound "weight: -log(c(isé&n)/cs)"
diti Compound "weight: -log(c(&iti)/cs)"
didin Compound "weight: —-log(c(&idin)/cs)"

LEXICON CompoundFinalNoun

isd:isd+sg+nom ## "weight:-log(c(isd+sg+nom)/cs)" ;
isédn:isd+sg+gen ## "weight:-log(c(isd+sg+gen)/cs)" ;
isdlle:isd+sg+all ## "weight:-log(c(isd+sg+all)/cs)" ;
isin:isd+pl+ins ## "weight:-log(c(is&+sg+all)/cs)" ;
LEXICON ##

#H#

Figure 2: Structure weighting scheme using token penalties.

In particular, it is true that w(ab) > w(c) if M
is defined as in Equation 6.

M = —log(1/(cs + 1)) (6)

For an illustration of how a structure weighting
scheme with compound penalties is implemented
in the lexicon, see Figure 3.

LEXICON Root
## CompoundNonFinalNoun ;
## CompoundFinalNoun ;

LEXICON Compound
0:# CompoundNonFinalNoun "weight: -log(1l/(cs+1))" ;
0:# CompoundFinalNoun "weight: -log(l/(cs+1))" ;

LEXICON CompoundNonFinalNoun

isa Compound "weight: -log(c(is&d)/cs)" ;

isdn Compound "weight: -log(c(isdn)/cs)" ;
diti Compound "weight: -log(c(&diti)/cs)" ;
Zidin Compound "weight: -log(c(&idin)/cs)" ;

LEXICON CompoundFinalNoun

is&d:isd+sg+nom ## "weight:-log
isdn:isd+sg+gen ## "weight:-log
isdlle:isd+sgtall ## "weight:-log
isin:isd+pl+ins ## "weight:-log

c(is&+sg+nom) /cs)

c(isd+sg+gen) /cs)

c(isd+sgt+all)/cs)" ;
) )

c(isd+sg+all)/cs)" ;

i
"o

LEXICON ##
#H #

Figure 3: Structure weighting scheme using token
and compound border penalties.

In order to compare with the original principle
suggested by Karlsson (1992), we create a third
lexicon for which structural weights are placed on
the compound borders only, so for compounds we
use Equation 7.

w(ax) = M + w(x) ™

For an illustration of how a weighting scheme

with the compound penalty suggested by Karlsson
is implemented in the lexicon, see Figure 4.

LEXICON Root

## CompoundNonFinalNoun ;

## CompoundFinalNoun ;

LEXICON Compound

0:# CompoundNonFinalNoun "weight: -log(l/(cs+1))" ;

0:4# CompoundFinalNoun "weight: -log(l/(cs+1))" ;

LEXICON CompoundNonFinalNoun

isa Compound "weight: 0" ;
isdn Compound "weight: 0" ;
diti Compound "weight: 0" ;
didin Compound "weight: 0" ;

LEXICON CompoundFinalNoun
## "weight:-log(c(isd+sg+nom)/cs)" ;
## "weight:-log(c(is&+sgtgen)/cs)" ;
## "weight:-log(c(isd+sg+tall)/cs)" ;
## "weight:-log(c(is&+sg+all)/cs)"

LEXICON ##
#Ho#

Figure 4: Structure weighting scheme
compound border penalties.

using

S Training and Test Data

For training and testing purposes, we use a
compilation of three years, 1995-1997, of daily
issues of Helsingin Sanomat, which is the most
wide-spread Finnish newspaper. The data actually
spanned 2.5 years with 1995 and 1996 of equal
size and 1997 only half of this. This collection
contained approximately 2.4 million different
words, i.e. types. We disambiguated the corpus
using Machinese for Finnish?> which provided

Machinese is available from Connexor Ltd.,

WWW.CONnnexor.com
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one reading in context for each word based on
syntactic parsing.

To create the test material from the corpus,
we selected all word forms with more than
20 characters for which our baseline analyzer
(Pirinen, 2008) gave a compound analysis, i.e.
53 270 types. The compounds were evenly
distributed among the three years of data. Of
these, we selected the types which had a structural
ambiguity and found 4 721 such words, i.e.
approximately 8.9 % of all the compound words
analyzed by our baseline analyzer.  Of the
remaining more than 20-character compounds
63.7 % contained no ambiguities or only
inflectional ambiguities. At most, the combination
of structural and inflectional ambiguities
amounted to 30 readings in three different
words which after all is a fairly moderate number.
On the average, the structural and inflectional
ambiguity amounts to 2.79 readings per word.
Examples of structurally ambiguous words are
aktivointimahdollisuuksien with the ambiguity
aktivointi##mahdollisuus ’of the opportunities
to activate’ vs. akti#tvointi#mahdollisuus
of the opportunities to act health® and
hiihtoharjoittelupaikassa with the ambiguity
hiihto#harjoittelu#paikka ’in the ski training
location’ vs.  hiihto#harjoittelu#pai#kassa ’ski
training pie cashier’.

The characteristics of all the compounds in the
corpus is presented in Table 1.

# of Characters # of Segments
Min. | Max. | Avg. | Min. | Max. | Avg.
2 44 15.34 2 6 2.19

Table 1: Evaluation of compounds, segments and
readings.

Examples of six-part compounds are:

o clo#kuva#teatteriftuki#tyo#ryhmd
’movie theater support workgroup’

o jatko#koulutus#yhteis#tyo#toimi#kunta
“higher education cooperation committee’

o [dhi#alue#yhteis#tyo#mddrdi#raha
’regional cooperation reserve’

The longest compound found in the corpus is
litkenne#turvallisuus#asiain#neuvottelu#kunnassa
"in the road safety issue negotiating committee’

6 Tests and Results

We estimated the probabilities for the
non-compound words in the 1995 part of the
corpus. We then repeated the experiment and
estimated the probabilities on the non-compound
words of the 1996 part of the corpus. Since we do
not use the compounds for training we can test on
the compounds of all three years.

We evaluated the weighting schemes described
in Section 4, i.e. the probabilistic method without
compound boundary weighting, the probabilistic
method combined with compound weighting and
the traditional pure compound weighting. The
precision and recall is presented in Table 2. Since
we only took the first of the best results, the
precision is equal to recall.

In both tests, we found the exact same

result, i.e. there were two words out of 4721
structurally ambiguous words that failed
when we wused the compound weighting
only. These were puunostopolitiikkaansa
which  had the  structural  ambiguities
puun#osto#tpolitiikkaansa ’timber purchasing
policy’ vs puu#nosto#polititkkaansa ’timber

lifting policy’ and vuorotteluvapaalaisille with
the structural ambiguity vuorottelu#vapaa#laisille

for persons on exchange sabbatical’ vs.
vuorottelu#vapa#alaisille’ for exchange rod
subjugates’.

We found no word that could be said to have a
structural misinterpretation due to the estimated
probabilities, but we found some words that
were interpreted differently by the statistics from
the two years, e.g. laihdutuskuurilaisilla with
the ambiguity laihdutus#kuurilaisilla ’diet #
program participants’ vs. laihdutuskuuri#laisilla
’diet program # participants’ and e.g.
avaruuslentotukikohta ~ with  the  ambiguity
avaruus#lentotukikohta ’space # flight base’ vs.
avaruuslento#tukikohta ’space flight # base’.

Parameters | Prec. & Rec.

Only compound penalty 99.96 %

Compound penalty and prefix weights 100.00 %
No compound penalty but prefix weights 100.00 %

Table 2: Precision equals recall for the test results
when we use only the first result.

3Strictly speaking this particular error is possible only
because we did not enforce the Finnish orthography rule
that the same vowel on both sides of the compound border
requires a hyphen in-between.
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We started with 53 270 compounds. With
the probabilistic approach, we were hard pressed
to find even some structural misinterpretations.
With the word boundary penalty, we found two
structural errors in the compound disambiguation.

7 Implementation Note

In HFST-LEXC, we use OpenFST (Allauzen
et al., 2007) as the underlying finite-state
software library for handling weighted finite-state
transducers.  The estimated probabilities are
encoded as weights in the tropical semi-ring, see
(Mohri, 1997). To extract the n-best results, we
use a single-source n-best paths algorithm, see
(Mohri and Riley, 2002).

8 Discussion and Further Research

Previous results for structural compound
disambiguation for German using word
probabilities and compound penalties (Schiller,
2005) or using only word probabilities (Marek,
2006) also achieved results with precision and
recall in the region of 97-99 %. In German the
ambiguities of long compounds may produce even
120 readings, but on the average the ambiguity
in compounds is between 2-3 readings (Schiller,
2005), which is on par with the ambiguity of 2.8
readings found for long Finnish compounds. As
pointed out initially (Hedlund, 2002), the amount
of compounds occurring in Finnish, Swedish and
German texts is also on a comparable level.

For some words the compound form has a
linking element or a glue element. In Swedish,
as pointed out by Karlsson (1992), the linking
element is sometimes a structure indicator, e.g.
the “-s-” in “[peppar#kak]s#burk” (ginger-bread
jar) indicates a bracketing which is different if
the “-s-” is missing as in “peppar#[kak#burk]”
(pepper # cookie jar). However, in German
the linking elements most often coincide with
inflected forms (Fuhrhop, 1996), in which case
they are called paradigmatic linking elements.
The only exceptional or non-paradigmatic linking
element in German is “-s-” for words ending in
“-ung, -heit, -keit” and “-ion”, in which case it is
also mandatory, so the fact that it does not appear
as an inflected form of non-compounds in a corpus
is anon-issue from a probabilistic point of view. In
this case, it is sufficient to estimate the frequency
of the form without an “-s-”. Finnish only has
one systematic non-paradigmatic linking element,

i.e. the linking element for nouns and adjectives
ending in “-nen” which is “-s-” in compounds,
e.g. “yhteinen” (common) becomes “yhteis-" in
compounds. In addition, a handful of words have
exceptional forms, e.g. “suuri” (big) may also
be “suur-" when used as a compound prefix. All
other linking elements are paradigmatic, i.e. the
compound prefixes coincide with inflected forms.

As the astute reader may have noticed,
Equation 5 gives us a non-tight distribution for the
complete set of words generated by the lexicon,
although the distribution we estimate is tight for
non-compounds. The consequence of this is that
we cannot claim that the weights we derive for
compounds correspond to the true probabilities
of the productively formed compounds. What
they do reflect, however, is whether the parts are
more likely than surprise to form a productive
compound from the parts observed in a corpus
or whether the word is more likely to be an
attested non-compound. E.g. the Swedish word
“bollfot” (ball foot) is more likely to be formed
by productive compounding from the parts “boll”
(ball) and “fot” (foot) than to be observed as a
single token, whereas the Swedish word “fotboll”
(football) is more likely to be one token in the
corpus than a productive compound. In English,
this phenomenon is reflected in the orthography
with some delay by tending to write very frequent
or lexicalized compounds without intervening
spaces.

If a disambiguated corpus is not available
for calculating the word analysis probabilities,
it is possible to use only the string token
probabilities to disambiguate the compound
structure without saying anything about the most
likely morphological reading.

In Finnish, using only the structural penalties
may also be an acceptable replacement. However,
we need to note that a similar strategy in German,
ie. using only compound penalties on all
compound prefixes, did not seem to perform as
well (Schiller, 2005). This may be due to the
fact that German contains a high number of very
short one-syllable words which interfere with the
compounding, whereas Finnish is more restricted
in the number of short words.

Scandinavian languages are similar to German
in that they have a number of short one-syllable
nouns. Several different approaches for Swedish
compound disambiguation are demonstrated in

94



Weighted Finite-State Morphological Analysis of Finnish Compounding with HFST-LEXC

(Sjobergh and Kann, 2004). They show results
of 86 % accuracy of compound segmenting
when using compound component frequencies
estimated from compounds and 90 % when using
the number of compound components. However,
they do not try a fully probabilistic approach and
they do not try to estimate probabilities or any
other weights for prefixes from non-compound
words. So it is a question for further research
whether a purely probabilistic approach could
fare as well for Swedish and other Scandinavian
languages as it seems to work for Finnish and
German.

9 Conclusions

For Finnish, weighting compound complexity
gives excellent results around 99.9 % almost
regardless of the approach. However, from a
theoretical point of view, we can still verify the
two hypotheses we postulated initially. Most
importantly, there seems to be no need to
extract the counts from lists of disambiguated
compounds, i.e., it is quite feasible to use general
word occurrence probabilities for structurally
disambiguating compounds. In addition, we can
also corroborate the observation that when using
word probabilities, it is possible to forego a
specific structural penalty and rely only on the
word probabilities. From a practical point of view,
we introduced the open source tool, HFST-LEXC,
and demonstrated how it can be successfully used
to encode various compound weighting schemes.
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Abstract

Language software applications encounter new
words, e.g., acronyms, technical terminology,
loan words, names or compounds of such
words. To add new words to a lexicon, we
need to indicate their inflectional paradigm. In
this article, we evaluate a lexicon-based meth-
od augmented with data from a corpus or the
internet for selecting the inflectional paradigm
of new words in Finnish. As an entry genera-
tor often produces numerous suggestions, it is
important that the best suggestions be among
the first few, otherwise it may become more
efficient to create the entries by hand. By gen-
erating paradigm suggestions with an entry
guesser and then further generating key word
forms for the suggested paradigms, we were
able to find support for the paradigms in a
corpus. Our method has 79-83 % precision and
86-88 % recall, i.e. an F-score of 83-86 %, i.e.
the first correctly generated entry is on the av-
erage found as the first or the second candi-
date.

1 Introduction

New words are constantly finding their way into
daily language use. This is particularly promi-
nent in rapidly developing domains such as bio-
medicine and technology. The new words are
typically acronyms, technical terminology, loan
words, names or compounds of such words.
They are likely to be unknown by most hand-
made morphological analyzers. In many applica-
tions, hand-made guessers are used for covering
the low-frequency vocabulary or the strings are
simply added as such.

Mikheev (1996, 1997) pointed out that words
unknown to the lexicon present a substantial
problem for part-of-speech tagging, and he pre-
sented a very effective supervised method for

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 96-102

Jussi Tuovila
University of Helsinki
Helsinki, Finland

Jussi.Tuovila@helsinki.fi

inducing English guessers from a lexicon and an
independent training corpus. Oflazer & al. (2001)
presented an interactive method for learning
morphologies and pointed out that an important
issue in the wholesale acquisition of open-class
items is that of determining which paradigm a
given citation form belongs to.

Recently, unsupervised acquisition of mor-
phologies from scratch has been studied as a
general problem of morphology induction in or-
der to automate the morphology building proce-
dure. For overviews, see Wicentowski (2002)
and Goldsmith (2007). If we do not need a full
analysis, but only wish to segment the words into
morph-like units, we can use segmentation
methods like Morfessor (Creutz & al., 2007). For
a comparison of some recent successful segmen-
tation methods, see the Morpho Challenge (Ku-
rimo & al., 2007).

Although unsupervised methods have some
advantages for less-studied languages, for the
well-established languages, we have access to
fair amounts of lexical training material in the
form of analyses in the context of more frequent
words. Especially for Germanic and Fenno-Ugric
languages, there are already large-vocabulary
descriptions available and new words tend to be
compounds of acronyms and loan words with
existing words. In English, compound words are
written separately or the junction is indicated
with a hyphen, but in other Germanic languages
and in the Fenno-Ugric languages, there is usu-
ally no word boundary indicator within the com-
pounds. It has previously been demonstrated by
Lindén (2008) that already training sets as small
as 5000 inflected word forms and their manually
determined base forms will give a reasonable
result for guessing base forms of new words by
analogy, which was tested on a set of languages
from different language families, i.e. English,
Finnish, Swedish and Swahili.
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In addition, there are a host of large but shal-
low hand-made morphological descriptions
available, e.g., the Ispell collection of dictionar-
ies (Kuenning, 2007) for spell-checking pur-
poses, and many well-documented morphologi-
cal analyzers are commercially available, e.g.
Lingsoft'. It has also been demonstrated by
Lindén (2009) that there is a simple but efficient
way to derive an entry generator from a full-scale
morphological analyzer implemented as a finite-
state transducer. Such an entry generator can be
used as a baseline for more advanced entry
guessing methods.

In this work, we propose and evaluate a new
method for selecting the inflectional paradigm
for an inflected word form of a new word by
generating paradigm suggestions with an entry
generator and then further generating key words
forms for the suggested paradigms in order to
find support for the paradigms in a corpus. In
Section 2, we outline the directly related previ-
ous work. In Section 3, we describe the new
method. In Section 4, we present the training and
test data. In Section 5, we evaluate the model. In
Section 6, we discuss the method and the test
results in light of the existing literature and some
similar methods.

2 Lexicon-based Entry Generator

To create entries for a morphological analyzer
from previously unseen words, we need an entry
generator. Ideally, we can use information that is
already available in some existing morphological
description to encode new entries in a similar
fashion. Below, we briefly outline a general
method for creating lexicon-based entry genera-
tors that was introduced by Lindén (2009). In his
article, Lindén demonstrates that the method
works well for English, Finnish and Swedish.
Assume that we have a finite-state transducer
lexicon T which relates base forms, bw), to

inflected words, w. Let w belong to the input
language L, and b(w) to the output language
L, of the transducer lexicon 7. Our goal is to

create an entry generator for inflected words that
are unknown to the lexicon, i.e. we wish to pro-
vide the most likely base forms bw) for an un-

known input word u ¢ L, . In order to create an

entry generator, we first define the left quotient
and the weighted universal language with regard
to a lexical transducer. For a general introduction

" http://www.lingsoft.fi/

to automata theory and weighted transducers, see
e.g. Sakarovitch (2003).
If L, and L, are formal languages, the left

quotient of L, with regard to L, is the language
consisting of strings w such that xw is in Z; for
some string x in L, . Formally, we write the left
quotient as in Equation 1.

Ll\Lz:{a|3x((xeL2)/\(xaeLl))} )
We can regard the left quotient as the set of post-
fixes that complete words from L, , such that the
resulting word is in L, .

If L is a formal language with alphabet >, a
universal language, U, is a language consisting
of strings in X . The weighted universal lan-
guage, W , is a language consisting of strings in
" with weights p(w) assigned to each string.
For our purposes, we define the weight pw) to

be proportional to the length of w. We define a
weighted universal language as in Equation 2.
W:{W\EIW(WEZ)} 2)
with weights pw)=C|w|, where C is a con-
stant.
A finite-state transducer lexicon, T, is a for-
mal language relating the input language L, to

the output language L, . The pair alphabet of T

is the set of input and output symbol pairs related
by T . An identity pair relates a symbol to itself.
We create an entry generator, G, for the lexi-
con T by constructing the weighted universal
language W for identity pairs based on the al-
phabet of L, concatenating it with the left quo-

tient of 7 with regard to the universal language
U of the pair alphabet of T as shown in Equa-
tion 3.

G(T)=W T\U 3)
Lindén (2009) proves that it is always possible to
create an entry generator, G(T)=W T\U, from a

weighted lexical transducer T .

The model is general and requires no informa-
tion in addition to the lexicon from which the
entry generator is derived. Therefore Lindén
suggests that it be used as a baseline for other
entry generator methods.

3  Corpus-based Paradigm Selection

To score the top paradigms suggested by an entry
generator, we generate some of the key word
forms of a paradigm and compare them against a
corpus. A paradigm whose key word forms are
well-attested, i.e. used many times, is more likely
to be correct than a paradigm whose word forms
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only have a few documented cases. Rare forms
may even be spelling errors. By scoring all the
paradigms provided by the paradigm guesser ac-
cording to the frequency of the word forms and
then comparing the scores, we find the paradigm
that is most likely to be correct.

We define a method for scoring possible para-
digms of an unknown word. Let us define a set
of paradigms of an unknown word
Uu,= {R.P,,P,...P,}. Each paradigm P, has a set
that consists of the paradigm’s key words,
W, ={w,wy,wy,.w, }. A distinct word form w

may simultaneously belong to the key word sets
of several paradigms.
Each distinct word form w, has a number of

occurrences o, (wy ) in the corpus. If a key word
belongs to the key word sets of more than one
paradigm, the key word does not differentiate
well between those paradigms. Therefore each
key word w,, only receives a score o,, equal to
the number of occurrences o, (wy ) in the corpus

divided by the numbero,, (w,,) of key words w,,
matching w, in the set of paradigms U, . The
score of a key word is defined in Equation 4.
_ 9% (WK )
o, (w,)

We add the scores, o

W =W, (4)
. » of the key words in a
paradigm and divide the sum by the number,
‘Wp| of key words in the paradigm. The score of

a paradigm is defined in Equation 5:
z Ow
Scorep = wew, (%)
n Wp

A key word form can have several variants,
e.g. the genitive plural of Finnish nouns may
have up to three different variants for each word
in a paradigm. The variants all represent a single
word form, i.e. genitive plural. We select the
largest variant score to represent the score of the
word form.

The method orders the suggestions from the
entry generator. If the method does not differen-
tiate between two suggestions, the order pro-
posed by the generator prevails.

The method can be used with any data that re-
flects the occurrence of the paradigm key words.
Although we refer to the source of word fre-
quency data as a corpus, the method can be used
with other data sources as well. As is described
in section 5, we have successfully tested the
method using both corpus material and page fre-
quencies returned by a web search engine. In

theory, the method should work with any data
source that reflects the occurrence of words in
language use.

4 Training and Test Data

To test our method for corpus-based paradigm
selection of paradigms generated by a lexical
entry generator, we used the entry generator for
Finnish created by Lindén (2009) implemented
with the Helsinki Finite-State Technology
(HFST, 2008). In 4.1, we briefly describe the
lexical resources used for the finite-state trans-
ducer lexicon which was subsequently converted
into an entry generator.

Words unknown to the lexicon were drawn
from a language-specific text collection. The cor-
rect entries for a sample of the unknown words
were manually determined. In 4.2, we describe
the text collections and the sample used as test
data. In 4.3, we describe the evaluation method
and characterize the baseline.

4.1 Lexical Data for a Finnish Finite-State
Transducer Lexicon and Entry Genera-
tor

Lexical descriptions relate look-up words to
other words and indicate the relation between
them. A morphological finite-state transducer
lexicon relates a word in dictionary form to all its
inflected forms. For an introduction, see e.g.
Koskenniemi (1983).

Our current Finnish morphological analyzer
was created by Pirinen (2008) based on the Fin-
nish word list Kotimaisten kielten tutkimuske-
skuksen nykysuomen sanalista (2007), which
contains 94 110 words in base form. Of these,
approximately 43 000 are non-compound base
forms classified with paradigm information. The
word list consists of words in citation form anno-
tated with paradigm and gradation pattern. There
are 78 paradigms and 13 gradation patterns. For
example, the entry for kési (= hand’) is ‘kési 27’
referring to paradigm 27 without gradation,
whereas the word pato (= ‘dam’) is given as
‘pato 1F’ indicating paradigm 1 with gradation
pattern F. From this description a lexical trans-
ducer is compiled with a cascade of finite-state
operations. For nominal paradigms, i.e. nouns
and adjectives, inflection includes case inflec-
tion, possessive suffixes and clitics creating more
than 2 000 word forms for each nominal. For the
verbal inflection, all tenses, moods and personal
forms are counted as inflections, as well as all
infinitives and participles and their correspond-
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ing nominal forms creating more than 10 000
forms for each verb. In addition, the Finnish
lexical transducer also covers nominal com-
pounding.

This finite-state transducer lexicon was con-
verted into an entry generator using the proce-
dure outlined in Section 2

4.2 Test Data

As test data, we use the Finnish Text Collection,
which is an electronic document collection of the
Finnish language. It consists of 180 million run-
ning text tokens. The corpus contains news texts
from several current Finnish newspapers. It also
contains extracts from a number of books con-
taining prose text, including fiction, education
and sciences. Gatherers are the Department of
General Linguistics, University of Helsinki; The
University of Joensuu; and CSC—Scientific
Computing Ltd. The corpus is available through
CSC [www.csc.fi].

We use the same test data as Lindén (2009),
which is a set of previously unseen words in in-
flected form for which we wish to determine the
inflectional paradigm. In order to extract word
forms that represent relatively infrequent and
previously unseen words, 5000 word and base
form pairs had been drawn at random from the
frequency rank 100 001-300 000. To get new
words, only inflected forms that were not recog-
nized by the lexical transducer were kept. How-
ever, from the test data, strings containing num-
bers, punctuation characters, or only upper case
characters were also removed, as such strings
require other forms of preprocessing as well in
addition to some limited morphological analysis.

1. ulkoasu 1 noun (appearance)
ulkoasu ulkoasun ulkoasua ulkoasuun
ulkoasut ulkoasujen ulkoasuja ulkoasuihin

2. ulkoasu 2 noun (appearance)
ulkoasu ulkoasun ulkoasua ulkoasuun ulkoasut
ulkoasujen~ulkoasuitten~ulkoasuiden
ulkoasuja~ulkoasuita ulkoasuihin

3. ulkoasullata 73 [verb (to stuff sth from the outside)
ulkoasullata ulkoasultaan ulkoasultasi
ulkoasultaisi ulkoasullannee ulkoasullatkoon
ulkoasullannut ulkoasullattiin

4. ulkoasu 21 noun (appearance)
ulkoasu ulkoasun ulkoasuta ulkoasuhun
ulkoasut ulkoasuiden ulkoasuita ulkoasuihin

Picture 1. Word form ulkoasultaan (= by its appear-
ance) and the combinations of base form, paradigm
information, (English gloss added for readability of this
picture only) and key word forms to be selected from.

Of the randomly selected strings, 1715 repre-
sented words not previously seen by the lexical

transducer. For these strings, correct entries were
created manually. Of these, only 48 strings had a
verb form reading. The rest were noun or adjec-
tive readings. Only 43 had more than one possi-
ble reading.

A sample of test strings are: ulkoasultaan (by
its appearance), euromaan (of the euroland), tyovo-
imapolitiikka (labour market policy), pariskun-
nasta (from the couple), vastalausemyrskyn (of the
protest storm), ruuanlaiton (of the cookery), val-
taannousun (of the rise to power), suurtapahtu-
maan (for the major event), ...

In Picture 1, we see an example of the word
form ulkoasultaan and the suggested paradigms
as they have been generated by the entry genera-
tor and expanded with key word forms in order
for an evaluator to determine the correct para-
digm for the morphological entry.

4.3 Evaluation Measures, Baselines and

Significance Test

We report our test results using recall and aver-
age precision at maximum recall. Recall means
all the inflected word forms in the test data for
which an accurate base form suggestion is pro-
duced. Average precision at maximum recall is
an indicator of the amount of noise that precedes
the intended paradigm suggestions, where n in-
correct suggestions before the m correct ones
give a precision of //(n+m), i.e., no noise before
a single intended base form per word form gives
100 % precision on average, and no correct sug-
gestion at maximum recall gives 0 % precision.
The F-score is the harmonic mean of the recall
and the average precision.

The random baseline for Finnish is that the
correct entry is one out of 78 paradigms with one
out of 13 gradations, i.e. a random correct guess
would on the average end up as guess number
507.

As suggested by Lindén (2009), we use the
automatically derived entry generator from Sec-
tion 4.1 as a baseline. Using his test data, the test
results will be directly comparable to the base-
line provided in Table 1 with recall 82 %, aver-
age precision 76 % and the F-score 79 %.

The significance of the difference between the
baselines and the tested methods is tested with
matched pairs. The Wilcoxon Matched-Pairs
Signed-Ranks Test indicates whether the changes
in the ranking differences are statistically signifi-
cant. For large numbers the test is almost as sen-
sitive as the Matched-Pairs Student t-test even if
it does not assume a normal distribution of the
ranking differences.
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Rank Freq Percentage

#1 1140 66,5 %
#2 186 10,8 %
#3 64 3,7%
#4 17 1,0 %
#5 4 0,2 %
#6 2 0,1 %
#7-00 302 17,6 %
Total 1715 100,0 %

Table 1. Baseline for Finnish entry generator.

5 Evaluation

We test how well the entry selection procedure
outlined in Section 3 is able to select the correct
paradigm for an inflected word form using the
test data described in Section 4.2. Word forms
representing previously unseen words were used
as test data in the experiment. The generated en-
tries are intended for human post-processing, so
the first correct entry suggestion should be
among the top 6 candidates, otherwise the rank-
ing is considered a failure. In 5.1, we test the
paradigm selection procedure against a Finnish
text corpus. In 5.2, we also test the paradigm se-
lection procedure using page counts from the
internet.

5.1

We evaluate the paradigm selection method on
paradigms generated by the lexicon-based entry
generator against the Finnish Text Collection
described in Section 4.2.

Corpus-based Paradigm Ranking

Rank Freq Percentage

#1 1316 76,7 %
#2 110 6,4 %
#3 34 2,0 %
#4 25 1,5 %
#5 11 0,6 %
#6 9 0,5%
#7-00 210 12,2 %
Total 1715 100,0 %

Table 2. Ranks of all the first correct entries by the
Finnish entry generator when ranking suggestions
against the Finnish Text Collection.

The Finnish entry generator generated a cor-
rect entry among the top 6 candidates for 88 % of
the test data as shown in Table 2, which corre-
sponds to an average position of 1.9 for the first
correct entry with 88 % recall and 83 % average
precision, i.e. an 86 % F-score.

5.2

We also evaluate the paradigm selection method
on paradigms generated by the lexicon-based
entry generator against the Word-Wide Web us-
ing page counts for pages retrieved over a period
of some weeks from Google for key words of the
paradigms. We retrieved the data from pages
which Google gave a Finnish language code. We
used this as way to verify the method on an inde-
pendent corpus.

Page Count-based Paradigm Ranking

Rank Freq Percentage

#1 1229 71,7 %
#2 115 6,7 %
#3 77 4,5 %
#4 28 1,6 %
#5 18 1,0 %
#6 11 0,6 %
#7-00 231 13,5 %
Total 1715 100,0 %

Table 3. Ranks of all the first correct entries by the
Finnish entry generator when ranking suggestions
against the World-Wide Web.

The Finnish entry generator generated a cor-
rect entry among the top 6 candidates for 86 % of
the test data as shown in Table 3, which corre-
sponds to an average position of 2.1 for the first
correct entry with 86 % recall and 79 % average
precision, i.e. an 83 % F-score.

5.3

The selection of the paradigms from the morpho-
logical entry generator was statistically highly
significantly better than the lexical baseline ac-
cording to the Wilcoxon Matched-Pairs Signed-
Ranks Test. The difference between the corpus
and the internet might be statistically significant,
but has no real practical implications. The im-
provement in the F-score of 4-8 percentage
points from the baseline model in two separate
test settings is significant in practice.

Significance

6 Discussion

In this section, we discuss the results and give a
brief overview of some related work. In 6.1, we
compare test results with previous efforts. In 6.2,
we discuss future work.

6.1 Discussion of Results

The problem when dealing with relatively low-
frequency words is that an approach to generate
additional word forms for their paradigms may
not contribute much. It might well be that the
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word we are looking at is the only instance in the
corpus. In that sense, turning to the internet for
help seems like a good idea. It is interesting but
not surprising to note that a relatively clean cor-
pus still provides a slightly better basis for rank-
ing word paradigms than the Internet. The most
plausible explanation for this would be a larger
amount of misspelled word forms which reduces
the distinctions between paradigm suggestions,
an effect that was observed during the evalua-
tion.

Sometimes the misspelling was more common
than the correctly spelled word. E.g., the sixth
highest scoring word in our material was
“seuraavd”, with approx. 21000000 page
counts, while its correctly spelled form, “seuraa-
va”, had almost 500 000 page counts less. This
was in most cases corrected by a higher average
frequency of the remaining word forms in the
correct paradigm. Sometimes the incorrect para-
digms happened to contain a homonym of some
frequently occurring words, which raised the
score of the paradigm above that of the correct
paradigm candidate.

It is significant to note that our experiment
demonstrates that the ranking can be performed
using page counts instead of word counts with a
sufficiently large corpus, which is by no means
self-evident. Essentially page counts mean that
we use the semantic context of a word. Many of
the inflected forms will refer to the same pages,
which also opens up avenues for future research.
One could perhaps check how many pages con-
tain the base form in addition to some inflected
form of a paradigm in order to reduce the noise.

The fact that as a source of data, the corpus
data fared slightly better than the internet may in
our case also be attributable to the fact that Fin-
nish word forms in the frequency range 100 000-
300 000 may not be so rare after all due to the
rich morphology and productive compounding
mechanism of Finnish.

From a practical point of view, we are able to
significantly reduce the workload of encoding
lexical entries as most of the task can be accom-
plished automatically. However, a significant
change is that assigning paradigms to words,
which previously required an expert lexicogra-
pher, can now be accomplished by a native
speaker making a choice, in practice, between
the first two or at most three suggestions from
the computer.”

2 http://www.ling.helsinki.fi/cgi-bin/omor/omorfi-cgi-
demo.py

6.2 Comparison with similar or related ef-
forts

A related idea of expanding key word forms of
paradigms to identify new words and their para-
digms has been suggested by Hammarstréom & al
(2006). However, their approach was to auto-
matically deduce rules for which they could find
as much support as was logically possible in or-
der to make a safe inference. This leads to safely
extracting words that already have a number of
word forms in the corpus, i.e. mid- or high-
frequency words, which for all practical purposes
have already been encoded and are readily avail-
able in public domain morphological descrip-
tions like the Ispell dictionaries (Kuenning,
2007) or more advanced descriptions like the
Finnish dictionary Kotimaisten kielten tutkimusk-
eskuksen nykysuomen sanalista (2007). It should
be noted that Hammarstrom & al (2006) came to
the conclusion that it is recommendable that a
linguist writes the extraction rules.

The approach suggested by Mikheev (1996,
1997) aims at solving the issue of unknown
words in the context of part-of-speech taggers.
However, in this context the problem is slightly
easier as the guesser only needs to identify a
likely part of speech and not the full inflectional
paradigm of a word. He suggests an automatic
way of extracting prefix and postfix patterns for
guessing the part of speech. A related approach
aiming at inducing paradigms for words and in-
flectional morphologies for 30 different lan-
guages is suggested by Wicentowski (2002).

Since there is a growing body of translated
text even for less studied languages, there are
interesting approaches using multi-lingual evi-
dence for inducing morphologies, see e.g.
Yarowski and Wicentowski (2000). This ap-
proach is particularly fruitful if we can use rela-
tions between closely related languages.

If we cannot find enough support for any par-
ticular paradigm of a word, e.g. if the word is too
infrequent so that there are no other inflections,
we need a way to make inferences based on re-
lated or similar strings. We need to make infer-
ences based on the analogy with already known
words as suggested e.g. by Goldsmith (2007) or
Lindén (2008, 2009).

6.3 Future Work

The current approach only extracts inflectional
information in the form of paradigms, even if the
context of a new word also contributes other
types of lexical information such as part of
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speech, argument structure and other more ad-
vanced types of syntactic and semantic informa-
tion.

The Internet as a source of data also provides
context for a search word, some of it specific to
this particular data source. Our current approach
does not yet take into account the nature of this
source of data, such as an increased occurrence
of misspellings, colloquial word forms and
mixed-language content. Also, as the Internet is
an ever-changing medium, any linguistic data
derived form it is subject to constant change. The
effect of this change to the reliability of evalua-
tion needs to be further investigated.

7  Conclusions

We have proposed and successfully tested a new
method for selecting paradigms generated for
inflected forms of new words using additional
corpus information for key forms of the para-
digms suggested by en entry generator. We
tested the model on Finnish, which is a highly
inflecting language with a considerable set of
inflectional paradigms and stem change catego-
ries. Our model achieved 79-83 % precision and
86-88 % recall, i.e. an F-score of 83-86 %. The
average position for the first correctly generated
entry was 1.9-2.1. The method was highly statis-
tically significantly better than a non-trivial base-
line and the improvement is also significant in
practice.
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Abstract

Previous work on part-of-speech (PoS)
tagging Icelandic has shown that the mor-
phological complexity of the language
poses considerable difficulties for PoS tag-
gers. In this paper, we increase the tagg-
ing accuracy of Icelandic text by using two
methods. First, we present a new tagger,
by integrating an HMM tagger into a lin-
guistic rule-based tagger. Our tagger ob-
tains state-of-the-art tagging accuracy of
92.31% using the standard test set derived
from the IFD corpus, and 92.51% using a
corrected version of the corpus. Second,
we design an external tagset, by removing
information from the internal tagset which
reflects distinctions that are not morpho-
logically based. Using the external tagset
for evaluation, the tagging accuracy fur-
ther increases to 93.63%.

1 Introduction

Icelandic is a morphologically complex language
for which the task of part-of-speech (PoS) tagg-
ing has turned out to be difficult, both for data-
driven and linguistic rule-based taggers (Helga-
déttir, 2005; Loftsson, 2006; Loftsson, 2008;
Dredze and Wallenberg, 2008). Before the work
presented in this paper, the current state-of-the-
art tagging accuracy was 92.06%, obtained us-
ing a bidirectional sequence classification method
(Dredze and Wallenberg, 2008) and testing using
the Icelandic Frequency Dictionary (IFD) corpus
(Pind et al., 1991).

There are at least three reasons for this low
accuracy — all of them are manifestations of the
fact that the Icelandic language is morphologi-
cally complex. First, the large tagset used (about
700 tags) and the relatively small training corpus
(about 590k tokens) causes data sparseness prob-
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lems. Second, inherent long range tag dependen-
cies in Icelandic text are difficult for many PoS
tagging methods to resolve. Third, the tagset re-
flects distinctions which may be difficult to resolve
at the level of PoS tagging, because some of them
are not morphologically based.

The main material in this paper is threefold.
First (in Section 2), we review previous tagging
approaches for Icelandic and present a new tagger
by integrating a Hidden Markov Model (HMM)
tagger into a linguistic rule-based tagger in a novel
way. Our tagger obtains an accuracy of 92.31%,
which amounts to about a 3.2% error reduction
rate compared to the previous best result. Further-
more, the accuracy increases to 92.51% when test-
ing using a corrected version of the IFD corpus.

Second (in Section 3), we propose an external
tagset (the tagset used for evaluation) by remov-
ing information from the internal tagset (the tagset
used by a tagger) which reflects distinctions that
are not morphologically based. These reductions
should not affect the effectiveness of the tagset in
practical applications. The tagging accuracy fur-
ther increases to 93.63% using the external tagset.

Third (in Section 4), we discuss the results and
provide directions for future work on tagging Ice-
landic.

2 Tagging Icelandic

In this section, we first describe the corpus used
for training, developing and testing PoS taggers
for Icelandic and the underlying tagset. Second,
we review, in some detail, previous work on tagg-
ing Icelandic. Third, we describe our new tagg-
ing method, which results in a new state-of-the-art
tagging accuracy. Finally, we evaluate our method
using a corrected version of the original corpus.

2.1 The IFD corpus

All published tagging results hitherto for Icelandic
have been based on the IFD corpus (Pind et al.,
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1991). The IFD corpus is a balanced corpus, con-
sisting of about 590k tokens. All 100 text frag-
ments in the corpus were published for the first
time in 1980-1989. The corpus comprises five
categories of texts, i.e. Icelandic fiction, trans-
lated fiction, biographies and memoirs, non-fiction
and books for children and youngsters. No two
texts are attributed to the same person and all texts
start and finish with a complete sentence. The cor-
pus was semi-automatically tagged using a tagger
based on linguistic rules and probabilities (Briem,
1989).

The main Icelandic tagset, constructed in the
compilation of the IFD corpus, consists of about
700 possible tags, which is large compared to re-
lated languages. In this tagset, each character in
a tag has a particular function. The first charac-
ter denotes the word class. For each word class
there is a predefined number of additional charac-
ters (at most six), which describe morphological
features, like gender, number and case for nouns;
degree and declension for adjectives; voice, mood
and tense for verbs, etc. To illustrate, consider the
word “strdakarnir” (’(the) boys’). The correspond-
ing tag is “nkfng”, denoting noun (7), masculine
(k), plural (f), nominative (n), and suffixed defi-
nite article (g).

2.2 Previous tagging results

The first tagging results for Icelandic were based
on an experiment using several data-driven tag-
gers (Helgadottir, 2005; Helgadéttir, 2007). The
highest tagging accuracy, 90.4%, was obtained by
the TnT tagger (Brants, 2000), a popular HMM
tagger. By using a simplified version of the tagset
the accuracy of TnT increased to 91.83%, and fur-
ther to 98.14% when only considering the word
class (the first letter of a tag). All results were
obtained using 10-fold cross-validation and the
corresponding data-splits now form the standard
training (90%) and test corpora (10%) for evalu-
ating taggers for Icelandic. The average unknown
word ratio using this data-split is 6.8%.

Data sparseness, non-local tag dependencies
and fine-grained distinctions in the tagset are
mainly to blame for the relatively low tagging ac-
curacy obtained by (at the time) state-of-the-art
data-driven taggers. This motivated the develop-
ment of a linguistic rule-based tagger for Icelandic
(Loftsson, 2008). The tagger, IceTagger, is reduc-
tionistic in nature, i.e. it removes inappropriate

tags from words in a given context. IceTagger first
applies local rules (175 in total) for initial disam-
biguation and then uses a set of heuristics (global
rules) for further disambiguation. The heuristics,
for example, enforce feature agreement between
subjects and verbs, between subjects and predica-
tive complements, and between prepositions and
the following nominals. If a word is still ambigu-
ous after the application of the heuristics, the de-
fault heuristic is simply to choose the most fre-
quent tag for the word.

An important part of IceTagger is the unknown
word guesser, IceMorphy (Loftsson, 2008). It
guesses the tag profile (the set of tags; sometimes
called the ambiguity class) for unknown words by
applying morphological analysis and ending anal-
ysis. In addition, IceMorphy can fill in the tag pro-
file gaps' in the dictionary for words belonging to
certain morphological classes.

For the sake of being easily able to compare
the tagging accuracy between different methods,
IceTagger and IceMorphy only use data resources
based on the IFD corpus, i.e. data which is also
available to data-driven taggers. The tagging ac-
curacy of IceTagger is about 91.6%, a large im-
provement on the accuracy obtained by the TnT
tagger. The tenth data file in the standard data-
split was used for the development of IceTagger.
Therefore, the average tagging accuracy is based
on testing using the first nine test corpora.

Furthermore, by using the idea of a serial com-
bination of a rule-based and a statistical tagger
(Hajic et al., 2001), specifically making an HMM
tagger, TriTagger, disambiguate words which Ice-
Tagger cannot fully disambiguate, the tagging ac-
curacy increases to about 91.8% (Loftsson, 2006).
In Table 1, we refer to this tagger as Ice+HMM?>.

Loftsson (2008) has also experimented with im-
proving the tagging accuracy of the TnT tagger.
The improvement consists of using IceMorphy to
generate a “filled” dictionary, i.e. a dictionary for
which tag profile gaps for certain words have been
filled. Using such a dictionary significantly in-
creases the tagging accuracy of TnT, from about
90.5% to about 91.3%. We refer to this tagger as
the TnT* tagger (see Table 1).

Before our current work, the state-of-the art

' A tag profile gap for a word occurs when a tag is missing
from the tag profile. This occurs, for example, if not all pos-
sible tags for a given word are encountered during training.

’In (Loftsson, 2006), this tagger is called Ice*.
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2.3 Our tagging method

Tagger Unknown Known All

TnT 71.82 91.82  90.45
TnT* 72.98 92.60 91.25
IceTagger 75.30 9278 91.59
Ice+HMM 75.63 93.01 91.83
BI+WC+CT 69.74 93.70  92.06
HMM-+Ice 76.10 9336 92.19
HMM-+Ice+HMM 76.04 93.49 9231

The motivation behind our method is twofold.
First, when only considering the word class we
noted that the tagging accuracy of IceTagger
(97.61%) is significantly lower than the corre-
sponding tagging accuracy of an HMM tagger like
TnT (98.14%). This may be due to the limited
amount of local rules in IceTagger. Secondly, as

Table 1: Average tagging accuracy (%) using the
original IFD corpus

tagging accuracy on Icelandic text® was obtained
by Dredze and Wallenberg (2008) by apply-
ing a bidirectional sequence classification method
(Shen et al., 2007). In this method, the classi-
fier assigns the potential PoS tags (hypothesis) to
a subsequence of words (called a span) based on
features selected by the developer of the classifier.
In each round, the highest scoring hypothesis is
selected and the guessed tags are assigned to the
span. Unassigned words are then reevaluated us-
ing the new information. Words either to the left
or to the right of the previous assigned span can be
chosen next — hence the name bidirectional classi-
fication.

Drezde and Wallenberg used the fact that data-
driven methods are good at assigning correct word
classes (the first letter of a tag in the IFD tagset) to
words. Therefore, they divided the learning phase
into separate learning problems. First, they con-
structed a word class (WC) tagger which classifies
a word according to one of eleven word classes.
Then the tagger only evaluates tags that are con-
sistent with that class. This dramatically reduces
the number of tags considered at each step dur-
ing the bidirectional tagging algorithm. Secondly,
noting that most tagging errors are due to errors in
case, they constructed a case tagger (CT) that re-
tags case on nouns, adjectives and pronouns, given
the predicted tags from the WC tagger. Their com-
bination of a bidirectional tagger, a WC tagger and
a CT tagger (BI+WC+CT) resulted in an accuracy
of 92.06% (see Table 1). The tenth data file was
used for the development of the features used and
the average accuracy is thus based on testing using
the first nine test corpora.

*Note that in our review of previous tagging approaches
we exclude results based on combination of taggers using vot-
ing schemes. For that part, the interested reader is referred to
(Helgadéttir, 2005; Loftsson, 2006).

discussed above, determining the word class first
can simplify the remainder of the disambiguation
task.

Thus, we borrow the word class tagger idea
from Drezde and Wallenberg and apply it by de-
veloping a new tagger based on IceTagger and
TriTagger. The main idea is to use TriTagger
(the HMM tagger; see Section 2.2) for choos-
ing the word class and then use IceTagger to per-
form tagging which is consistent with the chosen
class, but based on the whole tag string. We are
not aware of similar work, i.e. in which a data-
driven tagger is integrated into a linguistic rule-
based tagger in the form of a pre-processing step.
More specifically, the following steps are carried
out for each input sentence:

1. IceTagger starts by looking up the tag pro-
file for known tokens in the dictionary and
uses IceMorphy for filling in tag profile gaps
and generating the tag profile for unknown
tokens.

For each token and its tag profile, a copy is
made. A version of TriTagger, trained on
the complete tag strings, disambiguates the
copied tokens by using the standard HMM
method of finding the tag sequence that max-
imises the product of contextual probabilities
and lexical probabilities (Brants, 2000). The
result is one proposed tag for each token.

3. For each token, the proposed tag ¢ from
TriTagger is used to eliminate tags from the
corresponding token in IceTagger that are not
consistent with the word class of tag ¢.

Finally, the standard version of IceTagger is
run using (possibly) a reduced tag profile for
each token.

We refer to this new tagger as the HMM+Ice
tagger. Itis an integrated tagger and, consequently,
runs like a single tagger. Note that our method
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should be feasible for other morphologically com-
plex languages for which an HMM tagger and a
linguistic rule-based tagger already exist.

The tagging accuracy of HMM-+Ice is 92.19%
(see Table 1), which amounts to about a 7.1% and
1.6% error reduction rate compared to IceTagger
and the BI+WC+CT tagger, respectively. As ex-
pected, the number of tags needed to be consid-
ered by IceTagger drops significantly when using
TriTagger for initial disambiguation. The ambi-
guity rate (total number of tags divided by total
number of tokens) for known ambiguous tokens
in the standard version of IceTagger is 2.77. In
the HMM+Ice tagger the corresponding number is
2.40, which amounts to a 13.4% drop in ambiguity
rate.

Note that the HMM-+Ice tagger applies the
HMM before IceTagger runs, but, conversely, the
Ice+HMM tagger (described in Section 2.2), ap-
plies the HMM after IceTagger. By combin-
ing these two methods, we obtain a more ac-
curate tagger which runs in the following man-
ner. It starts by following steps 1-3 described
above. Then, in step 4, it runs the Ice+HMM
tagger, instead of only running IceTagger. We re-
fer to this method as the HMM-+Ice+HMM tagger.
The tagging accuracy of the HMM-+Ice+HMM
tagger is 92.31%, which amounts to about a 8.6%
and 3.2% error reduction rate compared to Ice-
Tagger and the BI+WC+CT tagger, respectively.
The difference between the HMM-+Ice tagger and
the HMM+Ice+HMM tagger is that the former
chooses the most frequent tag for words which are
still ambiguous after the application of IceTagger,
whereas the latter applies the HMM model again
to disambiguate those words.

Table 1 summarises the accuracy of all the
PoS taggers discussed above (using the average
from the first nine test corpora). The table shows
that our HMM-+Ice+HMM tagger outperforms the
BI+WC+CT tagger because of higher accuracy for
unknown words, but the accuracy obtained by the
BI+WC+CT tagger for known words is superior
by 0.21 percentage points. We hypothesised that
this could partly be explained by the following.
IceTagger uses a dictionary generated from a train-
ing corpus, consisting of each word encountered
along with the tag profile for each word. Thus, the
tag profile for a word w only contains tags that
were found in a training corpus for w, in addi-
tion to missing tags generated by the tag profile

gap filling mechanism of IceMorphy (discussed
in Section 2.2). In contrast, a tagger based on
the bidirectional classification method evaluates
all possible tags in the tagset to select the top tag
for a word. Consequently, during tagging it does
not look up the tag profile in a dictionary for a
given word. This means, for example, that the
BI+WC+CT tagger is able to assign a noun tag to
a word w even though w is never tagged as a noun
in the training corpus.

To verify this hypothesis, we analysed the out-
put generated by the BI+WC+CT tagger. For each
test corpus, it assigns, on average, 559 tags that
are not included in the corresponding dictionary
(filled with tags from IceMorphy) derived dur-
ing training. The average size of a test cor-
pus is 59,081 tokens and therefore the “out-of-
dictionary” tags are 1.02% of the total tag assign-
ments. However, only 160 of the 559 tags are
actually correct tag assignments. Nevertheless,
0.29% of the tagging accuracy for known words
(160/59,081) can be attributed to these 160 cor-
rect tags. This supports our hypothesis, because
the tagging accuracy of the BI+WC+CT tagger
for known words would be a little less than the
corresponding accuracy of the HMM+Ice+HMM
tagger if the former tagger could not use out-of-
dictionary tag assignments.

It is important to note that tagging time is very
important in practical applications. According to
Dredze and Wallenberg (2008b), the WC tagger
alone processes 179 tokens per second (processing
time for the CT tagger is not given). In compari-
son, our HMM+Ice+HMM tagger processes about
2350 tokens per second* (running on a Dell Preci-
sion M4300 2 Duo CPU, 2.20 GHz).

2.4 Using the corrected corpus

Loftsson (2009) has produced a version of the IFD
corpus in which a number of tagging errors (1,334
in total) have been corrected. His reevaluation of
the taggers TnT, TnT*, IceTagger and Ice+HMM
showed a significant improvement in tagging ac-
curacy compared to using the original corpus. We
repeat his tagging results in Table 2, along with
the results for the BI+WC+CT tagger and our
HMM-+Ice and HMM+Ice+HMM taggers. For the
taggers TnT, TnT*, Ice+HMM, HMM-+Ice, and
HMM-+Ice+HMM the results are presented after

*The standard version of IceTagger (without HMM inte-
gration) processes more than 6600 tokens per second.
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Tagger Unknown Known All Char Category/ Symbol — signification

TnT 71.97 92.06 90.68 # Feature

TnT* 73.10 92.85 91.50 1 Word class  n—noun

IceTagger 75.36 9295 91.76 2 Gender k—masculine, v—feminine,

Ice+HMM 75.70 93.20 92.01 h—neuter, x—unspecified

BI+WC+CT 69.80 93.85 9221 3 Number e—singular, f—plural

HMM-+Ice 76.17 93.59 9240 4 Case n—nominative, o—accusative,

HMM-+Ice+HMM 76.13 93.70 92.51 p—dative, e—genitive

) ) 5 Article g-with suffixed article

Table 2: Average tagging accuracy (%) using the 6 Proper noun m-person, é—place,

corrected IFD corpus

retraining on the corrected corpus. IceTagger does
not need retraining because it does not derive a
language model from a training corpus. Note that
since we only had access to the output generated
by the BI+WC+CT (not the tagger itself), we were
not able to retrain that tagger. Thus, presum-
ably, the accuracy of the BI+WC+CT in Table 2
is somewhat underestimated (and the same applies
for the accuracy numbers which we present in Sec-
tion 3).

Our HMM-+Ice+HMM tagger achieves an accu-
racy of 92.51% for all words when testing using
the corrected corpus. We suggest that researchers
use the corrected version of the IFD corpus as a
gold standard in future work>.

3 Tagset Reduction

There are two main methods used when reducing
tagsets in the context of PoS tagging — we refer
to them as tagset change and tagset mapping. In
the former method, the tagset is simplified and the
training corpus updated to reflect the change in the
tagset. Taggers are then retrained on the updated
corpus and during testing the taggers thus produce
tags according to the simplified tagset.

In the latter method, tagset mapping, the only
change needed is in the testing (evaluation) part.
When comparing a particular tag t¢; in the out-
put of a tagger to a tag ¢y in the gold standard,
the tags ¢; and 2 are mapped to new simplified
tags m; and mgy, respectively. Then, the tags
mq and mo are compared instead of ¢; and {%s.
When using the tagset mapping method, the tagset
used by the tagger is called the internal tagset and
the tagset used for evaluation called the external
tagset (Brants, 1997). The motivation for using

5The original IFD corpus and its corrected version is
available for research purposes at The Arni Magndusson In-
stitute for Icelandic Studies.

s—other proper name

Table 3: The signification of the tags for nouns

the tagset mapping method is that often the in-
ternal (larger) tagset encodes information that can
help disambiguate words in context.

The size of the current IFD tagset is a di-
rect consequence of the morphological complex-
ity of Icelandic and most of the distinctions that
the tagset makes reflect morphosyntactic features
which must be marked for the tagging to be use-
ful. However, we believe that it is possible to make
certain reductions which do not affect the effec-
tiveness of the tagset in practical applications. In
this section, we thus propose an external tagset,
which can be used as an alternative to the orig-
inal (internal) one used hitherto®. Our work is
inspired by the tag simplification experiments by
Helgadéttir (2005). We present four simplifica-
tions to the original tagset, implemented as tagset
mappings’, and evaluate taggers based on these
different versions. In all cases, the tagging accu-
racy gained is presented relative to the accuracy
obtained using the original tagset.

As discussed in Section 2.1, the current IFD
tagset is large and makes fine-grained distinctions.
Moreover, the tagset reflects distinctions which
may be impossible (or at least very difficult) to re-
solve at the level of PoS tagging.

The most obvious example is the type of proper
nouns, denoted by the sixth letter in the tags for
nouns (see Table 3). This information is not of
syntactic nature and to our knowledge this is not
part of tagsets for other languages. Therefore,
a separate natural language processing module, a

®We use linguistic knowledge when reducing the tagset.
Another way, for example, would be to look at the precision
and recall rates for each tag to motivate the tagset reduction.

"For the TnT tagger we indeed experimented with the
tagset change method, but the tagging accuracy was either
equivalent or substantially lower than using tagset mapping.
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Tagger Original ~ Ignoring type c=ct Ignoring type Prep.=  All four
tagset  of proper nouns of pronouns  adverbs mappings
TnT* 91.50 91.56 91.61 91.61 92.51 92.80
IceTagger 91.76 91.83 91.85 91.88 92.61 92.90
BI+WC+CT 92.21 92.27 92.27 92.31 92.89 93.12
HMM+Ice+HMM  92.51 92.57 92.62 92.62 93.35 93.63

Table 4: Average tagging accuracy (%) for all words using external tagsets

Named Entity Recogniser, is usually responsible
for determining the type of proper nouns. Con-
sequently, for the first simplification of the tagset,
we remove the type information for proper nouns.
During testing we thus perform a mapping which
ignores the distinction made in the last letter of
proper noun tags. This reduces possible proper
noun tags from 144, in the internal tagset, to 48,
in the external tagset. As can be seen by compar-
ing columns 2 and 3 in Table 4, this increases the
accuracy of the taggers by 0.06-0.07 percentage
points.

In the IFD tagset, the tag “c” denotes a conjunc-
tion and “ct” a relativizer (a conjunction used to
indicate a relative clause). The typical relativizer,
“sem” ("that’) can also be a comparative conjunc-
tion and it is often difficult, even for experienced
linguists, to determine which function it has in a
given sentence. Furthermore, this distinction must
be based on syntactic and contextual information
which is not available to a PoS tagger. The second
simplification thus consists of mapping the “ct”
tag to “c”, i.e. removing the “ct” tag from the ex-
ternal tagset. This increases the tagging accuracy
of the taggers by 0.06-0.11 percentage points (see
column four of Table 4).

Tags starting with the letter “f” denote pro-
nouns in the IFD tagset. The second letter,
one of “[abeopst]” specifies type information, i.e.
demonstrative, reflexive, possessive, indefinite,
personal, interrogative or relative. In most cases,
ignoring this type information does not lead to any
loss of information, since most of the pronouns
can only belong to one class anyway. In the few
cases where a pronominal word form is ambiguous
between pronoun classes, the distinction is either
syntactically based or based on contextual infor-
mation which is arguably beyond the realm of a
PoS tagger. In the third simplification, we there-
fore perform a mapping which ignores the type of
the pronoun. This reduces possible pronoun tags
from 184, in the internal tagset, to 40, in the ex-

ternal tagset, and increases the tagging accuracy
of the taggers by 0.10-0.12 percentage points (see
column five of Table 4).

The three simplifications described above do
not, however, help in reducing the most common
tagging mistakes. Table 5 shows that out of the top
six errors made by our HMM+Ice+HMM tagger,
five are related to prepositions (tags “ao”,“ap”)
and adverbs (tag “aa”), i.e. tagging words as
prepositions governing the wrong case or tagging
words as prepositions instead of adverbs, or vice
versa. Notice that these tags are outsiders anyway,
since they do not reflect any morphological dis-
tinctions in the words they are attached to, but only
indicate the effect (case government) that these
words have on their complements. However, the
case is of course marked on the complement itself,
so the case tag on the preposition/adverb is com-
pletely redundant but leads to a number of tagging
errors. To illustrate, consider the phrase “i beinn”
(’to town’) tagged as “ao nkeog”. The second let-
ter of the preposition tag “ao” denotes the case
governed by the preposition and the fourth letter
of the complement (noun) tag “nkeog” denotes the
corresponding accusative case inflection. Only on
the noun, therefore, does “o0” signify morphologi-
cally marked grammatical information.

In the last simplification of the tagset, we there-
fore map the following seven tags “ao”, “ap”, “ae”,
“apm”, “ape”, “aam”, “‘aae” (preposition tags and
adverbs in comparative and superlative form) to
the adverb tag “aa”, effectively disregarding the
difference between prepositions and adverbs and
reducing the external tagset by 7 tags. This in-
creases the tagging accuracy by 0.68-1.01 percent-

age points (see column six of Table 4).

Finally, the last column of Table 4 shows the
accuracy of the taggers when applying all the four
tagset mappings at once. The overall tagging ac-
curacy gain for the taggers is 0.91-1.30 percentage
points when compared to using the original tagset.
The size of the external tagset using all four map-
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No. Proposedtag>  Error Cumulative
correct tag rate rate

1. ap>ao 3.09% 3.09%
2. aa>ao 1.69% 4.78%
3. ao>ap 1.68% 6.47%
4. nvep>nveo 1.66% 8.13%
5. ao>aa 1.56% 9.70%
6. aa>ap 1.43% 11.13%
7. nhen>nheo 1.00% 12.13%
8. sfg3fn>sng 0.99% 13.12%
9. nveo>nvep 0.97% 14.09%
10. nkep>nkeo 0.88% 14.97%

Table 5: The top ten most frequent errors made by
the HMM-+Ice+HMM tagger

pings is about 450 tags and our HMM-+Ice+HMM
tagger achieves an accuracy of 93.63% using this
tagset.

4 Discussion and Future Work

Comparison in tagging accuracy between lan-
guages is difficult because of different levels of
morphological complexity, different tagsets, dif-
ferent corpora, etc. However, for the sake of mak-
ing one comparison to a related language, let us
consider Swedish. An accuracy of about 95%
was obtained for Swedish by a standard version
of the TnT tagger, using a tagset consisting of 139
tags, a training corpus of 500k tokens, and an un-
known word ratio of 8.1% (Megyesi, 2001). This
can be compared to the 93.63% accuracy of our
HMM-+Ice+HMM tagger, obtained using a tagset
of about 450 tags. According to this, there is still
quite a large gap in tagging accuracy between the
languages. Partly, it may be explained by the dif-
ference in tagset sizes, but, on the other hand, one
would also expect that the tagging accuracy of
Swedish could be increased by using a more so-
phisticated tagger than the standard version of TnT
(e.g. a tagger similar to our HMM+Ice+HMM
tagger). Due to the fact that Icelandic has con-
siderably more complex inflectional morphology
than Swedish, one may conclude that it will be
difficult to achieve tagging accuracy numbers for
Icelandic comparable to Swedish. Nevertheless,
in order to further increase the tagging accuracy
of Icelandic text, we foresee at least four possibil-
ities.

First, one might try to minimise the ratio of
unknown words. As mentioned in Section 2.2,

the average unknown word ratio using the stan-
dard data-split is 6.8%. Since the tagging accu-
racy of all the taggers for unknown words is only
about 70-76% (see Table 1), it is important to
minimise this ratio (the experiment by Helgadottir
(2005) using ““a backup lexicon‘ showed good re-
sults). One possibility is to use the comprehen-
sive Morphological Database of Icelandic Inflec-
tions (MDII) (Bjarnadéttir, 2005) for this purpose.
The MDII contains about 270,000 entries, over 5.8
million word forms. The database does not, how-
ever, contain any frequency information. The data
from the MDII could be used to extend the dic-
tionaries used by the taggers (for the HMM tag-
gers a uniform distribution could be assumed in
the tag profile for a word), which should result in
a dramatic drop in the unknown word ratio and,
presumably, an increased tagging accuracy for all
words.

Second, one might consider implementing a
tagger (and a parser) using the framework of Con-
straint Grammar (CG) (Karlsson et al., 1995),
which has been applied to several languages. The
main advantage of CG systems is high accuracy
(Samuelsson and Voutilainen, 1997), but the main
disadvantage is the labour-intensive development
— for example, the Norwegian CG project took
seven man labour years (Hagen et al., 2000). Re-
gardless, we think that a CG system should be de-
veloped for Icelandic. Note that the existence of
the MDII could reduce the development time, i.e.
with regard to the morphological analyser which
is a crucial part of a CG system.

Third, one could explore further combining
data-driven and linguistic rule-based methods. For
example, since the accuracy of the BI+WC+CT
tagger for unknown words is the least of all the
taggers (see Table 1), it can presumably be in-
creased by integrating a morphological component
like IceMorphy.

Finally, as pointed out by Dredze and Wallen-
berg (2008), a considerable proportion of the er-
rors are mistakes in case assignments of verb sub-
jects and objects (rows no. 4, 9, and 10 of Ta-
ble 5 illustrate the latter). Finding ways to min-
imise these errors is therefore part of the challenge
ahead.

S Summary

In this paper, we first presented a new state-of-
the-art tagger for Icelandic, HMM+Ice+HMM, by
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integrating an HMM tagger into a linguistic rule-
based tagger in a novel way. Our method should be
feasible for other morphologically complex lan-
guages for which an HMM tagger and a linguistic
rule-based tagger already exist. Evaluation shows
that our HMM+Ice+HMM tagger obtains an accu-
racy of 92.31% using the standard test set derived
from the IFD corpus. Furthermore, the accuracy
increases to 92.51% using a corrected version of
the corpus.

Second, we proposed an external tagset by re-
moving information from the internal tagset which
reflects distinctions that are not morphologically
based. The accuracy of HMM+Ice+HMM in-
creases to 93.63% using the external tagset.

Finally, we discussed the results and provided
directions for future work.
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Abstract

The paper presents experimental results on
WSD, with focus on disambiguation of
Russian nouns that refer to tangible objects
and abstract notions. The body of contexts has
been extracted from the Russian National
Corpus (RNC). The tool used in our experi-
ments is aimed at statistical processing and
classification of noun contexts. The WSD
procedure takes into account taxonomy
markers of word meanings as well as lexical
markers and morphological tagsets in the
context. A set of experiments allows us to
establish preferential conditions for WSD in
Russian texts.

1 Introduction

Word sense disambiguation (WSD) plays a crucial
role in corpora development and use. A rich varie-
ty of reliable WSD techniques such as knowledge-
(or rule-) based, statistical corpus-based WSD or
their hybrids have been worked out and tested
[Agirre & Edmonds 2007; Mihalcea & Pedersen
2005; Navigli 2009]. Knowledge-based WSD is
performed with the help of semantic information
stored in electronic lexicographic modules (e.g.,
WordNet, FrameNet). Corpus-based WSD implies
extraction and statistical processing of word
collocations which makes it possible to distinguish
separate meanings of lexical items in context (e.g.,
[Pedersen 2002; Schiitze 1998], etc.). Hybrid WSD
brings into action both lexical resources and corpus
analysis (e.g., [Leacock et al. 1998; Mihalcea
2002], etc.).
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Richly annotated corpora prove to be valuable
sources of linguistic evidence necessary for explor-
ing word meanings, their interrelations, extracting
lexical-semantic classes, developing taxonomies,
etc. Statistical algorithms implemented in contem-
porary corpora processing tools ensure extraction
of information on the frequency distributions of
semantic, lexical and morphological markers.
These data are indispensable for classification of
word contexts and, thus, for proper identification
of word senses in contexts [Mitrofanova et al.
2008a, Mitrofanova et al. 2008b].

Major WSD techniques were enabled in experi-
ments on semantic ambiguity resolution in Russian
texts. The use of lexical databases for Russian
(e.g., an electronic thesaurus RuTes [Lukashevich
& Chujko 2007], the RNC semantic dictionary
[Rakhilina et al. 2006], RussNet lexical database
[Azarova et al. 2008]) provides rather high quality
of WSD. If lexicographic information is not
available, statistical WSD techniques are indispen-
sable in processing Russian texts. As experimental
data have shown, it is possible to identify word
meanings in contexts taking into account POS tag
distributions [Azarova & Marina 2006] and lexical
markers [Kobricov et al. 2005]; hybrid WSD
seems to be effective as well [Toldova et al. 2008].

The purpose of the present project is statistical
WSD in Russian texts which entails fulfilment of
certain research tasks, such as: (1) development of
a WSD tool for Russian; (2) experiments on WSD
in Russian texts with various parameters;
(3) studying preferential conditions for WSD in
Russian. It should be noted that the present study is
aimed at Targeted WSD (and not All Words
WSD).
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The scope of the project encompasses statistical
WSD procedure in three modes — with regard to
three types of contextual information: (1) lexical
markers of word meanings in contexts (lemmas of
lexical items co-occurring with ambiguous words
in contexts); (2) taxonomy markers (semantic tag-
sets referring to lexical-semantic classes) of con-
text items; (3) grammatical markers (morphologi-
cal tagsets referring to POS and other grammatical
features) of context items — and to compare relia-
bility of these WSD approaches. It should be noted
that experiments on WSD based on semantic anno-
tation have no precedent in Russian corpus
linguistics.

2 Linguistic data

Contexts for Russian nouns referring to tangible
objects and abstract notions serve as an empirical
basis of the study (such polysemous and/or homo-
nymic words as dom ‘building, private space,
family, etc.’, organ ‘institution, part of body,
musical instrument, etc.’, luk ‘onion, bow’, glava
‘head, chief, cupola, chapter, etc.’, vid ‘view, form,
document, image, verbal aspect, kind, species’,
kl'uc ‘key, clue, clef, spring, etc.’, sovet ‘advice,
council, etc.’, plos’ad’ ‘square, space, etc.’, kosa
‘braid, scythe, peninsula’, etc.). Although the
nouns considered in course of experiments belong
to different lexical-semantic groups, they reveal
regular types of relations between meanings of
polysemous words or between homonymic items.
That’s why the set of words in question should be
regarded as representative of noun class in general.

Sets of contexts were extracted from the
Russian National Corpus (RNC,
http://www.ruscorpora.ru/), the largest annotated
corpus of Russian texts containing about 150 M
tokens. The texts included in the RNC are supplied
with morphological (morphosyntactic) and seman-
tic annotation. The majority of nouns in the RNC
are assigned markers according to coarse-grained
taxonomy (e.g. ‘concrete’, ‘human’, ‘animal’,
‘space’, ‘construction’, ‘tool’, ‘container’, ‘sub-
stance’, ‘movement’, ‘diminutive’, ‘causative’,
‘verbal noun’, and other lexical-semantic classes,
cf. http://www.ruscorpora.ru/en/corpora-sem.html).
Taxonomy markers assigned to a particular lexical
item in a context account for the set of its
registered meanings, so that a WSD procedure is
often required.

WSD has to be performed for nouns with
various frequencies of particular meanings (cf.
Table 1).

Uses of the given nouns represented in the RNC
by 10 or more occurrences for each word sense
were analysed. Word senses with fewer contexts in
the corpus (such as dom ‘common space’ or dom
‘dynasty’) were excluded from the study. In course
of experiments on Targeted WSD manual disambi-
guation was performed for a training set of con-
texts for a particular word, the remaining ambigu-
ous contexts were subjected to statistical WSD.

3 WSD procedure

A Python-based WSD software was developed to
perform statistical WSD procedure in three modes,
taking into account (1) lexical markers occurring in
contexts; (2) taxonomy markers of context ele-
ments; and (3) grammatical markers — morpholo-
gical tagsets assigned to context elements. An
automatic word clustering (AWC) tool was adap-
ted [Mitrofanova et al. 2007]. The AWC tool
facilitates formation of clusters of similar contexts
extracted from the RNC. Adjustment of AWC soft-
ware for WSD purposes required implementation
of machine learning and pattern recognition
modules.

WSD procedure is carried out in stages. The
first stage implies pre-processing of contexts in
experimental set E. Semantically and morpholo-
gically unambiguous contexts are selected to form
a training set S required for machine learning,
while ambiguous contexts are treated as a trial set
T. Machine learning is performed at the second
stage. For each meaning of a word its statistical
pattern is formed taking into account frequencies
of taxonomy markers, lexical markers and morpho-
logical tagsets of context elements. Further, pat-
terns of meanings, as well as trial contexts, are
represented as vectors in a word space model. The
third stage implies pattern recognition, i.e. selec-
tion of patterns nearest to vectors that correspond
to ambiguous contexts. Three similarity measures
based on the distance between patterns and vectors
of trial contexts are calculated in different ways, so
that the user can choose between Hamming measu-
re, Euclidean measure, and Cosine measure. As a
result, meanings exposed by particular patterns are
automatically assigned to processed contexts.

112



Disambiguation of Taxonomy Markers in Context: Russian Nouns

Table 1. Russian nouns dom, organ, luk, vid, glava:
taxonomy markers and frequencies of meanings
(number of contexts in the RNC)

Word meanings
and taxonomy markers

Number of
contexts in the
RNC

dom 3000 (total)
dom ‘building’ 1694
<r:concr t:constr top:contain>

dom ‘private space’ <r:concr t:space> 95

dom ‘family’ 72
<r:concr t:group pt:set sc:hum>

dom ‘common space’ 4

<r:concr t:space der:shift der:metaph>

dom ‘institution’ <r:concr t:org> 292

dom ‘dynasty’ <r:concr pt:set sc:hum> 1

dom (merged meanings) 842

organ 834 (total)
organ ‘institution’ <r:concr t:org hi:class> 660

organ ‘part of body’ 130
<r:concr pt:partb pc:hum pc:animal

hi:class>

organ ‘musical instrument’ 27
<r:concr t:tool:mus>

organ ‘means’ <r:concr der:shift dt:partb> 9

organ ‘publication’ 8

<r:concr t:media hi:class>

luk 2200 (total)
luk ‘onion’ 1600
<r:concr t:plant t:fruit t:food pt:aggr>

luk ‘bow’ 600
<r:concr t:tool:weapon top:arc>

vid 2866 (total)
vid ‘view’ <r:abstr t:perc der:v> 1144

vid ‘form’ <r:abstr der:shift> 1075

vid ‘document’ <r:concr t:doc > 7

vid ‘image’ <r:concr t:workart> 10

vid ‘expectation’ <r:abstr t:ment> 10

vid ‘kind, species’ 617
<r:abstr r:concr pt:set sc:X>

vid ‘verbal aspect’ <r:abstr > 3

Word meanings Number of

and taxonomy markers

contexts in the
RNC

glava

1073 (total)

glava ‘head, part of body’
<r:concr pt:partb pc:hum>

8

glava ‘leading position’ 140
<r:concr der:shift dt:partb>

glava ‘cupola’ 12
<r:.concr pt:part pc:constr >

glava ‘chief’ <r:concr t:hum > 301
glava ‘chapter’ 612

<r:concr t:text pt:part pc:tex‘[>1

"'In this table, the following semantic tags are used: 1) top
categories r:concr (concrete noun), r:abstr (abstract noun);
2) taxonomic classes ¢:-um (human beings), ¢:org

Series of tests were performed (1) to evaluate
several parameters that can influence test results:
context window size, proportional expansion of
training sets of contexts for each meaning, etc.;
(2) to estimate correlation between taxonomic,
lexical and morphological criteria, to compare
reliability of these WSD approaches and to ascer-
tain preferential conditions of their application.

Evaluation of WSD quality was performed:
results of automatic WSD were compared with
results of manual WSD, precision P and recall R
were defined in all series of tests.

4 General results of experiments

Thorough analysis of contexts shows that the
appropriate choice of similarity measure (Cosine
measure) alongside with expansion of a training set
(S =100...500 contexts) ensures over 85% correct
decisions on average (P~0.85). Under such condi-
tions, in series of experiments the number of
correct decisions turned out to be no less than
50...60% (P=0.50...0.60), in some cases up to
95...100% (P=0.95...1).

The Cosine measure proves to be the most
reliable similarity measure as it is the least sensi-
tive to meaning frequencies. Hamming and Eucli-
dean measures provide correspondingly 45%
(P=~0.45) and 65% (P=0.65) of correct decisions on
average.

WSD experiments were performed with train-
ing sets of variable size S = 10, 15, 55, 75, 100,
200, 500, ... (up to all contexts except for those
included in a trial set) and with proportional
expansion of a training set S being 10%, 15%, 20%
of E. It seems that the training set S should contain
at least 100 unambiguous contexts, while 500
contexts provide the best results. In general, to
obtain reliable WSD results, the training set size S
should be no less than 20% of the experimental set
size E. In other cases the amount of correct decisi-

(organizations), ¢:constr (buildings/constructions), t:space
(space/ places), t:tool:mus (musical instruments), ¢.perc
(perception), t:ment (mental sphere), etc.; 3) mereological
classes pt:partb pc:hum pc:animal (body parts of humans and
animals), pt:part pc:constr (parts of buildings/constructions),
pt:set sc:hum (sets of humans); 4) topological classes
top:contain (containers), t:arc (arcs); 5) derivational markers
der:v (deverbal nouns), der:shift dt.partb (semantic shift from
the name of a body part), der:shift der-metaph (metaphorical
shift).
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ons may be reduced because statistical patterns for
meanings turn out to be rather ‘blurry’.

A series of tests with variable context window
size w ([-i; +k], i, kK < N (N — context length) was
carried out, so that the context window could be
symmetric or asymmetric, and could be limited to
a clause or a syntactic group. Context analysis with
regard to syntactic relations showed an increase in
WSD precision by P=0.05...0.1. The best results
can be expected if i<2, 2<k<4. In most cases
such context window corresponds to noun groups
including prepositional (adjectival) and postposi-
tional (nominal, infinitival, etc.) determiners which
contain information relevant for meaning disam-
biguation.

5 WSD based on taxonomy markers, on
lexical markers and on morphological
tagsets. discussion

Experiments on WSD based on taxonomy markers
and on lexical markers gave rather encouraging
results. E.g., WSD procedure for the noun /uk
allows to discriminate meanings [uk ‘onion’ and
luk ‘bow’ given P~0.825...0.85 on average, cf.
Table 2.

Table 2. Results of WSD based on taxonomy markers
and on lexical markers for the noun /uk

Amount of correct Average
decisions for separate
meanings (P)
luk ‘onion’  luk ‘bow’
WSD based on 0.75 0.95 0.85
taxonomy markers
WSD based on 0.75 0.90 0.825

lexical markers

For the most part, WSD based on taxonomy
markers and on lexical markers was equally effect-
tive: cf. Table 3, e.g. context (c). At the same time,
processing of contexts which takes into account
taxonomy markers often provides more trust-
worthy decisions: e.g., the increase of Cosine
measure value is noticeable in context (a) where
the meaning /uk ‘onion’ was recognized correctly
with the help of both criteria. WSD based on
taxonomy markers also helps to evade erroneous
interpretations: cf. contexts (b) and (d) where the
meaning of /uk was chosen correctly in case of
WSD based on taxonomy markers.

Table 3. Examples of WSD based on taxonomy markers
and on lexical markers for the noun /uk

luk WSD based on
taxonomy
markers
Meaning Cos Meaning Cos

(a) luk ‘onion’ luk 0.786 luk 0.572

Pomn’u hleb s ‘onion’ ‘onion’

iz’umom, s lukom, s

kakimi-to koren-

jami. ([I] remember

bread with raisins,

with onion, and with

some spices.)

(b) luk ‘onion’ luk

Nachinajut prini- ‘onion’

mat’ [uk, kapustu...

([they] begin to eat

onion, cabbage...)

(¢) luk ‘weapon’ luk

Odni tugije /uki, nad ‘weapon’

kotorymi neskol’ko

chelovek spravit’sa

ne mogli, ‘igrajuchi’

nat’agival’i...

(Some [people]

‘effortlessly’ bent

tight bows with

which several

people couldn’t

cope with...)

(d) luk ‘weapon’ Za  luk

spinoj u nego viseli ~ ‘weapon’

luk 1 kolchan.

(He had a bow on

his back.)

WSD based on
lexical markers

0.514 luk

‘weapon’

0.502

0.550 luk

‘weapon’

0.533

0.517 luk

P
onion

0.500

Comparison of WSD results obtained in three
modes shows that in general morphological criteria
prove to be more reliable than taxonomic and
lexical criteria: average P and R for WSD based on
morphological annotation are higher than for WSD
based on taxonomy markers and on lexical
markers. At the same time, differences in WSD
results lead to the conclusion that various types of
context-dependent meanings determine preferential
conditions for application of WSD approaches (cf.
example in Table 4).

The correlation between taxonomic, lexical and
morphological criteria for WSD was estimated.
The Pearson’s correlation coefficient is quite low:
|Corr| < 0.4. Thus, criteria in question should be
considered as independent. It is expected that WSD
based on combinations of criteria (combinations of
taxonomy markers and lexical markers, taxonomy
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markers and morphological tagsets, etc.) may be
more effective.

Table 4. Examples of WSD results obtained in three modes
for the noun vid: window size w [-5, +5], [-5, +1], [-1, +5];
training set size S =20% E

WSD basedon ~ WSD based on ~ WSD based on
p  taxonomy lexical markers ~ morphological
markers tagsets
vid vid vid vid vid vid vid vid vid
‘view’ ‘shape’ ‘kind’  ‘view’  ‘shape’ ‘kind’  ‘view’  ‘shape’ ‘kind’
55 04 05 07 075 08 05 065 09 0.8
5711 095 0.35 0.75 0.7 0.85 0.65 0.6 095 0.85
(L 025 0.8 0.75 0.65 0.7 0.85 065 09 0.85
6 Additional data for meaning identifi-
cation

WSD procedure also furnished us with additional
information relevant for meaning identification,
namely, sets of lexical markers of different mea-
nings deduced from contexts (cf. Table 5). In most
cases combinations of a word with its lexical mar-
kers should be considered as collocations.

Table 5. Lexical markers of meanings induced from contexts
for the noun organ

Lexical markers

uchrezhdenije ‘institution’, samouprav-
lenije ‘self-government’, nachal’nik
‘boss’, mestnyj ‘local’, pravoohrani-
tel’nyj ‘law-enforcement’, etc.

porok ‘defect’, vrozd’onnyj ‘innate’, etc.

Word meanings
organ ‘institution’

organ
‘part of body’

8 Analysisof merged meanings

It is hardly possible to provide unambiguous analy-
sis of certain contexts for some polysemous nouns
revealing merged meanings. For example, a noun
dom forms pairs of meanings which are almost in-
distinguishable in certain contexts: dom ‘building
& personal space (home)’, dom ‘personal space &
Sfamily’, etc. Of 3000 contexts for a noun dom
there are 842 contexts where ambiguity can’t be
completely resolved. In such cases WSD results
compared with manual analysis make it possible to
determine a dominating semantic feature in a pair
of merged meanings, cf. contexts (f) and (g),
Table 6.

Table 6. Analysis of merged meanings for the noun dom:
WSD based on lexical markers

dom Manual ~ WSD Cos
analysis  results
(f) ... vdome u Jozhika dom dom 0.429
topilas’ pech... ‘building ~ “building’
(... in Jozhik’s house the & perso-
stove was burning...) nal space
(g) Rodstvenniki u Livii... dom dom 0.452
ludi praktichnyje... jedinst-  personal  ‘family’
vennyj chelovek, kotoryj space &
family’

uvazhajet jejo v etom dome,
— eto jejo dvoreckij...
(Livia’s relatives ... are
practically-minded people ...
the only person who respects
her in this house is her
butler...)

7 Analysisof errors

Most errors registered in WSD experiments can be
explained by insufficiency of contextual informa-
tion for meaning identification. WSD results for
such contexts often show Cosine measure values
about 0.500 (cf. contexts (b) and (d), Table 3).
Failures in WSD may also be explained by the use
of disambiguated words in constructions and set-
expressions, cf. context (¢) below:

(e) Poroj Elene kazalos’, chto vse javlenija i vse predmety
mozhno opisat’ v treh pozicijah: anfas, profil’, vid sverhu.

(At times it seemed to Elena that all phenomena and all
objects can be described from three positions: front [view],
profile, view from above.)

Manual WSD: vid “view’

WSD in three modes: vid ‘kind’

In further experiments additional statistical
patterns corresponding to merged meanings were
introduced to improve the performance of the
WSD system.

9 Conclusion

A set of experiments on statistical WSD were
successfully carried out for contexts of polysemous
and/or homonymic Russian nouns which had been
extracted from the RNC.

WSD was performed in three modes — taking
into account (1)lexical markers occurring in
contexts; (2) taxonomy markers of context ele-
ments; and (3) grammatical markers — morpholo-
gical tagsets assigned to context elements. All
these approaches proved to be reliable, although in
controversial cases preference should be given to
WSD based on taxonomy markers.
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Optimal conditions for WSD in Russian texts
were discovered: over 85% (in some cases up to
95%) correct decisions may be achieved through
the use of Cosine measure, a training set varying
from 100 up to 500 contexts that constitutes at
least 20% of the experimental set E, context
window size w [-i; k] where i <2,2 <k <4.

Further work implies (1) enrichment of WSD
software; (2) experiments on WSD based on comp-
lex criteria (combinations of taxonomy markers
and lexical markers, taxonomy markers and
morphological tagsets, etc.); (3) verification of
particular linguistic and statistical hypotheses on
WSD in Russian texts.The experiments involving
machine learning and pattern recognition put into
action the key ideas of cognitive semantics which
turn out to be of competitive advantage. It is
assumed that words of the same lexical-semantic
class (which also share the same place in the
taxonomy) reveal similar frequency distributions
of context features. Thus, WSD for polysemous
words of a certain lexical-semantic class
(presumably, its core members) may be performed
on the basis of the training set of contexts which
was previously formed for monosemous (presu-
mably, peripheral) words of the class. It is
expected that this approach to WSD may simplify
the procedure of selection and analysis of training
data (which is time-consuming).

The work discussed in the paper demonstrates
practical application of theoretical cognitive
linguistics in NLP. Two hypotheses, on entrench-
ment of word senses in particular context frames
[Brooks et al. 1999] and on center (prototype)—
periphery structure of lexical semantic categories
[Lakoff 1987], proved to be valid in the course of
the verification procedure. It appears that these
ideas contribute much to the development of
effective WSD techniques.

References

Agirre, E. & Ph. Edmonds (eds.). (2007). Word Sense
Disambiguation: Algorithms and Applications. Text,
Speech and Language Technology, Vol. 33. Sprin-
ger-Verlag, Berlin, Heidelberg, New York.

Azarova, LV. & A.S. Marina. (2006). Avtomatizirovan-
naja klassifikacija kontekstov pri podgotovke dannyh
dl’a kompjuternogo tezaurusa RussNet. In: Kompju-
ternaja lingvistika 1 intellektual’nyje tehnologii:
Trudy mezhdunarodnoj konferencii Dialog—2006.
Moscow. P. 13-17.

Azarova, LV., S.V. Bichineva, & D.T. Vakhitova. (2008).
Avtomaticheskije razreshenije leksicheskoj neodno-
znachnosti chastotnyh suschestvitelnych (v terminah
strukturnych jedinic RussNet). In: Proceedings of the
International Conference Corpora 2008, St. Peters-
burg, Russia, October 6-10, 2008. P. 5-8.

Brooks, P., M. Tomasello et al. (1999). Children’s over-
generalization of fixed transitivity verbs: The
entrenchment hypothesis. In: Child Development, 70.
P. 1325-1337.

Kobricov, B.P., O.N. Lashevskaja, & O.Ju. Shemanaje-
va. (2005). Sn’atije leksiko-semanticheskoj omonimii
v novostnyh i gazteno-zhurnal’nyh tekstah: poverh-
nostnyje fil’try i statisticheskaja ocenka. In: Internet—
matematika 2005: Avtomatic¢eskaja obrabotka web-
dannyh. Moscow . P. 38-57.

Lakoff, G. (1987). Women, Fire, and Dangerous Things.
Chicago, IL: University of Chicago Press.

Leacock, C., G.A. Miller, & M. Chodorow. (2002).
Using Corpus Statistics and WordNet Relations for
Sense Identification. In: Computational Linguistics,
24(1). P. 147-165.

Lukashevich, N.V. & D.S. Chujko. (2007). Avtomati-
cheskoje razreshenije leksicheskoj mnogoznachnosti
na baze tezaurusnyh znanij. In: Internet-matematika
2007. Ekaterinburg. P. 108-117.

Mihalcea, R. (2002). Word Sense Disambiguation
Using Pattern Learning and Automatic Feature
Selection. In: Journal of Natural Language and
Engineering (JNLE), December 2002.

Mihalcea, R. & T. Pedersen. (2005). Word Sense Dis-
ambiguation Tutorial. URL:
http://www.d.umn.edu/~tpederse/WSDTutorial.html

Mitrofanova, O., P. Panicheva & O. Lashevskaya.
(2008a). Statistical Word Sense Disambiguation in
Contexts for Russian Nouns Denoting Physical
Objects. In: Text, Speech and Dialogue. Proceedings
of the 11th International Conference TSD 2008,
Brno, Czech Republic, September 8-12, 2008.
Springer-Verlag. P. 153—159.

Mitrofanova, O., A. Mukhin, P. Panicheva, V. Savitsky.
(2007). Automatic Word Clustering in Russian Texts.
In: Matousek, V., Mautner, P. et al. (eds.): Text,
Speech and Dialogue. Proceedings of the Tenth
International Conference TSD 2007, Pilsen, Czech
Republic, September 3—7, 2007. Lecture Notes in
Artificial Intelligence, Vol.4629. Springer-Verlag.
P. 85-91.

Mitrofanova, O., O. Lashevskaya & P. Panicheva.
(2008b). Eksperimenty po statisticheskomu razre-
sheniju leksiko-semanticheskoj neodnoznachnosti
russkix imen suschestvitel’'nyx v korpuse. In:
Proceedings of the International Conference Corpora
2008, St. Petersburg, Russia, October 6—10, 2008.
P. 284-293.

116



Disambiguation of Taxonomy Markers in Context: Russian Nouns

Navigli, R. (2009). Word Sense Disambiguation: A
Survey. In: ACM Computing Surveys, 41(2), 2009.
P. 1-69.

Pedersen, T. (2002). A Baseline Methodology for Word
Sense Disambiguation. (Pedersen) In: Proceedings of
the Third International Conference on Intelligent
Text Processing and Computational Linguistics,. pp.
126-135, February 17-23, 2002, Mexico City.
P. 126-135.

Rahilina, E.V., B.P. Kobricov, G.1. Kustova,
O.N. Lashevskaja, & O.Ju. Shemanajeva. (2006).
Mnogoznachnost’ kak prikladnaja problema: leksiko-
semanticheskaja razmetka v Nacional’nom korpuse
russkogo jazyka. In: Kompjuternaja lingvistika i
intellektual’nyje tehnologii: Trudy mezhdunarodnoj
konferencii Dialog 2006. Moscow. P. 445-450.

Schiitze, H. (1998). Automatic Word Sense Discrimi-
nation. In: Computational Linguistics, 24(1). P. 97—
123.

Toldova, S.Ju., G.I Kustova, & O.N. Lashevskaja.
(2008). Semanticheskije fil’try dl’a razreshenija
mnogoznachnosti v nacional’nom korpuse russkogo
jazyka: glagoly. In: Kompjuternaja lingvistika i
intellektual’nyje tehnologii: Trudy mezhdunarodnoj
konferencii Dialog—2008. Moscow. P. 522-529.

117

ISSN 1736-6305 Vol. 4
http://hdl.handle.net/10062/9206



Towards automatic acquisition of linguistic features

Yves LEPAGE and Chooi Ling GOH'
GREYC, University of Caen
F-14032 Caen cedex, France
{yves.lepage,chooiling.goh}@info.unicaen.fr

Abstract

This paper proposes a method to acquire
linguistic features from a corpus of short
sentences by extracting analogous sen-
tences like what ’s the next station ?
where ’s the bus station ? :: what is the
next stop ? : where is the bus stop ? The
procedures used to construct clusters of
analogous sentences are presented. Exper-
iments performed on roughly 40,000 short
sentences from the tourism domain in En-
glish and Japanese are reported, and the
clusters produced are analyzed and inter-
preted in terms of linguistic features.

1 Introduction

1.1 Linguistic features as dimensions in a
vectorial space

To explain the ultimate goal of the research pre-
sented in this paper, let us consider an elementary
sentence, like: Can I have a blanket? and let us an-
alyze it using standard linguistic terminology. We
can say that this sentence is interrogative, that its
main verb is to have, that the noun blanket is sin-
gular, etc. Many other linguistic characterizations
or features of the sentence or of elements in the
sentence can be suggested in this way, and the sum
of all these characterizations constitutes an analy-
sis of the sentence.

Any such linguistic characterization, i.e., lin-
guistic feature in the sentence can be seen in oppo-
sition to other linguistic features that may be real-
ized to produce a different sentence. For instance,
the previous sentence is interrogative by opposi-
tion to its affirmative form: I can have a blanket.
Its main verb could be different, like in: Can I get
a blanket? The noun blanket is singular, in oppo-
sition to its plural form: Can I have blankets? Etc.

IThis author is now with ATR-NiCT, Kyoto 619-0288,
Japan. New e-mail: chooiling.goh@nict.go. jp.

Kristiina Jokinen and Eckhard Bick (Eds.)
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Thus, the example sentence forms a pair of
analogous sentences with any sentence that can
be produced by changing any of the linguistic fea-
tures of the sentence. In this way, we have a pair
of analogous sentences with the interrogative and
affirmative forms: Can I have a blanket? : I can
have a blanket. We also have a pair of analogous
sentences when fo have is exchanged for to get:
Can I have a blanket? : Can I get a blanket? And
SO on.

The final goal of this research is to leverage on
large corpora of sentences to automatically per-
form linguistic analysis, i.e., to characterize any
new sentence by its linguistic features. A linguis-
tic feature may be characterized by an example of
a pair of sentences, but not any pair of sentences
illustrates a linguistic feature. Only if one can find
a number of different pairs of analogous sentences
can the opposition be thought as reflecting a lin-
guistic feature. For instance, Can I have a blanket.
: I can board on the next flight. does not reflect any
linguistic feature, but the following series does.

Can I have a blan- I can have a blan-

ket?

Can I get some

small change?

Can I board on the

next flight?

ket.

I can get some small
" change.

I can board on the
" next flight.

Such a series of analogous sentences constitutes
a dimension in the space of sentences and sepa-
rates this space into three sub-spaces. The first
one contains all sentences similar to the sentences
on the left in the series, and the second one con-
tains all sentences similar to the ones on the right.
The third sub-space contains all those sentences
that are similar to none of the sentences in the se-
ries because the opposition expressed by the se-
ries is not relevant to them. Figure 1 illustrates
this view of a space of sentences in a simple con-
figuration. Three pairs of sentences on each axis
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Can I have a blanket?

Can I have blankets?

(+1,0,+1) Can I have some coffee?

I can have a blanket.

Can I have a blanket?

% Can I have a blanket?

———————— 4 (+1,0,-1) Can I get some coffee?

s

———~(+1,+1,-1) Can I get a seat?

Can I get a blanket?

Figure 1: A three-dimensional vectorial space of linguistic features. Each axis stands for the opposition

between the two sentences written at both ends.

define three dimensions. Other sentences may be
projected in this space according to the possibility
for them to enter or not in a series of analogous
sentences along any of the dimensions thus taking
one of three values: —1 (left), +1 (right) or O (not
relevant) along this dimension.

Such a vectorial space captures those opposi-
tions that are relevant to the sentences of a corpus,
thus revealing the linguistic features concealed in
that corpus. Such a representation enables the use
of any standard vectorial technique for any fur-
ther desirable computation. The goal of this pa-
per, and the object of the next sections, is not
to present such further computations, but to show
how it is possible to extract the dimensions defin-
ing the space from a corpus of short sentences.

2 Basic Notions

2.1 Analogous Sentences

We follow (Turney, 2006) for the basic notions
used in this work:

Verbal analogies are often written
A:B::C: D, meaning A is to B as
Cis to D, for example traffic : street ::
water : riverbed.

Following this author, when the relational similar-
ity between two pairs of words is high, we say that

the two pairs of words are analogous.? In this pa-
per, we concentrate on sentences and extend the
notion of analogous pairs of words to analogous
pairs of sentences. For instance, the two following
pairs of sentences are said to be analogous:

Do you have Do you have
this in darker : this in dark ::
green? green?

Smaller, Small,
please. " please.

because the relational similarity between the first
sentence and the second one is the same as be-
tween the third sentence and the fourth one. Log-
ically, following the term verbal analogies, we
shall call any such two pairs of sentences sen-
tential analogies. Here, the relational similarity
consists in opposing the positive and comparative
forms of two different adjectives: dark : darker ::
small : smaller constitute a verbal analogy that
sustain the sentential analogy. However, the sole
verbal analogy does not imply the sentential anal-
ogy because the context in which the words appear
constitutes a part of the sentential analogy.

% Relational similarity is different from attributional sim-
ilarity. In this latter case, the correspondence between at-
tributes of different words is measured. When this correspon-
dence is high, the two words considered are said to be syn-
onymous. In the previous example, water and traffic are not
synonymous, clearly showing that relational similarity does
not need attributional similarity to exist.
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2.2 Series of analogous sentences

When several sentential analogies involve the
same pairs of sentences, they form a series of anal-
ogous sentences and they can be written on a line
like in:

A1:By:i Ay By A3 : By oo ...

or, in a more convenient way, on a kind of ladder
extending over several lines like:

AliBl
AQZBQ
A31B3

A requirement would be that, in such a series of
analogous sentences, any two pairs of sentences
form a sentential analogy. This is the case in
the following example where all the three possi-
ble sentential analogies hold (see also Table 2):

Do you have this in Do you have this in
darker green? " dark green?

Smaller, please. : Small, please.

I'll take the longer I'll take the long
one. " one.

3 Formalization of Verbal and Sentential
analogies

3.1 Previous works on verbal analogies

Measuring the degree of relational similarity be-
tween words has received much attention in psy-
chology. Gentner (1983) proposed a model called
Structure Mapping Theory (SMT) that has been
further elaborated until the present days. Hofs-
tadter and his group have also put forward differ-
ent proposals, among which the CopyCat model
(Hofstadter and the Fluid Analogies Research
Group, 1994).

The impact of semantics or pragmatics on ver-
bal analogies may lead to situations where a range
of different sources of knowledge may be called
upon for the interpretation of specific analogies,
leading to quite complex situations like the ‘mon-
ster analogies’ listed by Hoffman (1995). For
more standard situations like those found in SAT
tests,> modern NLP techniques have proved to
reach the level of the performance of human
beings to identify verbal analogies (Turney and

3Scholastic Aptitude Test or Scholastic Assessment Test
used in US colleges.

Littman, 2005). Turney (2008) extends and sim-
plifies the previous techniques to propose a uni-
form approach to synonyms, antonyms, and word
associations, through analogies, an approach that
could extend to hypernyms/hyponyms, holonyms,
efc.

Referring to early but fundamental works in lin-
guistics, linguists like de Saussure (1995) or Paul
(1920) considered the role of relational similarity,
i.e., analogies, in derivational or flexional mor-
phology and even in syntax, from a purely for-
mal point of view. In this way, they justify both
the creation of improper, but regular, morpholog-
ical forms and the production of correct phrasal
units.* In this trend, we use a definition of anal-
ogy between strings of characters that is based on
form only, with the risk of capturing meaningless
analogies. This formalization is taken from (Lep-
age, 2004) where the reported measures show that
meaningless analogies represent less than 4% of
the analogies captured, on the same kind of data
that we use in our experiments.

3.2 Measuring relational similarity for
sentential analogies

Lepage (2004) measures relational similarity be-
tween two pairs of strings (A4, B) and (C, D) by
verifying the following constraints:

{ Al — |Bl.
d(A, B)

ICla — DIy
d(C, D)

|A|; is the number of occurrences of character x
in string A. d is the canonical edit distance that
involves only insertion and deletion with equal
weights.> As B and C' may be exchanged in an
analogy, the two constraints above have also to be
verified for (A4, C) and (B, D). With the previous
example, where:

A = Do you have this in darker green?
B = Do you have this in dark green?
C = Smaller, please.

D = Small, please.

one verifies d(A,B) = d(C,D) = 2 and
d(A,C) = d(B,D) = 36. The relation on
the number of occurrences of characters, which is

*For lack of space, we leave aside the debate about the
argument of the poverty of the stimulus (see The Linguistic
Review, vol. 19, 2003, for arguments and counter-arguments).

SThis is slightly different from the Levenshtein distance
that has substitution as an additional edit operation.
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valid for each character, may be illustrated as fol-

lows for the character e:°
|Ale — [Ble |Cle — |Dle
4 -3 = 3 -2

The previous characterization of analogies be-
tween strings of characters can be expanded in the
following way

d(A,B) = d(C,D) (i)
|[Al = |B| = [C|]-|D] (ii)
|Ale = |Bla = [Cla = |Dla (ii.a)
|Aly —[Bls = |Clo —[Dls (i11.b)
|Ale = |Ble = |Clc—[Dle (iii.c)
|Al; = |Bl. = |Cls —|Dls,Vz (i)

where (ii)—(7ii.c) are all logically implied by (iv).
| A| denotes the length of A. (i7) expresses the fact
that the difference in lengths must be the same for
the two pairs of sentences.” Conditions (744.a)—
(#ii.c) are just condition (iv) for three specific
characters a, b and c. These three characters are
computed over a sample of the sentences of the
corpus. They are those characters that exhibit the
worst correlations among themselves for all possi-
ble values of |A|, — |B|,. The reason for this is
to group pairs of sentences into groups as small as
possible.

3.3 Non-transitivity and quality of series of
analogous sentences

Notwithstanding, the previous formalization has
a deceiving aspect. In this setting, analogy is
not a transitive relation, i.e., in the general case,
A:B:C:D and C:D :: E: F do notim-
ply A:B :: E: F. An example of such a case
is given by the following group of three pairs of
sentences:

I prefer the longer I prefer the long
one. " one.

Do you have this in Do you have this in
darker green? " dark green?

Smaller, please. : Small, please.

where the constraint on distances does not hold
between the first and the third pairs of sentences
(respective distances 25 and 27).

STrivially, |A|s — |Bla = |Cla — |D]a & |Ala — |Cla =
|Bla = |Dla-

"This property obviously holds because the equality in
difference of number of occurrences holds for all the char-
acters in the alphabet.

To compromise with the absence of transitivity
when building series of analogous sentences, we
shall set a minimal threshold, i.e., the quality of a
series of pairs of analogous sentences will be de-
fined as the number of actual analogies over the
total number of possible analogies. In our experi-
ments, we arbitrarily set this quality level to 90%.
We shall refer to series of analogous sentences that
exceed this quality level as analogy clusters.

4 Automatic Construction of Clusters of
Analogous Sentences

4.1 The overall process

In order to automatically build analogy clusters
from a corpus of sentences, our method proceeds
in several steps:

1. for each sentence of the corpus compute its
length and the number of occurrences of the
three specific characters. This step is linear
in the size of the corpus;

2. for each pair of sentences in the corpus, com-
pute their distance. This step is quadratic in
the size of the corpus. Previously sorting the
sentences by lengths and imposing |A| < |B)|
reduces the computation by half;

3. for each pair of sentences in a group with the
same distance, first compute their difference
in lengths and in number of occurrences for
the three specific characters and then group
pairs of sentences with the same difference in
lengths and in number of occurrences of the
three specific characters, by applying succes-
sive sorts. Distribution sort (or bucket sort)
ensures a very fast computation;®

4. for each group of pairs of sentences, clus-
ter into analogy clusters by using a greedy
method.

4.2 Computing distances between sentences

A very efficient way to compute the distance be-
tween two sentences seen as strings of charac-
ters is to compute their similarity using the fast
bit string algorithm described in (Allison and Dix,
1986) and then derive the value of the canonical

8This is similar in spirit to the technique that consists in
building an entire tree-count data-structure as described in
(Langlais and Yvon, 2008), but our technique is much more
economical as our goal is different and less elaborate.
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distance.® The above-mentioned algorithm pro-

ceeds in two steps, where the first step consists
in compiling the first string and the second step
computes the similarity. The first step can thus be
factored for the computation of the distance be-
tween a sentence and all sentences that follow it
in increasing lengths, leading to a large speed im-
provement and to tractable processing time. On
a machine with a 2.16 GHz processor, the com-
putation of the distances for 40,000 sentences is
achieved in 30 minutes.

4.3 Building analogy clusters

The result of the third step of the process is many
groups of pairs of sentences, in which all pairs of
sentences share the same distance, the same differ-
ence in length and the same difference in number
of occurrences for the three specific characters.

Condition (iv) can ultimately be verified be-
tween any two pairs of sentences, so as to know
whether the analogy holds. For each pair of sen-
tences, the set of other pairs of sentences that form
analogies, its analogy set, can be computed and
known, so as to know its cardinality.

The clustering process considers the pair of sen-
tences with the largest number of analogies and
its analogy set. It successively deletes the pairs
of sentences with the least number of analogies
from the analogy set until the analogy rate be-
comes larger than a threshold, 90% in our experi-
ments. The analogy rate is computed as the num-
ber of analogies that really exist between all pos-
sible pairs of sentences remaining in the analogy
set, divided by the square of its cardinality. When
the threshold is reached, the cluster is saved and
the clustering process proceeds with the next pair
of sentences with the largest number of analogies.

5 Experiments

5.1 Corpus used

For experiments, we use an excerpt of the BTEC
corpus (Basic Traveling Expressions Corpus). The
BTEC corpus is jointly developed by the partners
of the C-STAR project.!? It is a collection of sen-
tences that bilingual travel experts consider useful
for people going to or coming from another coun-
try. This corpus is widely used in the community
of machine translation as it provides translation

°d(A, B) = |A| + |B| — 2 x s(A, B).
WWW.C-star.org

equivalents in English, Japanese, Chinese, Arabic
etc.

The excerpt we use is the part that has been re-
leased during the international campaign of eval-
uation of machine translation systems IWSLT
2007 (International Workshop on Spoken Lan-
guage Translation) (Fordyce, 2007). The follow-
ing table summarises some statistics about these
data.!!

English Japanese

total number of sentences | 39,754 36,774
lengths in characters

shortest sentence: 4 2

longest sentence: 481 234

5.2 Statistics on the clusters produced

The clustering process could build 123,926 En-
glish clusters (42,169 for Japanese; in the sequel,
the figures in parentheses are for Japanese), of
which 118,386 (39,410). contain only two pairs
of sentences (called small clusters in Figure 3).
The remaining 5,540 (2,759) clusters contain more
than 3 pairs of sentences (called large clusters in
Figure 3). After distance 40 for the English data
and 20 for the Japanese data, large clusters are al-
most absent. The maximum size of a cluster is 329
(123), obtained with distance 9 (8). Figure 2 plots
the sizes of the largest clusters for each distance
value.

400

English data —+—
Japanese data -------
350 1

300 -
250 -
200 -

150 -

Size of largest cluster

100

50 {f %)

y'\ X,
KT
5 10 15 20 25 30
Distance

0

Figure 2: Size of the largest clusters for each dis-
tance.

In terms of oppositions, and thus linguistic fea-
tures, the previous results mean that, for almost

T As the results presented in the following tables and fig-
ures will show, the data at our disposal has been prepro-
cessed to separate punctuations from the preceding words
(e.g. what’s becomes what ’s) and all words have been low-
ercased. In reality, this is not necessary for the present ex-
periment, as the method processes the sentences in characters
and not in words.
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Figure 3: Number of clusters built for each dis-
tance.

40,000 English sentences, three times more oppo-
sitions could be found that are present in at least
two pairs of sentences. However, only 5,500 op-
positions are present in more than two pairs of sen-
tences. This leads to a vectorial space of around
5,500 useful dimensions for this corpus.

6 Analysis of the Clusters Produced

In this section, we report on the English data only.
Similar trends and explanations can be formulated
for the Japanese data.

The largest cluster in our experiment contains
329 pairs of sentences. The interpretation of each
cluster has to be made by looking at the opposition
between the sentences on the left and the sentences
on the right. In this cluster, the pairs of sentences
are opposed by the deletion of the ending phrase
, please . In terms of linguistic feature, one can
say that the opposition lies between a neutral and
a more polite form of expression. The size of the
cluster reflects the optional character of this end-
ing phrase, as one could expect in a corpus that
heavily contains expressions of requests.

The next largest cluster contains 161 pairs of
sentences. It shows the colloquial use of the con-
tracted form ’s in place of is. One can thus speak
about a language level linguistic feature (collo-
quial vs formal). Again, this is natural in a corpus
that necessarily contains traits of oral language.

The third largest cluster contains 91 pairs of
sentences. It illustrates the possibility of antepos-
ing please at the beginning of a sentence as in:
help me , please . : please help me .

Table 1 shows an example of a cluster where
the sentences on the left have the same meaning
as the sentences on the right, i.e., they are para-

phrases. The linguistic interpretation of this clus-
ter is that the undefinite article a can be dropped
in certain contexts, especially when expressing a
request (sentences ending with: , please .)

Table 2 shows another example of a cluster con-
taining sentences with very similar meaning that
show that the phrase where is the can be substi-
tuted for is there a.

Other clusters exhibit similar phenonena. Affir-
mative sentences introduced by i ’d like to, are op-
posed with interrogative sentences introduced by
can i ended with a circumstancial here ?. This
may be seen as a structural transformation for near
paraphrasing.

Tables 4 and 5 are clusters in which places (sub-
way station and youth hostel) or predicates (keep
this baggage and draw me a map) are exchanged
in similar situational or illocutionary contexts.
Such examples, where left and right sentences are
not paraphrases, very frequent with smaller clus-
ters, contradicts the impression of paraphrases that
one could get by looking too fastly at larger clus-
ters only (see also the remark at the end of Sub-
section 2.1 and the footnote there). These kinds of
clusters do not reflect an opposition in linguistic
features but rather show instantiations of semantic
features that would be noted like LOC or PRED.

Other clusters make clear some orthographical
variations, like the optional use of an hyphen in
compound words check-out, take-out etc. or En-
glish vs American writing (colour vs color), thus
reflecting a dialect feature.

Many pairs of sentences appearing in smaller
clusters of higher distances appear also in larger
clusters with a lower distance. For example, the
two pairs of sentences below form one of the small
clusters (containing only one sentential analogy).

can i borrow an iron ? : can i have a blanket ?
may i borrow an iron ? : may i have a blanket ?

But they also appear in a different configuration in
a cluster that contains 79 pairs of sentences.

can i borrow an iron ? : may i borrow an iron ?
can i have a blanket ? : may i have a blanket ?

The first cluster with only one sentential anal-
ogy shows the commutation of the phrase an iron
with the phrase a blanket in a limited context,
whereas the second cluster shows the commuta-
tion of the two modal verbs can and may.
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# of sent. nlgs

Pairs of sentences

12
12
12
12
11
11
13
13
13
13
11
11
11

i think there ’s a mistake in the bill .
a collect call to japan , please .
i ’d like a room with a shower .

i’ll have a whiskey , please .
i’d like a room with a bath .
is this a train for chicago ?

a one -way ticket , please .

a table for two , please .

is it a direct flight ?

i’ve got a backache .

porter , please .

receipt , please .

i’m a diabetic .

i think there ’s mistake in the bill .
collect call to japan , please .
i°d like a room with shower .
i ’1l have whiskey , please .
i’°d like a room with bath .

is this train for chicago ?

one -way ticket , please .
table for two , please .

is it direct flight ?

i ’ve got backache .

a porter , please .

a receipt , please .

i ’m diabetic .

Table 1: A cluster that illustrates the possible deletion of the undefinite article a in some context. One
can form only 159 analogies among the 13 x 13 possibilities. The analogy rate of the cluster is thus:

155/(13 x 13) = 91.72%.

# of sent. nlgs

Pairs of sentences

11
11
11
11
11
11
11
11
11
11
11

where is the main area for restaurants ?
where is the department store ?
where is the duty -free shop ?
where is the changing room ?
where is the sleeping car ?
where is the barber shop ?
where is the dining car ?
where is the restaurant ?

where is the gift shop ?

where is the telephone ?

where is the pharmacy ?

is there a main area for restaurants ?
is there a department store ?
is there a duty -free shop ?
is there a changing room ?
is there a sleeping car ?

is there a barber shop ?

is there a dining car ?

is there a restaurant ?

is there a gift shop ?

is there a telephone ?

is there a pharmacy ?

Table 2: A cluster that illustrates a substitution pattern of where is the with is there a. Its analogy rate is

100%.

# of sent. nlgs

Pairs of sentences

10
10
10
10
10
10
10
10
10
10

1 °d like to cash this traveler ’s check .
1 ’d like to make a hotel reservation .
i ’d like to make a reservation .

i ’d like to check my baggage .

i ’d like to leave my baggage .

i ’d like to leave my luggage .

i’d like to reserve a room .

i’d like to have dinner .

1°d like to check in .

1°d like to swim .

can i cash this traveler ’s check here ?
can i make a hotel reservation here ?
can i make a reservation here ?

can i check my baggage here ?

can i leave my baggage here ?

can i leave my luggage here ?

can i reserve a room here ?

can i have dinner here ?

can i check in here ?

can i swim here ?

Table 3: A cluster that illustrates the structural transformation of i ’d like to . ..
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# of sent. nlgs Pairs of sentences

4 is there a subway station around here ? is there a youth hostel around here ?
4 how can i get to the subway station ? how can i get to the youth hostel ?
4 is there a subway station near here ? is there a youth hostel near here ?

4 is there a subway station nearby ? is there a youth hostel nearby ?

Table 4: A cluster that examplifies the exchange of place names: subway station vs youth hostel.

# of sent. nlgs Pairs of sentences
4 could you keep this baggage ?
4 keep this baggage , please .
4 will you keep this baggage ?
4 please keep this baggage .

could you draw me a map ?
draw me a map , please .
will you draw me a map ?
please draw me a map .

Table 5: A cluster that examplifies the exchange of predicates: keep this baggage vs draw me a map.

In terms of vectorial space, this confirms the
fact that the same sentence may be characterized
along several dimensions.

7 Conclusion

We have presented a method that clusters analo-
gous sentences from a corpus of short sentences
and helps highlight the linguistic features con-
cealed in a corpus. Such clusters of analogous
sentences allow us to build a vectorial space asso-
ciated with the sentences of a corpus. In an exper-
iment on a corpus of 40,000 English sentences in
the tourism domain, we could automatically col-
lect more than 5,000 significant dimensions that
represent linguistic oppositions or features. The
ones observed on our data extend over a range of
linguistic phenomena:

e orthographical variations;

e fronting of interjections;

e exchange of place names, document names,
item names etc.;

e normal vs comparative forms of adjectives;

e structural transformations like interrogative
vs affirmative;

e exchange of predicates in the same grammat-
ical subject and object context;

e questions in different levels of politeness;

e ctc.
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Abstract

This paper shows how large-coverage
morphological and syntactic NLP lex-
icons can be developed by interpret-
ing, converting to a common format
and merging existing lexical resources.
Applied on Spanish, this allowed us
to build a morphological and syntactic
lexicon, the Leffe. It relies on the Alex-
ina framework, originally developed to-
gether with the French lexicon Lefff.
We describe how the input resources
— two morphological and two syntactic
lexicons — were converted into Alexina
lexicons and merged. A preliminary
evaluation shows that merging differ-
ent sources of lexical information is in-
deed a good approach to improve the
development speed, the coverage and
the precision of linguistic resources.

1 Introduction

In the environment of Natural Language
Processing (NLP), linguistic resources, such
as lexicons and grammars, are required
for many high-level applications. However,
the current situation for most languages is
that several scattered resources exist, with
different coverage levels, different linguistic
backgrounds and different lexical formalisms.
Nevertheless, none of these resources combines
in a satisfying way the following properties:

e coverage: all words, including rare ones,
in all categories should be included;

e quality: manually and automatically de-
veloped resources contain various errors;

applications such as (deep)
parsing require at least morphological

e richness:
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and syntactic information,
subcategorization frames.

including

However, each existing resource for a given
language is a provider of valuable lexical
information. Merging these resources and
expanding them thanks to semi-automatic
techniques is therefore a promising idea.
Anyhow, this requires to be able to interpret
all input resources despite partly incompatible
lexical models, to convert them into a common
model and format, and then to merge these
converted lexicons. None of these three steps
is trivial. This approach has been successfully
applied on French for developing the syntactic
lexicon Lefff (Lexique des formes fléchies
du frangais), within a lexicon development
framework named Alexina (Sagot et al., 2006;
Sagot and Danlos, 2008; Danlos and Sagot,
2008).

In this paper, we confirm the validity of this
approach by applying it to Spanish, in order
to build a wide-coverage morphological and
syntactic lexicon for this language, the Leffe
(Léxzico de formas flexionadas del esparnol).
Such a lexicon can be directly used in
advanced NLP applications, particularly in
those involving deep parsing. The Leffe is
developed within the same framework as the
Lefff, the Alexina framework, and distributed
under the same free license, the LGPL-
LR.! The flexibility and completeness of the
Alexina format allows for a straightforward
integration with deep grammatical formalisms
(LFG, LTAG) which require detailed syntactic
data for all forms.

The work described in this paper is one
of the starting points of the recently created
Victoria project, which aims at developing

'Lesser General Public License for Linguistic
Resources

Université de Nice-Sophia Antipolis
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techniques and tools for efficient acquisition
and correction of large-coverage linguistic
resources with inter-language links.  The
first phase of the project focuses on Spanish,
Galician? and French.

This paper is organized as follows: first, in
Section 2, we introduce the Alexina model.
Section 3 describes the existing Spanish
resources we used. Along Section 4 we show
how these resources were merged, and in
Section 5 we briefly evaluate the resulting
lexicon. We present our conclusions and future
work in Section 6.

2 Representing lexical information:
the Alexina model

A detailed description of all words belonging
to a language is needed in order to perform
high-level NLP tasks such as deep parsing.
This information is usually compiled into a
lexicon, which could be defined as a list
of words associated with their corresponding
morphological and syntactic information.
Alexina is a framework compatible with the
LMF? standard, whose goal is to represent
lexical information in a complete, efficient
and readeable way (Sagot, 2005; Danlos and
Sagot, 2008). The Alexina model allows
to describe rich morphological and syntactic
lexical information, which can be used in
NLP tools relying on various grammatical
formalisms.

Alexina is based on two representation
levels:

e The
lexical information by associating each
lemma with a morphological class and
deep syntactic information (a deep sub-
categorization frame, a list of possible re-
structurations, and other syntactic fea-
tures such as information on control,
attributes, mood of sentencial comple-
ments, etc.);

intensional lexicon factorizes the

e The extensional lexicon, which is gener-
ated automatically by compiling the in-
tensional lexicon, associates each inflected

2A co-official language in north-west Spain.
3Lexical Markup Framework, the ISO/TC37
standard for NLP lexicons.
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form with a detailed structure that rep-
resents all its morphological and syntac-
tic information: morphological tag, sur-
face subcategorization frame correspond-
ing to one particular redistribution, and
other syntactic features.

The intensional representation is used for an
efficent description, while the extensional is
directly used by NLP tools such as parsers.

The remainder of this section briefly
describes the format of the intensional and
extensional lexicons and the formalism used
for describing the morphological and syntactic
information within the Alexina model.

The first task achieved by the compilation
process, which turns an intensional lexicon (an
.ilex file) into an extensional lexicon (a .lex
file), is to inflect lemmas according to their
morphological class. Morphological classes
are defined in a formalized morphological
description (Sagot, 2005; Sagot, 2007). In case
a lemma inflects in a very specific way, and/or
if a lemma has additional inflected forms apart
from those generated by its morphological
class, these forms are “manually” listed in an
additional file (the corresponding .mf file).

As sketched above, the compilation pro-
cess also maps deep syntactic information into
surface syntactic information. Deep syntac-
tic information (deep subcategorization frames
and other syntactic information) is common
to all redistributions, whereas each redistribu-
tion corresponds to different surface syntactic
information, and therefore to different exten-
sional entries.

For example, here is the intensional entry
in the Lefff for the French lemma clarifier;
(i.e., clarifier in the sense of English clarify),
slightly simplified:*

clarifier; v-er

Lemma;v;

<argp:Suj:cln|scompl|sinf|sn,

arg; :0bj: (clalscompl|sn)>;

%hactif ,Ypassif,’%passif_impersonnel

It describes a transitive entry whose

morphological class is v-er, the class of
so-called first-group verbs. Its semantic
predicate can be represented by the Lemma

as is, i.e., clarifier. Tts category is werb

4In particular, additional syntactic features such as

control information are not shown, for clarity reasons.
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(v). It has two arguments canonically realized
by the syntactic functions Suj (subject)
and 0Obj (direct object).” Each syntactic
function is associated with a list of possible
realizations,® which are between brackets
This entry allows

if it is faculative.

for three different redistributions: active
(%actif), passive (%passif), impersonnal
passive (Y%passif_impersonnel, il a été

clarifié (par Pierre) que Marie ne viendrait
pas, in English it has been clarified (by Pierre)
that Mary wouldn’t come).

The compilation process builds one exten-
sional entry for each inflected form and each
compatible redistribution, by applying formal-
ized definitions of these redistributions (which
can be found in file constructions). For
example, the only inflected forms of clarifier
that is compatible with the passive redistri-
bution are the past participle forms. The
(simplified) extensional passive entry for clar-
ifiés is the following (Kmp is the morphological
tag for past participle masculine plural forms):

clarifiés v
[pred=’clarifier;<arg;:Suj:cln|scompl|sn,
argp:0b12: (par-sn)>’,@passive,@pers,@Kmp] ;
%passif

As said before, merging linguistic resources
requires a careful interpretation of their under-
lying models, followed by their conversion into
a common model that is able to preserve as
much (valuable) information as possible. The
Alexina model has been evolved over the last
5 years, alongside with the development of the
Lefff and resources for other languages (Polish,
Slovak, and others). The Lefff has been mostly
developed by semi-automatic acquisition tech-
niques and by merging lexical information ex-
tracted from other freely available resources.

®The complete set of syntactic functions used in
the Lefff and in the Leffe is the following: Suj
(subject), Obj (direct object that can be cliticized into
an accusative clitic), Objde (indirect object canonically
introduced by preposition de that can be cliticized
into a genitive clitic), Obja or Obja (indirect object
canonically introduced by d in French or a in Spanish),
Loc (locative), Dloc (delocative), Att (attribute), Obl
and 0bl2 (oblique non-cliticizable arguments).

SClitic realizations in French are cln, cla, cld,
en and y for the nominative, accusative, dative, en
(genitive) and y clitic pronouns. Direct realizations are
sn, sinf, scompl, qcompl and sa for nominal, infinitive,
phrasal, indirect interrogative and adjectival phrases.
Prepositional realization are of the form prep-real,
where prep is a preposition and real a direct realization.

It has been used in different NLP tools includ-
ing deep parsers for French based on various
formalisms (LTAG, LFG, etc.). This all has
allowed to develop Alexina in order to repre-
sent a great range of lexical phenomena. This
fact, besides the linguistic proximity between
French and Spanish as Romance languages,
explains why Alexina already covers all lexi-
cal phenomena we encountered while working
on Spanish, and no changes in the format were
needed.

3 Existing lexical resources for
Spanish

Several resources are available for Spanish.

However, mnone of them fulfills all our
requirements:
e Large coverage, good precision and

satisfying richness (as explained in the
introduction);

e Complete separation between lexical and
grammatical information;

e Clear and compact format easily readable
by humans;

e Freely available in terms of access,

modification and distribution;

e Kasily linkable with resources describing
other languages;

Nevertheless, many valuable information
can be found in these existing resources. The
following ones were used at some point in the
development of the Leffe:

Multext is an international project (Ide
and Véronis, 1994) whose goals are to
develop standards and specifications for
the encoding and processing of linguistic
corpora, and to develop tools, corpora
and linguistic resources embodying these
standards. It includes morphological
(but not syntactic) lexicons for several
languages, including Spanish, that rely on
a widely-used tagset;

The USC lexicon is a large morphological
lexicon (Alvarez et al., 1998), created for
PoS tagging tasks in the research group
Gramadatica del Espanol of the University
of Santiago de Compostela (Spain).
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ADESSE is a database for Spanish verbs
developed at the University of Vigo
(Spain) (Garcfa-Miguel and Albertuz,
2005) with syntactic and some semantic
information. It is a high quality work
which includes subcategorizarion frames
for more than 4,000 verbs. However,
it is restricted to verbs and includes no
morphological information;

The Spanish Resource Grammar (SRG)
is an open-source multi-purpose large-
coverage and precise grammar for Spanish
(Marimon et al., 2007). It is grounded in
the theoretical framework of Head-driven
Phrase Structure Grammar (HPSG) and
includes a lexicon describing syntactic in-
formation for Spanish in a well organized
hierarchy of syntactic classes. However,
its is not easily readable, and specific to
the HPSG formalism.

4 Converting and merging existing
resources for building the Leffe

The construction of the Leffe has been sucess-
fuly achieved by interpreting all input re-
sources mentioned above (despite their par-
tially incompatible lexical models), convert-
ing them into the Alexina format, and finally
merging the converted lexicons. As said in the
previous section, the Multext and the USC
lexicons only include morphological informa-
tion, whereas the SRG and the ADESSE lexi-
cons include syntactic information. Therefore,
we decided to proceed in the following way:

1. Build a morphological baseline lexicon by
converting the Multext lexicon into the
Alexina format and adding some Alexina-
specific entries (prefixes, suffixes, named
entities, punctuation signs);

2. Converting the USC Lexicon into the
Alexina format and merging it with the
baseline lexicon extracted from Multext,
so as to get the morphological basis of the

Leffe;

3. Converting the ADESSE and the SRG
lexicon, which are syntactic-only, into the
Alexina format;

4. Merging the morphological Leffe from
step 2 and both verbal syntactic lexicons
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built during step 3; the result is the
current Leffe, i.e., the Leffe beta.

We shall now describe sucessively the four
following tasks: converting a morphogical
lexicon into the Alexina format (steps 1 and
2), converting the ADESSE and SRG syntactic
lexicons into the Alexina format (step 3),
merging morphologial lexicons (step 4) and
merging syntactic lexicons (step 4).

4.1 Converting a morphological
lexicon into the Alexina format

A morphological lexicon can be seen as a
set of triples of the form (form,lemma,tag).
However, in an architecture such as Alexina,
which aims at representing also syntactic infor-
mation, each (intensional) entry corresponds
to one lemma. As explained in Section 2,
each lemma is associated with a morphological
class, which is formally defined in a morpho-
logical description of the language. Therefore,
in order to convert a morphological lexicon
into the Alexina format, such a morphological
description has to be extracted automatically
from a set of (form,lemma,tag) triples.

We developed a fully-automatic technique
for extracting morphological classes from such
a set of triples. For each lemma, it extracts
the longest prefix that is common to all its
inflected forms, which is considered as the
stem, and builds an ordered list of (suffiz,tag)
pairs.” If at least 3 lemmas lead to the
same list of (suffiz,tag) pairs, this list is
turned into the definition of a morphological
class, and all corresponding lemmas are
associated with this class. Moreover, the
stems of all these lemmas are analyzed, so
as to build the most specific (reasonable)
regular pattern that matches them all. This
allows to prevent further lemmas to be added
with an incompatible morphological class,
but also to use the morphological description
as an ambiguous lemmatizer with limited
overgeneration. For example, while converting
the Spanish Multext lexicon, a morphological
class is built from a list of (suffiz,tag) pairs
that include the ending -ar for the infinitive, -a
for the third person singular of the indicative
present, and -ué for the first person singular

"At this point, the process discards all entries that

do not have their lemma as one of their inflected forms.
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of the indicative past. An example of such
a verb is halagar (to flatter), which has the
inflected forms halaga (he flatters) and halagué
(I flattered). Because the stems of all lemmas
in this class end in -g, the regular pattern .*g
is associated to this morphological class.

Morphological classes that include only one
or two lemmas are not built. Instead, the
inflected forms of the corresponding lemmas
are listed in the corresponding .mf file (see
Section 2).

We applied this technique to build our
baseline lexicon by converting the Spanish
Multext lexicon into an Alexina lexicon,
including a morphological
Spanish. The same technique has also
been applied to convert the USC lexicon
into the Alexina format, which created a
different morphological description, since the
set of lemmas, the tagsets and sometimes
the set of inflected forms for a given lemma
are different from one lexicon to another.
Section 4.3 explains how we merged these two
morphological lexicons.

description of

4.2 Converting the ADESSE and SRG
lexicons into the Alexina format

Our most important source of syntactic infor-
mation is the ADESSE lexicon, a database
containing syntantic information for Spanish
verbs. ADESSE is a carefully developed re-
source that includes much valuable informa-
tion. We parsed and transformed it into the
Alexina format as follows. Each verb in the
ADESSE lexicon was transformed into one or
more Leffe entries with dummy morphologi-
cal information, by converting ADESSE ar-
gument structures into Alexina subcategoriza-
tion frames. The result is a lexicon with com-
plete and reliable syntactic information for
a significant number of Spanish verbs (3,427
unique verb lemmas).

Since some verb lemmas included in Multext
or in the USC lexicon are not covered
by the ADESSE lexicon and because cross
validation is generally useful, we also extracted
information from the SRG lexicon. However,
we shall see that the technique we used is not
fully reliable, and the SRG lexicon itself has
a lower precision than the ADESSE lexicon.
Thus, we gave a lower level of confidence to
syntactic information extracted from SRG, as

explained in Section 4.4.

The SRG classifies lemmas according to
a hierarchy of syntactic classes. Mapping
one class into the Leffe format allows to
extract as many entries as there are lemmas
belonging to this class. We used the Lefff as
bridge in order to establish a mapping between
SRG syntactic classes and Alexina syntactic
descriptions. The syntactic proximity between
Spanish and French allows to retain Lefff
syntactic descriptions in the Spanish lexicon
with very few modifications (almost only
translating prepositions). The technique can
be described as follows: 8

1. First, a list of the most common verb
classes in SRG were extracted;

2. A representative lemma of each of these
classes was taken from SRG; this lemma
must belong only to a single class in
SRG and its translation into French
should have the same syntactic behaviour
than the Spanish one (something easy to
fulfill thanks to the linguistic proximity
between French and Spanish).

3. We look into the Lefff for the translation
of these lemmas and extracted their
associated syntactic information;

4. A link was created between the SRG class
and the extracted Lefff syntactic descrip-
tion, manually adapted for becoming a
Leffe syntactic description®;

5. Finally, we assigned to each SRG
entry the corresponding Leffe syntactic
description.

Such a way to process could lead to some
incomplete or erroneous entries. To restrict
their impact, we decided to ignore extracted
information in case of doubt.

Despite our efforts, it is possible that
no syntactic information is found at all for
some lemmas of our baseline lexicon. The
opposite situation is very rare, that is, not
to find morphological information, since it is

8Steps 1 and 5 were automatically acomplished,
while steps 2, 3 and 4 were manually done for the 40
most frequent SRG classes, which covered more than
3,000 verbal lemmas.

In practice, we needed only to translate preposi-
tions.
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much more commonly available and easier to
acquire. So the very basic condition to acquire
a word is to find its morphological information.

4.3 Merging morphological resources

Once in the Alexina format, a morphological
lexicon can be seen as a set of (lemma,class)
pairs, where class denotes the inflection class
of the entry. Therefore, merging a main
morphological lexicon L with an additional
morphological lexicon L' consists in converting
morphological classes of L’ into morphological
classes of L. This merging process is applied
PoS by PoS, to avoid problems related to
cross-PoS homonymy.

In order to achieve this mapping, we rely
on lemmas that are common to both lexicons.
Given a class from L', we extract from L'
all corresponding lemmas that are also in L.
Then we look for the classes of these lemmas
in L. Usually, the large majority of the
lemmas involved have the same class in L,
but exceptions do occur. These exceptions
correspond to mismatches between L and
L', and therefore to errors in L and/or L'
They can be solved automatically by giving
the priority to L (or L'), or checking them
manually.

We applied this technique with L being the
baseline lexicon extracted from Multext (so
as to preserve the Multext tagset) and L’
being the result of the conversion of the USC
lexicon into the Alexina format. The result
of this merging process is the morphological
part of the Leffe. Section 5 gives quantitative
figures about it and compares it to other
morphological lexicons.

4.4 Merging syntactic resources

Once the morphological part of the Leffe is
obtained, we must complete it with syntactic
information. For verbs, this information is
obtained by merging the Alexina version of
the ADESSE and SRG lexicons, i.e., two
intensional lexicons. For other categories,
not covered by the ADESSE lexicon, we used
the syntactic information extracted from the
Alexina version of the SRG lexicon. Finally,
some entries (prepositions, auxiliaries, a few
very specific verbs) have been written or
completed manually.

Contrarily to (Danlos and Sagot, 2008), our
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two input lexicons did not use the same crite-
ria to distinguish between different entries of
a same lemma. Therefore, we were not able to
merge intensional entries. Rather, the merg-
ing process we used relies on the notion of
expanded intensional lexicon. As seen above,
an intensional entry includes a subcategoriza-
tion frame in which each syntactic function
may be facultatively realized and may have
a list of realization alternatives. Such an in-
tensional entry can be converted into a set
of expanded intensional entries: each of these
entries has a subcategorization frame that is
fully-specified (no alternatives, no facultative
argument), in such a way that all these en-
tries, taken together, cover all cases covered
by the original intensional entry. For exam-
ple, an intensional entry with the subcatego-
rization frame <Suj:cln|sn,0bj:(sn)> cor-
responds to 4 expanded intensional entries
with the following subcategorization frames:
<Suj:sn>, <Suj:cln>, <Suj:sn,0bj:sn> and
<Suj:cln,0bj:sn>.

The idea is the following: we first expand
both our input intensional lexicons (the Alex-
ina versions of the ADESSE and SRG lex-
icons); then we merge these expanded in-
tensional lexicons; finally, we re-factorize the
merging result into an intensional lexicon.
The expansion and merging steps are straight-
forward (here, merging is simply computing
the union of all expanded entries). The re-
factorization step computes the optimal fac-
torization of a list of (possibly expanded) in-
tensional entries, and involve no particular lin-
guistic knowledge.

The result is a syntactic-only lexicon, which
is trivially merged with the morphological lex-
For those morphological entries that
were not covered by the syntactic-only lexi-
con, we decided to give them the syntactic
features that were the most common among
entries of the same PoS. This is obviously a
baseline. For example, all verbal lemmas that
are not covered by ADESSE and by SRG re-
ceived the following subcategorization frame:
<Suj:snlcln,0bj: (snlcla)> (transitive verb
with facultative direct object). However, we
rely on existing semi-automatic techniques for
extending and correcting our lexicon in the
near future (Nicolas et al., 2008).

icon.
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5 Preliminary Evaluation

In order to evaluate the quality of Leffe,
currently in beta version, we performed the
following tests: on the one hand, we have
compared Leffe with other known Spanish
lexicons in terms of coverage; on the other
hand, we measured the improvement achieved
on the baseline lexicon after adding the
information extracted from all other sources.

Regarding coverage, the Leffe beta contains
more than 165,000 unique (lemma,PoS)
pairs, which correspond to approx. 1,590,000
extensional entries that associate a form with
both morphological and syntactic information
(approx. 680,000 unique (form,PoS) pairs).
Other lexicons have the following properties:

e SRG: 76,000 unique (lemma,PoS) pairs'’
(563.9% less than Leffe), but syntactic
information is provided only for some of
them;

e Multext: 510,710 unique (form,PoS)
pairs!! (24.9% less than Leffe), and no
syntactic information is provided;

e Spanish gilcUB-M Dictionary: 70,000
lemmas'!(57.6% less than Leffe), and no
syntactic information is provided;

e USC Lexicon: 490,000 unique (form,PoS)
pairs (27.95% less than Leffe), and no
syntactic information is provided.

We have also tested the morphological
coverage of our lexicon in the context of a
real application: a morphological preprocessor
(Grania et al., 2002; Barcala et al., 2007)
developed by group COLE.'? We performed
a first test with our baseline lexicon, and a
second one with the Leffe beta.

We have used a corpus of raw text obtained
from Wikipedia Sources'? as an input for this
test. It includes more than 4,322,000 words
after clearing Wikipedia references and foreign
expressions. The evaluation took into account
how many words were not tagged by the
preprocessor and thus remained unknown. It

19As provided by Freeling (http://garraf.epsevg.
upc.es/freeling/) in a version from April 2008.

1 According ELRA webpage http://catalog.elra.
info, December 2008.

2http:/ /www.grupocole.org

Bhttp://download.wikimedia.org, January 2009

is worth noting that unknown words are an
important cause of PoS-tagging errors. Such
problems can be tackled by relying on (very)
large coverage lexicons.

As can be observed in Table 1, the
process allows noticeable benefits. The Leffe
beta has beaten other large lexicons in the
morphological preprocessing task'®. Even if
the difference is slight, this demonstrates the
interest of merging existing resources to create
an enhanced one.

In order to measure the syntactic coverage
of the lexicons at all stages of the merging
process, we have used the notion of expanded
intensional entry which describes one fully-
specified syntactic behaviour (see Section 4.4).
The expanded intensional lexicon acquired
from SRG contains 42,689 unique entries, i.e.,
fully-specified subcategorization frames, while
the one from ADESSE contains 39,040. After
merging these lexicons, the number of such
unique entries jumps to 66,028. Finally, the
Leffe beta, which associates default syntactic
information with all verbs not covered by the
result of this merge, contains 91,507 unique
expanded entries. After factorization, the
Leffe contains 16,311 verbal entries.

6 Conclusion and future work

For many languages, several lexical resources
exist, but usually none of them is satisfying in
terms of coverage, richness (morphological and
syntactic information is required) or precision.

In this work we have described a process to
merge existing Spanish lexical resources into
an enhanced one. From our point of view, this
approach is nowadays the best way to produce
quickly high-quality lexical resources. The
theoretical and practical context described
here can be used for a similar task in other
languages. The resulting lexicon is a large-
coverage morphological and syntactic lexicon,
the Leffe. This lexicon, currently in beta
version, will be distributed under a LGPL-LR
license!® in the near future. Although it is still

11t is worth noting that the distribution of entries
in Multext seems not so natural, since despite being
the largest in terms of number of entries, is the worse
on this task. Indeed we checked that many common
lemmas are missing in Multext.

15 As explained in this paper, the construction of the
Leffe beta involved the Spanish morphological lexicon
developed within the Multext project, which is freely
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|| TOTAL UNKOWN WORDS

UNIQUE UNKNOWN WORDS

Multext 228,815
USC Lexicon 70,026
Baseline 86,521
Leffe beta 69,756

19,673
25,888
27,234
24,703

Table 1: Results of applying the morphological preprocessor using different lexicons.

far from perfect, we have shown that the Leffe
beta has already overtaken other well known
Spanish lexicons in terms of morphological and
syntactic coverage.

In the near future, we plan to further
evaluate the Leffe as follows: we shall compare
the coverage and precision of different deep
parsers that rely on the same grammar but on
different morphological and syntactic lexicons
such as the Leffe. Besides, we will continue
improving Leffe using techniques described
here with other linguistic resources, and by
applying automatic acquisition techniques as
additional sources of lexical knowledge.
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Abstract

We investigate the effect of using word-
space models as an approximation of
the kind of lexico-semantic and common-
sense knowledge needed for coreference
resolution of definite descriptions, that is,
definite NPs with a common noun as head,
for Swedish news text. We contrast a sys-
tem using semantic knowledge from the
word-space models with a semantically ig-
norant system and another system drawing
its semantic information from a semantic
dictionary called SynLex. We demonstrate
an improvement in the results for two dif-
ferent evaluation tasks for the system us-
ing word space-derived semantic informa-
tion over both other systems.

1 Introduction

Coreference resolution, that is, the identification
of all expressions referring to the same entity
within a discourse, is an important preprocessing
step in many Natural Language Processing tasks,
for example question answering, information ex-
traction, automatic summarization, and machine
translation (Mitkov, 2003). For example, extrin-
sic evaluations of the effect of adding coreference
resolution to systems for question answering show
that adding referential relationships between noun
phrases improves system performance as well as
the quality of retrieved answers for passage re-
trieval (Morton, 2005), and that the coverage of
off-line answer extraction is improved (Hendrickx
et al., 2008a).

The coreference resolution task, when applied
to noun phrases, can be further divided into the fol-
lowing sub-tasks where the classification is based
on the type of referring expression:

a) pronoun resolution, e.g., the pronoun ’he’
can be used to refer to the NP ’presi-

Kristiina Jokinen and Eckhard Bick (Eds.)

NODALIDA 2009 Conference Proceedings, pp. 134-141

dent Kennedy’ with the Named Entity (NE)
"Kennedy’ as head,

b) identification of coreferent NEs, e.g., "John F.
Kennedy’, ’Kennedy’, ’President Kennedy’,
and "JFK’ might all refer to the same dis-
course entity,

c) resolution of definite descriptions, that is,
anaphoric definite NPs with a common noun
as head, e.g., 'the president of the United
States’ might refer to the same entity as
"the president’ or ’the commander-in-chief’
within a discourse.

This paper is concerned with the task ‘c’, the
resolution of coreferent definite descriptions. This
is a challenging problem in comparison to Named
Entity coreference resolution (‘b’) and pronoun
resolution (‘a’). For example, (Strube et al., 2002)
report an f-score of 33.94% for definite descrip-
tion resolution using a knowledge-poor, language-
and domain-independent approach. The results
for definite descriptions are markedly lower than
the results for NEs and pronouns (with f-scores
of 76.22% and 81.60% respectively) as well as
the overall result for the system (an f-score of
67.89%).

But however difficult, it is an important task: in
the coreference annotated data used in this exper-
iment, 24% of all subsequent-mention coreferent
NPs are pronouns, 32% are NEs, and 44% are def-
inite descriptions. Further, resolution of definite
descriptions might be of interest in information ac-
cess tasks such as information extraction and ques-
tion answering because definite descriptions carry
additional information about the discourse entity
in question, for example that the entity denoted by
the NE ’John F. Kennedy’ in some discourse also
is referred to by the definite description ’the presi-
dent of the United States’.
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Resolution of definite descriptions in turn in-
cludes a number of sub-tasks of varying difficulty;
we distinguish between these tasks:

1) resolution of identical head definite descrip-
tions: cases where the anaphoric definite de-
scription and the antecedent share the same
head noun, as in the following example: ‘She
has a revenue of three million a year [...].
The revenue of Elly Lagerin’s store ..."!
About 50% of all anaphoric definite descrip-
tions in our data share the same head noun as
the antecedent, and thus can be resolved with
various string and substring matching tech-
niques combined with morphological analy-
sis;

2) resolution of non-identical head definite
descriptions: the remaining 50% of all
anaphoric definite descriptions are cases
where the anaphor has a different head noun
than the antecedent. We distinguish between
two types of cases based on whether the head
of the antecedent NP is a NE or a common
noun:

a) In cases where the antecedent is a
NE of a certain type and the head
noun of the anaphor is a common
noun, as in the antecedent-anaphor
pair °'<NE type="PERSON’>Hans
Straberg</NE>’ - ‘the CEO of Elec-
trolux’, an estimate of the semantic
compatibility of the candidate an-
tecedent and the anaphor might help
resolution,

b) In cases where both the anaphor and the
antecedent are definite descriptions but
their head nouns are non-identical, res-
olution might depend on information on
lexical relations such as synonymy, hy-
pernymy or hyponymy, or on additional
information required for further reason-
ing and/or keeping track of the current
focus.

The main topic of this paper is resolution of
non-identical head definite descriptions. We de-
scribe an experiment on modeling lexical knowl-
edge on domain-specific data using word-space
models. This knowledge is used for deriving

This example is an approximate translation from our
Swedish data.

features for coreference resolution of candidate
antecedent-anaphor pairs. In order to evaluate
these semantic features, they are added to a base-
line feature set consisting of morphological, lex-
ical, positional, and syntactic features. We also
compare the effect of the word-space features to
the effect of features based on a semantic dictio-
nary, SynLex.

While coreference resolution is an important
preprocessing task for many NLP tasks, the avail-
ability of resources needed for the task varies de-
pending on the language and the domain. For the
sub-task of resolution of definite NPs with a com-
mon noun as head, information on semantic relat-
edness is essential. The word-space model meet
these needs well: it can provide lexico-semantic
similarity judgements in any language and do-
main, as long as the appropriate text material is
available. This is our main reason for choosing to
work with word-space, or distributional, seman-
tics in our experiments.

2 Related Work

Systems for coreference resolution (either for the
coreference problem as a whole, or focusing on
sub-tasks such as pronoun resolution, or process-
ing of anaphoric definite NPs with common noun
heads) commonly use resources such as the lex-
ical database WordNet (Fellbaum, 1998) or its
(smaller) European counterparts in EuroWordNet
(Vossen, 1998) for adding information on seman-
tic relatedness between NPs.

For example, WordNet was used to test the se-
mantic compatibility of individual NP pairs by as-
signing the first WordNet sense of the head noun
as the semantic class of common noun NPs by
(Soon et al., 2001), who found that both a better al-
gorithm for assigning semantic classes and a more
refined semantic class hierarchy were needed.

(Ng, 2007) shows that a system for English us-
ing automatically induced semantic class knowl-
edge performs better than a system using the
WordNet first sense heuristic, while (Hendrickx et
al., 2008b) reports that combining features based
on automatically generated semantic clusters with
features based on synonym and hypernym rela-
tions in Dutch EuroWordNet, gives a small but sig-
nificant improvement.

Other studies have also shown that the knowl-
edge encoded in WordNet is insufficient for coref-
erence resolution, e.g., there are limitations as to
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coverage of both vocabulary and relations, ambi-
guity (there might be more than one sense to a
concept, and synsets in WordNet are sorted by fre-
quency), and semantically related words might be
located far from each other in the WordNet struc-
ture (see e.g., (Vieira and Poesio, 2000; Poesio et
al., 1998)).

Furthermore, WordNet is a general ontology,
while resolution might require domain-specific
or context-dependent lexical information. Ef-
forts towards automatically acquiring such infor-
mation from corpora are described by e.g., (Poe-
sio et al., 1998; Goecke et al., 2007). Again, as
mentioned in Sect. 1, we choose to work with
word-space semantics, precisely for its ability
to provide language and domain-specific lexico-
semantic knowledge to our system.

3 Semantic Features for Coreference
Resolution

In this experiment, coreference is defined as a re-
lation of identity of reference between two noun
phrases. The resolution task is limited to classifi-
cation of pairs of possibly anaphoric NPs and their
candidate antecedents; the subsequent linking of
classified pairs into coreference chains will not be
discussed here as the aim of the paper is to discuss
the influence of semantic features on the classifi-
cation task.?

The task is further limited to resolution of
non-identical head anaphora (listed as type ‘2 in
Sect. 1), i.e., cases where we cannot rely on string
matching for resolving the anaphoric reference.
We also divide the pair-wise classification into two
sub-tasks, based on the respective NP types of the
candidate antecedent and anaphor:

1. the candidate anaphor is a definite NP with
a common noun head, and the candidate an-
tecedent is a NE — listed as ‘2a’ in Sect. 1;

2. the candidate anaphor and the candidate an-
tecedent are both definite NPs with non-
identical common nouns as head — listed as
2b’ in Sect. 1.

3.1 Semantic relatedness as expressed in
SynLex

SynLex® is a free dictionary of general vocabu-
lary Swedish synonyms consisting of 25.000 word
% Any influence on classification is likely to transfer to the

complete coreference chains.
SURL: http://lexikon.nada.kth.se/synlex.html

pairs (Kann and Rosell, 2006). Synlex was auto-
matically constructed and later manually refined
by volunteer users of an on-line dictionary. The
users graded each candidate synonym pair accord-
ing to their intuitive estimate as to how closely
the candidate pair was related (semantically), and
pairs with a user grade above a certain threshold
were included in the dictionary. For each pair of
words in SynLex, there is a score between 3.0 and
5.0 representing how the users graded the pair. Ac-
cording to (Kann and Rosell, 2006), pairs with
a score of 3.0 are synonymic to a lesser degree,
whereas pairs with a score of 4.0 are very good
synonyms. SynLex, unlike WordNet, does not dis-
tinguish between different word senses.

We use SynLex for deriving two relational fea-
tures, one binary feature indicating whether the
base form of the head word of the candidate an-
tecedent and the base form of the head word of
the anaphor are a synonymy pair in SynLex, and
one feature consisting of the SynLex score for that
word pair (if there is one). For example, the word
foretag (‘business’) has three synonyms in Syn-
Lex, with scores ranging from 3.2 to 4.0:

4.0 firma (‘firm’)
3.3 bolag (‘corporation’, ‘company’)
3.2 affirsverksamhet (‘business (activity)’)

and the 4.0 synonym firma(‘firm’) is in turn listed
with four synonyms:

4.4 rorelse (‘enterprise’)

4.0 foretag (‘business’)

3.1 bolag (‘corporation’, ‘company’)

3.1 affirsverksamhet (‘business (activity)’)

Thus, the word pair foretag and bolag would
get a SynLex score of 3.3 in addition to a posi-
tive binary feature, whereas the word pair foretag
and rorelse would get a SynLex score of 0.0 and a
negative binary feature.

3.2 Semantic relatedness in word-space
models

Since the early 90’s, a large body of research
has developed which aims at capturing (lexical)
semantic meaning through analyzing word co-
occurrence and distribution (Grefenstette, 1994;
Schiitze, 1998). In analogy with the strongly
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related vector-space model, the representational
models in these theories are commonly referred
to as word-space models. Sahlgren (2006) argues
that we can classify word-space models into two
main groups: one which defines co-occurrence as
two words occurring in the same document and
one which defines it as two words occurring within
a fixed-size sliding window. The first type is
claimed to capture syntagmatic relations between
words, the second type instead captures paradig-
matic relations. Sahlgren (2006) gives credence to
these claims through a series of experiments, but
also shows that there is quite a bit of overlap be-
tween the two types. We investigate the effective-
ness of these two types of models, separately as
well as in conjunction, on the current task, using
the standard cosine similarity measure.

Many researchers have experimented with
applying singular value decomposition (SVD)
(Golub and van Loan, 1996) to the matrices
used by the word-space models to store the co-
occurrence data. This process can be used for
a dimensionality reduction for the similarity vec-
tors. When the objects represented by the matrix
are words and documents, this procedure is of-
ten called latent semantic analysis (LSA) and it
is described in (Deerwester et al., 1990) and given
a psychological motivation in (Landauer and Du-
mais, 1997). The advocates of LSA claim that
it allows for capturing “latent” relations among
words, that are not accessible through the raw co-
occurrence data. In addition to the similarities cal-
culated from the unprocessed matrices, we there-
fore also examine the effects of using singular
value decomposition on the two types of word-
spaces described above (again using the cosine
similarity measure).

3.2.1 Term selection techniques

Another closely related approach to capturing sim-
ilarities between words are so-called term selec-
tion or term weighting techniques. Just like the
word-space models, their modeling capabilities
are based on co-occurrence analysis. Where word-
space models are based in geometry, term selec-
tion techniques are based in statistics or infor-
mation theory. We use the mutual information
(MI) measure (also referred to in (Manning and
Schiitze, 1999) as expected mutual information)
on the two types of co-occurrence mentioned pre-
viously (within document or within a sliding win-
dow) and compare the results on the current task.

3.2.2 Building the word-space models

The corpus used for training the word-space mod-
els comes from the same newspaper and domain
as the coreference annotated data (described in
Sect. 4.1). It consists of about 1.5 million running
words. When training the word-space model, we
also include the coreference annotated data in the
training data. However, this is not a case of “test-
ing on the training data”, since the annotations in
the coreference data are not taken into consider-
ation by the word-space model. The word-space
model needs to see the words it is modeling as
they occur in running text, and the more such ex-
amples provided, the better the model will func-
tion, typically. The coreference annotated data is
just treated as another source for collecting co-
occurrence data by the word-space model; the
coreference data does not constitute a gold stan-
dard for this part of our system.

3.2.3 Word-space features

We thus have three models of similarity: using co-
sine or mutual information on vectors from the co-
occurrence matrices (we merely apply a standard
log-2 frequency damping) or using cosine on the
dimensionality reduced vectors.

Table 1 gives an overview of all the word-
space features, and the three models are repre-
sented by the three rows in the table. Each of
these three models has two variants: the context
window-based (column ‘a’) and the document-
based (column ‘b’). The score for the head words
of each candidate anaphor-antecedent pair from
each model is used as a feature, describing to what
degree the two NPs are related within the respec-
tive models. We also extract a binary feature for
each model, which is positive only for the highest-
ranking coreference candidate for each NP within
a document (columns ‘c’ and ‘d’). Finally, we
create sets consisting of the top 10 most similar
coreference candidates for every definite descrip-
tion and proper noun within a document. This is
done for each model and similarity measure, with
one set containing context window-based (column
‘e’) and one set containing document-based rela-
tions (column ‘f’; see also Fig. 1). At least when
using the cosine measure on the non-reduced vec-
tors,* we are hoping that these sets will help us dis-
tinguish between words that are syntagmatically

*We do not rule out the same effect for the MI measure

or for the SVD-reduced matrix, but it has only been demon-
strated for the non-reduced vectors and the cosine measure.
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intersection

paradigm syntagm

Figure 1: Forming three sets of words: paradig-
matically related (window-based co-occurrence),
syntagmatically related (document-based co-
occurrence) and the intersection of these.

and paradigmatically related. We create a binary
feature for each of the three sets formed this way
(column ‘g’ represents the intersection of the pre-
vious two), hopefully indicating the type of rela-
tion (or lack thereof) in which a particular pair of
words stand.

4 Classification of Pairs of Definite
Descriptions

4.1 Data

The annotation of the data used in these exper-
iments was done by one of the authors, based
on the BREDT annotation guidelines for referen-
tial relations developed for Norwegian (Borthen,
2004) with minor modifications for the language
(Swedish) and the domain (economic news text).
The main goal of the annotation is to mark a se-
lect set of anaphoric and cataphoric relations. The
most frequent, and thus the most important one, is
coreference, which is defined as a relation of iden-
tity of reference. The annotated data we use here
consists of 66 documents; there is a total of 6606
noun phrases of which 1887 (28%) are annotated
as coreferent.

The preprocessing includes part-of-speech tag-
ging and lemmatization with Granska (Carlberger
and Kann, 1999), dependency parsing with Malt-
Parser (Nivre et al., 2007), Named Entity tagging,
and NP chunking. For NEs, basic semantic in-
formation is added by extending each occurrence
of the NE type ‘organization’ with the synset for
foretag, organisation (‘company’, ‘organization’),
and the NE type ‘person’ with the synset for mdin-
niska, person (‘human being’, ‘person’) from the

online version of the Swedish WordNet®> (Viberg
et al., 2002).

Since we define coreference as a relation of
identity of reference, each NP within a corefer-
ence chain is coreferent with all other NPs within
that chain. Thus, in order to construct pairs of
anaphors and candidate antecedents, each NP is
combined with all other NPs within the document.
As stated in Sect. 3, we are concerned with two
sub-tasks in these experiments; for the first task
there are 269 positive instances, and for the second
328. The data is partitioned so that the instances
used in the two experiments are disjoint.

4.2 Features

Our baseline feature set is comprised of language-
and domain-independent features used in high-
performing coreference resolution systems such as
(Soon et al., 2001) and (Strube et al., 2002), some
domain-dependent features handling e.g., quoted
speech, and some features based on corpus studies
on definite descriptions by e.g., (Fraurud, 1992)
and (Vieira and Poesio, 2000) describing e.g., NP
complexity. This feature set includes 90 features;
58 of these features describe each NP in a can-
didate anaphor-antecedent pair (including gender,
number and definiteness, as well as syntactic func-
tion and approximations to salience), and 32 fea-
tures describe the candidate pair in terms of mor-
phological similarity and syntactic parallelism, lo-
cation (e.g., whether the two NPs are located
within the same sentence, or in adjacent ones), and
string similarity (e.g., complete and partial over-
lap, and the Levenshtein distance). Classification
with this feature set is used as a baseline.

In addition to this standard feature set, semantic
information is added via two SynLex features (de-
scribed in section 3.1), and 21 word-space features
(described in section 3.2). We group the 21 word-
space features into six different configurations as
such (please also refer to Table 1):

e WS: includes all 21 word-space features (WS
stands for word-space)

o WS cosine: all features in row 1 in Table 1
e WS MI: all features in row 2

e WS SVD: all features in row 3 (we use a
standard dimensionality of 200 in our experi-
ments)

SURL: http://www.lingfil.uu.se/ling/swn.html; We do not

at present have access to SWN in a machine readable format.
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window | document | window* | documentx | paradigms* | syntagms | intersectionx
cosine la 1b Ic 1d le 1f 1g
MI 2a 2b 2c 2d 2e 2f 2g
SVD 3a 3b 3c 3d 3e 3f 3g

Table 1: Features from word-space models. The *-character indicates that features in the marked column
are binary. ‘MI’ stands for mutual information and ‘SVD’ for singular value decomposition.

e WS window: all features in columns a, ¢, and
e—g; aims to capture paradigmatic relations
(we use a standard window size of 3 words
to each side of the focus word in our experi-
ments)

e WS document: all features in columns b and
d—g; aims to capture syntagmatic relations

4.3 Classification

For classification of pairs of definite descriptions,
we use 5-fold cross validation with the memory-
based learner TiMBL (Daelemans and van den
Bosch, 2005). We use the IB1 (k-nn) algorithm
with k=5, the distance metric MVDM/overlap,
and gain ratio feature weighting, and feature sets
adapted for each task.

The classification is evaluated on instance level
using the following measures: precision, recall,
and F-score. Precision is defined as the number of
correct coreference relations given by TIMBL di-
vided by the total number of coreference relations
given by the system. Recall is the number of cor-
rect coreference relations given by TiMBL divided
by the total number of coreference relations in the
data. F-score is the harmonic mean of precision
and recall.

5 Results

The results in Tables 2 and 3, below, show a pos-
itive effect from the semantic features, though not
in all configurations. The SynLex features do not
provide any useful information to the system —
their only effect is to lower the recall slightly. One
might argue that the comparison between SynLex
and our word-space models is unfair, as SynLex is
a general resource whereas the word-space models
are domain-specific. But this is in fact the point
we wish to make: in order to handle coreference
between noun phrases, we need domain-specific
models of semantic relatedness. All but one con-
figuration of word-space features produce higher
precision than the baseline feature set, and the ma-
jority also give a simultaneous increase in recall.

Precision | Recall | F-score
Baseline 28.3 22.1 24.8
SL and WS - - -
SL - - -
WS 30.7 18.6 23.1
WS cosine 27.7 19.0 22.5
WS MI 33.7 23.7 27.8
WS SVD 329 22.1 26.5
WS window 31.9 20.9 25.3
WS document 34.7 23.7 28.2

Table 2: Micro-averaged results: antecedent is an
NE, anaphor is a common noun. SL stands for
’SynLex’. The feature sets are named and de-
scribed in Sect. 4.2, above. SynLex does not con-
tain names, therefore we cannot calculate results
for settings involving this resource.

Precision | Recall | F-score
Baseline 427 9.8 15.9
SL and WS 48.3 8.8 14.9
SL 42.1 9.8 15.8
WS 49.1 8.8 15.0
WS cosine 52.9 11.0 18.2
WS MI 50.7 10.7 17.6
WS SVD 51.2 12.5 20.1
WS window 433 8.8 14.7
WS document 48.6 10.4 17.1

Table 3: Micro-averaged results, both antecedent
and anaphor are common nouns.

For the data set where both antecedent and
anaphor are common nouns (set ‘2a’ in Sect. 1),
we see that the word-space model where we have
applied SVD gives the best results, though the
“raw” model actually gives higher precision (Ta-
ble 3). This is not too surprising; given that the
SVD is applied in order to uncover latent relations,
we can expect a high recall — at the cost of a cer-
tain level of noise creeping in, resulting in a lower
precision than for the “raw” model.
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More surprising was to see that the models with
co-occurrence being defined on a document level
give better results on both tasks than the ones
where it is based on the sliding context windows.
We expected the latter to capture paradigmatic re-
lations better than the former, but other factors,
perhaps related to data sparseness, seem to influ-
ence the results contrary to our intuition. It can be
argued, however, that the SVD can manage to cap-
ture paradigmatic information even when consid-
ering co-occurrence on a document level (features
3b and 3d — 3g in Table 1); that this in fact consti-
tutes part of the “latency” in LSA. Further, in the
task where the antecedent is an NE, it may well
be that the relation between the two NPs is better
thought of as syntagmatic than paradigmatic.

We also see that the ‘WS MI’ feature setting
performs well on the task where the antecedent is
an NE. It has been argued (Manning and Schiitze,
1999) that the MI measure favors rare cases; some-
thing which applies to the NEs, and therefore
could explain why this feature setting does well
on this task.

The subtask where both antecedent and anaphor
are common nouns can conceptually be split fur-
ther into two cases. First, we have cases that
can be resolved using information on lexical re-
lations between the head nouns of the anaphor and
the candidate antecedent; relations such as (near)
synonymy, as in ‘the business’ - ‘the company’,
or hypernymy, as in ‘mediator’ - ‘the profession’.
Second, we have cases that require additional in-
formation for resolution, e.g., common-sense rea-
soning or real-world knowledge as in ‘the period
April-June’ - ‘the second quarter’, and/or keeping
track of the current focus ‘two metal workers’ -
‘the dismissed (employees)’. We expect the word-
space approach to deal better with the former cases
than the latter, but we cannot exclude that the lat-
ter, too, will display some degree of similarity in a
word-space model.

We performed an experiment where we used the
word-space features exclusively (no baseline fea-
tures were used) for classifying the instances. This
results in rather low figures in terms of precision
and recall, but the successful cases may still give
us an idea of the type of information we can hope
to extract. E.g., the word-space models correctly
predicted a coreference relation between siffror
and statistik (‘numbers’ and ‘statistics’), anstdllda
and personal (‘employees’ and ‘personel’), and

euroomradet and euroliinderna (‘the Euro area’
and ‘the Euro countries’). These are all cases of
near synonymy, and the results thus support our
assumption that the word-space model will handle
such cases better than cases where focus or rea-
soning play a part in the resolution.

We have performed these experiments on
Swedish news text, but we have reasons to be-
lieve that the results are at least partly generaliz-
able. First of all, the problem of having to resolve
non-identical head definite descriptions exists and
is relevant for other languages than Swedish, as we
discussed in Sect. 1. Secondly, word-space mod-
els can be constructed for any language and do-
main where the tokenization of text into words is
not a major issue. Finally, though they do not em-
ploy word-space features directly, Hendrickx et al.
(2008b) and Ng (2007) show, for Dutch and En-
glish, that including semantics from statistically
based corpus-methods has positive effects on the
accuracy on their systems.

6 Conclusion

Coreference resolution of definite NPs is a com-
plex problem, resulting in higher error rates
compared to Named Entity coreference resolu-
tion, or pronoun resolution. One reason for
this is the problem of acquiring various types
of domain-specific lexico-semantic and common-
sense knowledge needed for resolution. We
present encouraging results from a study on us-
ing word-space similarity measures to approxi-
mate this knowledge in a system for resolution of
definite descriptions.
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Abstract

* Most text categorization methods use the
vector space model in combination with
a representation of documents based on
bags of words. As its name indicates, bags
of words ignore possible structures in the
text and only take into account isolated,
unrelated words. Although this limitation
is widely acknowledged, most previous at-
tempts to extend the bag-of-words model
with more advanced approaches failed to
produce conclusive improvements.

We propose a novel method that ex-
tends the word-level representation to
automatically extracted semantic and
syntactic features. We investigated three
extensions: word-sense  information,
subject—verb—object triples, and role-
semantic predicate—argument tuples, all
fitting within the vector space model.
We computed their contribution to the
categorization results on the Reuters
corpus of newswires (RCV1). We show
that these three extensions, either taken
individually or in combination, result in
statistically significant improvements of
the microaverage Fj over a baseline using
bags of words. We found that our best
extended model that uses a combination
of syntactic and semantic features reduces
the error of the word-level baseline by up
to 10 percent for the categories having
more than 1,000 documents in the training
corpus.

*Research done while at Lund University.

Kristiina Jokinen and Eckhard Bick (Eds.)
NODALIDA 2009 Conference Proceedings, pp. 142-149

1 Introduction

Text categorization or classification corresponds
to the automatic assignment of a document to
one or more predefined categories. To carry out
this task, techniques using the vector space model
(Salton et al., 1974) in combination with a rep-
resentation based on words — the bag-of-words
model — are considered to be standard both in
practice and for evaluation purposes (Lewis et al.,
2004). The bag-of-words model is both simple to
implement and enables classifiers to achieve state-
of-the-art results.

However as its name indicates, the bag-of-
words model ignores possible structures in the
text as it only takes into account isolated, unre-
lated words present in a document. These lim-
its are widely acknowledged and there has been
many attempts to break them with more advanced
approaches. Approaches include the detection
and indexing of proper nouns, complex nominals,
phrases, or the identification of word-senses. To
date, they have not resulted in any conclusive im-
provements (Moschitti and Basili, 2004).

In this paper, we describe novel features based
on the output of syntactic and semantic parsers —
subject—verb—object (SVO) triples and predicate—
argument structures — to enrich the document rep-
resentation. As for the words, these features are
automatically extracted from raw text. We use
them in the vector space model to extend the word-
level representation with syntactic and semantic
dimensions.

We evaluated the contribution of the syntactic
and semantic representation on the Reuters cor-
pus volume I of newswire articles (RCV1) with a
standardized benchmark (Lewis et al., 2004). We
used a classifier based on support vector machines
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(SVM), where we compared the new representa-
tion against the bag-of-words baseline. We could
obtain an error reduction ranging from 1 to 10 per-
cent for categories having more than 1,000 docu-
ments in the training corpus.

2 Representing Text for Automatic
Classification

2.1 TheVector Space Maoddl

In statistical classification, the vector space model
is the standard way to represent data (Salton et
al., 1974). This model uses all features that are
extracted from a document collection to build a
space, where each feature corresponds to a dimen-
sion of this space. A single document is then rep-
resented by a vector, where each coordinate indi-
cates the presence of a specific feature and weights
it. The document vectors can then be placed in the
space and their location can be used to compute
their similarity.

2.2 Using a Word-level Representation

The standard features in the vector space model
are simply the words in the text. Let us assume that
we have a document collection that only contains
two documents, whose content is:

D1: Chrysler plans new investment in Latin
America.

D2: Chrysler plans major investments in Mexico.

The application of the bag-of-words model on
the collection uses all the words in the documents
as features and results in the document vectors
shown in Table 1. The words are stemmed and the
most common ones — the stop words — are not used
as features, because they usually appear in all the
documents. For each feature, the vector indicates
how many times it appeared in the document. This
value is known as the term frequency, ¢f.

In Table 1, the document vectors used the raw
term frequency for each word and therefore as-
signing all words equal importance. However,
rare features are often more important than fea-
tures present in many documents of the collec-
tion. The spread of a feature is measured using
the document frequency, which is defined as the
number of documents in which a feature can be
found. To give rare features more importance, the
term frequency is weighted with the inverted doc-
ument frequency, «df (1). This weighting scheme

is called ¢ f x idf and there exist many variants of
it. For a list of possible weighting schemes and
a comparative study of their influence, see Salton
and Buckley (1987) and Joachims (2002).

collection size
ey
document frequency

idf = log (

2.3 Extending the Wor d-based
Representation with Complex Semantic
Features

Word-based representations are simple and robust,
but this comes at a cost. Using bags of words to
represent a document misses the phrase and sen-
tence organization as well as their logical struc-
ture. Intuitively, the semantics of sentences in
a document should help categorize it more accu-
rately. To account for it, we extracted semantic
features from each corpus sentence — predicate—
argument tuples, subject—verb—object triples, and
word-sense information — and we extended the
document vectors with them.

Predicate-argument structures are core con-
structs in most formalisms dealing with knowl-
edge representation. They are equally prominent
in linguistic theories of compositional semantic
representation. In the simplest case, predicate—
argument tuples can be approximated by subject—
verb—object triples or subject—verb pairs and ex-
tracted from surface-syntactic dependency trees.

SVO representations have been used in vector-
space approaches to a number of tasks (Lin, 1998;
Pad¢ and Lapata, 2007). In the widely publicized
semantic web initiative, Berners-Lee et al. (2001)
advocated their use as a natural way to describe
the vast majority of the data processed by ma-
chines. They also correspond to binary relations
in relation algebra on which we can apply a large
number of mathematical properties. Nonetheless,
as far as we know, strict SVO representations have
never been used in automatic text categorization.
Fiirnkranz et al. (1998) proposed an approximated
SVO representation that could increase the pre-
cision of some categorization experiments when
combined with a low recall ranging from 10 to
40. However, they could not show any decisive,
consistent improvement across a variety of exper-
imental settings.

Although they are sometimes equivalent, syn-
tactic parse trees and semantic structures are gen-
erally not isomorphic. Tuples directly extracted
from dependency trees are susceptible to para-
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D#\ Words || chrysler plan new major investment latin america mexico
1 1 1 1 0 1 1 1 0
2 1 1 0 1 1 0 0 1

Table 1: Document vectors based on the bag-of-words model.

phrasing caused by linguistic processes such as
voice alternation, Chrysler planned investments /
investments were planned by Chrysler, and diathe-
sis alternations such as dative shifts, e sold him
the car / We sold the car to him.

ROOT
OoBJ PMOD

Chrysler plans new investment in Latin America

A0

Al A2

A0

plan’01 i nvest nent. 01

Figure 1: Example sentence with dependency syn-
tax and role semantics annotation. Upper arrows
correspond to the dependency relations and the
lower ones to the semantic roles.

Role semantics (Fillmore, 1968) is a formalism
that abstracts over the bare syntactic representa-
tion by means of semantic roles like AGENT and
PATIENT rather than grammatical functions such
as subject and object.

Figure 1 shows the first example sentence in
Sect. 2.2 annotated with syntactic dependencies
and role-semantic information according to the
PropBank (Palmer et al., 2005) and NomBank
(Meyers et al., 2004) standard. The verb plan is a
predicate defined in the PropBank lexicon, which
lists its four possible core arguments: AO, plan-
ner, Al, the thing planned, A2, grounds for plan-
ning, and A3, beneficiary. Similarly, the noun
investment is a NomBank predicate whose three
possible core arguments are: AO, investor, Al,
theme, and A2 purpose. In addition to the core ar-
guments, predicates also accept optional adjuncts
such as locations or times.

For each predicate, PropBank and NomBank
define a number of word senses, such as plan.0l
and investment.0l1 in the example sentence. Fea-
tures based on word sense information, typically
employing WordNet senses, have been used in text
classification, but have not resulted in any conclu-
sive improvements. For a review of previous stud-
ies and results, see Mansuy and Hilderman (2006).

3 Automatic Semantic Role Labeling

Role-semantic structures can be automatically ex-
tracted from free text — this task is referred to as
semantic rolelabeling (SRL). Although early SRL
systems (Hirst, 1983) used symbolic rules, modern
systems to a large extent rely on statistical tech-
niques (Gildea and Jurafsky, 2002). This has been
made possible by the availability of training data,
first from FrameNet (Ruppenhofer et al., 2006)
and then PropBank and NomBank. Semantic role
labelers can now be applied to unrestricted text, at
least business text, with a satisfying level of qual-

ity.

‘ Chrysler plans new investment in Latin America ‘

Predicate
identification

Chrysler plans new investment in Latin America

pl an. ?? investnent. ??

Sense
disambig.
Chrysler plans new investment in Latin America

: :

plan. 01 investnent. 01

Argument
identification

Chrysler plans new investment in Latin America

=1/

pl an. 01 investnent. 01

Argument
labeling

Chrysler plans new investment in Latin America

AR — R | S
plan. 01 investnment. 01

Figure 3: Example processed by the semantic
pipeline.

We used a freely available SRL system (Johans-
son and Nugues, 2008) to extract the predicate—
argument structures' . The system relies on a syn-
tactic and a semantic subcomponent. The syntac-
tic model is a bottom-up dependency parser and
the semantic model uses global inference mecha-
nisms on top of a pipeline of classifiers. The com-

"Download site: nl p. cs. | th. se.
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Semantic pipeline

Global semantic model

Argument
labeling

Linguistic H Pred-arg|

Predicate Sense Argument
_ identification | | disambig. | |identification
Syntactic
dependency

N } :
constraints| | reranking j
Syntactic—semantic

parsing

reranking

Figure 2: The architecture of the semantic role labeling system.

plete syntactic—semantic output is selected from a
candidate pool generated by the subsystems. Fig-
ure 2 shows the overall architecture and Figure 3
shows how the example sentence is processed by
the semantic subcomponent. The system achieved
the top score in the closed challenge of the CoNLL
2008 Shared Task (Surdeanu et al., 2008): a la-
beled syntactic accuracy of 89.32%, a labeled se-
mantic F; of 81.65, and a labeled macro F7 of
85.49.

4 Experimental Setup

We carried out a series of experiments to de-
termine the contribution of the three sets of
syntactic—semantic features: word-sense infor-
mation, subject—verb—object triples, and role-
semantic predicate—argument tuples. They all
come as an extension to the baseline word-level
representation in the vector space model. We first
describe the data sets, then the experimental pa-
rameters, and finally the figures we obtained for
different combinations of features.

41 Corpora

We conducted our experiments on the RCVI-
v2 (Lewis et al., 2004) corpus, which is a cor-
rected version of RCV1 (Reuters Corpus Volume
1). We used the LYRL2004 split, which puts ar-
ticles published between August 20, 1996 to Au-
gust 31, 1996 in the training set and articles be-
tween September 1, 1996 to August 19, 1997 into
the test set. We performed the split on the orig-
inal RCV1-vl collection which results in 23,307
training documents and 783,484 test documents.
RCV1 has three sets of categories called: region
code, topic code, and industry code. The region
code contains the geographical locations that an
article covers. The topic codes try to capture the
subjects of an article, and industry codes describe
the industry fields mentioned in an article.

4.2 Classification M ethod

We reproduced the conditions of the SVM.1 clas-
sification method described in Lewis et al. (2004).

We used the SVM'"9"(Joachims, 1999) classifier
with the standard parameters and the SCutFBR.1
algorithm (Yang, 2001) to choose the optimal
threshold.

SCutFBR.1 replaces SVM'"9""s own method for
selecting a partitioning threshold. For each cat-
egory, svmliont computes a ranking of the docu-
ments in the form of a scoring number assigned to
each document. This number determines the doc-
ument rank in the category. The goal is to find a
threshold from the ranked training documents that
maximizes the number of correct classifications.

The purpose of SCutFBR.1 is to handle cases
when there are few training documents for a cat-
egory. There is then a risk of overfitting, which
may lead to too high or too low thresholds. A
high threshold results in many misses, which have
a negative impact on the macroaverage F; while a
low threshold results in a potentially large number
of documents assigned to a wrong category, which
has a negative impact on both the micro and the
macroaverage Fj. To avoid this, the Fj score is
calculated for each category in the training set. If
the score is too low, the highest ranking is chosen
as the threshold for that category.

4.3 CorpusTagging and Parsing

We annotated the RCV1 corpus with POS tags, de-
pendency relations, and predicate argument struc-
tures using the SRL system mentioned in Sect. 3.
The POS tagger uses techniques that are similar to
those described by Collins (2002).

4.4 Feature Sets

We conducted our experiments with three main
sets of features. The first feature set is the base-
line bag of words. The second one uses the triples
consisting of the verb, subject, and object (VSO)
for given predicates. The third set corresponds
to predicates, their sense, and their most frequent
core arguments: AQ and Al. We exemplify the
features with the sentence Chrysler plans new in-
vestment in Latin America, whose syntactic and
semantic graphs are shown in Figure 1.
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As first feature set, we used the bags of words
corresponding to the pretokenized version of the
RCV1-v2 released together with Lewis et al.
(2004) without any further processing. Examples
of bag-of-words features are shown in Table 1.

For the second feature set, the VSO triples, we
considered the verbs corresponding to the Penn
Treebank tags: VB, VBD, VBG, VBN, VBP,
and VBZ. In each sentence of the corpus and for
each verb, we extracted their subject and object
heads from the dependency parser output. These
dependencies can have other types of grammat-
ical function. We selected the subject and ob-
ject because they typically match core seman-
tic roles. We created the feature symbols by
concatenating each verb to its subject and ob-
ject dependents whenever they exist. Verbs with-
out any subject and object relations were ignored.
The feature created from the example sentence is:
plan#Chrysler#investment.

The third feature set considers the predicates of
the corpus and their most frequent arguments. We
used the semantic output of the SRL system to
identify all the verbs and nouns described in the
PropBank and NomBank databases as well as their
arguments 0 and 1. We combined them to form
four different subsets of semantic features. The
first subset simply contains the predicate senses.
We created them by suffixing the predicate words
with their sense number as for instance plan.Ol.
The three other subsets corresponds to combina-
tions of the predicate and one or two of their core
arguments, argument O and argument 1. As with
the VSO triples, we created the feature symbols
using a concatenation of the predicate and the ar-
guments. The three different combinations we
used are:

1. The predicate and its first argument, argu-
ment 0. In the example, plan.01#Chrysler

2. The predicate and its second argument, argu-
ment 1. In the example, plan.01#investment

3. The predicate and its first and second argu-
ment, arguments O and 1. In the example,
plan.01#Chrysl er#investment

We applied the log(tf) x idf weighting scheme
to all the feature sets in all the representations. We
used the raw frequencies for the ¢ f component.

5 Resaults

5.1 Evaluation Framework

Since the articles in RCV1 can be labeled with
multiple categories, we carried out a multilabel
classification. This is done by applying a classi-
fier for each category and then merging the results
from them. For a classification of a single cate-
gory @, the results can be represented in a contin-
gency table (Table 2) and from this table, we can
calculate the standard measures Precision and
Recall. We summarized the results with the har-
monic mean Fi of Precision and Recall.

+ example | - example
+ classified a; b;
- classified ¢ d;

Table 2: The results of a classification represented
in a contingency table.

To measure the performance over all the cate-
gories, we use microaveraged F] and macroaver-
aged F7. Macroaverage is obtained by calculat-
ing the F1 score for each category and then taking
the average over all the categories (4), whereas mi-
croaverage is calculated by summing all the binary
decisions together (2) and calculating F; from that

3.

pPrecision = M
ioq @i+ b
> @
uRecall = ===L "
D iy @i F G
2 x puPrecision x pRecall
= 3
pi uPrecision + pRecall @
1=
maklF = - Z Fy (4)
i=1
52 Results

The six feature sets create 64 possible representa-
tions of our data. We assigned a code to the rep-
resentations using a six-character string where a 1
at the first location indicates that the bag-of-words
set is included and so forth as shown in Table 3.
To get an approximation of the performance
of the representations, we conducted tests on the
training set. We then ran full tests on the topics
categories on the representations that showed the
highest effectiveness. We measured and optimized
for micro and macroaverage Fj. Table 4 shows the
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Feature set Code

Bag of words 100000
Predicates 010000
VSO triples 001000
Argument 0 000100
Argument 1 000010
Arguments O and 1 000001

Table 3: Codes for the features sets. A code for
a representation is the result of a bitwise-and be-
tween the codes of the included feature sets.

representations we selected from the initial tests
and their results with the full test. The represen-
tations that include bag-of-words, predicates, and
one or more of the argument sets or the VSO set
achieved the best performance.

Feature set Microaverage Macroaverage
Baseline 81.76 62.31
¢110000 81.99 62.09
c111000 82.27 62.57
c110100 82.12 62.16
c110010 82.16 62.77
c110001 81.81 62.24
cl111100 82.17 62.44
Table 4: Effectiveness of microaverage and

macroaverage Fj on the most promising represen-
tations. Parameters were set to optimize respec-
tively microaverage and macroaverage Fi. The
baseline figure corresponds to the bag of words.

The effectiveness of the individual categories
can be seen in Figures 4 and 5. The categories
are sorted by training set frequency. The graphs
have been smoothed with a local linear regression
within a [-200, +200] range.

As scores are close in Figures 4 and 5, we show
the relative error reduction in Figures 6 and 7.

We applied the McNemar test to measure the
significance of the error reduction. In Table 5,
we list how many categories showed a significance
under 0.95 out of 103 categories in total.

We also measured the significance by apply-
ing a paired {-test on the categories with more
than 1000 training documents, where the popula-
tion consisted of the Fj scores. The tests showed
p-values lower than 0.02 on all representations
for both micro and macroaverage optimized F{
scores.

[ c110000 ===

Relative error reduction
Lo o
o
2

10 100 1000 10000
Number of training documents

Figure 6: The relative error reduction per category
for microaverage optimized classifications.

€110000 --:=:-

[ c111000 =——
0.09 [ 110100 =esssss

Relative error reduction
A o
o
2

10 100 1000 10000
Number of training documents

Figure 7: The relative error reduction per category
for macroaverage optimized classifications.

Feature set Microaverage Macroaverage
¢110000 27 23
c111000 23 20
c110100 23 21
c110010 26 25
¢110001 25 25
c111100 25 22

Table 5: Number of categories that had an signifi-
cance under 0.95 when parameters were set to op-
timize microaverage and macroaverage Fj.

5.3 Conclusion

We have demonstrated that complex semantic fea-
tures can be used to achieve significant improve-
ments in text classification over a baseline bag-
of-words representation. The three extensions
we proposed: word-sense disambiguation, SVO
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Figure 4: F} effectiveness per category on microaverage optimized classifications where there exists

more than 1000 training documents.
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Figure 5: Fj effectiveness per category on macroaverage optimized classifications where there exists

more than 1000 training documents.

triples, and predicate—argument structures, either
taken individually or in combination, result in sta-
tistically significant improvements of the microav-
erage F}. The best results on average are produced
by extending the vector space model with dimen-
sions representing disambiguated verb predicates
and SVO triples. For classes having more than
2500 training documents, the addition of argument
0 yields the best results.

All results show an improvement over the top

microaveraged Fj result of 81.6 in Lewis et al.
(2004) which corresponds to the baseline in our
experiment.

Contrary to previous studies (Mansuy and Hil-
derman, 2006), the sense disambiguation step
shows improved figures over the baseline. The
possible explanation may be that:

e The PropBank/NomBank databases have
simpler sense inventories than WordNet, for
example plan has four senses in WordNet

148



Text Categorization Using Predicate—Argument Structures

and only one in PropBank; investment has six
senses in WordNet, one in NomBank.

e The Penn Treebank corpus on which the
semantic parser is trained is larger than
SemCor, the corpus that is commonly used
to train word-sense disambiguation systems.
This means that the classifier we used is pos-
sibly more accurate.

We designed our experiments with English text
for which high-performance semantic parsers are
available. The results we obtained show that using
SVO triples is also an efficient way to approximate
predicate—argument structures. This may be good
news for other languages where semantic parsers
have not yet been developed and that only have de-
pendency parsers. We plan to carry out similar ex-
periments with SVO triples in other languages of
the Reuters corpus and see whether they improve
the categorization accuracy.

Moreover, we believe that our approach can
be improved by introducing yet more abstraction.
For instance, frame semantics from FrameNet
(Ruppenhofer et al., 2006) could possibly be
used to generalize across predicates as with
buy/acquisition. Similarly, structured dictionaries
such as WordNet or ontologies such as Cyc could
allow generalization across arguments.
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Part of Speech Tagging for Text Clustering in Swedish

Magnus Rosell
KTH CSC
Stockholm, Sweden
rosel |l @sc. kt h. se

Abstract

Text clustering could be very useful both
as an intermediate step in a large natural
language processing system and as a tool
in its own right. The result of a cluster-
ing algorithm is dependent on the text rep-
resentation that is used. Swedish has a
fairly rich morphology and a large num-
ber of homographs. This possibly leads to
problems in Information Retrieval in gen-
eral. We investigate the impact on text
clustering of adding the part-of-speech-tag
to all words in the the common term-by-
document matrix.

The experiments are carried out on a few
different text sets. None of them give any
evidence that part-of-speech tags improve
results. However, to represent texts us-
ing only nouns and proper names gives a
smaller representation without worsen re-
sults. In a few experiments this smaller
representation gives better results.

We also investigate the effect of lemma-
tization and the use of a stoplist, both
of which improves results significantly in
some cases.

Introduction

defined via a representation of the texts using some
or all the words/tokens that appear in them. Two
texts are typically defined as similar if they use the
same words. Which words/tokens that are used
and how they are preprocessed can have a great
effect on the result.

Lemmatization or stemming allows us to treat
several related tokens as the same, leading to an
increased similarity between texts, using the dif-
ferent forms of a word. Part-of-speech (PoS) tag-
ging can be used to achieve the opposite; separate
homographs so that texts are not defined similar
when they are using the different meanings of a
token.

The rest of this paper is organized as follows.
Sections 2 through 4 gives a background to the ex-
periments that we have conducted and present in
Section 5. Finally, in Section 6 we summarize and
draw some conclusions.

2 Information Retrieval

In Information Retrieval (IR) texts are represented
in the common vector space model, see any intro-
ductory text, for instance (Manning et al., 2008).

Each element of a term-document-matrix is as-
signed a weight, modeling the importance of

the corresponding term to the document. There
are several weighting schemes; we use a tf*idf
weighting scheme. The similarity between texts

Text clustering (see for instance Manning et al.(in a search engine: a query and a text) is mod-
(2008) ) aims at dividing a set of texts into groupseled by a measure that compare their correspond-
with coherent content without knowledge of anying columns in the matrix. We use the common
predefined categories. The result of a clusteringosine measure, the cosine of the angle between
could be useful in many different circumstances:he vectors.
it can be used as an intermediate step in a bigger When building the representation a few prepro-
system, or as a tool in its own right, to facilita