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HPipe: Large Language Model Pipeline Parallelism for Long Context on
Heterogeneous Cost-effective Devices

Ruilong Ma*, Xiang Yang*, Jingyu Wang, Qi Qi, Haifeng Sun’, Jing Wang',
Zirui Zhuang, Jianxin Liao
State Key Laboratory of Networking and Switching Technology
Beijing University of Posts and Telecommunications
{maruilong,yangxiang,wangjingyu,qiqi8266,hfsun,wangjing
zhuangzirui,liaojx}@bupt.edu.cn

Abstract

Micro-enterprises and individual developers
emerge long context analysis demands with
powerful Large Language Models (LLMs).
They try to deploy the LLMs at local, but only
possess various commodity devices and the un-
reliable interconnection between devices. Ex-
isting parallel techniques can not fully perform
in limited environment. The heterogeneity of
devices, coupled with their limited capacity and
expensive communication, brings challenges
to private deployment for maximized utiliza-
tion of available devices while masking latency.
Hence, we introduce HPipe, a pipeline infer-
ence framework that successfully mitigates
LLMs from high-performance clusters to het-
erogeneous commodity devices. By ensuring
a balanced distribution of workloads, HPipe
facilitates the inference through pipelining the
sequences on the token dimension. The eval-
uation conducted on LLaMA-7B and GPT3-2B
demonstrates that HPipe holds the potential for
long context analysis on LLM with heterogene-
ity devices, achieving an impressive speedup in
latency and throughput up to 2.28 times.

1 Introduction

The emergence of LLMs has significantly enhanced
automated content comprehension, as they adeptly
capture semantic information within extensive con-
texts. Enterprises employ techniques such as senti-
ment analysis (Zhang et al., 2023; Deng et al., 2023;
Wang et al., 2023) and content analysis (Gubel-
mann et al., 2023) to harness the potential value to
facilitate the anticipation of user engagement and
strategic decision-making. However, due to the
stringent memory and computational requirements
of LLMs, they are commonly deployed on high-
performance computing clusters. The advanced
devices and high-velocity transmission like NV-
link, boasting transfer rates approaching 900 GB/s,

“Equal Contribution.
Corresponding Author.
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enable rapid computation and efficient synchroniza-
tion. While micro-enterprises introduce demands
to leverage the private LLM, they only have in-
consistent weaker devices. The interconnection
among these devices also suffers from limited band-
width. Devices connected via wireless network ex-
hibits transfer rate merely up to 1 GB/s. Thus, the
customized LLM deployment schema for micro-
enterprises deserves further exploration.

For the demands of effective inference, infer-
ence engines (Aminabadi et al., 2022b; Li et al.,
2023) provides hybrid data and pipeline parallelism
(Huang et al., 2019; Narayanan et al., 2021) and
combined with tensor parallelism (Shoeybi et al.,
2019; Jia et al., 2019). In high-performance com-
puting centers, they substantially alleviate compu-
tational and memory pressure, thereby augmenting
inference speed and enhancing throughput.

However, existing methods cannot be directly
applicable to the scenarios of micro-enterprises.
The deployment for the micro-enterprises presents
several problems. 1) Extended text: As LLM sup-
port longer inputs, the expanded context window
brings higher arithmetic pressure. The micro-batch
pipeline struggles to maintain efficiency. Each
stage of the pipeline demands longer processing
durations, and the coarser granularity diminishes
the parallelism. 2) Communication discrepancy:
The conditions for communication between devices
are discrepant. GPUs within a device generally ex-
change data via PCle, and GPUs between devices
rely on the network. This impedes the efficacy of
communication-intensive methods such as tensor
parallelism. 3) Heterogeneous devices: It is essen-
tial that integrating heterogeneous devices to em-
ploy all available resources for micro-enterprises.
The dual heterogeneity of both computation and
transmission, coupled with expensive communica-
tion, bring challenges to orchestrating the available
devices of micro-enterprises for LLMs deployment.

To address these challenges, we propose HPipe,
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a pipeline inference framework dedicated to con-
tent comprehension for private LLMs. It deploys
the LLMs on heterogeneous devices with pipeline
parallelism on the token dimension. HPipe shields
the heterogeneity of devices by distributing LL.Ms
based on computing capabilities and transmission
conditions. For extended context, HPipe slices
them into segments by a dynamic programming al-
gorithm and pipelines the computation of segments
to amplify the degree of parallelism. HPipe suc-
cessfully mitigates LLMs from high performance
clusters to heterogeneous devices, achieving up to
a 2.28 x increase in both latency and throughput,
alongside a 68.2% reduction in energy consump-
tion compared to other methods.

2 Background and Motivation

2.1 Parallelism

Pipeline and tensor parallelism are two popular
methods for accelerating the inference of LLMs
as shown in Fig. 1. Matrix multiplication (Mat-
Mul) contributes to most of the overall computa-
tion amount. Solving a MatMul can be converted
into the solving sum of several smaller MatMul.
Tensor parallelism leverages this by dividing and
distributing the weight matrix to multiple devices
to enable the computation in parallel. Once the
computation completes, devices will communicate
to synchronize the results. Thus, tensor parallelism
is commonly used when the transmission is guar-
anteed. The pipeline mechanism distributes LLMs
across multiple devices, with each device dedicated
to a stage of computation. The request is usually
segmented into micro-batches and processed se-
quentially. Transmission is only required for in-
termediate result. While pipeline is communica-
tion lightweight, pipeline in batch dimension still
bring challenge when LLMs are serving for micro-
enterprises. Memory constraints limit the batch
size of requests, which reduces space of dividing
data and hinders the degree of parallelism. More-
over, as sequence length increases, each pipeline
stage spends more time. The increasing execution
time of stages introduces more idle waiting.

2.2 Utilization of Devices

As the emerging demands of analysis long se-
quence, the context window of LLMs continues
to expand, occasionally surpassing 8000 tokens.
Processing lengthy sequences at once can overbur-
den the devices. Conversely, working with short
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Figure 1: Two popular parallelism approaches: tensor
parallelism (left) and pipeline parallelism (right).

=
o
o

~
vl

/ /V’W

—— LLaMA-7B
GPT3-2.7B

/

0 250 500 750 1000 1250 1500 1750 2000
Sequence length (tokens)

N
v
L

FLOPs Utilization (%)
w
o

o

Figure 2: The FLOPs utilization for a transformer block
with different sequence lengths on RTX3090 GPU.

sequences is prone to underutilizing the computa-
tional power. To explore the relationship between
sequence length and resource utilization, we in-
troduce FLOPs utilization, which refers to the ra-
tio of actual floating-point operations per second
(FLOPs) achieved to the maximum FLOPs sup-
ported by the hardware. Fig. 2 shows the results.As
the sequence length expands, FLOPs utilization ini-
tially improves and undergoes a decrease before
converging. At first, FLOPs utilization increases as
more tokens are fed, leading to full utilization of
resources. The gains are ultimately constrained by
frequent I/O operations. The low-bandwidth mem-
ory access causes the bottleneck as the longer em-
bedding involves. We also find fluctuations when
the length increase. GPUs conduct MatMul by di-
viding matrices into tiles to parallel them on distinct
thread blocks, which refers to a group of threads
computing the same arithmetic operations. There-
fore, MatMul achieves maximum GPU utilization
when the matrix dimensions are divisible by the tile
size. Otherwise, due to tile quantization (Nvidia),
some thread blocks perform wasted computation.
Therefore, selecting the appropriate length for ev-
ery process can increase device utilization.

2.3 Motivation

On the basis of the discussion above, pipeline par-
allelism is advantageous for LLMs inference in
constrained environments. It allows the reduction
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Figure 3: HPipe workflow consists of two phases. In the prepare phase, HPipe determines the optimal schema
of workload distribution and the sequence slicing through dynamic programming. In the run-time phase, HPipe
pipelines the inference on the token dimension as scheduled.

of massive computational loads and only incurs tol-
erant communication. Meanwhile, decoder-based
transformers inherently facilitate pipeline inference.
It enables pipeline on the token dimension for long
context, which does not affect the results as the sub-
sequences are fed in sequentially. The K,V values
of each subsequence are cached for the calcula-
tions of subsequent tokens. Segmenting lengthy
sentences into multiple fragments for fine granular-
ity execution maximizes resource utilization. We
leverage these observations and design HPipe.

3 Method

3.1 Workflow

Fig. 3 shows the HPipe workflow. Taking into ac-
count the specifications of the devices and network
conditions, LLM is properly distributed across mul-
tiple devices to maximize the utilization of each de-
vice and avoid heavy transmission overhead. HPipe
preprocesses the optimal slicing schemes for inputs
of all supporting lengths. Once a sequence S ar-
rives, it is divided into subsequences s, ..., Sy, and
executed sequentially across devices. Device d;
can handle the computation task for s; involving
Si+1 and s;_1 is processing on d;_1 and d; 1. This
effectively reconstructs the pipeline, allowing for
parallel on the token dimension.

3.2 Formulation

Assuming that the LLM is composed of n lay-
ers {l1,...l,}, they are divided into N blocks
{b1,...,bn} and distributed across N devices.

Meanwhile, the input sequence will be segmented
into M subsequences in the token dimension. We
use t;; to denote the execution time of each stage in
the pipeline, which is the computation time of each
subsequence s; in device d; plus the transmission
time to the successor d; 1. The computation of the
embedding for subsequences consists of two steps:
computing the initial embedding for tokens and
combining information from the previous tokens
with the relevance scores. The transmission time
is related to the size of the intermediate activation
derived by the last layer /; and the bandwidth B.
The execution time ¢;; can be presented as :

tij = te (sl, Z Sm;d ) + t:(l5, 83, B). €))

We use t. to denote the whole computation la-
tency for given s; and the previous subsequences
81, ..., 8; — 1, and t; to denote the transmission time.

Our goal is finding a balanced workload par-
tition {by,...,bn} and the proper slicing scheme
{50, ..., spr} that achieves optimal latency 7 to
close the ideal state as shown in Fig. 3. To improve
the efficiency of pipeline, it is essential to equalize
the stage execution times. We establish a constraint
to progressively approach the optimal schema:

0<i<M,
0<j<N

M
T sm%{ztu} + (N =1) max {t;}. (2

The first term is the complete inference latency on
the slowest device; The second term is the over-
head brought by the pipeline execution, which is



determined by the slowest stage. The constraint
allows us to determine the optimal solution by re-
stricting the upper limit of latency. It is obvious
that the slowest device and device ?;; dominates
the total latency. Hence, eliminating the gap be-
tween devices and stages will facilitate the pipeline
inference. We equalize the pipeline inference by
distribution balance and sequence schedule.

3.3 Distribution Balance

A balanced model partition minimizes the impact
of heterogeneity present in both devices and trans-
mission conditions. We first optimize the pipeline
by distributing the LLMs to align with capabili-
ties of devices while considering transmission over-
head. We take layer as the partition granularity
instead of transformer block, which provides the
opportunity to explore more balanced partition.

The objective of balance distribution is to find
the the N — 1 cut points to partition a LLM into
N subsets. Each has consecutive layers and is as-
signed to a specific device. In the heterogeneous
environment, this can be established as a device
placement problem and has been proven as NP-
hard in (Benoit and Robert, 2008). To address
this challenge, we make the assumption that the
sequence of devices remains constant, that is, the
block b; corresponds to the device d;. Since the
LLM is composed of repeating blocks, the con-
stant sequence of devices barely loses the optimal
solution, and the problem can be simplified.

The execution time for processing the layers
from [, to [, on device d,, encompasses two
components: the cumulative computation time of
the layers and the communication time to transfer
the intermediate activation. It can be obtained by:

b
T(a,b,m) = teomp(lki dm) + teomm(lj;m).  (3)
k=a
For the optimal partition, it can be broken into
an optimal sub-pipeline consisting of layers from [/;
through [;, with m — 1 devices followed by a single
stage with layers [ to [, on device d,,,. Using the
optimal sub-problem property, we can determine
a placement scheme that strives to equalize the
execution time among devices in stepwise manner:

AJb][m] = 1r§nkir<1j{max{A[k} [m—1], T(k+1,b,m)}},

(C)]
where A[b][m — 1] is the time taken by the slowest
stage of the optimal sub-pipeline from /; to [;, with

former m — 1 edge devices. Algorithm 1 in Ap-
pendix A.1 shows the pseudocode of how we use
dynamic programming to obtain balanced partition.

3.4 Sequence Schedule

With the balanced workload distribution, the execu-
tion time of the sequence on the devices is similar.
Thus, pipeline efficiency now is determined by the
most expensive subsequence. We further improve
the pipeline by optimally slicing the sequence.

Some studies (Zheng et al., 2023; Li et al., 2021)
observed that executing time of token is linearly
increase as the location index grows since more pre-
vious tokens involves in computation. Therefore,
an ideal slicing should include longer slices at the
beginning and shorter slices toward the end. Fur-
thermore, the granularity of dividing the sequence
also is of significance, as discussed in Section 2.2.
Employing a finer-grained slicing approach, char-
acterized by smaller values of |s;| results in the un-
derutilization of the computational power of GPUs.
In contrast, adopting a coarser slicing approach,
involving higher values of |s;|, reduces the number
of pipeline stages, which decreases the degree of
parallelism and may overburden the devices. Thus,
it is necessary to find the most suitable slicing gran-
ularity to fully leverage devices.

The t,,, = max{t;;} is the key to minimize the
overall latency. We enumerate possible ¢, to find
the optimal slicing S* from slicing space S:

M

e < . . . . < _ .
7" < min{max{ g,}lens{zotu|tw <tm}}+ (N = Dim}
=

m  1EN

&)

t,n, restricts each slice to have the similar execu-
tion time, which lead to minimum pipeline latency.
Since the optimization of sequence S can derive
from S — s,, we employ a dynamic programming
algorithm to produce an optimal slicing schema in
all possible t,,. The details are provided in Ap-
pendix A.2 Algorithm 2.

4 Evaluation

4.1 Experimental Setup

We established the HPipe prototype with a com-
putational cluster of two host machines. The first
machine contains four Pascal100 (P100), while the
second is fitted with two RTX3090 . Communica-
tion between hosts is via a wired network with a
bandwidth of 1000 Mbps, and intra-host commu-
nication is via PCle. We use this heterogeneous
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Figure 4: The latency and throughput of different ap-
proach on the LLaMA-7B (left) and GPT3-2B (right).

cluster to mimic a commodity hardware setup. We
evaluate HPipe on GPT3-2B, LLaMA-7B. The length
of the input sequence is set as 2048 tokens to simu-
late content analysis for long sequence. The batch
size of GPT3-2B and LLaMA-7B are set as 12 and 6.

4.2 Performance

We compare HPipe (HP) with the following method
(1) Base: LLM is uniformly distributed across
each GPU, and inference is performed sequentially
across the cluster. (2) GPipe (GP) (Huang et al.,
2019): Evenly distribute the LLM across GPU and
pipeline the inference with micro-batch (3) GP-B:
GPipe with the workload distribution proposed by
HPipe. (4) Megatron-LM (MG) (Shoeybi et al.,
2019): combine tensor parallelism with GPipe (5)
Terapipe (Li et al., 2021): Evenly distribute the
LLM across GPU and pipeline the inference on
the token dimension. (6) TP-T: Combine tensor
parallelism with TeraPipe.

4.2.1 Latency and Throughput

Fig. 4 presents the latency and throughput of dif-
ferent methods. Harnessing multiple devices for
parallelism allows efficient LLM inference. On
LLaMA-7B, HP markedly reduces latency to 2.24s,
achieving a speedup of 9.06x compared to Base. It
also increases the throughput from 0.56k to 5.03k
tokens/s, greatly improving the efficiency. GP
pipelines inference in micro-batch. The coarse
granularity of parallel remains room for optimiza-
tion. MG introduces tensor parallelism to share the
computation but is limited to the transmission cost.
While small volumes of synchronized data enable
acceleration through tensor parallelism, larger vol-
umes suffer from significant transmission overhead,
thereby impeding performance. With a balanced
workload distribution, GP-B and HP demonstrate
the latency reduction of 51~56% and the through-
put enhancement of 2.06~2.28 x. These improve-

Energy (K))
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Figure 5: The Energy consumption of cluster during
inference on the LLaMA-7B (left) and GPT3-2B. (right)

ments are attributed to judiciously managing the
computing resources of the cluster. What is more,
pipelining on the token dimension further expedites
the inference, a result of the smaller execution gran-
ularity achieved by HPipe. It facilitates higher par-
allelism degree, minimizes device idle time, and op-
timizes device utilization during inference, leading
to latency reduction by 33.1~39.3%. Comparsion
of TP and TP-T shows tensor parallelism is not suit-
able to combine with pipeline on token dimension.
This is because slicing tokens into fine-granularity
segments introduces more frequent synchroniza-
tion, which causes additional overhead.

4.2.2 Energy Consumption

Energy consumption is an important metric of infer-
ence performance. Fig. 5 shows the least dynamic
energy consumption that HPipe takes. The opti-
mization of GP, MG and TP does not consider the
power characteristics of different types of devices
so that the workload is processed in an energy-
lavish manner. In contrast, by jointly optimizing
the trade-off between computation and communica-
tion provided devices’ computing capabilities and
network conditions, HPipe achieves the lowest en-
ergy costs. It comes that HPipe finds the sequence
length that approximates the maximum utilization
of cluster execution through a two-step optimiza-
tion. The inference is executed under high resource
utilization, thus reflecting less energy consumption.

4.2.3 Memory Footprint

We record the memory footprint of devices as
shown in Table 1. Tensor Parallelism can reduce
the memory pressure by distributing the weight.
MeanWhile, with balanced workload distribution,
LLMs are apportioned among machines according
to their computing capabilities, thereby mitigating
the memory burden per machine as the increased
devices. We also find that the memory of P@4
and R@1 is relatively lower compared to peer de-



Table 1: Memory footprint of different methods dur-
ing inference on devices. OOM means device is out
of memory during the runtime. P denotes P100 and
R denotes RTX3090

Memory footprints (MB)
P@l P@2 P@3 P@4 R@]! R@2
Base 11479 11479 11019 11019 11461 11461
GP 7031 7031 6593 6593 5509 5509
LLaMA-7B  GP-B 2897 3135 3655 3031 9691 10739
MG 5851 5851 5493 5493 5943 5943
TP 5459 5459 4505 4505 4957 4957
TP-P 4869 4869 4583 4583 5013 5013
HP 1873 2977 3143 1991 8713 10087
Base OOM OOM OOM OOM - -
GP 7031 7031 6593 6593 5509 5509
GPT3-2B GP-B 3665 3505 3495 3177 8525 8627
MG 4695 4695 4595 4595 5057 5043
TP 6601 6601 6629 6629 6681 6681
TP-P 4952 4952 5032 5032 5433 5437
HP 4693 4651 3153 2953 9757 9855

Model Methods

vices. This disparity is attributed to the inclusion
of the heterogeneous communication environment.
Devices with higher communication overhead are
allocated fewer layers to offset the increased bur-
den of communication, which is reflected in the
memory with fewer parameters.

4.3 Resource Utilization

To affirm HPipe in leveraging computational re-
sources, we visualize the inferences in Fig. 6,
which are measured on LLaMA-7B and batch size is
set as 1. Fig. 6a shows the result of equal distri-
bution of the LLM, along with the evenly slicing
of sequences. RTX3090 exhibits a tiny execution
time compared to P100, ascribed to LLM distribu-
tion failing to fully harness the device’s capabili-
ties. RTX3090 rapidly completes the computation
task of each subsequence and falls into a waiting
state for the next subsequence. A significant por-
tion of the computational resources remain idle.
Moreover, uniform slicing sequences lead to longer
execution times for subsequent subsequences, caus-
ing a bottleneck in the pipeline efficiency. Fig.
6b demonstrates that HPipe schedules the execu-
tion of subsequences. Computationally powerful
devices are burdened with heavier computational
tasks, which gives an approximate execution time
for each subsequence. Meanwhile, increasingly
shorter subsequences balance the pipeline.

5 Related Work

Parallel acceleration on deep neural networks has
been widely studied. Only using the data paral-
lelism (Hou et al., 2022; Zhang et al., 2021; Ma
et al., 2023) is not enough as parameters of LLMs
expand. Pipeline parallelism (Huang et al., 2019;
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Figure 6: The performance of the pipeline inference
with or without HPipe. Distinct colored blocks rep-
resent the execution time of subsequences. The gaps
between blocks are the communication time for trans-
ferring intermediate activation.

Aminabadi et al., 2022a; Li et al., 2021) and ten-
sor parallelism (Shoeybi et al., 2019; Bian et al.,
2021) distribute the model to multiple GPUs, thus
reducing the memory burden of the device and
allowing efficient scaling of LLM inference. On
the basis of them, lots of work achieve inference
speedup. Byte-Transformer (Zhai et al., 2023) pro-
poses a padding-free algorithm that liberates infer-
ence from redundant computations on zero padded
tokens when faced with variable-length sequences.
Kernel fusion (Choi et al., 2022; Dao et al., 2022)
optimized CUDA kernels to reduce memory access
and improve computation speed. These methods
focus on latency-oriented scenarios with advanced
devices, limiting their deployment to easily acces-
sible hardware with weaker computing capability
and memory storage. In comparison, this paper
derives the parallelism schema on a heterogeneous
cluster of commodity devices to cater to the private
application requirements. In addition, techniques
proposed by HPipe are orthogonal to the optimized
methods, including quantization (Dettmers et al.,
2022) and kernel optimization (Li et al., 2022),
hence they can be combined with them for better
performance.

6 Conclusion

This paper introduces HPipe, an inference frame-
work to accelerate the content analysis with LLMs
prototyped on the cluster of commodity devices. It
effectively integrates computing resources, allow-
ing a fine-granularity pipeline on heterogeneous
devices. HPipe demonstrates the potential to ac-
celerate LLMs inference with long sequence input,
offering a solution for LLMs deployment in hetero-



geneous commodity hardware environments.
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A Appendix
A.1 Workload distribution Algorithm

Algorithm 1 shows the pseudocode of balance
workload distribution to shield the heterogeneity
of cluster. Line 1-2 initializes the execution time
of different numbers of layers assigned to the first
device. Line 3-5 outlines the dynamic program-
ming approach for balanced workload distribution.
A[N][j] record the the minimum execution time
of the stages that assign the first [V layers to the
first j layers, which is determined by the lesser as-
signment of the first k£ layers of the model to the
first n — 1 devices and the k£ + 1 to m layers to
the device n. The cut-off points are recorded in p;.
Line 6-9 derives the workload distribution schema
according to the cut points.

Algorithm 1 Workload distribution

Input: Computation and communication time
per layer of each device.
Output: Minimal slowest execution time
A[N][M] and corresponding workload distri-
bution schema.
for ¢ from 1 to NV do

calculate A[¢][1] using (3)

for j from 2 to M do

AN][j] + minj<p<n {max{A[k][j —
1], T(k+1, N, j)}}
5: pi ¢+ argming oy {max{A[k][j —
1, T(k+1,N,j)}}

> Dynamic programming for the balance

workload distribution
i<+ N,p«{}
while 7 > 0 do

p.append(p;)

11— p;
distribution scheme

B

R
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Figure 7: The latency of the pipeline inference with
uniform slice from 1 to 128 in the token dimension and
the sequence schedule (SS). (a) GPT3-2B (b) LLaMA-7B

A.2 Sequence Slicing Algorithm

Algorithm 2 shows the detail of sequence slicing.
Line 4-13 shows the iteration that finds the opti-
mal slicing with £,,,,. Each time we slice a sub-
sequence in the front and treat the remaining se-
quence as a new sequence until the sequence is
divided. The least latency of a sequence with dif-
ferent lengths is stored in LL[s.,,| and the length of
the just segmented subsequence is stored in S[s¢y;].
Line 16-19 derives the optimal sequence slicing
based on the record in S. Line 20-22 gets the op-
timal slicing scheme among the enumeration of
different ¢,,,q-

A.3 Dynamic Sequence Schedule

We conduct an ablation study on the dynamic se-
quence schedule (SS) introduced in Section 3.4. To
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Algorithm 2 Sequence slicing

Input: The maximum execution time of slices
tmas, €xecution time for slices of different
lengths G. Arrays to record the latency and
trace the sequence slicing L, S

Output: The optimal slicing {so, ..., sp }

T <+ all possible latency in G

1:
2: T* <« 00,5" + None
3: for ¢, iIn T do
4: for s.,, from 1 to N do
5: L[scur] ¢ o0
6: for s,4cp from 1 to 5.y do
7 lstep — G[Scur] [Scur - Sstep]
8: liotal < ]L[Scur - Sstep] + lstep
9: if scur <tmaz && liotar < L[Scur]
then
10: L[Scur} < liotal
11: S[Scur] = Sstep

> Dynamic programming for the optimal

slicing under the t,,qs

12: i+ |S],S «{}

13: while : > 0 do

14: S.append(S[i))

15: i< 1 —Sl[i] > Derive the sequence
slicing

16: T = (M —1) * tpmae + L[N]

17: if 7 < T then

18: T« T,5%« S > Select the
optimal schema S*

contrast the inference latency of the slicing scheme
determined by the sequence schedule with that of a
heuristic that slices the input sequence uniformly,
we tested both the GPT3-2B and LLaMA-7B models
using a sequence length of 2048 tokens. The batch
sizes were set at 12 and 6, respectively. In the uni-
form slicing approach, the entire input was sliced
on the token dimension, with the number of slices
ranging from 1 to 128. We measured the inference
latency for each slicing configuration. The findings
are illustrated in Fig. 7 and align with our hypothe-
ses. Pipelines with fine granularity suffer from
GPU underutilization, whereas those with coarser
granularity present large pipeline bubbles, culmi-
nating in increased inference latency. Moreover,
due to the mask mechanism of the decoder-based
transformer, the uniform slice hides the discrep-
ancy in computational volume between front and
rear subsequences. HPipe with a proper sequence
schedule outperforms the best uniform slicing con-
figuration.
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Abstract

While Large Language Models (LLMs) have
shown remarkable abilities, they are hindered
by significant resource consumption and con-
siderable latency due to autoregressive process-
ing. In this study, we introduce Adaptive N-
gram Parallel Decoding (ANPD), an innova-
tive and lossless approach that accelerates infer-
ence by allowing the simultaneous generation
of multiple tokens. ANPD incorporates a two-
stage approach: it begins with a rapid drafting
phase that employs an N-gram module, which
adapts based on the current interactive context,
followed by a verification phase, during which
the original LLM assesses and confirms the
proposed tokens. Consequently, ANPD pre-
serves the integrity of the LLM’s original out-
put while enhancing processing speed. We fur-
ther leverage a multi-level architecture for the
N-gram module to enhance the precision of the
initial draft, consequently reducing inference
latency. ANPD eliminates the need for retrain-
ing or extra GPU memory, making it an effi-
cient and plug-and-play enhancement. In our
experiments, models such as LLaMA and its
fine-tuned variants have shown speed improve-
ments up to 3.67 %, validating the effectiveness
of our proposed ANPD.

1

The advent of Large Language Models (LLMs)
such as GPT-4 (OpenAl, 2023), ChatGPT (Brown
et al., 2020), LLaMA (Touvron et al., 2023a), and
PalLM (Chowdhery et al., 2023), has revolution-
ized the landscape of natural language processing.
However, the majority of LLMs (Touvron et al.,
2023a; Anil et al., 2023; Bai et al., 2023) rely on the
decoder-only Transformers architecture (Alec et al.,
2018), which is intrinsically autoregressive and
consequently leads to increased generation time
during inference. This characteristic has made the
improvement of LLM inference efficiency a sig-
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nificant research area within the natural language
processing community.

Model compression techniques such as quantiza-
tion (Han et al., 2015), pruning (Molchanov et al.,
2016), and distillation (Hinton et al., 2015) have
been employed to alleviate the computational costs
associated with LLMs. Recently, innovative meth-
ods such as early exit strategies (Yang et al., 2023b;
Bae et al., 2023; Kong et al., 2022; Schuster et al.,
2022; Varshney et al., 2023) and speculative decod-
ing (Kim et al., 2023; Xia et al., 2022; Leviathan
et al., 2023; Spector and Re, 2023; Zhang et al.,
2023a) have been proposed to speed up the in-
ference process. While these methods are effec-
tive, they typically necessitate modifications to the
model architecture and re-training, which can in-
cur substantial costs. Additionally, they may alter
the model’s output and require extra GPU mem-
ory needs. A method avoiding draft models using
retrieval is presented in (He et al., 2023), but it
requires a large database.

For certain LLMs, such as LLaMA, the tokeniza-
tion process can dissect a single word into multiple
tokens, thereby exacerbating inference latency. As
illustrated in Figure 1, the token count exceeds the
word count, resulting in an increased number of
autoregressive generation steps. In such scenar-
ios, given the constraints imposed by contextual
information, the search space for predicting the
next token that forms part of a word based on the
current token is significantly narrowed. Moreover,
contextual information can often be leveraged to
identify patterns and correlations between words.
This is especially evident for simple phrases and
paragraphs, where the context can provide clear
indicators that reduce the dependency on LLM de-
coding.

Based on the above motivation, this paper
presents a novel approach, the Adaptive N-gram
Parallel Decoding (ANPD), designed to enhance
inference efficiency without necessitating retrain-

Proceedings of the 2024 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (Volume 6:

Industry Track), pages 10-22
June 16-21, 2024 ©2024 Association for Computational Linguistics



mmm word Counts
Token Counts.

0- .
CNN/Daily Mail XSUM

Datasets

Figure 1: The comparative analysis of the number of
words and tokens after tokenizer processing for the CN-
N/Daily Mail and XSUM datasets.

ing or the integration of an auxiliary small language
model. ANPD dynamically generates draft outputs
via an adaptive N-gram module using real-time
statistics, after which the drafts are verified by the
LLM. This characteristic is exactly the difference
between ANPD and the previous speculative de-
coding methods. The primary contributions of this
work can be summarized as follows:

* We propose ANPD, a novel and lossless algo-
rithm that offers a plug-and-play module for
acceleration of LLM inference.

* We propose an adaptive N-gram modeling
strategy that is specifically adapted for LLMs,
markedly diminishing the complexity of lan-
guage modeling and reducing the dependency
on large-scale textual datasets.

* We propose a Multi-Level N-gram (MLN) al-
gorithm aimed at increasing the precision of
draft outputs, thereby enhancing the efficiency
of the acceleration process.

* We conduct extensive experiments on various
models and datasets, demonstrating the robust
acceleration capabilities of ANPD, with a no-
table increase of 1.95x-3.67x on LLaMA and
its fine-tuned derivatives.

2 Related Work

Inference systems. The development of special-
ized inference systems for Large Language Mod-
els (LLMs), such as NVIDIA’s TensorRT-LLM
(NVIDIA, 2023), Orca (Yu et al., 2022), Flex-
Gen (Sheng et al., 2023), and DeepSpeed Inference
(Aminabadi et al., 2022), represents a notable ad-
vancement in the field. Despite progress, there is
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still a gap in the careful co-design of algorithms
and systems, which is necessary to fully harness
the potential of the hardware.

Compression. Efficient LLM inference is facili-
tated by techniques such as quantization (Han et al.,
2015; Frantar et al., 2022; Dettmers et al., 2022;
Xiao et al., 2023), pruning (Bansal et al., 2023;
Frantar and Alistarh, 2023; Liu et al., 2023), distil-
lation (Tang et al., 2019; Touvron et al., 2021), and
exit early strategies (Schuster et al., 2022; Kong
et al., 2022; Yang et al., 2023b; Bae et al., 2023;
Del Corro et al., 2023) suggest that some tokens
can be accurately generated using only a fraction
of the model layers. Token Prunings (Hou et al.,
2022; Yao et al., 2022; Zhang et al., 2023b) reduce
memory and computational demand to accelerate
the inference process by prioritizing crucial tokens.
These methods enhance efficiency but may neces-
sitate model alterations, re-training, and potentially
reduce accuracy.

Speculative Execution. Speculative execution
(Burton, 1985), adapted as speculative decoding in
LLMs (Chen et al., 2023; Leviathan et al., 2023),
has improved inference speeds by preempting com-
putations. Speclnfer (Miao et al., 2023) leverages
existing distilled, quantized, and pruned variants of
an LLLM, to build a small speculative model pool
to guide speculation. However, these approaches
require a high-quality draft model, and increase
the memory footprint. Leviathan et al. (2023) also
mentioned that unigram and bigram can be used as
draft models, but they did not propose a method on
how to build a bigram model for the actual running
LLMs. Yang et al. (2023a) presented a method of
copying reference tokens to the decoder, though
its utility is limited by a dependency on repeated
text. These techniques increase resource use and
compel specialized training, such as distillation,
for the draft model to ensure compatibility with the
primary model.

3 Method

Figure 2 illustrates the framework and workflow of
proposed ANPD. We explain the original autore-
gressive decoding in the Appendix A.1.

3.1 Adaptive N-gram Parallel Decoding

Figure 2 illustrates the pipeline of our ANPD. The
process begins with tokenizing the input text into
tokens. The N-gram module’s Memory actually
stores token ids to streamline processing, Figure 2
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Figure 2: The pipeline of the ANPD. The tokenizer first processes the text to obtain a list of tokens. These tokens
are used to initialize the N-gram module. Simultaneously, these tokens are fed into the LLM for processing via
autoregression. The predicted token at time ¢ in the figure is "_Very". This word is used as a query into the N-gram
module, yielding the token "_Re", which along with the "_Very" are sent to the LLM for inference at time ¢;. A

signifies acceptance of the predicted token, while a red cross indicates rejection. Each accepted
token, is combined with the first N — 1 tokens to form a tuple, and the update method is called to refresh the
N-gram module.

shows tokens as the basis for modeling to make it~ P(xz¢|z1,...,2—1) ~ P(x¢|xi—N41, .y Ti—1). In
easier for readers to understand and improve read-  a bigram model (/N = 2), the sentence probability
ability. Next, the LLM engages in autoregressive  is:

inference, divided into two parts: 1. Prefill, where "

the full prf)mpt is input to generaFe the first token; P21, %0, ) & H P(xi]ai), (1
2. Decoding, ANPD feeds multiple tokens from
the N-gram module into the LLM, and the LLM
uses kv-cache for efficient computations to validate probabilities P(z;|x;_1) derive from frequency
tokens for parallel output generation. Tokens that  counts in the corpus. We have architected the N-
fail validation are discarded along with subsequent gram module to encapsulate three principal func-
tokens. Simultaneously, we use an adaptive strat-  tions essential for its operation:

egy to update the N-gram module throughout LLM

1=2

generation, avoiding reliance on static Memory. * Initialize: using a tokenizer converts each
Token Level N-gram Module. Contextual in- prompt into a sequence of token ids. It then

formation is vital for content extraction, summa- performs probabilistic statistics on these ids

rization, and code generation, as it helps refine and records the probability for each token tu-

the search space during each LLLM decoding step. ple.

This includes strong correlations among tokens

within words and between words in phrases and * Update: during the decoding, each new to-

contexts. We constructed a token-level N-gram ken is paired with the previous IV — 1 tokens

module to uniformly model the above correlations. to form a tuple, used to update the module’s

The N-gram module! is a probabilistic language probability Memory.

model, that predicts the next item in a sequence
using an (N — 1)-th order Markov model, where
N is the subsequence length. For a token sequence
x1,T2,..., Ty—1, the model estimates the probabil-
ity of z; based on the preceding N — 1 tokens, as

* Query: the query operation utilizes the to-
ken ids tuple, constructed through the subse-
quence fromt — N + 1 to ¢t — 1, to predict
the next token z;, effectively leveraging the
statistical results established by the preceding

"https://web.stanford.edu/~jurafsky/slp3/3.pdf functions.
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These functions collectively enable the N-gram
module to dynamically adapt to the evolving text
generation process, ensuring that each token gener-
ated is contextually relevant and statistically coher-
ent.

Parallel Decoding. The parallel decoding in
our ANPD is similar to the speculative decoding
approach and occurs in two distinct stages:

1. Drafting: the N-gram module is harnessed
to generate a sequence of subsequent tokens.
By iterating through K steps, the module
constructs a preliminary draft tokens with
length K. Specifically, the draft module
generates a series of K temporary tokens
Tit1, ..., Tit K, succeeding a given prompt se-
quence 1y, ..., T;.

2. Verification: the original Large Language
Model (LLM) verifies the proposed draft
tokens, through a singular forward pass as
P($;+K+1‘(k, ?})1, cesy (k, ’U)i, Lijd1yeeey {L‘H_K),
within which the LLM computes the prob-
ability distributions for each draft token,
then to ascertain their congruence with the
proposed draft tokens x;i1,...,z;0 k. If a
draft token x; does not pass this validation, it
is replaced by the LLM’s prediction -, and a
new drafting begins from this token.

The ANPD enhances efficiency by eliminating
the need for a smaller draft deep learning model,
leveraging the much lower computational cost N-
gram module to accelerate LLM inference. For
LLMs, conducting parallel inference of K tokens
introduces a negligible increase in computational
latency compared to single token autoregressive
inference, as shown in Figure 7 in Appendix A.2.
Meanwhile, our technique is intrinsically capable
of yielding at least j tokens (1 < 5 < K + 1) for
each decoding step, this intrinsic capability fun-
damentally assures, in principle, an acceleration
of the decoding processes within the Large Lan-
guage Model (LLM), thereby enhancing the over-
all computational throughput and reducing latency.
The implementation of the two-stage process con-
fers upon the ANPD the ability to iteratively refine
draft outputs. Furthermore, this guarantees that
our ANPD method is lossless, maintaining consis-
tency with the original LLM’s generated content.
The detailed procedure of ANPD is presented in
Algorithm 1, with a comprehensive explanation
available in Appendix A.3.
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Algorithm 1 Adaptive N-gram Parallel Decoding

1: Input: prompt, K, M

2: Output: O

3: token_ids < TOKENIZER (prompt)

4: Memory < INITIALIZE(token_ids)

5: O« [],drafts <[]

6: pred < LLM(prompt)

7: drafts.append(pred|—1])

8: while length(O) < M do

9: token_ids.append(drafts[1])

10: O.append(token_ids[—1]), UPDATE(O[—1])
11: tmp_token_ids < token_ids[—N +1 :]
12: for k < 1to K do

13: tmp < tmp_token_ids|—N + k ]
14: drafts.append(QUERY (tmp))

15: tmp_token_ids.append(drafts[—1])
16: end for

17: predicts < LLM(drafts)

18: for j < 2 to LENGTH(drafts) do

19: if drafts[j] == predicts[j — 1] then
20 O.append(drafts[j])
21: UPDATE(drafts[j])
22: token_ids.append(drafts[j])
23: else
24: break
25: end if
26: end for
27: if j == LENGTH(drafts) then
28: drafts < [predicts[j]]
29: else
30: drafts < [predicts[j — 1]]
31 end if

32: end while

3.2 Multi-Level N-gram

The predictive accuracy of the N-gram module is
known to correlate with V, larger IV values gen-
erally result in more accurate content predictions.
This effect is especially noticeable in settings with
the longer context of Language Model (LM) tasks,
where increasing N can markedly decrease the fre-
quency of prediction errors.

While a larger N tends to improve the predictive
accuracy of the N-gram module, it may not always
result in a successful match during the Query oper-
ation. To address this, we propose the Multi-Level
N-gram (MLN) approach, which is based on opti-
mal prefix matching. The MLN design initializes
N — 1 separate modules, each corresponding to an
n-gram module (n € [2, N]). During prediction,



Algorithm 2 Multi-Level N-gram

Input: tmp, N token_ids
Output: result
Memory <+ INITIALIZE(token_ids)
result < NULL
n<< N
while n > 2 do
pred < QUERY (query, n)
if pred # NULL then
result < pred
break
end if
n<—n—1
. end while
: return result

s A G S i s

—_ e e e
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the query starts with the largest NV and proceeds to
lower n levels, stopping when a successful match
is found as shown in Algorithm 2.

4 Experiments

4.1 Implementation Details

We selected a diverse range of models, varying in
scale, architectural design, and training approaches,
to ensure a thorough evaluation, including LLaMA-
7B (Touvron et al., 2023a), LLaMA-2-7B (Touvron
et al., 2023b), ChatGLM3-6B (Du et al., 2022),
LLaMA-2-13B, CodeLLaMA-7B (Roziere et al.,
2023), CodeLLLaMA-13B, and instruction-tuned
variants such as Alpaca-7B and Alpaca-CNN/DM-
7B, fine-tuning details are provided in the Ap-
pendix A.4. We use one RTX-3090 GPU for all 7B
models, while the larger 13B models necessitate
four RTX-3090 GPUs and the accelerate? library.

4.2 Datasets & Metrics

To validate the effectiveness of our method in accel-
erating text generation for LLMs, we concentrated
on two tasks: text summarization and code gener-
ation, utilizing datasets such as CNN/Daily Mail
(CNN/DM) (Hermann et al., 2015), Extreme Sum-
marization (XSum) (Narayan et al., 2018), and the
HumanEval (Chen et al., 2021). For additional de-
tails on the evaluation settings, please see Appendix
A.5. We employ the speed-up ratio as the evalu-
ation metric, which is calculated by dividing the
inference time of the autoregressive process by the
inference time of the ANPD process, under identi-
cal conditions across all samples (For summariza-

“https://github.com/huggingface/accelerate
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tion tasks, we use a sample size of 1000 to ensure
statistical significance, as recommended by (Zhang
et al., 2023a)). This metric intuitively demonstrates
the performance improvement in speed when using
the ANPD algorithm.

4.3 Main Results

In Table 1, we present a comparative analysis that
outlines the acceleration benefits for various mod-
els and datasets. We have selected (Zhang et al.,
2023a) for comparison. Not only are their experi-
mental datasets and models aligned with ours, but
their methodologies are also open-sourced to fa-
cilitate easy replication. The prompts used with
these models are comprehensively documented in
Appendix A.5 to facilitate further examination and
ensure the reproducibility of the results reported in
this paper.

As illustrated in Table 1, the ANPD algorithm
consistently accelerates inference across various
models, including the base LLM, the instruction-
fine-tuned Alpaca, and the model fine-tuned with
dataset-specific instructions, indicating its robust-
ness and efficiency in accelerating text generation.
Remarkably, for the LLaMA-7B model, ANPD can
speed up the inference speed over 2.0x, which is
still valid on LLaMA2. Our method achieves a
twofold (2.9088 x vs. 1.3293 x) increase in accel-
eration compared to (Zhang et al., 2023a) on the
LLaMA-2-13B. Despite the ChatGLM3 model hav-
ing a significantly larger vocabulary (nearly twice
that of LLaMA, the token/word ratio will be closer
to 1), our ANPD algorithm still achieves a speed-
up of 1.7046x and 1.6647x for CNN/DM and
XSum, respectively. In ChatGLM3, ANPD’s pre-
dictive mechanism primarily leverages the asso-
ciative relationships between phrases and individ-
ual words, rather than engaging in token-level pre-
dictions within the words themselves. So, ANPD
maintains robustness and consistently enhances in-
ference speeds across varied LLMs. Owing to the
presence of a high occurrence of correlated patterns
in code writing tasks, which significantly enhanced
the prediction accuracy of the ANPD algorithm.
The ANPD algorithm was able to achieve a sub-
stantial speed-up of 3.6665x on the HumanEval,
but (Zhang et al., 2023a) only has a speed-up of
1.6758x for CodeLLaMA-13B.

4.4 Ablation Study

We conduct an analysis of hyperparameters on CN-
N/DM dataset, focusing primarily on K and N. In



Model shot | CNN/DM | XSum
LLaMA-7B 1 2.7455x | 3.1195x
Alpaca-7B 0 2.5566x | 2.3022x
Alpaca-CNN/DM-7B 0 1.9481x | 2.0561x
LLaMA-2-13b (Zhang et al., 2023a) 1 1.3293x | 1.2801x
LLaMA-2-7B 1 2.8604x | 2.7973x
LLaMA-2-13B 1 2.9088x | 2.6063x
ChatGLM3-6B 0 1.7046x | 1.6647x
Model shot HumanEval
CodeLLaMA-13B (Zhang et al., 2023a) 0 1.6758x
CodeLLaMA-7B 0 3.5985x
CodeLLaMA-13B 0 3.6665x

Table 1: The comparison of acceleration effects on dif-
ferent models and datasets.

Figure 3, we set NV to 2, and perform a comparative
analysis of the parameter K. Our findings indicate
that increasing K contributes to a greater accelera-
tion effect, however, the acceleration gains plateau
when K lies within the range of 6 to 8.

201 —e— LLaMA-7B

- R
—#— Alpaca-TB /0//

—— Alpaca-CNN/DM-7B

1 2 3 4 5 6 7 8 9

Figure 3: Speed up ratio of LLM for different K.

Based on the experiment in Figure 3, we selected
6, 7, and 8 for K to conduct further hyperparameter
combination experiments, as illustrated in Figures 4
and 5. The experimental results indicate that the
Multi-Level N-gram (MLN) approach enhances in-
ferential speed as the parameter IV increases. How-
ever, beyond N = 5, further increments in N yield
no significant additional gains. Additionally, the ef-
fect of the parameter K on acceleration is relatively
stable; as shown in Figure 3, the acceleration effect
reaches a plateau within the range of 6 to 8 for
K. These findings are consistent across different
models with different N.

Based on the empirical evidence presented in
Figure 4 and Figure 5, a pragmatic choice for N
and K can be posited at N = 5 and K = 7 respec-
tively. The analogous experiments pertaining to
the HumanEval dataset have been relegated to Ap-
pendix A.6 for reference, similar conclusions can
also be observed in this dataset. While employing
the Multi-Level N-gram (MLN) has improved the
accuracy of draft predictions, we have also carried
out distinct experiments (Figure 10, Appendix A.6)
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using N-gram modules without MLN, to demon-
strate that simply enlarging the value of IV is not
effective.

Specd up

Figure 4: Decoding speed up ratio of LLaMA-7B for
different K and N.

K

Figure 5: Decoding speed up ratio of Alpaca-CNN/DM-
7B for different K and .

4.5 Case Study

Figure 6 showcases a detailed example of the
ANPD inference process, utilizing the Alpaca-7B
model on a sample from the CNN/DM test set. The
Alpaca-7B model, which has been fine-tuned with
instructions, was chosen due to its broad applica-
bility in practical scenarios. In this example, the
ANPD algorithm is configured with N = 5 and
K =7, achieving a 2.19 x decoding speed-up com-
pared to the original autoregressive process, with
a draft text pass rate (Draft hit ratio, a) of 20.59%
in the LLM verification phase. Based on the hit
ratio, we can derive the theoretical upper bound of
acceleration as (o x K') + 1, we can calculate that
the theoretical speed-up is 2.44, as the loss caused
by implementation problems will be slightly higher
than the actual acceleration rate. The Figure 6
uses red underlines to represent a decoding step,
including drafting and verification, with the yellow
background indicating the beginning of one step.
Light blue and green backgrounds mark the draft



Model: Alpaca-7B  Speed Up: 2.19x Draft hit ratio : 20.59%

that appropriately completes the request.

Below is an instruction that describes a task, paired with an input that provides further context. Write a response

### Instruction:

Summarize the following articles.

#i## Input:

Former Valencia striker Aritz Aduriz denied his old team victory with a last-gasp equaliser for Athletic Bilbao at
San Mames Stadium. Aduriz pounced in the 90th minute to secure a 1-1 draw after Valencia had been reduced to
10 men. Nicolas Otamendi had harshly received a straight red card eight minutes earlier for a high challenge, and
Valencia were unable to hold out in his absence. Athletic Bilbao ... ... ...

### Response:

Former Valencia striker Aritz Aduriz scored a last-minute equaliser for Athletic/Bilbao to deny his former club

victory in a I-1 draw. Valencia were reduced tol10 men after Nicolas Otamendi was harshly sent off for a high

challenge, but Athletic Bilbag held on for a draw. Rodrigo De Paul had given Valencia the lead but Athletlc

Bilbao equahsed in the

Figure 6: Visualizing the step-by-step inference process of ANPD: An example from CNN/DM.

content that has passed verification. This example
demonstrates that inference acceleration primar-
ily benefits from the combination of names (e.g.,

_Athlet, ic, _Bil, ba, o), partial words(e.g., _har, sh,
ly), and phrases (e.g., _reduced, _to), aligning with
the motivation behind the ANPD algorithm. The
ANPD can quickly capture the association between
tokens and words based on this information, and
establish the prediction model, thus accelerating
the end-to-end decoding process.

4.6 User Friendly

As ANPD does not involve additional deep learn-
ing models or plug-in databases, it does not re-
quire complex initialization processes and envi-
ronment configuration installations. Consequently,
users can employ it directly and with great conve-
nience, as illustrated in Listing 1. We plan to re-
lease the associated open-source software packages
on GitHub’, making them accessible for everyone
to utilize and contribute to.

Listing 1: Python example
from anpd import anpd_llm

model = AutoModel.from_pretrain()
model = anpd_llm(model, n=5, k=7)
prompt = "Hello,World!"

result = model.gen (prompt)

*https://github.com/oujieww/ANPD
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5 Conclusion

In this paper, we presented the ANPD algorithm, a
novel and lossless approach to accelerate the Large
Language Models (LLMs) inference. This algo-
rithm implements an adaptive N-gram modeling
strategy, reducing the necessity for large corpora
and eliminating the requirement to build an addi-
tional deep-learning draft language model. The
Multi-Level N-gram (MLN) strategy not only en-
hances draft output accuracy but also further boosts
efficiency. Our empirical studies across various
models and datasets validate the ANPD algorithm’s
effectiveness, with a remarkable peak acceleration
of up to 3.67x achieved. The ANPD algorithm
has demonstrated its potency as a powerful tool
for enhancing the efficiency of LLMs. As a plug-
and-play module, it enables more extensive and
pragmatic use of LLMs in various real-world con-
texts.

Future Works. We believe that ANPD can be
further enhanced in two key aspects:

1. Incorporating the specific characteristics of in-
dividual LLMs (e.g., LLaMA, ChatGLM) by
creating features tailored to different LLMs to
further accelerate the inference performance.

. Exploring the possibility of generating multi-
ple tokens in parallel during the LLMs verifi-
cation process to further accelerate the infer-
ence performance.
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A Appendix

A.1 Standard Autoregressive Decoding

Transformer-based LLMs use autoregressive de-
coding, taking text input (z1, ..., x4—1) to predict
the next token probability, p(x|x1, ..., z;—1). Ef-
ficiency is improved by caching past states as
p(ze|(k,v)1, ..., (k,v);—1). This is an autoregres-
sive process, LLM can only predict one token at
a time, as subsequent tokens are dependent on the
previous token.
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Figure 7: A single decoding step latency of LLaMA-7B
is recorded with different K.

A.2 Parallel Decoding Analysis

Figure 7 evaluates the latency impact of processing
varying numbers of tokens in the parallel decod-
ing step while maintaining a constant prompt size
of 512 tokens in the key-value (KV) cache. The
results indicate that small increments in X do not
significantly affect latency. It provides the opportu-
nity to verify multiple draft tokens simultaneously
without incurring significant additional latency.

A.3 Algorithm Details

In Algorithm 1, the complete process of our ANPD
is demonstrated. The variable K denotes the length
of the draft output (draft steps), M signifies the
maximum length for LLM generation, and O is an
output list utilized for recording the token ids of the
generated tokens. The presented algorithm initiates
by utilizing a prompt to generate token ids, which
are then stored in the N-gram module Memory. As
delineated in line 6 of the pseudocode, the LLM
engages in the prefill phase to produce a valid token
prediction (pred). This token is essential for updat-
ing the output O, the Memory, and the draft array
drafts. The decoding initiates with the slicing of
the most recent N — 1 tokens from the complete
token ids (token_ids), these tokens are then uti-
lized as the input for the QU FRY in the decoding
loop, which spans from line 8 to the terminal line
of the algorithm. Throughout the draft generation
phase, the tokens within the draft are dynamically
updated by QU ERY . Subsequently, at line 17,
parallel decoding is applied to the drafts. This is
followed by a meticulous comparison of each token
in the draft against the predictions rendered by the
large language model (LLM) to ensure alignment
and consistency. The comparison process is halted
upon the detection of a divergence at the j draft
token. At this critical point, the procedure reverts to
the next token of the last consistent token provided



by the large language model (LLM) to commence a
new draft iteration. If the entire content of the draft
withstands verification, the final token predicted by
the LLM is then adopted to initiate the generation
of a new draft sequence.

A.4 Alpaca Train Details

We train the Alpaca-7B model followed by (Taori
et al., 2023). The training dataset employed
consists of approximately 52,000 instances, as
introduced in (Taori et al., 2023). For fine-
tuning the LLaMA-7b model, the learning rate
was set to 2 x 107°, with a batch size of 128,
across a total of 3 epochs. To facilitate ef-
fective training within the computational con-
straints, the gradient_accumulation_steps pa-
rameter was used. We used floatl6 for train-
ing, engaging the stage2 optimization of Deep-
Speed and enabling gradient_checkpointing on
one NVIDIA-A100 GPU.

In the case of Alpaca-CNN/DM-7B, we random
sample a subset of 30,000 data samples from the
CNN/DM trainset, following the alpaca template
provided by (Taori et al., 2023), as shown in Figure
8. Notably, the remaining training hyperparameters
are the same as Alpaca-7B, except the number of
epochs is 5.

Below is an instruction that
describes a task, paired with

o
— an input that provides

— further context. Write a

— response that appropriately
—~ completes the request.

##4# Instruction:
{instruction}

### Input:
{input}

### Response:

Figure 8: Alpaca template, the instruction is "Summa-
rize the following articles." in our experiments.

A.5 Evaluation

Our evaluation involved a 1-shot setup for non-
instruction tuned models and a 0-shot setting for
instruction-tuned models, both using ROUGE-2

20

scores to assess text summarization. For code gen-
eration, a 0-shot setting with pass@ 1 metrics was
employed. It is important to note that our approach
does not modify the fundamental output or com-
putational processes of existing Large Language
Models (LLMs), thereby preserving their inherent
performance capabilities. Therefore, we do not
conduct a detailed analysis of the accuracy in this
paper. For the 0-shot setting, the alpaca template
illustrated in Figure 8 is utilized for the summariza-
tion task. For the 1-shot setting, the input template
employed is depicted in Figure 9. Regarding the
use of CodeLLaMA for HuamnEval, we directly
enter the text corresponding to the prompt keyword
of the sample content, and corresponding instruc-
tions have been written for each sample.

Article: {shot_article}
Summary: {shot_summary}
Article: {article}
Summary:

Figure 9: 1-shot Template.

Our proposed ANPD maintains the integrity of
the original model’s predictive performance. As
delineated in Tables 2 and 3, we report the em-
pirical evaluation results on the widely-adopted
benchmarks CNN/DM and HumanEval, respec-
tively. Notwithstanding minor discrepancies in the
findings, these can be ascribed to a documented
caching anomaly in the issue?; nonetheless, their
influence on the overall efficacy of ANPD is negli-
gible.

Method shot | ANPD | CNN/DM
LLaMA-7B 1 8.66
LLaMA-7B 1 v 8.64
Alpaca-7B 0 10.84
Alpaca-7B 0 v 10.83

Alpaca-CNN/DM-7B | 0 17.16
Alpaca-CNN/DM-7B | 0 v 17.23
LLaMA-2-13B 1 10.58
LLaMA-2-13B 1 v 10.61
ChatGLM3-6B 0 14.60
ChatGLM3-6B 0 v 14.54

Table 2: The comparison of the ROUGE-2 for CN-
N/DM.

A.6

In the experiment shown in Figure 10, where the
Multi-Level N-gram (MLN) strategy was not uti-

Multi-Level N-gram

*https://github.com/huggingface/transformers/issues/25420



Method shot | ANPD | HumanEval
CodeLLaMA-7B 0 0.3109
CodeLLaMA-7B 0 v 0.3109

CodeLLaMA-13B | 0 0.3415
CodeLLaMA-13B | 0 v 0.3415

Table 3: The comparison of the Pass@ 1 for HumanEval.

Figure 10: The acceleration comparison of the ANPD
for different K and N, without MLN, using the
CodeLLaMA-7B.

lized, we reverted to testing the original N-gram
module. The results from this setting indicate that
merely increasing the N value—referring to the
length of the word sequences considered by the
model—does not lead to a faster inference process
in LLMs. This is primarily attributed to the fact
that a larger NV value results in fewer successful
matches during the Query phase. As the N-gram
sequences become longer, the likelihood of finding
an exact match in the database diminishes, which in
turn negates the potential gains in inference speed
from expanding the N-gram size.

2727277
ITIIIE}

Speed up

Figure 11: The acceleration comparison of the
ANPD for different K and N, with MLN, using the
CodeLLaMA-7B.

Figure 11 Experiments on hyperparameters K
and N using the CodeLLaMA model on Hu-
manEval. Empirical analyses suggest that the set-
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ting, in which the N-gram length (V) is set to 5
and the number of top candidates (K) is set to 7,
leads to a marked improvement in performance.
This specific configuration yields an inference ac-
celeration close to 3.6 x faster than the baseline.
Furthermore, with a smaller N, as K increases, the
acceleration effect tends to reach convergence more
quickly.

A.7 More Models

We also conducted relevant experiments on
the original OPT model (Zhang et al., 2022)
and instruction-tuned Alpaca-OPT-6.7B download
from the huggingface®. The experimental results in
Table 4 further verify that the ANPD we proposed
has good robustness and can effectively accelerate
inference for different models.

‘ Model ‘ shot ‘ CNN/DM ‘ XSum ‘
OPT-6.7B 1 3.0948x | 3.3672x
Alpaca-OPT-6.7B | 0 3.0249x | 3.1442x

Table 4: The comparison of acceleration effects on OPT
models, N =5and K = 7.

A.8 Runtime Update

In Figure 12, we present an experimental compari-
son to assess the impact of synchronizing updates
to the N-gram module (denoted as Runtime Up-
date) during the decoding stage. The comparison
involved three distinct models based on LLaMA-
7B, evaluated on the CNN/DM dataset. The ex-
perimental results reveal that employing a runtime
update strategy enhances the acceleration of the in-
ference process. This finding indicates that during
inference, the content generated by LLLMs can ex-
hibit correlations that provide valuable guidance for
the generation of content in subsequent contexts,
underscoring the importance of dynamic updates
within the decoding process.

A.9 Details for Table 1

In Table 1, our ANPD method utilizes a standard-
ized configuration with N = 5 and K = 7. For
(Zhang et al., 2023a), we have selected K = 12,
based on the specifications detailed in both the
published paper and the open-source code. Addi-
tionally, for (Zhang et al., 2023a) the draft model
of the LLaMA-2-13b and CodeLLLaMA-13B is con-

Shttps://huggingface.co/Manuel030/alpaca-opt-6.7b



3.0
W Without Runtime Update
W With Runtime Update

Speed Up Ratio

Alpaca-7B Alpaca-CNN/DM-7B
Model Name

LLaMA-7B

Figure 12: The comparison of acceleration effects for
updating the N-gram module during decoding.

structed according to the parameters provided in
the open source content’.

®https://github.com/dilab-zju/ self-speculative-decoding
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Abstract

We introduce SOLAR 10.7B, a large language
model (LLM) with 10.7 billion parameters,
demonstrating superior performance in various
natural language processing (NLP) tasks. In-
spired by recent efforts to efficiently up-scale
LLMs, we present a method for scaling LLMs
called depth up-scaling (DUS), which encom-
passes depthwise scaling and continued pre-
training. In contrast to other LLM up-scaling
methods that use mixture-of-experts, DUS does
not require complex changes to train and infer-
ence efficiently. We show experimentally that
DUS is simple yet effective in scaling up high-
performance LLMs from small ones. Building
on the DUS model, we additionally present SO-
LAR 10.7B-Instruct, a variant fine-tuned for
instruction-following capabilities, surpassing
Mixtral-8x7B-Instruct. SOLAR 10.7B is pub-
licly available under the Apache 2.0 license,
promoting broad access and application in the
LLM field .

1 Introduction

The field of natural language processing (NLP)
has been significantly transformed by the introduc-
tion of large language models (LLMs), which have
enhanced our understanding and interaction with
human language (Zhao et al., 2023). These ad-
vancements bring challenges such as the increased
need to train ever larger models (Rae et al., 2021;
Wang et al., 2023; Pan et al., 2023; Lian, 2023;
Yao et al., 2023; Gesmundo and Maile, 2023) ow-
ing to the performance scaling law (Kaplan et al.,
2020; Hernandez et al., 2021; Anil et al., 2023;
Kaddour et al., 2023). To efficiently tackle the
above, recent works in scaling language models
such as a mixture of experts (MoE) (Shazeer et al.,
2017; Komatsuzaki et al., 2022) have been pro-
posed. While those approaches are able to effi-
*Equal Contribution T Corresponding Author

"https://huggingface.co/upstage/
SOLAR-10.7B-v1.0

kdahyun, chanjun.park, wonsung.lee,
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ciently and effectively scale-up LLMs, they often
require non-trivial changes to the training and infer-
ence framework (Gale et al., 2023), which hinders
widespread applicability. Effectively and efficiently
scaling up LLMs whilst also retaining the simplic-
ity for ease of use is an important problem (Alberts
et al., 2023; Fraiwan and Khasawneh, 2023; Sallam
et al., 2023; Bahrini et al., 2023).

Inspired by Komatsuzaki et al. (2022), we
present depth up-scaling (DUS), an effective and
efficient method to up-scale LLMs whilst also re-
maining straightforward to use. DUS consists of
scaling the number of layers in the base model and
continually pretraining the scaled model. Unlike
(Komatsuzaki et al., 2022), DUS does not scale
the model using MoE and rather use a depthwise
scaling method analogous to Tan and Le (2019)
which is adapted for the LLM architecture. Thus,
there are no additional modules or dynamism as
with MoE, making DUS immediately compatible
with easy-to-use LLM frameworks such as Hug-
gingFace (Wolf et al., 2019) with no changes to
the training or inference framework for maximal
efficiency. Furthermore, DUS is applicable to all
transformer architectures, opening up new gate-
ways to effectively and efficiently scale-up LLMs
in a simple manner. Using DUS, we release SO-
LAR 10.7B, an LLM with 10.7 billion parameters,
that outperforms existing models like Llama 2 (Tou-
vron et al., 2023) and Mistral 7B (Jiang et al., 2023)
in various benchmarks.

We have also developed SOLAR 10.7B-Instruct,
a variant fine-tuned for tasks requiring strict adher-
ence to complex instructions. It significantly out-
performs the Mixtral-8x7B-Instruct model across
various evaluation metrics, evidencing an advanced
proficiency that exceeds the capabilities of even
larger models in terms of benchmark performance.

By releasing SOLAR 10.7B under the Apache
2.0 license, we aim to promote collaboration and in-
novation in NLP. This open-source approach allows
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Figure 1: Depth up-scaling for the case with n = 32, s = 48, and m = 8. Depth up-scaling is achieved through a
dual-stage process of depthwise scaling followed by continued pretraining.

for wider access and application of these models
by researchers and developers globally.

2 Depth Up-Scaling

To efficiently scale-up LLMs, we aim to utilize pre-
trained weights of base models to scale up to larger
LLMs (Komatsuzaki et al., 2022). While exist-
ing methods such as Komatsuzaki et al. (2022) use
MOoE (Shazeer et al., 2017) to scale-up the model ar-
chitecture, we opt for a different depthwise scaling
strategy inspired by Tan and Le (2019). We then
continually pretrain the scaled model as just scaling
the model without further pretraining degrades the
performance.

Base model. Any n-layer transformer architec-
ture can be used but we select the 32-layer Llama
2 architecture as our base model. We initialize the
Llama 2 architecture with pretrained weights from
Mistral 7B, as it is one of the top performers com-
patible with the Llama 2 architecture. By adopting
the Llama 2 architecture for our base model, we
aim to leverage the vast pool of community re-
sources while introducing novel modifications to
further enhance its capabilities.

Depthwise scaling. From the base model with n
layers, we set the target layer count s for the scaled
model, which is largely dictated by the available
hardware.

With the above, the depthwise scaling process
is as follows. The base model with n layers is
duplicated for subsequent modification. Then, we
remove the final m layers from the original model
and the initial m layers from its duplicate, thus
forming two distinct models with n — m layers.
These two models are concatenated to form a scaled
model with s = 2-(n—m) layers. Note that n = 32
from our base model and we set s = 48 considering

our hardware constraints and the efficiency of the
scaled model, i.e., fitting between 7 and 13 billion
parameters. Naturally, this leads to the removal of
m = 8 layers. The depthwise scaling process with
n = 32,s = 48, and m = 8 is depicted in ‘Step 1:
Depthwise Scaling’ of Fig. 1.

We note that a method in the community that also
scale the model in the same manner 2 as ‘Step 1:
Depthwise Scaling’ of Fig. 1 has been concurrently
developed.

Continued pretraining. The performance of the
depthwise scaled model initially drops below that
of the base LLM. Thus, we additionally apply
the continued pretraining step as shown in ‘Step
2: Continued Pretraining’ of Fig. 1. Experimen-
tally, we observe rapid performance recovery of
the scaled model during continued pretraining, a
phenomenon also observed in Komatsuzaki et al.
(2022). We consider that the particular way of
depthwise scaling has isolated the heterogeneity
in the scaled model which allowed for this fast
performance recovery.

Delving deeper into the heterogeneity of the
scaled model, a simpler alternative to depthwise
scaling could be to just repeat its layers once more,
i.e., from n to 2n layers. Then, the ‘layer distance’,
or the difference in the layer indices in the base
model, is only bigger than 1 where layers n and
n + 1 are connected, i.e., at the seam.

However, this results in maximum layer distance
at the seam, which may be too significant of a
discrepancy for continued pretraining to quickly
resolve. Instead, depthwise scaling sacrifices the
2m middle layers, thereby reducing the discrep-
ancy at the seam and making it easier for continued

https://huggingface.co/Undi95/
Mistral-11B-v0.1
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Training Datasets

Properties Instruction Alignment
Alpaca-GPT4 OpenOrca Synth. Math-Instruct  Orca DPO Pairs  Ultrafeedback Cleaned ~Synth. Math-Alignment
Total # Samples 52K 291M 126K 12.9K 60.8K 126K
Maximum # Samples Used 52K 100K 52K 12.9K 60.8K 20.1K
Open Source O O X (0] (6] X

Table 1: Training datasets used for the instruction and alignment tuning stages, respectively. For the instruction
tuning process, we utilized the Alpaca-GPT4 (Peng et al., 2023), OpenOrca (Mukherjee et al., 2023), and Synth.
Math-Instruct datasets, while for the alignment tuning, we employed the Orca DPO Pairs (Intel, 2023), Ultrafeedback
Cleaned (Cui et al., 2023; Ivison et al., 2023), and Synth. Math-Alignment datasets. The ‘Total # Samples‘ indicates
the total number of samples in the entire dataset. The ‘Maximum # Samples Used* indicates the actual maximum
number of samples that were used in training, which could be lower than the total number of samples in a given
dataset. ‘Open Source* indicates whether the dataset is open-sourced.

pretraining to quickly recover performance. We
attribute the success of DUS to reducing such dis-
crepancies in both the depthwise scaling and the
continued pretraining steps. We also hypothesize
that other methods of depthwise scaling could also
work for DUS, as long as the discrepancy in the
scaled model is sufficiently contained before the
continued pretraining step.

Comparison to other up-scaling methods. Un-
like Komatsuzaki et al. (2022), depthwise scaled
models do not require additional modules like gat-
ing networks or dynamic expert selection. Conse-
quently, scaled models in DUS do not necessitate
a distinct training framework for optimal training
efficiency, nor do they require specialized CUDA
kernels for fast inference. A DUS model can seam-
lessly integrate into existing training and inference
frameworks while maintaining high efficiency.

3 Training Details

After DUS, including continued pretraining, we
perform fine-tuning of SOLAR 10.7B in two stages:
1) instruction tuning and 2) alignment tuning.

Instruction tuning. In the instruction tuning
stage, the model is trained to follow instructions in
a QA format (Zhang et al., 2023). We mostly use
open-source datasets but also synthesize a math QA
dataset to enhance the model’s mathematical capa-
bilities. A rundown of how we crafted the dataset is
as follows. First, seed math data are collected from
the Math (Hendrycks et al., 2021) dataset only, to
avoid contamination with commonly used bench-
mark datasets such as GSM8K (Cobbe et al., 2021).
Then, using a process similar to MetaMath (Yu
et al., 2023), we rephrase the questions and an-
swers of the seed math data. We use the resulting
rephrased question-answer pairs as a QA dataset
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and call it ‘Synth. Math-Instruct®.

Alignment tuning. In the alignment tuning stage,
the instruction-tuned model is further fine-tuned
to be more aligned with human or strong Al
(e.g., GPT4 (OpenAl, 2023)) preferences using
sDPO (Kim et al., 2024a), an improved version
of direct preference optimization (DPO) (Rafailov
et al., 2023). Similar to the instruction tuning stage,
we use mostly open-source datasets but also syn-
thesize a math-focused alignment dataset utilizing
the ‘Synth. Math-Instruct* dataset mentioned in the
instruction tuning stage.

The alignment data synthesis process is as
follows. We take advantage of the fact that
the rephrased question-answer pairs in Synth.
Math-Instruct data are beneficial in enhancing the
model’s mathematical capabilities (see Sec. 4.3.1).
Thus, we speculate that the rephrased answer to the
rephrased question is a better answer than the orig-
inal answer, possibly due to the interim rephrasing
step. Consequently, we set the rephrased question
as the prompt and use the rephrased answer as the
chosen response and the original answer as the re-
jected response and create the {prompt, chosen,
rejected} DPO tuple. We aggregate the tuples from
the rephrased question-answer pairs and call the
resulting dataset ‘Synth. Math-Alignment‘.

4 Results

4.1 Experimental Details

Training datasets. We present details regarding
our training datasets for the instruction and align-
ment tuning stages in Tab. 1. We do not always
use the entire dataset and instead subsample a set
amount. Note that most of our training data is
open-source, and the undisclosed datasets can be
substituted for open-source alternatives such as the



Model Size Type H6 (Avg.) ARC HellaSwag MMLU TruthfulQA Winogrande GSM8K
SOLAR 10.7B-Instruct ~ 11B  Alignment-tuned 74.20 71.08 88.16 66.21 71.43 83.58 64.75
Qwen 72B ~72B Pretrained 73.60 65.19 85.94 77.37 60.19 82.48 70.43
Mixtral 8x7B-Instruct-v0.1 ~ ~ 47B  Instruction-tuned 72.62 70.22 87.63 71.16 64.58 81.37 60.73
Yi 34B-200K ~ 34B Pretrained 70.81 65.36 85.58 76.06 53.64 82.56 61.64
Yi 34B ~ 34B Pretrained 69.42 64.59 85.69 76.35 56.23 83.03 50.64
Mixtral 8x7B-v0.1 ~47B Pretrained 68.42 66.04 86.49 71.82 46.78 81.93 57.47
Llama 2 70B ~ 70B Pretrained 67.87 67.32 87.33 69.83 44.92 83.74 54.06
Falcon 180B ~ 180B Pretrained 67.85 69.45 88.86 70.50 45.47 86.90 45.94
SOLAR 10.7B ~11B Pretrained 66.04 61.95 84.60 65.48 45.04 83.66 55.50
Qwen 14B ~ 14B Pretrained 65.86 58.28 83.99 67.70 49.43 76.80 58.98
Mistral 7B-Instruct-v0.2 ~ 7B  Instruction-tuned 65.71 63.14 84.88 60.78 68.26 77.19 40.03
Yi 34B-Chat ~34B  Instruction-tuned 65.32 65.44 84.16 74.90 55.37 80.11 31.92
Mistral 7B ~ 7B Pretrained 60.97 59.98 83.31 64.16 42.15 78.37 37.83

Table 2: Evaluation results in the Open LLM Leaderboard for SOLAR 10.7B and SOLAR 10.7B-Instruct along with
other top-performing models. We report the scores for the six tasks mentioned in Sec. 4.1 along with the H6 score
(average of six tasks). We also report the size of the models in units of billions of parameters. The type indicates the
training stage of the model and is chosen from {Pretrained, Instruction-tuned, Alignment-tuned}. Models based on
SOLAR 10.7B are colored purple. The best scores for H6 and the individual tasks are shown in bold.

MetaMathQA (Yu et al., 2023) dataset.

We reformatted the instruction datasets with an
Alpaca-styled chat template. For datasets such as
OpenOrca, which are derived from FLAN (Long-
pre et al., 2023), we filter data that overlaps with
the benchmark datasets (see Tab. 8 in Appendix. C
for more information). The alignment datasets
are in the {prompt, chosen, rejected} triplet for-
mat. We preprocess the alignment datasets follow-
ing Zephyr (Tunstall et al., 2023). We use Data-
verse (Park et al., 2024) for data preprocessing.

Evaluation. In the HuggingFace Open LLM
Leaderboard (Beeching et al., 2023), six types of
evaluation methods are presented: ARC (Clark
et al., 2018), HellaSWAG (Zellers et al., 2019),
MMLU (Hendrycks et al., 2020), Truthful QA (Lin
et al., 2022), Winogrande (Sakaguchi et al., 2021),
and GSMS8K (Cobbe et al., 2021). We utilize these
datasets as benchmarks for evaluation and also re-
port the average scores for the six tasks, e.g., H6.
We either submit directly to the Open LLM Leader-
board or utilize Evalverse (Kim et al., 2024b) for
running evaluations locally.

Model merging. Model merging methods such
as Yadav et al. (2023) can boost model perfor-
mance without further training. We merge some
of the models that we trained in both the instruc-
tion and alignment tuning stages. We implement
our own merging methods although popular open
source also exist such as MergeKit>.

4.2 Main Results

We present evaluation results for our SOLAR
10.7B and SOLAR 10.7B-Instruct models along

*https://github.com/cgl23/mergekit
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with other top-performing models in Tab. 2. SO-
LAR 10.7B outperforms other pretrained models
of similar sizes, such as Qwen 14B and Mistral
7B, which shows that DUS is an effective method
to up-scale base LLMs. Furthermore, despite the
smaller size, SOLAR 10.7B-Instruct scores the
highest in terms of H6, even surpassing the recent
top-performing open-source LLM Mixtral 8x7B-
Instruct-v0.1 or Qwen 72B. The above results indi-
cate DUS can up-scale models that are capable of
achieving state-of-the-art performance when fine-
tuned. We also report data contamination results
for SOLAR 10.7B-Instruct in Appendix C.

4.3 Ablation Studies

We present ablation studies for both the instruction
and alignment tuning stages. Note that the evalua-
tion results for the following studies are ran locally
and may vary from results obtained by submitting
to the Open LLLM Leaderboard.

4.3.1 Instruction Tuning

Ablation on the training datasets. We present
ablation studies using different training datasets
for the instruction tuning in Tab. 3. The ablated
models are prefixed with SFT for supervised fine-
tuning. ‘SFT v1’ only uses the Alpaca-GPT4
dataset, whereas ‘SFT v2’ also uses the OpenOrca
dataset. ‘SFT v3’ uses the Synth. Math-Instruct
dataset along with the datasets used in ‘SFT v2’.
Similarly, ‘SFT v4’ uses the Synth. Math-Instruct
dataset along with the datasets used in ‘SFT v1’.
First, we analyze how Alpaca-GPT4 and
OpenOreca affect the trained models. The first ab-
lated model, ‘SFT v1’, which used only the Alpaca-
GPT4 dataset for training, resulted in 69.15 for H6.


https://github.com/cg123/mergekit

Model Alpaca-GPT4 OpenOrca Synth. Math-Instruct H6 (Avg.) ARC HellaSwag MMLU TruthfulQA Winogrande GSMSK

SFT vl (6] X X 69.15 67.66 86.03 65.88 60.12 82.95 52.24
SFT v2 (6] O X 69.21 65.36 85.39 65.93 58.47 82.79 57.32
SFT v3 (6] (0] (0] 70.03 65.87 85.55 65.31 57.93 81.37 64.14
SFT v4 (6] X (0] 70.88 67.32 85.87 65.87 58.97 82.48 64.75
SFT v3 + v4 (6] O O 71.11 67.32 85.96 65.95 58.80 82.08 66.57

Table 3: Ablation studies on the different datasets used for instruction tuning. ‘SFT v3+v4’ indicates that the model
is merged from ‘SFT v3’ and ‘SFT v4’ by simply averaging the model weights. The best scores for H6 and the
individual tasks are shown in bold.

Model Ultrafeedback Clean ~ Synth. Math-Alignment H6 (Avg.) ARC HellaSwag MMLU TruthfulQA Winogrande GSMS8K
DPO vl (0] X 73.06 71.42 88.49 66.14 72.04 81.45 58.83
DPO v2 (0] (6] 73.42 71.50 88.28 65.97 71.71 82.79 60.27
DPO vI +v2 (0] (6] 73.21 71.33 88.36 65.92 72.65 82.79 58.23

Table 4: Ablation studies on the different datasets used during the direct preference optimization (DPO) stage.
‘SFT v3’ is used as the SFT base model for DPO. We name ablated models with the ‘DPO’ prefix to indicate the
alignment tuning stage. ‘DPO v1+v2’ indicates that the model is merged from ‘DPO v1’ and ‘DPO v2’ by simply
averaging the model weights. The best scores for H6 and the individual tasks are shown in bold.

Model  Base SFT Model H6 (Avg.) ARC HellaSwag MMLU TruthfulQA Winogrande GSMS8SK

DPO v2 SFT v3 73.42 71.50 88.28 65.97 71.71 82.79 60.27
DPO v3 SFT v3 + v4 73.58 71.33 88.08 65.39 72.45 81.93 62.32

Table 5: Ablation studies on the different SFT base models used during the direct preference optimization (DPO)
stage. Ultrafeedback Clean and Synth. Math-Alignment datasets are used. We name ablated models with the ‘DPO’
prefix to indicate the alignment tuning stage. The best scores for H6 and the individual tasks are shown in bold.

When we add the OpenOrca dataset to train the  and without OpenOrca. To our surprise, the result-
second ablated model, ‘SFT v2’, the resulting H6  ing merged model ‘SFT v3+v4’ retains the high
score is 69.21, which is little change from 69.15 of  scores for non-GSMS8K tasks from ‘SFT v4’ but
‘SFT v1’. However, the task scores vary more as  also achieves a higher GSM8K score than ‘SFT v3’
‘SFT v2’ gets a substantially higher GSM8K score  or ‘SFT v4’. Thus, we see that merging models
of 57.32 compared to 52.24 of ‘SFT v1’ but also that specialize in different tasks is a promising way
gets noticeably lower scores across the board for  to obtain a model that performs well generally.

ARC, HellaSwag, and Truthful QA. This seems to
indicate that using OpenOrca results in a model that
behaves differently from using only Alpaca-GPT4.  As we utilize sDPO for practical alignment tun-
ing, there are additional aspects to ablate such as
the SFT base models used. Thus, we present ab-
lations for the different training datasets used for
training, the different SFT base models to initialize
the sDPO training, and finally, the model merging
strategy to obtain the final alignment-tuned model.

4.3.2 Alignment Tuning

Second, we investigate whether Synth. Math-
Instruct dataset is beneficial. For ‘SFT v3’, we
add the Synth. Math-Instruct dataset, which boosts
GSMBSK scores to 64.14 and achieves comparable
scores for the other tasks. Interestingly, when we
add the Synth. Math-Instruct dataset to ‘SFT v1’

to train SFT v4’, we get our highest H6 score of Ablation on the training datasets. We ablate on
70.88 with higher scores than “SFT VB_’, for all tasks. the different alignment datasets used during DPO
From the above, we ce.ln see that adding the Synth. in Tab. 4. We use ‘SET v3’ as the SET base model
Math-Instruct dataset is helpful. for DPO. ‘DPO v1’ only uses the Ultrafeedback
Lastly, we see whether merging models trained  Clean dataset while ‘DPO v2’ also used the Synth.
with and without OpenOrca can boost performance. ~ Math-Alignment dataset.
In the first analysis, we saw that using OpenOrca re- First, we test how Ultrafeedback Clean and
sulted in a model that behaved differently from the =~ Synth. Math-Alignment impacts model perfor-
model that was trained without OpenOrca. Build- mance. For ‘DPO v1’, it achieves 73.06 in H6,
ing on this intuition, we merge ‘SFT v3’ and ‘SFT  which is a substantial boost from the SFT base
v4’ as they are the best-performing models with  model score of 70.03. However, we note that while
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Model H6 (Avg.) ARC HellaSwag MMLU TruthfulQA Winogrande GSMS8K
Cand. 1 73.73 70.48 87.47 65.73 70.62 81.53 66.57
Cand. 2 73.28 71.59 88.39 66.14 72.50 81.99 59.14

Table 6: Performance comparison amongst the merge candidates. ‘Cand. 1’ and ‘Cand. 2’ are trained using the
same setting as ‘DPO v2’ and ‘DPO v3’, respectively, but with slightly different hyper-parameters. The best scores

for H6 and the individual tasks are shown in bold.

Model Merge Method ~ H6 (Avg.) ARC HellaSwag MMLU TruthfulQA Winogrande GSMSK
Merge vl Average (0.5, 0.5) 74.00 71.16 88.01 66.14 71.71 82.08 64.90
Merge v2  Average (0.4, 0.6) 73.93 71.08 88.08 66.27 71.89 81.77 64.52
Merge v3  Average (0.6, 0.4) 74.05 71.08 87.88 66.13 71.61 82.08 65.50
Merge v4 SLERP 73.96 71.16 88.03 66.25 71.79 81.93 64.59

Table 7: Ablation studies on the different merge methods used for obtaining the final model. We use ‘Cand. 1’
and ‘Cand. 2’ from Tab. 6 as our two models for merging. We name the merged models with the ‘Merge’ prefix to
indicate they are merged. The best scores for H6 and the individual tasks are shown in bold.

scores for tasks like ARC, HellaSwag, and Truth-
fulQA all improved by good margins, the score
for GSMS8K is 58.83, which is lower than the
SFT base model score of 64.14. Adding Synth.
Math-Alignment to train ‘DPO v2’, we see that
the GSMB8k score improves to 60.27, which is
lower than the SFT base model but still higher
than ‘DPO v1’. Other task scores are also not nega-
tively impacted by adding Synth. Math-Alignment.
Thus, we can conclude that adding Synth. Math-
Alignment is beneficial for H6.

Then, we experiment whether merging ‘DPO
vl’ and ‘DPO v2’ is beneficial. Unfortunately,
‘DPO v1+v2’ scores 73.21 in H6, which is worse
than ‘DPO v2’. More importantly, the gain in
the GSMS8K score from adding Synth. Math-
Alignment is gone, which is undesirable. One
reason for this could be that ‘DPO v2’ is a strict
improvement over ‘DPO v1’, unlike the case for
merging ‘SFT v3’ and ‘SFT v4” where the models
had different strengths and weaknesses.

Ablation on the SFT base models. When ap-
plying DPO, we start from a model that is already
instruction tuned ,i.e., the SFT base model and ab-
late on using different SFT base models. We use
Ultrafeedback Clean and Synth. Math-Alignment
datasets for this ablation. Each of the ablated mod-
els is trained as follows. ‘DPO v2’ uses ‘SFT v3’
as the base SFT model, while ‘DPO v3’ uses ‘SFT
v3+v4’ as the SFT base model instead.

Note that ‘SFT v3+v4’ has higher scores on all
tasks compared to ‘SFT v3’, and the gap is espe-
cially large for ARC (+1.45) and GSM8K (+2.43).
Surprisingly, the two models perform similarly in
terms of H6. A closer look at the scores for the
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individual tasks shows only a small margin in the
GSMBSK scores, and other task scores show little
difference. Thus, the performance gaps in certain
tasks in the SFT base models do not always carry
over to the alignment-tuned models.

Ablation on different merge methods. From
Tab. 3, we saw that merging two models that have
different strengths can be beneficial to performance.
To utilize this for the alignment-tuned model as
well, we train two models named ‘Cand. 1’ and
‘Cand. 2’ using the same training dataset and SFT
base model as ‘DPO v2’ and ‘DPO v3’ but with dif-
ferent hyper-parameters to maximize each model’s
respective strengths. We compare ‘Cand. 1’ and
‘Cand. 2’ in Tab. 6 where we can see that ‘Cand. 1’
has high GSM8K scores but relatively low scores
for the other tasks, whereas ‘Cand. 2’ has low
scores for GSM8K but high scores for the other
tasks. We merge these two models using various
methods and ablate the results in Tab.. 7.

We use two merge methods: 1) Average (a, b),
where a and b denote the weighting for ‘Cand.
1’ and ‘Cand. 2’ when averaging weights and 2)
SLERP (Shoemake, 1985). We use (0.5, 0.5), (0.4,
0.6), and (0.6, 0.4) for Average (a, b). From Tab. 7,
we can see that the different merge methods have
little effect on the H6 scores. The scores for the
individual tasks also do not differ by much, suggest-
ing that as long as the merge candidates have suffi-
ciently different strengths, the exact merge method
may not be as crucial. Thus, we chose ‘Merge v1’
as our SOLAR 10.7B-Instruct model.



5 Conclusion

We introduce SOLAR 10.7B and its fine-tuned vari-
ant SOLAR 10.7B-Instruct, which are depth up-
scaled (DUS) models with 10.7 billion parameters4.
They show superior performance over models like
Llama 2, Mistral 7B, and Mixtral-7B-Instruct in es-
sential NLP tasks while maintaining computational
efficiency. Thus, DUS is effective in scaling-up
highly performant LLMs from smaller ones. With
more exploration, DUS could be further improved,
paving a new path to efficiently scaling LLMs.
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Limitations

Our study on the Depth Up-Scaling (DUS) has im-
portant limitations and considerations. One key
limitation is the need for more thorough explo-
rations of hyperparameters used in the DUS ap-
proach. Namely, we removed m = 8 layers from
both ends of our base model, primarily due to hard-
ware limitations. However, we have not yet deter-
mined if this value is optimal for enhancing perfor-
mance. The extended time and cost of continued
pretraining made it challenging to conduct more
comprehensive experiments, which we aim to ad-
dress in future work through various comparative
analyses.

In terms of the model’s broader implications,
there are several points to note. The model’s sig-
nificant computational demands for training and
inference might limit its use, especially for those
with restricted computational resources. Addition-

*Preprint version is available on https://arxiv.
org/abs/2312.15166.
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ally, like all machine learning models, it is vulnera-
ble to biases in its training data, which could lead
to skewed outcomes in certain situations. Further-
more, the substantial energy consumption required
for training and operating the model raises environ-
mental concerns, which are critical in the pursuit
of sustainable Al development.

Lastly, while the fine-tuned variant of the model
shows improved performance in following instruc-
tions, it still requires task-specific fine-tuning for
optimal performance in specialized applications.
This fine-tuning process can be resource-intensive
and not always effective. Recognizing and address-
ing these limitations is essential for a comprehen-
sive understanding of the proposed Large Language
Model’s capabilities and for guiding future research
and development in the field of LLMs.

Ethics Statement

We conscientiously address and emphasize the
commitment of SOLAR 10.7B in maintaining the
highest ethical standards. First, we highlight that
SOLAR 10.7B-Instruct has shown low levels of
data contamination in our evaluations, a testament
to our rigorous data handling and processing pro-
tocols. This aspect is crucial, as it underpins the
reliability and integrity of the results obtained from
SOLAR.

Furthermore, during the course of our experi-
ments, we ensured that all setups and methodolo-
gies employed steer clear of any potential ethical
pitfalls. This preemptive consideration and avoid-
ance of ethically questionable practices underscore
our dedication to conducting research that is not
only innovative but also responsible.

Additionally, we ensure that SOLAR complies
with general ethical considerations in all aspects
of its operation. This includes adherence to pri-
vacy norms, respect for intellectual property, and
ensuring the absence of bias in our algorithms. Our
commitment to these ethical principles is unwaver-
ing, and we believe it significantly contributes to
the credibility and societal acceptance of SOLAR.

In conclusion, the ethical framework within
which SOLAR operates is robust and comprehen-
sive, ensuring that our advancements in this field
are not only scientifically sound but also ethically
responsible.
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A Contributions

The contributions of this study are as follows:

* Introduction of the SOLAR 10.7 Billion-
Parameter Model: We have released the SO-
LAR 10.7B model, which is not only depth-
wise scaled but also continually pretrained.
The availability of SOLAR 10.7B under the
Apache 2.0 license permits commercial us-
age, enabling the integration of this advanced
model into a diverse range of products and ser-
vices. This bridges the gap between academic
research and practical applications, fostering
wider accessibility and utility in various fields.

Superior Performance Across Diverse
Benchmarks: SOLAR 10.7B excels in var-
ious benchmarks, outperforming established
models like Llama 2 and Mistral 7B in reason-
ing, mathematics, and the MMLU framework.

Advancement in Instruction-Following Ca-
pabilities: The introduction of SOLAR 10.7B-
Instruct, a variant fine-tuned for enhanced
instruction-following abilities, marks a sig-
nificant improvement in the model’s ability to
understand and execute complex instructions.

Sanghoon Kim, Dahyun Kim, Chanjun Park,
Wonsung Lee, Wonho Song, Yunsu Kim and
Hyeonwoo Kim contributed equally to this paper.
Sanghoon Kim led the Foundation Model part,
with Dahyun Kim, Wonho Song, Yunsu Kim, and
Hyeonwoo Kim. Chanjun Park led the Data and
Evaluation (Data-Centric LLM) part, with Yungi
Kim, Jihoo Kim, Changbae Ahn, Seonghoon Yang,
Sukyung Lee, and Hyunbyung Park. Wonsung Lee
led the Adaptation Modeling part, with Gyoungjin
Gim, Hyeonju Lee, and Mikyoung Cha. Hwalsuk
Lee performed the role of the overall project opera-
tion. Dahyun Kim and Chanjun Park were the main
technical writers. All these individuals contributed
to the creation of SOLAR 10.7B.

B Related Works and Background

B.1 Large Language Models

Following the advent of context-based language
models, various studies have revealed a “scaling
law” (Kaplan et al., 2020; Hernandez et al., 2021;
Anil et al., 2023), demonstrating a positive corre-
lation between the size of model and training data
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and model performance. This has led to the emer-
gence of Large Language Models (LLMs). Un-
like previous language models, LLMs possess the
ability for In-context learning, including Zero-shot
learning (Radford et al., 2019) and Few-shot learn-
ing (Brown et al., 2020), allowing them to perform
new tasks without updating model weights. These
capabilities of LLMs, not evident in smaller mod-
els, are referred to as Emergent abilities (Wei et al.,
2022a).

B.2 Mixture of Experts

In the landscape of machine learning architectures,
the Mixture of Experts (MoE) models like (Shazeer
et al., 2017; Shen et al., 2019; Komatsuzaki et al.,
2022) has gained attention for its capability to ad-
dress the challenges posed by complex and hetero-
geneous data. MoE models offer notable benefits,
including enhanced output diversity, allowing for
the capture of intricate patterns within the input
space. Moreover, their computational efficiency,
especially when implemented in a sparse form, has
made them valuable in scenarios where resource
constraints are a consideration (Shazeer et al., 2017;
Komatsuzaki et al., 2022).

However, efficient implementation of MoE mod-
els poses a considerable challenge, primarily due to
the intricacies associated with dynamic routing and
load-imbalanced computation (Gale et al., 2023).
Existing hardware and software for deep learning,
such as TPUs and XL A compilers, often demand
static knowledge of tensor shapes, making MoE
implementation on TPU challenging.

While GPU implementation offers more flexi-
bility, sparse computation compatibility becomes
a hurdle. Striking the right balance between fix-
ing the size of each expert to facilitate efficient
computation and maintaining model quality creates
a tradeoff between information preservation and
hardware efficiency. This tradeoff, in turn, necessi-
tates careful consideration during hyperparameter
tuning, adding a layer of complexity to the imple-
mentation of MoE models, potentially offsetting
their advantages. Given the formidable challenges
in MoE model implementation, it becomes almost
inevitable for researchers and practitioners to re-
sort to specialized tools and frameworks, such as
Tutel (Hwang et al., 2023) or Megablocks (Gale
et al., 2023).

Departing from the horizontal expansion char-
acteristic of MoE models, the DUS method intro-



duces model scaling in the vertical dimension. No-
tably, DUS does not introduce dynamism in the
scaled model, which significantly reduces the com-
plexity when compared to MoE. This shift in ap-
proach offers a unique and more straightforward
way of working, moving away from conventional
MOoE challenges. Not only that, DUS also under-
goes continued pretraining to quickly recover per-
formance of the scaled model.

B.3 Prompt Engineering

A key research area to harness the emergent abil-
ities of LL.Ms is prompt engineering. Prompt en-
gineering is the study of how to design inputs
(prompts) that enable LLMs to better perform spe-
cific tasks. A prime example of this research
is Chain-of-Thought (CoT) (Wei et al., 2022b),
which proposes CoT prompting that decomposes
multi-step problems into a series of intermedi-
ate reasoning steps. Moreover, efforts are under-
way to replace even such prompt engineering with
LLMs (Yang et al., 2023).

B.4 Instruction Tuning

To enhance the steerability of LLMs, instruction
tuning (Wei et al., 2021) has emerged as a learning
technique. This involves fine-tuning LLMs using
data formatted as (instruction, input, output) for
various tasks (Wang et al., 2022). Instruction tuning
allows for targeted adjustments, providing a more
controlled and task-oriented improvement to the
model’s capabilities.

Before instruction tuning, existing methods
faced challenges in effectively guiding and control-
ling the behavior of large language models (Zhang
et al., 2023). The sheer complexity of these models
made it difficult to ensure precise and task-oriented
responses. The need for a more targeted approach
arose from the limitations of existing methods, lead-
ing to the development of instruction tuning. This
targeted approach enables better control over the
model’s behavior, making it more suitable for spe-
cific tasks and improving its overall performance in
alignment with user-defined objectives. Therefore,
instruction tuning is computationally efficient and
facilitates the rapid adaptation of LLMs to a spe-
cific domain without requiring extensive retraining
or architectural changes.

B.5 Alignment Tuning

LLM has been observed to generate sentences that
may be perceived as linguistically incongruent by
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human readers since they learned not human inten-
tion, but only vast knowledge across various do-
mains in the pretraining step (Ziegler et al., 2019).
To overcome this limitation and align with human
intentions, previous research (Ziegler et al., 2019)
have proposed Reinforcement Learning with Hu-
man Feedback (RLHF). RLHF operates by learning
a reward model based on human preferences, em-
ploying reinforcement learning to guide the LLM
towards prioritizing answers with the highest re-
ward scores. This process enhances the safety,
propriety, and overall quality of the generated re-
sponses. Despite demonstrating satisfactory per-
formance, RLHF encounters challenges such as
managing numerous hyperparameters and necessi-
tating the incorporation of multiple models (policy,
value, reward, and reference models).

In response to these challenges, the supervised
fine-tuning based approaches have proposed, such
as Rank Responses to align Human Feedback
(RRHF) (Yuan et al., 2023), Reward rAnked Fine-
Tuning (RAFT) (Dong et al., 2023), and Direct
Policy Optimization (DPO) (Intel, 2023). They
avoid the complexities associated with reinforce-
ment learning while achieving empirical perfor-
mance comparable to RLHF. Among them, DPO
that we used directly guides the LLM to increase
the probability of positive responses and decrease
the probability of negative responses through a "di-
rect”" approach. Interestingly, DPO demonstrates
more stable learning results compared to RLHEF,
despite its simple training approach.

B.6 Data Contamination

Recent researches (Zhou et al., 2023; Sainz et al.,
2023; Golchin and Surdeanu, 2023; Deng et al.,
2023) emphasize the need to measure whether a
specific benchmark was used to train the large lan-
guage models. There are three types of the data
contamination: guideline, raw text and annota-
tion (Sainz et al., 2023). Guideline contamination
occurs when a model accesses detailed annotation
guidelines for a dataset, providing advantages in
specific tasks, and its impact should be considered,
especially in zero and few-shot evaluations. Raw
text contamination occurs when a model has ac-
cess to the original text. Wikipedia is widely used
as a pretraining data, but also as a source for cre-
ating new datasets. The caution is advised in the
development of automatically annotated datasets
sourced from the web. Annotation contamina-



tion occurs when the annotations of the specific
benchmark are exposed during model training.

C Additional Information

We present additional information for the sake of
space in the main paper.

Filtered task names. We present task names
we use to filter FLAN dervied datasets such as
OpenOrca in Table 8.

Filtered Task Name

task228_arc_answer_generation_easy
ai2_arcARCChallenge:1.0.0
ai2_arcARCEasy:1.0.0
task229_arc_answer_generation_hard
hellaswag:1.1.0
task1389_hellaswag_completion
cot_gsm8k

cot_gsm8k_ii

drop:2.0.0

winogrande:1.1.0

Table 8: Task names that we use to filter data for FLAN
derived datasets such as OpenOrca.

ARC HellaSwag MMLU TruthfulQA Winogrande GSM8K
0.06 N/A 0.15 0.28 N/A 0.70

Table 9: Data contamination test results for SOLAR
10.7B-Instruct. We show ‘result < 0.1, %° values where
a value higher than 0.9 indicates high probability of data
contamination. HellaSwag and Winogrande datasets are
not currently supported. We set SOLAR 10.7B as our
reference model when performing the data contamina-
tion tests.

Results on data contamination. To show the in-
tegrity of SOLAR 10.7B-Instruct, we also report
the data contamination test (Shi et al., 2023) results
in Table. 9. All four tested benchmark datasets
yield results well below the contamination thresh-
old, affirming the absence of data contamination
in our model. One interesting point is that the
value for GSM8K is noticeably higher than for
other datasets, even without contamination. One
potential reason for this is the stronger data similar-
ity in math-related instruction datasets.

35



UINav: A Practical Approach to Train On-Device Automation Agents

Wei Li’ Fu-Lin Hsu** Will Bishop” Folawiyo Campbell-Ajala® Max Lin® Oriana Riva’

" Google Research
* University of Pennsylvania

Abstract

Automation systems that can autonomously
drive application user interfaces to complete
user tasks are of great benefit, especially
when users are situationally or permanently
impaired. Prior automation systems do not
produce generalizable models while Al-based
automation agents work reliably only in sim-
ple, hand-crafted applications or incur high
computation costs. We propose UINav, a
demonstration-based approach to train automa-
tion agents that fit mobile devices, yet achiev-
ing high success rates with modest numbers of
demonstrations. To reduce the demonstration
overhead, UINav uses a referee model that pro-
vides users with immediate feedback on tasks
where the agent fails, and automatically aug-
ments human demonstrations to increase diver-
sity in training data. Our evaluation shows
that with only 10 demonstrations UINav can
achieve 70% accuracy, and that with enough
demonstrations it can surpass 90% accuracy.

1 Introduction

The next frontier in artificial intelligence is agents
that autonomously operate computers as humans
do. Instructed by users in natural language, these
agents are especially valuable when their users have
visual or motor disabilities or when they are situa-
tionally impaired (e.g., driving, cooking). We are
particularly interested in agents that can execute
human tasks by interacting directly with the user
interface (UI) of a running application. These so-
called UI automation agents (Liu et al., 2018; Li
et al., 2020; Humphreys et al., 2022) can scale well
to support a myriad of tasks because they do not
depend on third-party APIs.

Existing approaches to Ul automation range
from UI scripting to Al-based agents. UI scripts
can work reliably, but they involve coding or man-
ual demonstrations (Kundra, 2020; Barman et al.,

“Work done as an intern at Google Research.
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2016; Riva and Kace, 2021; Li et al., 2017) and
they cannot tolerate well changes in the Ul and
workflows, thus leading to high maintenance costs
— this is, however, what enterprises use to automate
business workflows (UIPath, 2023). Al-based ap-
proaches can scale better. Using imitation learning
and reinforcement learning (Liu et al., 2018; Gur
et al., 2018), agents are trained to navigate the
web autonomously. However, their synthetic and
simplified test environments (Shi et al., 2017) and
their dependency on large amounts of demonstra-
tions (Humphreys et al., 2022) make them hard to
deploy. Recent work leverages Transformers (Li
et al., 2020; Li and L1, 2023; Venkatesh et al., 2022;
Wang et al., 2023) and pre-trained large language
models (LLMs) (Yan et al., 2023; Venkatesh et al.,
2022; Zheng et al., 2024). Despite the performance
improvement, these solutions come with large re-
source costs (multiple days of training on hundreds
of GPUs/TPUs and high inference costs).

A practical approach to UI automation requires
trading between accuracy, generalizability and
computational costs. We find a sweet spot be-
tween these three properties, and propose UINav, a
demonstration-based system designed to produce
lightweight neural agents that can run on mobile
devices while yielding good success rates.

As in prior work, UINav needs to address the
challenge of how to achieve good success rates with
fewer demonstrations. We observe that the demon-
strations required to achieve good performance dif-
fers widely across tasks and environments. If the
environment is relatively static even a handful of
demonstrations is sufficient; for tasks that must
work across many different Uls more demonstra-
tions are needed. When collecting demonstrations,
UINav provide users with immediate feedback on
which tasks are failing and may benefit from addi-
tional demonstrations, and which are satisfactory.
It does so through a referee model which is trained
with the same set of demonstrations used to train
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the automation agent, but with a different goal: pre-
dicting whether a task is successfully completed
(rather than predicting which UI action to perform).

Another challenge UINav addresses is how to in-
crease the robustness of automation agents against
system delays and changes in the UI. It does so
through three key techniques. First, every UI ac-
tion is executed as a small program composed of
lower-level operations with status checks. These
programs, referred to as macro actions, abstract
the system-specific details thus greatly reducing
the agent’s state space and therefore the num-
ber of required demonstrations. Second, UINav
adopts demonstration augmentation where human
demonstrations are augmented by randomizing
non-critical Ul elements to increase their diver-
sity. Finally, through utterance masking variable
sub-strings in utterances are abstracted out.

We develop UINav using an internal dataset of
40+ tasks and test is on actual Android phones. We
also evaluate it on a public dataset, where UINav
outperforms various baselines and demonstrates
generalizability. Overall, we make the following
contributions: (i) a practical system to build UI
automation agents that achieve near perfect suc-
cess rates on previously seen tasks and that can
be deployed to mobile devices; (ii) an error-driven
process to collect demonstrations paired with aug-
mentation techniques and macro actions; and (iii) a
comprehensive evaluation demonstrating UINav’s
advantages over state-of-the-art systems.

2 Related work

UI automation scripts. Record-and-replay tools
like Selenium (Kundra, 2020) can be used to facili-
tate the generation of UI automation scripts. These
scripts can also be integrated with robotic process
automation tools (UIPath, 2023; Automation Any-
where, 2023; Blue Prism, 2023). Programming by
demonstration tools (Sugiura and Koseki, 1998;
Leshed et al., 2008; Lin et al., 2009; Li et al., 2010;
Barman et al., 2016; Li et al., 2017; Chasins et al.,
2018) are advanced record-and-replay tools that
can generate fully functional Ul scripts and even ac-
tion graphs (Riva and Kace, 2021) from recordings
of task interactions (demonstrations), which could
also be provided in the format of video record-
ings (Bernal-Cardenas et al., 2020; Chen et al.,
2022). Overall, a major downside of this line of
work is that these systems do not produce models
that generalize to new task workflows and Uls.
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Al-based automation. Transformer-based archi-
tectures (Li et al., 2020; Bai et al., 2021; He et al.,
2021; Banerjee et al., 2022; Li and Li, 2023) and re-
inforcement learning approaches (Liu et al., 2018;
Gur et al., 2018; Li and Riva, 2021) have been pro-
posed to train agents capable of navigating apps
and websites when provided with natural language
instructions. Yet, it is unclear how well these sys-
tems perform in a variety of real-world environ-
ments and scale across task categories because ei-
ther they have been tested in synthetic webpages of
10-50 UI elements (Shi et al., 2017) or on limited
datasets (Li et al., 2020; Burns et al., 2022). Recent
work leverages LLMs to ground natural language
instructions in Uls (Venkatesh et al., 2022; Wang
et al., 2023; Yan et al., 2023; Zheng et al., 2024;
Rawles et al., 2023). These approaches come with
a large training overhead (e.g., multiple days of
training on hundreds of GPUs/TPUs) and a high
inference cost which prevents them from running
on mobile devices.

In this paper, we extend our previous work (Li,
2021) where macro actions were introduced but
was limited to work with OCR and icon recogni-
tion, into a full system, that bridges the gap be-
tween programming by demonstrations and Al-
based systems by providing an easy-to-learn sys-
tem to train robust, multi-task agents for UI naviga-
tion in real-world applications. While the system
requires manual demonstrations for training, it pro-
vides an error-driven collection of demonstrations
where testing scenarios are automatically gener-
ated and evaluated by the system, thus reducing
the number of redundant demonstrations. The er-
ror driven demo collection of UINav is inspired by
the DAGGER (Ross et al., 2011) algorithm and we
show that it is effective in reducing the number of
demonstrations for both sequential (referee) and
non-sequential (agent) models.

3 Why is UI automation hard?

We study the problem of how a UI automation sys-
tem can generalize to new execution environments,
including different apps and different tasks, without
requiring an excessive number of demonstrations.
To illustrate the challenges we use an apparently
simple task, search, i.e., operating the search bar
of an app. Two aspects make this task challenging.

Search is a universal task that must work across
a myriad of apps where search bars can take many
different formats. Some search bars require the user
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to type some keywords and then click an icon (typ-
ically on the right hand-side); others, as the user
types, automatically display search results which
can be directly opened; some others have an ad-
ditional field (e.g., a category) which must be set
beforehand; there are also search bars that are hid-
den and reveal only upon clicking on an icon; etc.

The second axis of complexity regards the
agent’s start state. When an agent is requested
to search in a specific app, the user’s device screen
may not display the target app or may display it
in a page (state) without any search functional-
ity. The agent must first understand how to navi-
gate to the state offering the search function, which
may involve navigating back, launching a different
app, or dismissing welcome screens and ads. Even
when the environment already shows the desired
search widget, its state may need to be reset, e.g.,
by deleting search terms previously entered (see
the YouTube example in Fig. 6 in the Appendix).

In general, in a real environment, an agent is ex-
posed to many different screen conditions caused
by a combination of factors: different apps, dy-
namic app content, previous interactions, layout
variance across devices, UI changes across app/OS
versions, ads and notifications, etc. An agent needs
to ignore irrelevant Ul elements and navigate to
relevant states. One way to tackle this variability
is through more demonstrations, but with obvious
overheads. UINav’s first contribution is to adopt
an error-driven process to collect demonstrations
(§4.2). Its second contribution is to amplify the
learning brought by each demonstration by auto-
mated augmentation (§5). Finally, to address vari-
ability issues due to system delays, rather than rely-
ing on demonstrations UINav takes a programmatic
approach by introducing macro actions (§5).
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Figure 2: The neural network of the agent model.

4 System design

Fig. 1 shows the high-level architecture of UINav.
Given a task represented by a natural language ut-
terance and an observation of the device state (i.e., a
representation of what is currently displayed on the
screen), a neural network-backed agent responds
with its choice of action to complete the task. The
predicted action is executed by the environment
by interacting with a device’s system (an emulator
or a real phone). Then, the agent is provided with
a new observation describing the new state and a
new action is predicted. This setup is similar to
that of a reinforcement learning agent, but UINav
also includes a second agent called referee, which
is responsible for judging the completion status of
a task (episode) at each time step.

The development of UINav agents (left of Fig. 1)
involves first collecting human demonstrations for
some target tasks, then training the neural networks
of the agent (§4.1) and referee (§4.2), and finally
evaluating them on the device. Failures of either the
agent or the referee are recorded and used to guide
the collection of new demonstrations to be used in
the next round of training. The development loops
over these steps until no more errors of either the
agent or the referee are found.

4.1 Agent’s neural network architecture

The UINav agent consists of an encoder-decoder
architecture (Fig. 2). It perceives the state of the
device through observations of what is currently
displayed on the screen, represented by the set
of UI elements composing it. Each UI element
is described by a set of attributes: type (button,
icon, etc.), text (visible text, content description,
resource identifier, etc.), on-screen position, utter-
ance matching (whether on-screen text matches



the utterance!), and state (e.g., whether a check-
box is selected). The screen representation can
be generated from raw pixels processed by screen
understanding techniques (Chen et al., 2020; Wu
et al., 2021; Zhang et al., 2021), which also in-
clude icon detection and text recognition, or from
a tree-structured representation of the UI, such as
the Android accessibility tree. Our implementation
dynamically switches between the two sources of
screen representation based on simple heuristics,
such as whether the target app is known to provide
poor accessibility support or whether the number
of accessibility nodes is extremely small.

Then, the input to the neural network of the agent
is a set of Ul elements and an utterance. Each Ul el-
ement is represented by a vector concatenated from
the feature vectors of its attributes. Text labels of
Ul elements are encoded by a language model (De-
vlin et al., 2019). The feature vectors of the Ul
elements are fed into a Transformer encoder. The
output of the encoder is a function of the encoding
of each Ul element plus its attention over all other
Ul elements on the screen, including itself.

The decoder predicts which action to perform.
This involves predicting (i) the Ul element on
which to perform the action, (ii) the type of action
(click, type, etc.), and (iii) any argument for the ac-
tion. Actions (summarized in Table 3, §A.2) can be
of two types. Element actions (click, focus_and_type,
dismiss) manipulate a specific element, while global
actions (wait, back, scroll, open_app) are general op-
erations or platform-specific functions.

The decoder uses a single cross-attention mod-
ule, with the utterance embedding serving as the
query vector and element encodings serving as keys
and values. The largest attention weight is used to
select the element to act upon, while the vector out-
put of the cross-attention module is passed through
two independent multi-layer perceptrons (MLP) to
predict action type and argument.

In its essence, the agent’s neural network imple-
ments a scoring system. For any given screen, all
its elements are scored, and the highest-scored one
is selected. Due to the attention in the encoder, for
any UI element, its relationship with all the other
elements can be encoded. The Transformer model
learns how different combinations of UI elements
and utterances map to actions, and uses this knowl-
edge to rank elements to act on. It is essential that

'Similarly to previous work (Liu et al., 2018), we compute
utterance matching as the average of the similarity scores of
all words in the Ul element’s text with the utterance.
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the model learns to evaluate single UI elements in
the context of others because the meaning of Ul
elements is often context sensitive (Banerjee et al.,
2022) — elements of similar appearance (color, size
and shape) can have different functions but neigh-
boring elements like text labels can help resolve the
ambiguity. For specific examples on how UINav
contextually evaluates Ul elements see §A.8.

4.2 Referee model

In the agent’s action space there is no “‘done” action.
This means that the agent does not stop on its own
but instead relies on the environment to terminate
a task. This is common practice in reinforcement
learning. Instead of building task-specific termi-
nation logic, we train a referee model to predict
whether a task is completed at each step and what
its outcome is. The referee is trained using the
exactly same set of demonstrations as the agent,
hence it does not incur extra effort in data collec-
tion. However, it also serves a second purpose.

A well-known challenge in demonstration-based
systems is that they can require excessive developer
time to collect a sufficient number of demonstra-
tions (Lau, 2009) and that it may be difficult to
provide samples that are sufficiently different from
each other (Myers and McDaniel, 2001; Lee et al.,
2017). By automatically evaluating the execution
of a currently-trained agent and identifying fail-
ing tasks, the referee guides users towards collect-
ing new demonstrations only for critical scenarios.
Failed executions are saved along with all their
parameters and passed to the demonstrator.

The neural architecture of the referee model is
similar to that of the agent except that it is wrapped
in a recurrent neural network to consider the history
of actions (see §A.3 for more details). The referee
predicts one out of 4 labels: (1) SUCCESSFUL: the
task is completed successfully; (2) FAILED: the task
has failed or has reached the maximum number of
allowed steps; (3) PENDING: the task is ongoing; or
(4) INFEASIBLE: the task cannot be executed.

4.3 Utterance masking

UINav’s focus is on generalizing to different execu-
tion environments without requiring an excessive
number of demonstrations. However, another large
source of variability is the input instruction pro-
vided in natural language. To address this problem,
we design UINav agents to learn general task work-
flows rather than specific task instances. We do so
by pre-processing utterances to identify sub-string



that represent the variables of a task. For example,
in Search for tiktok in Google, tiktok is the phrase to
search for and can be replaced by other keywords.
The variable sub-strings are masked and replaced
by placeholders before being encoded, so that the
utterance embedding is independent on the specific
instances. As a result, there is no need to train
with different utterances covering the distribution
of variables.

For any utterance, all the replaced sub-strings
are included in the list of entities associated with
the task. A matching vector is computed for each
Ul element on the screen and is included in the ele-
ment attributes passed as input to the agent. In the
matching vector, each scalar is in the range of [0, 1]
and computed as the cosine similarity between the
text label of the UI element and the corresponding
entity string.

Variable sub-strings can be identified by either
following pre-defined patterns, through the use
of explicit delimiters, or semantic parsers (Ka-
math and Das, 2019). LLMs can also be em-
ployed (Shin and Van Durme, 2022; Drozdov et al.,
2022; Mekala et al., 2022). UINav still works
without utterance masking but may require more
demonstrations to reach similar accuracy (see abla-
tion analysis in Table 2).

5 Increasing robustness and efficiency

We have described how UINav helps developers
balance accuracy and number of demonstrations.
Next, we describe the techniques that increase the
agent robustness in the face of system delays, Ul
changes, and variations in task descriptions.

Action validation and macro actions. Control-
ling Uls of an actual device involves dealing with
various system issues. There are unavoidable de-
lays between the time a state is collected from a
device and when a predicted action is ready to be
performed. Screens can also be slow at loading or
updating, hence an agent needs to wait for them to
stabilize. These delays are particularly noticeable
on a mobile device. To deal with these issues, rather
than modeling this variability through more demon-
strations, we take various programmatic measures.

First, before executing an action, UINav vali-
dates it by checking whether a referenced Ul ele-
ment is still on the current screen and if so, whether
it has changed. If the action is not applicable any-
more, it requests a new prediction.
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Table 1: Inference time (msec) on high/low-end phones.
None of the models utilize any accelerators.

Device Agent Referee SmallBERT ‘ Total
High-end 198 221 262.79 267.00
Low-end 440 524 427.63 437.27

Second, every action is executed as a small pro-
gram that is composed of lower level operations
with status checks. Such a program is referred to
as macro. Each macro is implemented following a
state transition graph and it is atomic so that while
a macro is running the agent stays idle and changes
to the screen are not visible to it. An example of
macro action is focus_and_type which comprises 4
low-level actions: clicking the input field to obtain
focus, waiting for the blinking cursor to appear, typ-
ing the text in the field, and (optionally) pressing
Enter. See §A.4 for more details.

Demonstration augmentation. To further limit
the number of required demonstrations and amplify
the learning brought by each one, UINav also aug-
ments the collected demonstrations by randomizing
the attributes of randomly-selected, non-critical Ul
elements. This teaches the agent which elements
may be safely ignored, and ultimately makes it
more tolerant to UI changes. Non-critical Ul ele-
ments have their attributes modified with a prede-
fined probability by either (i) replacing the embed-
ding of their text labels with random vectors, or (ii)
by adding random offsets to the four scalars of their
bounding boxes, which is equivalent to randomiz-
ing both the element’s position and size. Despite its
simplicity, demo augmentation is highly effective
at improving UINav’s performance (see Table 2).

6 System evaluation

We built UINav for Android. Both the agent and
referee are implemented in TensorFlow. The agent
model has 320k parameters and its tflite version
occupies 1.3MB, while the referee has 430k param-
eters and it is 1.8MB large. For text encoding we
use SmallBERT (Turc et al., 2019) and convert it to
a 17.6MB tflite model. No quantization is applied
during the conversion (More implementation de-
tails in §A.5). As shown in Table 1), both the agent
and referee take only a couple of milliseconds to
execute on a high-end phone (e.g., Pixel6pro) and
around 5 milliseconds on a low-end phone (Pixel
3a). BERT dominates the total time.



Table 2: Task and step accuracy on MoTIE.

Model App seen task unseen  App unseen task seen
task acc  stepacc  taskacc  step acc
Seq2Seq 22.5% 40.4% 18.0% 31.3%
MOCA 21.3% 40.0% 17.0% 32.7%
Seq2Act 32.4% 66.4% 28.3% 67.7%
UINav 37.9% 73.7% 36.8% 66.8%
UINav-+aug 39.4% 74.9% 39.7% 68.4%
UlNav+aug+utt  68.3% 89.7% 59.6% 81.9%

6.1 Agent and referee accuracy

We evaluate UINav on the MoTIF dataset (Burns
et al., 2022). MoTIF includes two splits: (i) app
seen task unseen which tests whether a model can
generalize to new tasks, and (ii) app unseen task
seen which tests whether a model can generalize to
new apps. As in the evaluation of the MoTIF sys-
tem, we train UINav using low-level instructions,
and compare against three baselines: Seq2Seq
(Shridhar et al., 2019), MOCA (Singh et al., 2020),
and Seq2Act (Li et al., 2020). More training details
in §A.7. We measure (i) step accuracy, the percent-
age of task steps where the model and the dataset
have matching outputs, and (ii) task accuracy, the
percentage of tasks with all steps matching.

Table 2 reports the results. For ablation pur-
poses, we consider three variants of UINav, de-
pending on whether demonstration augmentation
(+aug) and utterance masking (+utt) are enabled.
UlINav+aug surpasses all baselines by 7 and 11
percentage points in task accuracy and 8.5 and 0.7
points in step accuracy. Without demo augmen-
tation UINav outperforms all three baselines, in
all except one case (step accuracy in app unseen
and task seen). This demonstrates the effectiveness
of the UINav design and how demo augmentation
effectively exposes the model to a larger variety of
training conditions thus improving generalizability.
In this dataset, generalizing to new apps appears
to be harder than generalizing to new tasks. With
the addition of utterance matching, on unseen apps,
UlINav still achieves 59.6% in task accuracy and
81.9% in step accuracy, well above all baselines.

To evaluate the referee model we use again the
MOoTIF dataset as its traces are labeled as “feasi-
ble” or “infeasible”, depending on whether the task
was successfully completed. We compare against
the MoTIF system, specifically designed to predict
task feasibility/infeasibility. As the UINav referee
predicts 4 states, we map SUCCESSFUL/ PENDING to
“feasible” and FAILED/INFEASIBLE to “infeasible”.
As Fig. 3 shows, our referee model produces a sig-
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Figure 3: Referee model compared to the MoTIF sys-
tem (Burns et al., 2022) using the MoTIF dataset.

nificantly better F1 score, 80.9% vs. 63.5%, and it
is especially better in identifying infeasible tasks.

6.2 Demonstration effort

To evaluate the effectiveness of the error-driven
demo collection approach of UINav we cannot use
static datasets. Hence, we quantify the demon-
stration effort of UINav by using it to train high-
accuracy agents for 43 different tasks across 128
Android apps and websites, selected based on pop-
ularity (e.g., Gmail, Contacts, Amazon, Airbnb,
linkedin.com, target.com, etc.). Please see §A.9
for the full list. For demo collection we build a
dedicated GUI which can be connected to Android
phones or emulators (see §A.6). The GUI supports
macro actions and error-driven data collection. Dur-
ing data collection and testing, the environment
automatically performs a few random operations
at the beginning of each task, including randomly
changing pixel densities, font scales, device orien-
tation, and issuing a sequence of random number
of clicks on randomly selected UI elements. The
purpose is to start a task from a random state and
to diversify data coverage.

We collect demonstrations with the goal to
achieve near perfect success rates. With the ex-
ception of the search task we collect from 10 to 106
demonstrations (on average 32.7) per task, 3661 in
total (Fig. 4). Collecting 10 demonstrations takes
less than 10 minutes. The search task must work
across 100+ apps hence requiring 1700+ samples.
To verify this data is sufficient to train accurate
agents, in a second phase we collect additional 596
test samples. Because of the random initialization
of the environment, and the dynamic characteris-
tics of a live system, it is unlikely that the models
see a training sample that is identical to a test one.
The UINav agent achieves 90.6% task accuracy and
95.8% step accuracy; the referee is 99.5% accurate.
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Figure 4: Number of demonstrations in the training set collected for 43 tasks across 128 apps/websites.

Please note that the numbers of demonstrations 1.00

in Fig. 4 are most likely more than the minimum
required to reach the same accuracy, as we priori-
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neers with no prior experience using UINav utilized Max number of demonstrations per task

it to build agents for a few tasks. They started from
scratch, without using any existing demonstrations.
The time spent on collecting data for each task was
between 10 to 20 minutes while all participants
claimed their resulting agents performed perfectly.  agent model will fail. Our assumption is that a well-

designed UI often presents all the information that
6.3 Multi-task vs. single-task agents is needed for successful human interaction on the

To reduce the resource overhead on mobile de- current screen. The accuracy of our memory-less
vices, we train a single multi-task agent. We show  g€nts proves that this is the case for the tasks tested
this choice is preferable also for small numbers of S0 far. For tasks or Uls that require memory, the
demonstrations. From our in-house dataset, we se-  UINav agent model can be enhanced with memory
lect the 10 tasks with the largest number of demon-  through either a recurrent neural network or by
strations. We then train one multi-task UINay ~ Padding previous states in its input.

agent using demonstrations across all 10 tasks and Our approach depends on Ul elements for both
10 single-task UINav agents using demonstrations ~ representing features of screens as well as defining
from individual tasks. We repeat the training for ~ actions. It will not work if a screen representa-
an increasing number of demonstrations. As Fig. 5 tion fails to capture critical UI elements. This can
shows, the multi-task agent reaches 51% accuracy ~ happen also when accessibility trees miss critical
even with just one demonstration, demonstrating ~ nodes because content embedded in WebViews and
transfer learning across tasks is happening. The av- ~ Canvas is generally not captured.

erage accuracy for both multi-task and single-task

agents surpasses 80% with 40 demonstrations. 8 Conclusions

Figure 5: Comparison between multi- and single-task
agents with an increasing number of demonstrations.

We presented a demonstration-based system for
building small and fast Ul automation agents
To limit the number of required demonstrations, the ~ that are suitable for mobile devices. Our ap-
UlINav agent makes decisions based only on the  proach requires small human effort and no coding
contents of the current screen and does not utilize  skills. With modest numbers of demonstrations
information from previous screens. However, if a ~ UINav agents achieve near perfect success rate on
task truly requires an agent to remember previous  previously-seen tasks and with more effort they can
states or actions, then the current architecture of the ~ generalize well to new tasks and applications.
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7 Limitations
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A Appendix
Ethical considerations

A use case that motivates UINav agents include
screen readers for visually-impaired users. As ac-
cessibility labels are often missing or incomplete in
mobile apps, UINav can provide them with access
to a much wider range of applications and func-
tionality. Another potential use case of UINav is
task automation, which has societal, security and
privacy implications. An agent may leak private
information or carry out a task in an unacceptable
way or produce unwanted side effects. Malicious
actors could also use UINav agents for undesired
purposes such as overriding anti-fraud mechanisms
or manipulating applications to achieve undesirable
goals.

To develop UINav we collected a dataset inter-
nally. The demonstrators were asked to avoid en-
tering any private information and received fair
compensation.

A.1 An example task: search in YouTube

Fig. 6 shows the UINav agent searching in
YouTube. The agent dismisses popups twice (a)
and (b) to reveal the search bar. It then clicks
the "X" button to erase the previous search phrase
“something” (c). The system does not reach the de-
sired start state for a search until the screen shown
in (d), where the agent sets the focus on the search
bar to then enter the search term.

Fig. 4 shows the SEARCH task requires over 1700
task demonstrations because it must work for 100
or more different apps and websites. All other tasks
are specific to a single app and thus require fewer
samples, 33 on average.

A.2 Action space

The types of action the agent can predict define
its action space, summarized in Table 3. Actions
can be of two categories. Element actions manipu-
late a specific element. Global actions are general
operations or wrappers for platform-specific func-
tions (e.g., for launching an app). All the tasks
that we have tested so far are solvable by these two
categories of actions. In the future, we expect to
expand the action space to incorporate additional
functionality including deep-links and APIs.

A.3 Referee model

The referee is a recurrent neural network (RNN)-
based model (Fig. 7). The attention over
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Figure 6: UINav agent searches in YouTube. The pink arrows highlight the agent’s actions that are also annotated
by red boxes and texts. To start using the search bar the agent must first dismiss popups (twice) and clear the search
bar. (a) Clicks the back button to dismiss a popup ads; (b) Clicks "X" to dismiss the install page of Audible; (c)
Clicks "X" to erase the previously entered search phrase “something”; (d) Focuses on the search bar to enter a new

search term.

Table 3: UINav action space.

click <elem>

Clicks the center of the specified element.

Element focus_and_type <elem,text>  Sets focus on the specified element, types the

actions specified text, and optionally presses Enter.
dismiss <elem> Clicks outside of the specified element.
wait Waits until the next observation is received.
back Goes back to the previous app screen.

Global i . . L

actions scroll <left|right|up|down> Scrolls in the specified direction.

open_app <app_name>

Launches the specified application.

Transformer-encoded UI elements is similar to that
of the agent model, except that the query is the in-
put utterance concatenated with the action history
(the action performed in the previous step and its
outcome). Although action history could be de-
rived from previous screen representations, feeding
it as input directly makes it less challenging as the
referee does not have to learn it. The output of
the attention module is then fed into a gated re-
current unit (GRU) (Cho et al., 2014). The GRU
takes this along with the previous internal hidden
state as inputs to predict the current status of the
step: (1) SUCCESSFUL: the task is completed and it
is successful; (2) FAILED: the task has failed or has
reached the maximum number of allowed steps; (3)
PENDING: the task is ongoing; or (4) INFEASIBLE:
the task cannot be executed (e.g., the task may not
be well defined). Failed executions are saved along
with all their parameters and passed to the demon-
strator.
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Figure 7: The architecture of the UINav referee model.

A.4 Macro actions

In UINav, every action is executed as a small pro-
gram that is composed of lower level operations
with status checks. Such a program is referred
to as macro. Macro actions abstract the system-
specific details, thus making it possible to build
cross-platform agents and simplifying the agent’s
logic. Each macro action is implemented following
a state transition graph. Fig. 8 shows the state tran-
sition graph for most macro actions that result in
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Figure 8: The state transition graph for macro actions
resulting in screen changes.

screen changes, such as click and back. It starts
at S0, and transitions among the other states accord-
ing to incoming events, such as Action dispatched
and Screen changed, and exits either successfully
(S6) or with a failure (S5). The graphs of other
macro actions are similar.

Each macro is atomic so that the agent stays idle
while a macro is running. During the execution of a
macro action, changes to the screen are not visible
to the agent, and do not contribute to the state space.
In particular, each macro action is designed to en-
capsulate transitional screens, and finishes when
the screen becomes stable or a timeout is reached
(required for dynamic screens such as playing a
video).

Another advantage of using macro actions is that
they package highly dependent, low-level actions.
Fig. 9 shows an example. The focus_and_type action
(inspired from MiniWoB (Shi et al., 2017)) consists
of 4 low-level actions: clicking the input field to
obtain focus, waiting for the blinking cursor to
appear, typing the text in the field, and (optionally)
pressing Enter. (Note that large arrows in purple
are drawn to highlight interesting areas.)

As aresult, we are able to utilize a memory-less
neural network architecture for the agent. In other
words, our agent picks an action based only on
the information of the current screen. This makes
the neural network easier to train. Additionally,
a memory-less neural network can be trained us-
ing sets of single screenshots, rather than long se-
quences of screens which can be hard to collect.

A.5 Implementation

We built UINav for the Android platform. How-
ever, our design is applicable to other platforms
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and some of our techniques (e.g., macro-actions
and screen representation) are specifically designed
to be platform agnostic. Both the agent and the ref-
eree models are implemented in TensorFlow. We
employ two inference modes, off-device and on-
device. During development we use the Python
API of TensorFlow to test the models off-device.
Once stable, the models are converted to Tensor-
Flow Lite (tflite) for on-device inference. Both
agent and referee models utilize the same pre-
trained language model to encode utterances and
texts appearing on screens. We choose the small-
est model, L-2_H-128_A-2, of SmallBERT (Turc
etal.,2019), and convert it to a 17.6MB tflite model.
Note that no quantization is applied during the tflite
conversion of any of the above models. For effi-
ciency, the sentence encoding computation of the
agent and referee models are shared.

The selection of SmallBERT over a larger lan-
guage model is mainly for on-device inference. We
restrict the input utterances to predefined patterns
so that arguments can be parsed through regular ex-
pressions. With the help of utterance masking, our
models deal with higher data diversity and main-
tain high-accuracy. If an LLM can be used, such
restrictions won’t be necessary.

For both off-device and on-device modes, we
rely on an in-house built companion Android app
to extract screen representations and to perform
macro actions. For off-device mode, we utilize
AndroidEnv (Toyama et al., 2021) to communicate
between the companion app and our learning en-
vironment. For on-device mode, all the models
interact with the companion app directly.

The neural networks are agnostic to whether the
Android accessibility tree or screen understanding
techniques are used to produce screen representa-
tions. We include demonstrations using both data
sources in the same pool of training samples. Both
approaches have their limitations. There are icons
that are unrecognizable by the icon detectors of
screen understanding models and the output of text
recognizer may contain errors. On the other hand,
visible UI elements may be absent in the corre-
sponding accessibility tree if the app contains Web
views, Canvas, etc.

A.6 UlNav Console

To collect demonstrations, we have developed a
dedicated application, the UINav Console, that can
be seen in the right-half side of the screenshots in
Fig. 10-12. At each step of a demonstration, a
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Figure 9: The focus_and_type macro action consists of four steps: (a) clicking the input field (“Search in Drive”)
to obtain focus; (b) waiting for the blinking cursor to appear; (c) typing the specified text (“reinforcement learn-
ing”); and (d) pressing Enter and wait for the screen to update.

user specifies a macro action, including action type,
referenced element, and action argument (if any),
and then requests execution of the action.

It is typically less effort to complete a task us-
ing the UINav Console than directly manipulating
the device. For example, entering text using the
console takes at most four clicks (clicking the tar-
get element, opening the drop-down list of can-
didate texts, selecting the text to input, clicking
the focus_and_type button), while manipulating
a real device requires keying-in individual char-
acters. The UINav Console also exposes system
APIs, such as opening an app through intents, that
are not available through the actual device. While
using the console may encourage users to com-
plete a task in a way that is different than how they
might do through a native interface, the main goal
of a trained agent is to successfully complete tasks.
Whether it behaves like a human is less important.

In the UINav workflow, new human demonstra-
tions are collected only in scenarios where the cur-
rent version of the agent or the referee make errors.
The demonstration collection interface is integrated
with the agent and referee. At each step, the agent’s
choice of an action and its optional argument are
assigned to the internal states and are visualized
on the GUI. It is not uncommon that an agent pro-
duces correct outputs for unseen scenarios due to
the neural networks’ capability of generalization.
In such cases, a demonstrator simply proceeds with
a single click to the next step, thus avoiding the
effort of manually specifying the action parame-
ters. Error-driven demonstration collection signifi-
cantly reduces human effort as well as the number
of training samples, which ultimately leads to lower
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training times.

A.7 Model training details

Training the agent model. For the agent model,
demo augmentation happens dynamically with a
1% probability for a sample to remain unchanged.
The model is optimized by an Adam optimizer with
a fixed learning rate of le-3. Initially a training
runs up to 100,000 samples and can be terminated
earlier if the test accuracy stabilizes. If new demon-
strations are added, the agent will be trained with
additional 20,000 samples. It is trained on CPU or
GPU with a batch size of 256.

Training the referee model. For the referee
model, each demonstration is augmented to 10 sam-
ples at a pre-possessing stage. The model is opti-
mized by an Adam optimizer with a fixed learning
rate of le-3. A training takes up to 30 epochs and
can be terminated earlier if the test accuracy sta-
bilizes. It is trained on CPU or GPU with a batch
size of 128.

A.8 Case study of agent capabilities

In the following figures we report screenshots and
the associated UINav console. The large arrows in
purple are drawn on the screenshots to highlight
interesting areas. In the console it is the annotated
screen, where Ul elements are identified using blue
and green boxes. An element highlighted by a red
box indicates that it is selected to receive the next
action.

Sending an email with multiple text inputs.
Fig. 10 shows the image sequence of a UINav agent
completing the “send email” task. The task utter-
ance is “send an email to uinav@gmail.com with
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Figure 10: The UINav agent sends an email: (a) Clicks the compose button; (b) Types the email address; (c) Types
the subject; (d) Types the email content. The action of clicking the send button is not shown due to space limitation.

(@) (b)

Figure 11: Two cases of an agent sending a message. The task description is “send the following message in
WhatsApp Messenger to Jerry: Are you coming to the meeting?”. (a) In the message view to a different recipient
from the one in the utterance; (b) In the message view of the same recipient as the one in the utterance.
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the subject: Events for the Week and the content:
Hi, you are invited to attend our weekly meeting
from 4:00pm to 5:00pm on Tuesday (EST - New
York)”.

Sending a message to the correct recipient.
Fig. 11 compares two cases of an agent sending
messages. The images are deliberately modified to
hide the real names of the recipients. Both (a) and
(b) are in the message view of the app but of dif-
ferent recipients, Tom in (a) and Jerry in (b), while
the utterance specifies the recipient to be Jerry. The
agent correctly recognizes the difference and se-
lects the correct action for both cases: pressing the
back button at the top left for (a) and typing the
content of the message at the bottom for (b). Note
that it is the title bar that contains the information
on the current recipient. We believe that it is due to
the self-attention of the Transformer encoder that
the agent learns whether the text of the title bar
matches the recipient is a critical signal in these
states.

Understanding the relationship between text la-
bel and switch. Fig. 12 shows how the UINav
agent selects actions to turn off notification dot
in two cases: (a) when the switch is on and the
agent selects the action to click the text label of
"Notification dot on app icon", and (b) when the
switch is already off and the agent chooses to wait
for the referee to terminate the task. Note that the
text label of "Notification dot on app icon" and its
switch are independent Ul elements in the screen
representation, and there are multiple switches on
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the screen with identical attributes except for their
positions and states. The agent learns their relation-
ship probably by the relative positions (horizontally
aligned).

A.9 Apps and websites used in data collection

The full list of Android apps and websites that are
used in our data collection is as follows:

Facebook Messenger, TikTok, Instagram, What-
sApp, Amazon Shopping, Facebook, Walmart, Spo-
tify, Pandora, Amazon Prime Video, Google Play
Games, Wish, Pinterest, Google Messages, Target,
Poshmark, Waze, Twitter, Wayfair, google.com,
Google Play Store, Seamless, YouTube, Reddit,
Ebay, Etsy, Soundcloud, Tasty, Gmail, Contacts,
Android Auto, YouTube Music, Snapchat, Tubi TV,
Shop, News Break, Cash App, Pluto TV, Uber,
Burger King, Roku, Amazon Alexa, Life 360,
HBONow, ESPN, iHeartRadio, Nike, Amazon Pho-
tos, Letgo, Walmart Grocery, Weather App, Google
News, Files, Home Screen, Google Docs, Door-
Dash, Google Photos, AirBnB, AliExpress, Ama-
zon Music, Apple Music, Audible, Chewy, Chik Fil
A, Costco, Dollar General, Google Drive, Dunkin
Donuts, Google Earth, Emoji Home, Family Dol-
lar, wikipedia on firefox, Food Network, GroupMe,
Groupon, GrubHub, Instacart, KeepNotes, King
James Version, Kroger, Likee, LinkedIn, fb Lite,
Lyft, Maps, OfferUp, Phone, Pixaloop, Scanner,
SHEIN, Skype, SmartNews, Starbucks, thredUp,
Ticket Master, Walgreen’s, Yahoo Mail, Yelp,
YouTube Kids, Zedge, Zelle, Zillow, wikipedia.org,
youtube.com, yahoo.com, facebook.com, live.com,



reddit.com, bing.com, linkedin.com, Sam’s Club,
discord, GoodRx, Outlook, Breaking US News,
Lucky Go, CNN, Postmates, Transit, Sephora, tar-
get.com, twitter.com, irs.gov, craigslist.org, home-
depot.com, Recipes Home, Zillow, and Dialer.
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Abstract

Supernet training of LLMs is of great interest in
industrial applications as it confers the ability
to produce a palette of smaller models at con-
stant cost, regardless of the number of models
(of different size / latency) produced. We pro-
pose a new method called Multistage Low-rank
Fine-tuning of Super-transformers (MLFS) for
parameter-efficient supernet training. We show
that it is possible to obtain high-quality encoder
models that are suitable for commercial edge
applications, and that while decoder-only mod-
els are resistant to a comparable degree of com-
pression, decoders can be effectively sliced for
a significant reduction in training time.

1 Introduction

Given their sizes up to billions of parameters, (Raf-
fel et al., 2020; Brown et al., 2020), it is challenging
for enterprises to fine-tune Large Language Models
(LLMs), and furthermore they are not suitable for
deployment on edge devices with limited memory
and computational power. We wish to enable LLMs
on edge environments for enterprise use cases. This
requires the following two capabilities. (1) Accom-
modating a variety of edge device hardware: A
single fine-tuned model is not optimal across the
spectrum of devices. For industrial applications, a
palette of fine-tuned LLMs is required for different
hardware. (2) Dynamically changing resource lev-
els: At run-time, the available resources on edge
devices evolve over time, and appropriate model
should be dynamically selected based on the avail-
able resources of each device.

A considerable amount of research has focused
on compressing LLMs (Zhu et al., 2023; Sanh et al.,
2019; Mukherjee and Awadallah, 2020; Mukherjee
et al., 2021; Jiao et al., 2020; Hsieh et al., 2023).
Methods that train a single small model guided by
a large teacher model such as DistilBERT (Sanh
et al., 2019) and BERT-PKD (Sun et al., 2019), ei-
ther achieve limited compression or do not scale to
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a large number of deployment devices. Supernet
training methods (Hou et al., 2020; Xu et al., 2021;
Cai et al., 2019; Kundu et al., 2023; Lou et al.,
2021; Jawahar et al., 2023) were introduced to ad-
dress these limitations: multiple smaller subnets
within the supernet are trained simultaneously with
weight-sharing. This one-time training approach
produces a palette of smaller models, helping miti-
gate the computational cost of fine-tuning a model
for each deployment scenario. However, the full-
parameter supernet training approach is impractical
when fine-tuning of an LLM is required for mul-
tiple deployment scenarios, limiting its utility for
enterprises.

Parameter-efficient fine-tuning (PEFT) methods
such as Low-Rank Adaptation (LoRA) reduces
the number of trainable parameters by allowing
only rank-decomposition matrices to be trained
while freezing the pre-trained weights of the model.
PEFT methods, however, are not applicable to
supernet training due to the implications on the
weight-shared sub-networks. Our work bridges
this gap to enable efficient fine-tuning of LLMs for
edge devices. Our contributions are:

1. We propose a parameter-efficient, distillation-
based approach for supernet training of LLMs.

2. We devise a gradient scaling scheme to im-
prove convergence speed of any form of su-
pernet training.

3. We demonstrate significant compression of
encoder models for edge. We highlight the
limits of comparable compression for decoder
models, while demonstrating a huge reduction
in the steps needed for convergence.

2 Related Work

Classical compression methods have been used for
LLMs including pruning (McCarley et al., 2019;
Voita et al., 2019), low rank approximation (Ma
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et al., 2019; Lan et al., 2019), and quantization
(Shen et al., 2020; Zafrir et al., 2019; Bhandare
et al.,, 2019). Knowledge distillation (KD) is
adopted in BERT-PKD (Sun et al., 2019), tiny-
BERT (Jiao et al., 2020), and distilBERT (Sanh
et al., 2019) and (Gu et al., 2023) in MiniLLLM to
distill knowledge from the layers of a large trans-
former model to a smaller one. See also the survey
(Zhu et al., 2023). All these existing methods pro-
duce a single compressed model, unsuitable for
edge scenarios with multiple deployment devices
having varying computational capability.

Neural architecture search (NAS) based on rein-
forcement learning (Zoph and Le, 2016) and evo-
lutionary algorithms (Real et al., 2019; Zhu et al.,
2019) trains every possible architecture and is very
slow. Weight-sharing NAS was thus developed: in
Guo et al. (2020); Cai et al. (2018), the building
blocks in the same layer are isolated as all architec-
tures are single paths. Weight-sharing NAS does
not scale well to large architecture search spaces,
hence, weight-entangled NAS, where subnets with
common parts share weights, was introduced.

For resource-constrained edge deployment, su-
pernet training (Cai et al., 2019; Kundu et al., 2023;
Chen et al., 2021b; Xu et al., 2021; Gao et al.,
2022; Dong et al., 2022) was developed as a mode
of jointly training multiple sub-networks (subnets)
with entangled weights: one trains the supernet
only once for all deployment scenarios. Cai et al.
(2019) introduced an elastic convolutional neural
network with "progressive shrinkage", where larger
subnets are trained first. Recent works have im-
proved sampling strategies, e.g. the sandwich rule
with in-place distillation (Yu et al., 2020), attentive
sampling (Wang et al., 2021), stochastic nature gra-
dient (Zhang et al., 2021), or post-training sampling
(Lou et al., 2021). Our work is related to supernet
training for transformer models (Hou et al., 2020;
Zhang et al., 2021; Wang et al., 2022, 2020; Chen
et al., 2021b). This gradient scaling technique can
be used with any of the above supernet methods.

Parameter-efficient fine-tuning (PEFT) has been
of great benefit in fine tuning LLMs. BitFit
(Ben Zaken et al., 2022) updates the bias terms
in pre-trained models while freezing the remain-
ing parameters. LoRA (Hu et al., 2022) decom-
poses attention weight gradients into low-rank ma-
trices to reduce the number of trainable parame-
ters. AdaLLoRA (Zhang et al., 2023) and QLoRA
(Dettmers et al., 2023) further improve LoRA (Hu
et al., 2022). Note that PEFT allows fine-tuning a
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base model on a single GPU but does not produce
smaller models. None of the PEFT methods can be
used for weight-sharing supernet training.

3 Solution Design

For use in enterprise settings, the solution must
allow fine-tuning of models on a small GPU foot-
print. In addition, inference cost in terms of storage
must be minimised. We therefore design a solution
which does not store the full size model check-
point for every downstream task but only the frozen
weights of the pre-trained base model and the low
rank matrices. For inference in commercial edge
use cases, we wish to enable storing the desired
models locally for a wide variety of edge device re-
source requirements. We thus develop an approach
where storage is minimised, storing only one base
model and as many low rank adapter matrices as
there are target model size variations, where low-
rank adapters are very small. If the model is stored
locally on an edge device, our proposed slicing op-
eration takes place where the supernet fine-tuning
is performed and the desired model is downloaded
for inference. The slicing operation takes place for
each model size-task combination and each result-
ing subnet can be cached for inference.

4 Problem Formulation

First, we provide notation. Given a transformer
model with architectural configuration ¢ and
weights W, we denote its forward-pass mapping
by fo(; W) : X — ). We consider the output
space ) to be the set of all non-negative vectors in
R” with elements summing to 1, where v denotes
the number of classes / vocabulary size). With
slight abuse of notation, we write the forward-pass
mapping of an input « € & through a transformer
model ® as g, z,h = fo(x; W), where § € ) de-
notes the predicted probability distribution over the
(class labels) vocabulary, z denotes the vector of
logits, and h represents a tuple of features such as
hidden state vectors and attention values from dif-
ferent transformer layers. Note that § = o(z),
where o is the standard soft-max function that
maps a vector of logits into a probability vector.
Given a training data set Dy, C X X ), model
weights W are learnt by minimizing training loss:

argmin | Lo(W) = E[{[fo(x; W), y] ”, (1)

W%

where E denotes expectation over training example
(x,y) drawn uniformly at random from D4, and



¢ denotes a loss function. Most commonly, £ is
chosen to be a task specific loss function, ftask,
such as cross-entropy (i.e., CE[-, -]) for classification
or causal language modeling loss for generative
models.

Next, we introduce the super-transformer and
related terminologies. We define three types of net-
works - Teacher network, Super-transformer (su-
pernet) and Sub-transformer (subnet). The teacher
is a fixed network with the same configuration as
the pre-trained transformer. A super-transformer is
a dynamic model whose architectural dimensions
(embedding dimension, number of heads, number
of layers, etc.) are configurable at run time. The
maxnet (resp. minnet) is the largest (resp. small-
est) network in the super-transformer’s architecture
space. Weight entanglement (weight-sharing) al-
lows super-transformer weights to be used across
sub-transformers, which are subsets of the super-
transformer. Pre-trained transformer weights ini-
tialise the super-transformer.

The dynamic nature of a super-transformer is
explicitly specified via a set A, called configuration
space, consisting of architectural configurations
of all sub-transformer models under consideration.
The definition of a super-transformer also includes
how the configuration ® € A is to be mapped to
a unique transformer model f3. A weight-sharing
super-transformer uses a set of shared weights Ws,
to define all sub-transformer models’ weights. This
is done through a weight projection operator 11
that slices (selects an appropriate subset of) the
super-transformer’s weights Ws,, into weights of a
sub-transformer model:

Wg := Il (Wsyp) , VO € A. )
The aim of a weight-sharing super-transformer is
to simultaneously train all the transformer models
{fo(Ie(W)) : X — Y|P € A} through the
shared weights Ws,,. A typical training objective
for super-transformers is the training loss averaged
over all model configurations in .A:

ar\%min Lsup(Wsyp) := E [ Lo(TLe(Wsyp)) |
Sup

|.®
where [E denotes expectation over model configu-
ration ¢ drawn uniformly at random from .4 and
Ly, as defined in (1), is averaged training loss for
configuration ®. Super-transformer weights, W,
are learnt with stochastic gradient (denoted @) of
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the super-transformer’s loss Ls,, estimated as

K
A 1 A
Vi Lsup(Weip) = 22 > Vv La, (T, (Weip)) (4)

j=1
. 1 . .
VwLe (W)= EZVWE [fo (27 Wa) , ], (5)
iEB
where {®1, - , g} are K sub-transformer con-

figurations sampled from A to approximate the
expectation in (3) and B is a mini-batch of train-
ing examples sampled from Dy, to approximate
the expectation in (1). Fine-tuning LLM super-
transformers is computationally challenging in en-
terprise use cases as it involves computing gradi-
ents of sub-transformers’ loss functions with re-
spect to a huge number of parameters.

5 MLFS

We therefore developed Multistage Low-rank Fine-
tuning of Super-transformers (MLFS). Given a
teacher model with configuration ®1cp and pre-
trained weights W?gﬁtram, we assume that its
weights (denoted W) can be fine-tuned on the
given task by learning low-rank matrices Ag, By

on top of pre-trained weights W%ﬁﬁtrain.

Wren := WEIEIM L A« By, (7)

where Ag, By are of (low) rank r. Note that
pre-trained weights WP "™ remain unchanged
during super-transformer fine-tuning. The low-
rank matrices, Ag and By, are learnt by minimiz-
ing the cross-entropy loss of the teacher model
o, (s Wren) @ X — Y over the training data
set Dyrqin. Specifically, we perform Ejy epochs of
fine-tuning on the teacher to learn Ag, By. This
is stage-0 of the multistage fine-tuning algorithm.
We denote the teacher weights obtained at the
end of stage-0 by Wrc,. We now define a super-
transformer with maxnet configuration the same as
the teacher’s. Thus the super-transformer’s weights
Wsyp are of the same size as the teacher weights
Wcen). To fine-tune the super-transformer weights
Wsyp, in each of the subsequent stages, we freeze
Wicn and propose learning two stage-specific low-
rank matrices Ag, B, of the same rank, r, as
Ay, By, that are shared across all sub-transformer
models in that stage. To be precise, we impose
the following structure on the weights of the sub-
transformers at stage-s:

WSup = Wren + Zgzl As x B,

Ws =1l (WSup), Vo c A. ®)



Algorithm 1 Multistage Low-rank Fine-tuning of Super-transformers (MLES)

Input: Transformer model (teacher) with configuration ®1cy & off-the-shelf pre-trained weights WPI™"a™,

model configuration space A consisting of smaller (than ®+¢p,) transformer architectures of interest, Dyyqin
fine-tuning data set for the target task, r: rank of the low-rank matrices and distillation factor v € [0, 1].
Loss functions: Target task loss {55k, knowledge distillation loss ¢xp, feature distillation loss £p.
Multistage Training:

1: for stage s = 0,1,2 do

2: Initialize the low-rank matrices { A, B} to be learned at stage s .
3: for iteration=1,...do
4: Get a mini-batch B of training examples from data set Dy;q;p,: {(ml, y") € Dirain |1 € B}.
5: Load the super-transformer model with weights Wy, <= WP 5™ 4 4 By,
6: A :={®q, Py, - - } «+ sample_sub-transformers(.A4, stage = s). [®; is the maxnet].
7: for each ®; € A, do
8: Load the sub-transformer model ®; with weights We, := Tl (Wsyp).
9: n; := # of fine-tuning weights in model configuration ®; .
10: Compute forward-pass on the sub-transformer ®;: g)}, z;:, hfI,j — fq>].($i; W<1>j), Vi € B.
11: For the case of maxnet ($1) set the distillation factor « to 0.
12: Find the loss: 1oss’ < (1 — ) Crask[i}, y'] + (EKD[Z;, 2] + EFD[hfbj,hfbl]) , Vi € B.
13: Compute gradients (Vy, lossg-, Vgslossé) using backward-pass on sub-transformer @ ;.
14: end for
15: Update Ag, B; using the gradients (@AS Lsup, @BS Lsyp) of the super-transformer’s loss:
~ 1 ni 7. ~ 1 :
VwLsup = 5 Z() VwLe,, VwLle, = => Vwlossi, VW € {A,,B.}. (6)
ERPAA J ' 18]
jEAs ieB
16: end for
17: end for

Output: {A,, B,}2_, and fine-tuned super-transformer weights: Ws,p, = WP 1572 A 5 B

Stage-s of the fine-tuning process involves learning ~ where {As, Bs}s—01,2 are low-rank matrices
only the low-rank matrices, Ag, Bs, by minimizing  shared across all sub-transformers ® € A.

the super-transform loss as in (3). In stage-1, we

sample sub-transformer models by sampling dif- To illustrate the computational savings, recall
ferent widths from the super-transformer keeping W?ﬁﬁ“w € R4, where d is typically of the or-
the depth (number of layers) same as the maxnet. ~ der 10* — 108, For rank 7 (typically < 10) for the
In stage-2, we sample sub-transformer models by ~ low-rank matrices: A, € R>", By € R™? s =
sampling different widths as well as depths. We 0, 1,2, where r < d. Then, the number of param-
always sample the maxnet model from the super- ~ eters to be learnt in the MLFS approach is 6rd.
transformer as the 15¢ sub-transformer model, ®;,  In contrast, full fine-tuning requires updating d?
at every iteration. We call this Multistage Low-  parameters at every iteration.

rank Fine-tuning of Super-transformers (MLFS)

and present it in Algorithm 1. Gradient Scaling For faster convergence of the
smaller sub-transformers within a super- trans-
former, we propose a novel weighted-combination
of the gradients of the sampled sub-transformers.

Proposition 1 Let the individually fine-tuned
weights of a subnet, ®, be expressed as Wo =
g (W™ 4 AWg. Then, MLFS has the fol-

lowing structure on AWe: Proposition 2 Let 15 sampled sub-transformer,

) D4, be the maxnet be in every iteration. Then the
AWg =Ilg <Zs:0 As * Bs) VO e A, (9 scaled gradient of the super-transformer training
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loss, Lsyp, in Algorithm 1 is given by

S (1 /n)Y Vw L, (10)

where Vv denotes gradient w.rt. only those
weights that are being fine-tuned (in this case only
the LoRA matrices), nj denotes the actual number
of trainable weights in model configuration ®; and
v > 1is a hyper-parameter.

Proof: Each sub-transformer gradient in (10),
grad’, is scaled by (n1/n;), which is obtained
from the relative weighting of the loss functions.
Let £;(W) denote the j-th sub-transformer’s loss.
Using first-order Taylor expansion, we get:

E‘:Dj (W + 5) ~ £<I>j (W) + <VW£¢’J' (W)7 5>7
where (-, -) denotes inner (dot) product operation.
Therefore, the steepest possible decrease in the loss

function L4, can be approximated as:
Aﬁ.:pj ~ HVWEQJ (W

where we approximate the || - [|; norm using the
zero-th norm, i.e., number of non-zero elements
and n; stands for the actual number of trainable
parameters in sub-transformer configuration ®;.
Since the decrease in the loss of a sub-transformer
model ®; is approximately proportional to the num-
ber of trainable model parameters (n;), we scale
the losses using (n1/n;)7,7 > 1 so that training
losses of smaller sub-transformer models converge
at a rate similar to that of larger sub-transformer
configurations. Recall that n; is the maximum
number of trainable parameters as 1°¢ sampled sub-
transformer ®; is always the maxnet. O

Distillation Loss for Super-transformers:
Knowledge distillation is straightforward in a
fixed-network fine-tuning setting. However, it is
less so when fine-tuning a supernet, and in par-
ticular, fine-tuning a supernet using the proposed
multistage LoRA based approach. Specifically, the
subnets receive two types of knowledge distillation
(KD) from the teacher: (a) the usual KD loss that
utilizes the output logits of the teacher and (b)
distillation of features from transformer layers
(Jiao et al., 2020) of the teacher.

To define the distillation based losses pre-
cisely, let the forward-pass mapping of an in-
put training sample x’ through sub-transformer
®; be Q;, z;-, hfbj +— fq>j($i;Wq>j), where h;- =

(h;’l, ce hj.’l, ...) with hj.’l denoting the feature

M1 10]maz = O(1)|0]maz
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vector from [-th layer of sub-transformer ®;. In
super-transformers, the model (maxnet) having
the largest configuration, ®1, acts as the teacher
and knowledge distillation loss for all other sub-
transformers w.r.t the teacher is defined as

EKD[Z‘%j7ZZi>1] = KL[U(ZfI)J/t)7 U(Zzbl/t)], v] > 17

where KL[-, -] denotes the standard KL divergence
between two probability vectors, and ¢ > 1 is a
hyper-parameter called the temperature. Let d;
denote the embedding dimension (hidden size) in
sub-transformer ®;. We compute feature based
distillation loss by projecting features hil;lj € R%

to a low-dimensional space R%ow
Z ,3l HUZ hz N}

where g; maps each layer index of the sub-
transformer configuration ®; to that of the super-
transformer ( / maxnet ®1). In this paper, we pro-
pose to share the maxnet’s feature projection ma-
trices {U} € R%ow>d1} across all sub-transformer
models. We do so by slicing the matrices {U} }:

1,95 (1
EFD h‘1> >h<I>1 Ul @glj( )||27

Ul- . [Ui]j(l)]q>

; ; e Rdlodej,

(11

where the operation [ |g, selects appropriate
subset of columns depending on the configura-
tion ®;. To reduce the number of user-chosen
hyper-parameters, we propose the following hyper-
parameter sharing: Bé» = ﬁgj(l), Vi, l=1,2,...
Thus, apart from setting fewer hyper-parameters,
one needs to learn only maxnet’s feature projec-
tion matrices {U} : [ = 1,2, ...}, making feature
distillation in a super-transformer setting compu-
tationally efficient. Additionally, we save compu-
tation through use of features only from a fixed
subset of maxnet layers for distillation across all
sub-transformers: i.e., we use the following subset
of maxnet layers: { gmin({) : {1 = 1,..., Lmin},
where L,;, denotes the number of transformer lay-
ers in the smallest sub-transformer ®,;,, and gpin
maps layer indices of ®,;;, to that of maxnet ®;.

6 Results on Encoder and Decoder LLMs

We report performance on encoder tasks using
GLUE (Wang et al., 2018) with BERT},. as the
teacher model ®t1¢,. For decoder LLMs, we use
Santacoder (Allal et al., 2023) and Codellama7B
(Roziere et al., 2023) on a python coding task using
bigcode/the-stack data (Kocetkov et al., 2022). We
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Figure 1: Performance of task-specific BERT models produced by MLFS vs. other methods on 3 GLUE data sets.

report performance of the sub-transformer models
at the end of stage s = 2. On GLUE, we use the
train set for fine-tuning and the dev set for accu-
racy evaluation. For santacoder, we evaluate per-
formance using HumanEval (Chen et al., 2021a)
and report pass@1 scores. All experiments were
conducted using PyTorch on a single Nvidia A100
(40GB) GPU. Additional details on the experiment
settings are provided in the Appendix.

6.1 Performance of Encoder Models

We compare performance of encoder models ob-
tained with the MLFS approach against a static,
fixed model (BERT base) from (Zhang et al., 2021;
Hou et al., 2020), two popular distilled variants
of the fixed model: TinyBERT (Jiao et al., 2020)
and DistilBERT (Sanh et al., 2019), and models
trained using existing super-transformer methods
(DynaBERT (Hou et al., 2020). Figure 1 shows
the performance of the palette of models, from
a 45M param. minnet to full-size 110M maxnet.
Encoder models produced by MLFS are at par or
better than much costlier methods. Results of PD-
BERT, BERT-PKD are from (Zhang et al., 2021),
static BERT from (Zhang et al., 2021) for all ex-
cept MRPC for which we use (Hou et al., 2020).
Note that TinyBERT performs data augmentation
leading to higher accuracy but much longer compu-
tation time. We do not perform data augmentation
for fairness of the comparison to the other meth-
ods. The main observation is that MLFS provides
accurate, smaller encoder models at 1/4 the size of

the teacher and 1/3 its runtime latency on a single
GPU.
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Figure 2: Ablation study on gradient scaling: MLFS
minnet convergence is improved using gradient scaling.

Ablation Study on Gradient Scaling In super-
net training, the weights of maxnet and subnets
are shared and trained simultaneously. The maxnet
tends to converge and overfit earlier than smaller
subnets. The different convergence rates renders
selecting a single supernet checkpoint for all net-
works difficult. Gradient scaling solves this by
speeding up convergence of the smaller subnets
to match that of the larger subnets or the maxnet.
Fig. 2 shows that gradient scaling improves minnet
convergence, indicated by lower minnet loss.
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Figure 3: Ablation study on MLFS rank of A, B.
Maxnet (top: blue), minnet (bottom: green), and av-
erage of two medium-sized subnets (middle: orange).
Rank r = 8 is optimal for small and medium subnets.

Ablation Study on Rank in MLFS Finally, in
Fig. 3, we examines the impact of rank r of the



matrices A, B on performance. Note that the ac-
tual number of parameters fine-tuned vary as we
vary the rank . The aim is to provide good results
for the smaller networks. Here, rank » = 8 works
well across the GLUE data sets. Therefore, we use
rank r = 8 for A, B for all other MLFS experi-
ments. From the scale of the y-axis in 3, observe
that MLFS is not overly sensitive to the chosen
rank.

6.2 Performance of Decoder Models
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Figure 4: Performance of MLFS on a custom Santacoder
0.7B model using 10K/400K/1.2M training examples.

Data set size Model size
0.5B 0.7B 0.9B

10K 4.5 8.6 13.4

400K 4.7 9.5 13.5

Table 1: HumanEval pass@1 (%) performance of 3 small
models produced by MLFS from Santacoder 1.1B.

Data set size Model size
45B 5.3B 6B

200K 11.0 195 232

400K 14.0 28.1 30.5

Table 2: HumanEval pass@l (%) performance of 3
small models produced by MLFS from CodeLlama-
7B-Python

Turning now to decoder models, we consider two
code-pre-trained LLMs, Santacoder (Allal et al.,
2023) and Codellama7B (Roziere et al., 2023).
We evaluate a custom 0.7B parameter Santacoder
model obtained from the 1.1B teacher. Due to an
inability to fine-tune on the full 24M coding exam-
ples, we use up to 1.2M. Fig. 4 shows that MLFS
pass@1 improves rapidly as number of tokens in-
creases from a low 10k to 400k to 1.2M examples,
only 5% of the 24M examples. Table 1 shows anal-
ogous results with 3 small MLFS models. The
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Figure 5: Convergence comparison of validation loss
while fine-tuning a custom model from random vs using
MLES. MLEFS achieves low validation loss much faster.

improvement in pass@1 indicates that the smaller
models retain the ability to learn from the larger
teacher. Again, from Table 2, we see that smaller
models produced by MLFS from CodelLlama-7B-
Python retain their ability to learn and improve
quickly as the number of examples increases. Note
that the full data set includes 24M examples; MLFS
achieves nearly 75% of the performance of fullsize
CodeLlama after less than 2% of the examples.

Contrary to encoder models, the compression
levels that retain sufficient performance of the
teacher with decoders is less. While MLFS re-
tains accuracy performance of encoder models at
1/4 the size of the teacher, the decoder models are
reduced to at most 2/3 the teacher’s size.

MLEFS slicing of the teacher model can, however,
benefit decoder models by reducing substantially
the training/fine-tuning time needed compared to
a randomly-initialised model, as shown in Fig. 5
on Santacoder sliced from 1.1B to 0.7B. In other
words, when a smaller model is required for edge
inference, one can train it from a random initiali-
sation, or slice from a teacher as does MLFS, and
train starting from the sliced weights. The latter
significantly reduces training time as seen in the
validation loss curves. See (Samragh et al., 2023)
for a similar observation.

7 Perspectives

Enterprise users require an efficient way to fine-
tune LL.Ms for inference on edge devices of many
sizes. We developed MLFS for such edge deploy-
ment scenarios. We demonstrate its benefits on en-
coder LLMs. We show the limitation of compress-
ing decoder LLLMs to a comparable degree; how-
ever, MLFS offers significant gains for smaller de-
coder training/fine-tuning by slicing from a larger
pre-trained teacher.
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Appendix
A Details of Experimental Set-up

Following (Hu et al., 2022), we use the fine-tuned
MNLI checkpoint to initialize the model weights
for experiments on small data sets such as RTE
and MRPC. In MLFS, the Low rank matrices are
added on the QKV vectors and the intermediate
size of feed-forward network (FFN) layers. We set
B; = 0.1Vl in feature distillation loss and choose
distillation factor o = 0.9. For training, we use a
maximum sequence length of 128; effective batch
size of 128 for QQP, MNLI, QNLI, and 64 for the
other data sets. Training is done for a maximum
of 8 epochs for all GLUE data sets except SST-2
for which we allocate maximum 3 epochs. We
set an initial learning rate of 5e~* for QNLI &
MNLI, and 1e~3 for other GLUE data sets. We use
rank r = 8 for the low rank matrices A, B unless
mentioned otherwise. We choose gradient scaling
hyper-parameter v = 1 for SST-2 and v = 2 for all
other data sets.
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B Additional Experimental Results

First, we present additional results on distilling
Santacoder-1.1B model. In Fig. 6, we compare Hu-
manEval performance of a 0.7B Santacoder model
fine-tuned through full fine-tuning (FT) from ran-
dom initialisation vs. full-rank (non-LoRA) MLFS
with (o« = 0.9) and without (o« = 0) distillation.
The improvement in the evaluation numbers is re-
markable even after fine-tuning on up to only 5%
of the examples. In Fig. 7, we also show better
convergence of validation loss on the Santacoder
0.7B for MLFS with distillation loss («« > 0). This
demonstrates the benefit of MLFS distillation as
compared to full MLFS fine tuning of the sliced
model.

B Full FT + random init.
[0 MLFS (a=0, r: full-rank)

| | MLFS (¢=0.9, r: full-rank)
I Teacher (Santacoder 1.1B)

I |
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Figure 6: Superior performance of supernet training
compared to other full fine-tuning based approaches on
three data sets with 10K/400K/1.2M examples.
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Figure 7: Convergence comparison of validation

loss while fine-tuning a custom model using MLFS
with/without distillation.

Finally, in Fig. 8, we show performance of a
spectrum of models distilled from BERT}, 5. using
MLEFS on 3 more GLUE data sets: QNLI, QQP,
and MNLI.
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Abstract

Identifying risks associated with a company
is important to investors and the wellbeing of
the overall financial markets. In this study, we
build a computational framework to automati-
cally extract company risk factors from news ar-
ticles. Our newly proposed schema comprises
seven distinct aspects, such as supply chain,
regulations, and competition. We annotate 666
news articles and benchmark various machine
learning models. While large language mod-
els have achieved remarkable progress in vari-
ous types of NLP tasks, our experiment shows
that zero-shot and few-shot prompting state-of-
the-art LLMs (e.g., Llama-2) can only achieve
moderate to low performances in identifying
risk factors. In contrast, fine-tuning pre-trained
language models yields better results on most
risk factors. Using this model, we analyze over
277K Bloomberg News articles and demon-
strate that identifying risk factors from news
could provide extensive insights into the opera-
tions of companies and industries.

1 Introduction

Risks are inherent and pervasive within compa-
nies’ operations and our society (Stephany et al.,
2022; Rausand, 2013; Albuquerque et al., 2019).
Understanding and identifying corporate risk fac-
tors could benefit diverse stakeholders, including
investors, regulators, and other relevant entities.
Notably, publicly listed companies are mandated
to disclose their risk factors, as these can inform
shareholders and the public when making financial
decisions (Beretta and Bozzolan, 2004). NLP mod-
els are also built to automatically extract company-
related risk factors from public filings, providing
consolidated and accessible insights for analysts
to fathom and integrate these factors (Kogan et al.,
2009; Yang et al., 2018).

While company filings offer a systematic view
of company-related risks, they are beset by three

* Work done as an intern at Bloomberg.
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principal issues: (1) Limited frequency—owing
to mandatory quarterly reporting, risk analysis is
confined to three-month intervals, disregarding the
reality of swift, even daily, alterations in a com-
pany’s risk profile. (2) Subjectivity—authored by
internal personnel, company filings might inadver-
tently omit pivotal risk factors due to vested in-
terests (Masson and Montariol, 2020; Klingebiel,
2018). (3) Bias towards public entities—only pub-
licly listed companies are obligated to divulge risks
through filings, neglecting the imperative to com-
prehend risks associated with private companies,
which may be particularly pertinent when engaged
in financial activities such as bond issuance (Abdel-
Khalik, 1993; Vanstraelen and Schelleman, 2017).

To redress these limitations, we propose to
model company-related risk factors from news ar-
ticles. News articles offer the following merits in
analyzing company-related risk factors: (1) High
frequency—news updates occur in real time, pro-
viding a dynamic information stream conducive
to measuring companies’ risk factors in the ever-
evolving market. (2) External perspective—news
articles, devoid of company affiliations, proffer di-
verse viewpoints, shedding light on risk factors
from external vantage points. (3) Coverage over
both public and private companies—news articles
encapsulate both publicly listed and private compa-
nies, thereby bridging the information gap present
in public filings.

While there are existing studies on modeling
risk factors, they typically focus on company fil-
ings (Zhu et al., 2016; Kravet and Muslu, 2013)
and their categorization may not be directly ap-
plicable to news data. Combining existing liter-
ature and our manual examination of hundreds
of news articles, we propose a novel theoretical
framework to analyze company risk factors in
news. Our taxonomy encompasses seven categories
of risk factors: Supply Chain and Product,
People and Management, Finance, Legal and
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Regulations, Macro, Competition, and Markets
and Consumers.

We annotate 666 news articles from Bloomberg
News! and benchmark a series of models from
feature-engineered baselines to prompting large
language models (LLMs). Despite their impres-
sive results on various other NLP tasks, LLMs per-
form worse than smaller transformer models (e.g.,
RoBERT?3) fine-tuned on in-domain data. By apply-
ing the best-performing model to a large sample of
277,112 news articles, we analyze the risk factor
across companies in given industries, and across
the entire macroeconomy. Our analysis shows that
modeling company-related risk factors could reveal
important signals of not only companies’ opera-
tions but also can be used as the indicator of the
macro-level risk for society.

2 Related Work

2.1 Risk Factors in Finance Domain

In finance and corporate operations, risks refer to
the factors that may harm the company or may
cause it to fail (Rausand, 2013). Existing research
has identified many types of risk factors for com-
panies, including financial risk (Malz, 2011; Fujii
et al., 2022), credit risk (Kao, 2000), policy risk
(Blyth et al., 2007), macro risk (Hiang Liow et al.,
2006), operational risk (Fujii et al., 2022) and com-
petition risk (Raith, 2003). In many countries, regu-
lators require publicly listed companies to disclose
risk factors in their quarterly and annual reports to
inform the investors (Weil et al., 2006). Another
line of research relevant to risk factors is financial
and economic uncertainty (Moore, 2017). While
both are forward-looking, risks specifically con-
notate those factors that may negatively affect the
operations and market value of a company.

2.2 Risk Identification as an NLP Task

Natural Language Processing methods have long
been used to analyze text documents in the finance
domain (Loughran and McDonald, 2020), such
as news reports (Day and Lee, 2016), social me-
dia posts (Souza et al., 2015), and company fil-
ings (Wang et al., 2013). Existing studies primarily
focus on company filings (Wang et al., 2013; Yang
et al., 2018; Kogan et al., 2009), which are issued
by companies themselves and are subject to limited
frequency. While researchers have also extracted
risk factors from news articles (Lu et al., 2009;

"https://www.bloomberg.com
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Bhadani et al., 2020), these either focus only on
specific types of risks (Bhadani et al., 2020) or only
tried to identify the relevant claims (Lu et al., 2009)
instead of providing a holistic view of the risks.

3 Theoretical Framework

In this study, we focus on modeling company-level
risk factors in news articles. We survey existing
literature (§ 2.1) and qualitatively examine hun-
dreds of news articles. Our proposed framework is
summarized as below.

Supply Chain and Product Risks associated
with the company’s supply chain, manufacturing,
product or core technology. For example, “Yum
China Faces Challenges with Chicken Prices” indi-
cates risks regarding the supply chain, as chicken is
an important ingredient in Yum China’s products.

People and Management Risks regarding a com-
pany’s internal operations such as layoffs, depar-
tures of top management, or specific operation
strategies. For example, “Tesla Pauses Hiring,
Musk Says Need to Cut Staff by 10%.”

Finance Risks related to the finances of a com-
pany such as cash flow, fund procurement, invest-
ments, and profits. For example, “NIO Shares Soar
as Loss Shrinks, Though Cash Concerns Linger.”

Legal and Regulations Risks induced by poten-
tial policy changes, pressure from regulations or
lawsuits. For example, “Maple Leaf Plunges as
China’s Hog Suspension Impacts Profits.”

Macro Risks caused by the macro socio-
economic environment such as inflation, pandemics
or a financial crisis. For example, “Absa Drops on
Profit Miss as South African Economy Struggles.”

Markets and Consumers Risks or challenges
from the market or consumer sales. For example,
“Hong Kong Protests Cut Demand for Hilton, Hyatt
Hotel Rooms” suggests that the demand for hotel
space is shrinking, which indicates Markets and
Consumer risk for both Hilton and Hyatt.

Competition Risks from a company’s competi-
tors in the market. For example, “Apple Revamp-
ing Smart-Home Efforts to Challenge Amazon,
Google”
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Figure 1: [Left] Label distribution over the 716 annotated samples. We denote Competition as Comp, Legal and
Regulations as Legal, People and Management as Mgmt, and Supply Chain and Product as Supp. All except
Competition have an approximately 14% positive rate. In total, 71.6% of the samples are labeled with at least one
risk factor. [Right] Distribution of risk labels for each company industry sector, based on the Bloomberg Industry
Classification Standard (BICS). In total, 12 different sectors are covered in the annotated dataset.

4 Data and Annotation

BN Dataset We draw five years of articles pub-
lished by Bloomberg News? (hereafter BN), cover-
ing diverse events and opinions pertaining to com-
panies across the world. We choose news pub-
lished between 2018 and 2022 to allow for COVID-
related comparisons. This initial dataset is filtered
by removing machine-generated and non-natural
language content, and is preprocessed with a rule-
based entity extraction pipeline. We further re-
moved articles where no company is mentioned.
This results in a collection of 277,112 news arti-
cles covering 14,972 public and 11,413 private
companies. For the sake of simplicity, we keep
only the headline and first five sentences of each
article for our study. These articles range from 20
to 4, 430 tokens long, with the average article being
151 tokens.

2018 2019 Total

#Docs. 56,741 62,862 57,421 53,906 46,182 277,112

Year 2020 2021 2022

Risk-Related Pre-Filtering Our pilot study
shows that risk factors can be sparse in news. Di-
rectly annotating over a random subset of BN arti-
cles will therefore yield a very high negative ratio.
We apply a lexicon-based filter before the sampling.
Concretely, we iteratively curate 53 unigrams to
capture various aspects of risk events, such as “chal-
lenge.” “layoff” ““shrink.”> We consider annotating
an article only if its headline matches at least one of
the keywords. We also experimented with hedges
similar to (Pei and Jurgens, 2021). However, we

Zhttps://www.bloomberg. com
3Full list can be found in Appendix.
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found that while hedges are a good proxy for un-
certainty, they are not able to reliably recall news
articles regarding risks, highlighting the difference
between uncertainty and risk factors.

Annotation We conduct an annotation study
based on the seven risk factors mentioned in Sec-
tion 3, using a multi-label classification setting.
We hire three U.S.-based annotators who are ex-
perienced in the finance domain. They are first
instructed to label 100 articles independently, fol-
lowed by a discussion to resolve disagreements
and make modifications to the annotation guideline.
The adjudicated set is used as test data.

They further annotate 200 articles each. After
removing samples with wrong mentions or low-
quality text, the final dataset includes 716 samples
from 666 unique news articles. In this dataset, 49%
of the samples have exactly one label, while more
than 20% mention multiple factors . In Figure 1
we show the distribution of risk factors along with
the number of news without any risk factors (“NO-
RISK”).

SupPP MGMT FIN LEGAL MACRO COMP MRKT
Supp N/A 8 6 12 17 8 19
MGMT 8 N/A 15 16 12 1 12
FIN 6 15 N/A 8 22 0 9
LEGAL | 12 16 8 N/A 11 4 8
MACRO | 17 12 22 11 N/A 3 31
Cowmp 8 1 0 4 3 N/A 11
MRKT 19 12 9 8 31 11 N/A

Figure 2: Risk co-occurrence matrix (annotated dataset).

Statistics To better understand the characteris-
tics of our newly annotated dataset, we first show
the distribution of industry sectors to which the

*Detailed distribution is in Appendix (§ A.1)


https://www.bloomberg.com

detected companies belong. We match each com-
pany to one of the 12 high-level industry sectors
defined by the Bloomberg Industry Classification
Standard (BICS) °. As shown on the right side of
Figure 1, our dataset contains samples over all of
these sectors. The distribution of risk types dif-
fers across industry sectors. For instance, there are
more MARKET related risks for companies in “Con-
sumer Discretionary,” while more “Legal” risks are
mentioned for companies in the “Financials” and
“Communications” industries. For “Real Estate”,
the majority of the risks fall under FINANCE. In
Figure 2 we further illustrate the co-occurrence
of risk factors. Notably, we observe higher co-
occurrence of (FINANCE, MACRO) and (MARKET
and MACRO) pairs.

5 Benchmark

We formulate the risk prediction task as a multi-
label classification problem: given a news arti-
cle and a mentioned company, we aim to predict
whether each of the seven risk factors is men-
tioned. We consider non-neural baseline mod-
els, fine-tuning pre-trained transformers, and large-
language models (LLM) with in-context learning.
We split the dataset into 484 samples for training,
126 for validation, and 106 for testing.

5.1 Models

We first experiment with non-neural baseline mod-
els: (1) Random: for each risk factor, randomly
assign a binary label with equal probabilities. (2)
Logistic Regression: we calculate TF-IDF (up to
bigrams) features and run logistic regression mod-
els for each risk factor. Similarly, (3) Support
Vector Machine (SVM) models are trained using
the same TF-IDF features and linear kernel. (4) We
further implement k-nearest neighbor (KNN) mod-
els using document embeddings calculated from a
fine-tuned RoBERTa model (Liu et al., 2019) with
SimCSE (Gao et al., 2021) objective.

Pre-trained Transformers with Fine-tuning
We benchmark common pre-trained transformer
models as sequence classification tasks under
a supervised fine-tuning setting: (1) BERT-
large (Devlin et al., 2018), (2) RoBERTa-base and
RoBERTa-large (Liu et al., 2019), (3) RoBERTa-
large-BB: a RoBERTa model further pre-trained
on 13 years of Bloomberg News data.

Shttps://tinyurl.com/3nnzr3p9

MPT.7Binst. tF(ign%orB 1 i ] baseline
-7B-instruct (0-sho
Llama-2-7B-chat (0-shot) [ few-shot
Logistic Regression - B zero-shot
MPT-7B-instruct (3-shot) 1 B fine-tuning
SVM - : . :
Llama-2-7B-chat (3-shot) H
KNN (K=3) i
FLAN-UL2 (0-shot)
FLAN-UL2 (3-shot)
RoBERTa-base
BERT-large
RoBERTa-large
RoBERTa-large-BB

0.0 0.1 0.2 0.3 04 05 06
Macro F1 over All Risk Factors

Figure 3: The overall performance of different models.
The best result is achieved by fine-tuning the RoOBERTa-
large-BB model, which is pre-trained on domain-
specific datasets. Zero-shot and few-shot prompting
for LLM perform worse than the fine-tuned models by
a large margin.

Performance Breakdown of RoBERTa-large-BB
Supp |
Mgmt

Finance
Legal
Macro

Comp

Mrkt

0.6 0.8
I fl-score

0.4
e recall

0.0 0.2
Bl precision

Figure 4: The best performance on each risk factor.
Identifying company risks on Macro, Markets and
Consumer and Competition remains hard.

LLM with Prompting We further compare with
three open source, instruction-tuned large language
models (LLM) under the in-context learning set-
ting: (1) FLAN-UL2°, which is an instruction-
tuned version of the UL2 (Tay et al., 2022) model
over the FLAN (Longpre et al., 2023) dataset. (2)
MPT-7B-instruct (Team, 2023) is a decoder-only
model with 7 billion parameters, trained on the
dolly-hhrlhf 7 dataset. Lastly, (3) Llama-2-7B-
chat (Touvron et al., 2023) is a decoder-only model
optimized for dialogue tasks, achieving competitive
performance on various NLP tasks against closed-
source LLMs.

For each risk factor, we construct the following
prompt template 8 with the input news text, the

6ht'cps: //www.yitay.net/blog/flan-ul2-20b

"https://huggingface.co/datasets/mosaicml/
dolly_hhrlhf

$We empirically select prompt templates based on manual
inspection of the performance.
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Figure 5: While news articles mentioning risk factors are more negative overall compared with the overall distribution
(background), both positive and neutral news can mention risk factors for companies.

target company name, and a full description of
the risk from the annotation guideline:

{news text}

For company {target}, does the above news
mention {risk} ?

Options: Yes, No

Your answer is (Please only use Yes or No):

We consider both the zero-shot and few-shot
settings for all LLMs. The few-shot samples are
chosen as the k-nearest neighbors (k = 3) from the
training set, which are represented using the same
template and directly prepended to the test sample.

5.2 Result

Figure 3 shows the overall model performance.
Fine-tuning transformers yields the best perfor-
mance, especially the RoOBERTa-large-BB model
that is trained on a domain-specific dataset. We
breakdown the per-risk performance in Figure 4.
The model achieves better results for Supply
Chain and Product and Finance. However, iden-
tifying Macro, Competition and Markets and
Consumers risks remain challenging.

6 Application and Analysis

Identifying company-related risk factors in news
opens many potential applications. In this section,
we explore the applications of our model over a
large-scale Bloomberg News dataset.

6.1 Are risk factors just negative sentiment?

The term “risk” inherently carries negative conno-
tations. In practice, are risk factors simply negative
sentiment? In this study, we explore the connection
between company-level sentiment and risk factors.
We run an off-the-shelf sentiment analysis model”

This model is based on DistilBERT (Sanh et al., 2019)
and is fine-tuned on finance news with sentiment labels.

67

over the large 5-year BN dataset. For each com-
pany mentioned in a news article, a probabilistic
distribution over “Positive,” “Neutral,” and ‘“Nega-
tive” is estimated.

As shown in Figure 5, the overall sentiment
for a company tends to be more negative when
it faces risks. The largest gap of sentiment oc-
curs for Legal and Regulations and Markets
and Consumers, where risks are usually mentioned
with negative sentiment. Nevertheless, risk factors
can be mentioned even when the overall sentiment
regarding a company is neutral or positive (See Ta-
ble 1 in Appendix for examples). This suggests
that risk factors are not just negative sentiment.

6.2 Company-level Study

Boeing In 2018, the first 737 MAX airplane
crashed into the Java sea. As shown in Figure 6,
Boeing faced high risks regarding its products
(Supp) in 2018, while other types of risks gener-
ally remained low. In 2019, the second 737 MAX
crashed, which immediately led to the involvement
of the regulators (Legal). Risks related to the mar-
ket, consumers, and management also rose in 2019.

Toyota Motor Corporation is the largest car-
maker in the world. From 2018 to 2020, Toyota saw
major Macro and Markets and Consumers risk.
In 2020, the world was faced with a global chip
shortage, which further led to a spike in Supply
Chain and Product risk for Toyota.

Evergrande The Chinese real-estate company
Evergrande Group has gone through various debt
issues in recent years, which is reflected by the
overwhelming percentage of Financial risks pre-
dicted by the model.

Huawei Unlike company filings which only in-
clude publicly traded companies, news articles also
allow us to analyze private companies. Huawei
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Figure 6: Percentage of news stories tagged by each risk factor type, for different companies.
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Figure 7: Risk distribution for companies in different industries.

Technologies Co., Ltd. is the world’s leading
communication technology and phone producer.
Since 2018, Huawei has faced regulatory risks from
the U.S. government. Figure 6 shows the over-
all change in Huawei’s risk factors mentioned in
Bloomberg News data. Huawei saw major regu-
latory risks from 2018 to 2020. Because of these
regulations, Huawei’s market and sales are also af-
fected, and it has seen higher Macro and Market
risks since 2021.

6.3 Industry-level Study

Companies in different industries are different in
nature and therefore may face different types of risk
factors. In this section, we explore the risk factors
associated with companies in different industries.
We use Bloomberg internal company categoriza-
tion and map each company to one of the 12 top
industry categories: Health Care, Financials, Tech-
nology, Energy, Consumer Discretionary, Utilities,
Communications, Real Estate, Consumer Staples,
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Industrials, Materials, and Government. The re-
sults are displayed in Figure 7.

Financials Financial companies rarely see risks
from the Supply Chain and Product side and
are more likely to face risks from People and
Management and Legal and Regulations.

Real Estate The real estate industry faced high
Finance risk from 2018 to 2022, potentially due
to the debt crisis of the real estate companies in
China.

Health Care The Health Care industries are as-
sociated with high Legal and Regulation and
Supply Chain and Product risks, potentially
due to the production of and regulations surround-
ing the COVID-19 vaccines, in addition to provid-
ing other health care services in response to the
COVID-19 pandemic.

Others Industries like Consumer Discretionary,
Consumer Staples and Industrials generally see
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Figure 8: [Top] COVID-19 induces nearly all types of risk factors for companies. [Bottom] Russia’s invasion of

Ukraine sees increased Macro risks.

balanced risks across all factors.

6.4 Macro-level Study

COVID-19 Pandemic Since early 2020, the
COVID-19 pandemic posed huge global challenges.
Figure 8 shows the aggregated risk factors in each
month in 2020. The first COVID-19 case was iden-
tified in January 2020 and the World Health Orga-
nization (WHO) announced a global health emer-
gency on January 31st in response to the rapid
increase in infections and deaths worldwide. A
new global health emergency led to a sharp rise of
Macro risks in February. The world may still not
have been fully aware of other types of risks, and
therefore other risks remained stable in February.
However, the situation was changing rapidly. In
March, the WHO declared COVID-19 a pandemic
and the United States officially issued a national
emergency, which led to a sharp rise in all other
risk factors in April.

Russia’s Invasion of Ukraine In February 2022,
Russia invaded Ukraine and this event immediately
led to an increase in Macro risks for companies.
Similar to the beginning of COVID-19, other types
of risks are not reflected at this early stage. How-
ever, in June, Russia cut natural gas supplies by
more than half, which led to a rise in not only
Macro risk, but also Supply Chain and Product
and Markets and Consumers risks.
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7 Conclusion

Risks are ubiquitous to all companies, industries,
and society-at-large. Computational modeling of
risk factors could better inform analysts, investors,
and policymakers. However, how to systemati-
cally model risk factors at scale is a challenging
question. In this study, we propose a new catego-
rization framework for risks, and further annotate a
new dataset over 666 news articles. We benchmark
state-of-the-art NLP models, and analyze a large
collection of Bloomberg News articles using the
best model. Our analysis demonstrates that model-
ing risk factors from news could reveal important
signals regarding the operations of a company. The
aggregated data could further provide information
regarding the risks to industries and society.
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A Risk-Related Lexicon

In Section 4, we discuss a risk-related pre-filtering
step to narrow down the dataset for annotation. We
rely on a manually curated list of keywords by
querying the entire dataset. They are listed below.

A.1 Label Count Distribution

We consider risk detection as a multi-label classifi-
cation problem. In Figure 9, we show the distribu-
tion of positive labels per sample (news article) in
our annotated dataset.
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Figure 9: Distribution of number of positive labels per
sample. Approximately half of the samples have exactly
one risk label.

B Sample News Articles

In Table 1, we show sample articles where the sen-
timent analysis results are “Positive,” while various
risk factors are detected.



Tencent’s Set for Fastest Growth Since 2018 After Outbreak

(Bloomberg) — Tencent Holdings Ltd. picked up millions of new gamers during the global coronavirus outbreak — yet
that surge in mobile play may be slowing as the world’s No. 2 economy goes back to work. [...]

Detected risks: Market

Wirecard Shares Surge After Statement on KPMG Audit

(Bloomberg) — Wirecard AG , the German payments company trying to move on from reports of alleged questionable
accounting methods, said a special investigation has so far found no need to correct financial statements from 2016-2018.
[...]

Detected risks: Management, Legal

SoftBank Soars After Unveiling $41 Billion Asset Sale Plan

(Bloomberg) — SoftBank Group Corp. surged the most in 11 years after unveiling a plan to raise as much as 4.5 trillion
yen ($41 billion) over the coming year to buy back stock and slash debt, addressing concerns about its exposure to
money-losing businesses during the coronavirus pandemic. [...]

Detected risks: Finance

Twitter Surges After Activists Seek to Replace CEO Dorsey

(Bloomberg) — Twitter Inc. shares rose in early trading Monday after Bloomberg reported that activist investors have
built a sizable stake in the social media company and are pushing for changes, including possibly replacing co-founder
and Chief Executive Officer Jack Dorsey. [...]

Detected risks: Management

Table 1: Sample news articles where the sentiment is Positive but company risks are detected. Due to space
limitation, only the first paragraphs are shown.
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Abstract
We present Multiple-Question Multiple-

Answer (MQMA), a novel approach to do
text-VQA in encoder-decoder transformer
models. To the best of our knowledge, almost
all previous approaches for text-VQA process
a single question and its associated content to
predict a single answer. However, in industry
applications, users may come up with multiple
questions about a single image. In order to
answer multiple questions from the same
image, each question and content are fed into
the model multiple times. In contrast, our
proposed MQMA approach takes multiple
questions and content as input at the encoder
and predicts multiple answers at the decoder
in an auto-regressive manner at the same time.
We make several novel architectural modifica-
tions to standard encoder-decoder transformers
to support MQMA. We also propose a novel
MQMA denoising pre-training task which
is designed to teach the model to align and
delineate multiple questions and content with
associated answers. MQMA pre-trained model
achieves state-of-the-art results on multiple
text-VQA datasets, each with strong baselines.
Specifically, on OCR-VQA (+2.5%), TextVQA
(+1.4%), ST-VQA (+0.6%), DocVQA (+1.1%)
absolute improvements over the previous
state-of-the-art approaches.

1 Introduction

The task of text-based Visual Question Answering
(text-VQA) requires answering questions related to
a given image by understanding the text and visual
contents in the image. Unlike generic VQA (Antol
et al., 2015), where the task is to answer questions
mainly using visual information, the text-VQA task
involves multiple modalities (i.e., visual, language,
and layout) to answer questions (Biten et al., 2022;
Hu et al., 2020; Appalaraju et al., 2021; Huang
et al., 2022; Kant et al., 2020; Mathew et al., 2021,

“Equal contribution.
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2020; Xu et al., 2020; Gao et al., 2024; Xu et al.,
2021; Yang et al., 2021; Appalaraju et al., 2024;
Tang et al., 2024; Zhuowan et al., 2024). The task
needs a model to not only consume multiple modal-
ities (text and image) but also to reason within and
across modalities to answer a question (see Figure
D).

In recent years, the text-VQA task has attracted
a lot of attention (Biten et al., 2019b; Mathew et al.,
2021, 2020; Methani et al., 2020; Mishra et al.,
2019; Singh et al., 2019; Tanaka et al., 2021; Li
et al., 2022). Almost all text-VQA approaches
known to us, consume a single question and asso-
ciated content to predict a single answer. We call
these approaches Single-Question Single-Answer
(SQSA) text-VQA, see Figure 2 (a). Typical SQSA
approaches (Biten et al., 2022; Hu et al., 2020;
Huang et al., 2022; Kant et al., 2020; Powalski
et al., 2021; Xu et al., 2021; Yang et al., 2021; Ap-
palaraju et al., 2024) first extract text in a given
image using an OCR engine. Then the entire con-
tent — image, OCR text and in some cases bounding
box information (Biten et al., 2022; Powalski et al.,
2021; Appalaraju et al., 2024), along with the text
of a single question are fed to a multi-modal trans-
former model which then predicts an answer.

Industry text-VQA applications often involve
multiple questions. For example, a user may ask
multiple questions about a single image, or a group
of users may ask different questions about the same
image (e.g., shipped date, order no., address, efc.
in Figure 1 (a)). Existing text-VQA models are not
well-equipped for answering multiple questions.
These models typically process a single question
and its associated content to predict a single an-
swer. In order to answer multiple questions from
the same image, each question and content are fed
into the model multiple times. This is inefficient
and can lead to sub-optimal performance (Sec. 5).

MQMA can address the limitations of existing
text-VQA models. MQMA takes multiple ques-
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(a)

Q: What number is on the
left bottle?
A:13

Q: What is the shipped date mentioned
in the given page?
A: Aug. 23, 1961

Figure 1: Examples of text-VQA. Examples are from
(a) DocVQA (Mathew et al., 2021) for document VQA
and (b) ST-VQA (Biten et al., 2019b) for scene-text
VQA. Answering questions for text-VQA requires multi-
modal information, including visual, language, and lay-
out information. Zoom in to see better.

(a) SQSA
AZ

f

(b) MQMA
A,

f

Ay

1

A

!
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[ Decoder } [ Decoder} [ Decoder} [ Decoder} [ Decoder]
F4a,c T4, c T4a,c ) Q,..Q,C 4
S S S P, P,
[ Encoder } [ Encoder J { Encoder J
1 ! i
Q, C Q,C Q,C Q;..Q,C

1..n0

Figure 2: Single-Question Single-Answer (SQSA)
vs. Multiple-Question Multiple-Answer (MQMA).
Qi/A/P; (i € {1,2,..,n}): the i-th ques-
tion/answer/prompt, C: content, S: [START] token for
decoder. i (i € {0,1,2,...,n}) at the bottom of (b):
question index. SQSA and MQMA share the same ar-
chitecture of encoder and decoder except for the starting
token/prompt. The blocks with the same color share the
same weights.

tions and content as a single input sequence and
predicts multiple answers at the same time. This
also opens up a possibility for the model to leverage
correlations between multiple questions and con-
tent to improve accuracy. Our choice of architec-
ture for MQMA is an encoder-decoder seq-to-seq
transformer (Vaswani et al., 2017), see Figure 2 (b).
In order to facilitate MQMA in this architecture,
we introduce question index embedding at encoder
and learnable prompt-based decoding, so that the
model learns to align multiple questions and con-
tent with the respective predicted answers during
auto-regressive decoding (i.e., Q1 — Al, Q2 —
A2 ..., etc.). During inference, each answer has
its own prompt to associate the corresponding ques-
tion and content and different answers are decoded
separately. At the core of our approach is a novel
MQMA unsupervised denosing pre-training task.
Unlike the standard denoising language modeling
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task (Raffel et al., 2020) used in the previous state-
of-the-art text-VQA approaches (Biten et al., 2022;
Powalski et al., 2021; Appalaraju et al., 2024), our
MQMA denoising task pre-trains on unlabeled doc-
ument data on a proxy VQA task, i.e., a denoising
language modeling task formulated as a VQA task,
to align the pre-training task and the downstream
text-VQA task better. We highlight the contribu-
tions of our paper as follows.

* To our knowledge, we are the first to propose
MQMA, a novel approach to consume mul-
tiple questions and content as a single input
sequence and predict multiple answers at the
same time for text-VQA (see Section 3).

We also propose an MQMA unsupervised de-
noising task, a novel way to train a multi-
modal encoder-decoder transformer on a de-
noising language modeling posed as a text-
VQA task (see Section 4).

The MQMA pre-trained model achieves
state-of-the-art results on the OCR-VQA,
TextVQA, ST-VQA, and DocVQA datasets,
each with strong baselines. In particular,
+2.5% on OCR-VQA, +1.4% on TextVQA,
+0.6% on ST-VQA, and +1.1% on DocVQA
(see Section 5).

2 Related Work

Text-VQA has attracted more and more attention
recently (Biten et al., 2019b; Kafle et al., 2018;
Kahou et al., 2017; Mathew et al., 2022, 2021,
2020; Methani et al., 2020; Mishra et al., 2019;
Singh et al., 2019; Tanaka et al., 2021). Focus-
ing on different types of images with texts, several
works introduce various text-VQA datasets, includ-
ing OCR-VQA (Mishra et al., 2019) for book and
movie covers, TextVQA (Singh et al., 2019) and
ST-VQA (Biten et al., 2019b) for scene-text im-
ages, DocVQA (Mathew et al., 2021, 2020) for
document images, efc. Unlike generic VQA (Antol
et al., 2015) which answers questions by reasoning
visual contents, text-VQA reasons from both text
and visual contents in images to answer questions,
which introduces more challenges to the text-VQA
task compared with the generic VQA.

The most common text-VQA pipeline first ex-
tracts texts and bounding boxes using OCR, and
then feed multi-modal inputs (i.e., texts, bound-
ing boxes, and image) into multi-modal models
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Figure 3: MQMA Approach: Encoder-Decoder Transformer model architecture for the proposed MQMA approach.
Please note, transformer decoder has shared weights and is to be interpreted as a single decoder.

(e.g., multi-modal transformers) to get predictions
(Biten et al., 2022; Gao et al., 2020; Hu et al., 2020;
Huang et al., 2022; Kant et al., 2020; Li et al.,
2021; Lu et al., 2021; Powalski et al., 2021; Xu
et al., 2021; Yang et al., 2021; Appalaraju et al.,
2024). Xu et al. (2020) propose LayoutLM based
on the encoder only transformer model BERT (Ken-
ton and Toutanova, 2019) by using both language
and layout information as inputs. Xu et al. (2021)
and Huang et al. (2022) add visual information
to the inputs of LayoutLLM to improve the accu-
racy. Hu et al. (2020) and Kant et al. (2020) use
multi-modal transformers to fuse information from
different modalities and select answers from either
a fixed vocabulary or OCR texts by a pointer net-
work (Vinyals et al., 2015). Biten et al. (2022),
Powalski et al. (2021), and Appalaraju et al. (2024)
propose encoder-decoder transformer based ap-
proaches which encode multi-modal information
and decode the answer in an auto-regressive man-
ner (Raffel et al., 2020). These approaches do text-
VQA in a Single-Question Single-Answer (SQSA)
way by answering a single question at a time. Sim-
ilar to (Biten et al., 2022; Powalski et al., 2021;
Appalaraju et al., 2024), our approach is built on
top of encoder-decoder transformers. Unlike pre-
vious approaches that answer a single question at
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a time, our approach answers multiple questions
at a time using our proposed Multiple-Question
Multiple-Answer (MQMA) approach.

Before fine-tuning on text-VQA datasets, pre-
vious approaches pre-train their models on unla-
beled data using tasks like masked language mod-
eling (Huang et al., 2022; Xu et al., 2021, 2020;
Yang et al., 2021), image-text matching (Yang
et al., 2021), and the standard denoising (Biten
et al., 2022; Powalski et al., 2021; Appalaraju et al.,
2024). These pre-training tasks do not align well
with the downstream task text-VQA, which may
limit the accuracy on the downstream task. In con-
trast, we propose a new unsupervised pre-training
task MQMA denoising which pre-trains the model
in a proxy VQA task. The MQMA denoising task
aligns the pre-training task with the downstream
task and improves the text-VQA accuracy.

3 MQMA Model Architecture

In this section, we discuss in detail the MQMA
model architecture. Our choice of architecture for
MQMA is an encoder-decoder transformer model
(see Figure 3). This architecture is chosen due to
its popularity, versatility, and state-of-the-art text-
VQA accuracy (Biten et al., 2022; Powalski et al.,



2021; Appalaraju et al., 2024). In addition, using a
vocabulary-free generative decoder lends itself as a
generic VQA architecture over approaches which
are designed for closed-vocabulary VQA (Antol
et al., 2015; Wu et al., 2017). The use of decoder
elicits additional challenges for MQMA as it is
not obvious how the model can auto-regressively
generate multiple answers for arbitrary number (>
1) of input questions for a content.

Our MQMA model is built on top of the state-of-
the-art multi-modal encoder-decoder model Doc-
Formerv2 (Appalaraju et al., 2024) which is termed
as the Single-Question Single-Answer (SQSA)
baseline in the experiment section 5. The input
questions and content - image, OCR text, layout
information are vectorized and fed into the trans-
former encoder. So the model can process multiple
modalities at the same time. See Section 3.1 for
more details. The transformer encoder processes
these inputs with a series of self-attention layers,
feed-forward layers, and layer normalization layers
to get transformer encoder representations. This
representation is then fed into the transformer de-
coder, consisting of a series of self-attention lay-
ers, cross-attention layers, feed-forward layers, and
layer normalization layers, decoding answers as
predictions in an auto-regressive manner.

In order to support MQMA functionality, the
model needs to be made aware of that the input
has multiple questions and that at the decoder, the
model needs to appropriately align each question
with the predicted answer. To facilitate this behav-
ior, we introduce two key changes to the above de-
scribed SQSA multi-modal encoder-decoder trans-
former architecture: a) Question distinguishing
multi-modal encoder - in order to distinguish dif-
ferent questions and content in the inputs, we in-
troduce a question index embedding layer which
uses different embeddings for different questions
and content, where the embedding of index 7 is
used for the ¢-th question and the embedding of
index 0 is used for content (see Section 3.1). b)
Learnable prompt at the decoder - Tradition-
ally, a decoder is trained to auto-regressively pre-
dict a token beginning with a fixed [START] to-
ken (Raffel et al., 2020; Vaswani et al., 2017). In-
stead, in our approach, we introduce n learnable
prompts corresponding to the n questions we fed
into the model at the encoder. The decoder auto-
regressively predicts n answers beginning with
these learnt prompts instead of the [START] token.
Each question uses a separate prompt to decode the
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corresponding answer (see Section 3.2).

3.1 Multi-modal Encoder Inputs

Both visual, language, and layout information are
important to answer questions for text-VQA. Fol-
lowing common practice (Appalaraju et al., 2024;
Biten et al., 2022; Hu et al., 2020; Huang et al.,
2022; Kant et al., 2020; Powalski et al., 2021; Xu
et al., 2021; Yang et al., 2021), a given input im-
age is first processed by an OCR engine to ex-
tract text {T;} and bounding boxes {Boxr;} (i €
{1,2,3,...}. The OCR text, OCR bounding boxes,
question text (Q;;,7 € {1,2,...,n},j € {1,2,...},
where n corresponds to the number of questions
we want to answer at a time), and the image itself
are fed into different embedding layers to get dif-
ferent embeddings for different modalities. Notice
that here we use text from all n questions as in-
puts instead of a single question in previous SQSA
approaches (Appalaraju et al., 2024; Biten et al.,
2022; Hu et al., 2020; Huang et al., 2022; Kant
et al., 2020; Powalski et al., 2021; Xu et al., 2021;
Yang et al., 2021). See Figure 3.

Text Embedding. We compute text embeddings
for question text and OCR results. For text, we
first use the Sentence-piece tokenizer (Wu et al.,
2016) to tokenize the text, and we then use a learn-
able text token embedding layer to get the text
token embeddings. In particular, we add a [SEP]
token between question text tokens and OCR text
tokens and append a [SEP] token after OCR text
tokens. Apart from text token embeddings, we
compute layout embeddings of text by using learn-
able layout embedding layers to map the coordi-
nates (x1,y1, X2, Y2, w, h) of text bounding boxes
into layout embeddings, where all coordinates are
normalized to [0, 1000]. For question text tokens
and [SEP], we use a pseudo box [BOX]pap which
represents the box (0,0, 1000, 1000, 1000, 1000)
(Appalaraju et al., 2021, 2024; Biten et al., 2022).
We also use a learnable modality embedding layer
to distinguish text modality and visual modality,
where the modality embeddings of O are used for
the text modality. In addition, we use a learnable
question index embedding layer to distinguish dif-
ferent questions and content, where the question
index embeddings of ¢ and O are used for the i-
th question and content respectively. The final
text embeddings are the sum of text token, layout,
modality and question index embeddings.

Visual Embedding. We compute visual embed-
dings for the image itself. Given an input im-



age, first we resize the image to height 500 and
width 384. Then we split the image into 192 non-
overlapped patches with size 32x32. Next we map
the patches to embeddings by a linear layer with
Layer Normalization (Ba et al., 2016) and get 192
embeddings with dimension dn, which depends
on the model size (e.g., 512 for the small size model
and 768 for the base size model). After that, we
use a linear layer to map the embeddings to the fi-
nal visual token embeddings {V;}128,V,; € R%m,
which means the final sequence length of the visual
embeddings is 128. To compute layout embeddings
of the visual part, we first use some learnable layout
embedding layers to map the location of the image
patches into 192 layout embeddings, and we then
use a linear layer to map these 192 layout embed-
dings into the final 128 layout embeddings. Similar
to text embeddings, the final visual embeddings are
the sum of visual token embeddings, layout embed-
dings, modality embeddings, and question index
embeddings, where the modality embeddings of 1
and the question index embeddings of 0 are used
for visual embeddings.

3.2 Prompt-Based Decoder

In SQSA, it is straightforward to follow the stan-
dard decoding steps to do auto-regressive an-
swer prediction beginning with the [START] to-
ken (Powalski et al., 2021; Vaswani et al., 2017).
For MQMA, the most naive way to get multiple
answers is to decode the concatenation of multi-
ple answers. More precisely, suppose the answer
sequence length is L, to answer n questions, the
time complexities of the self-attention layers in de-
coder of SQSA and MQMA are n x O(L?) and
O((n x L)?) = n? x O(L?) respectively. Par-
ticularly, SQSA can decode n answers in parallel
which can benefit from the parallel GPU compu-
tations, whereas MQMA has to decode n answers
sequentially. All these facts show that decoding
the concatenation of multiple answers for MQMA
might not be a good choice.

To address the issues mentioned above and en-
able parallel answer decoding for multiple-answers,
we propose a prompt-based approach for the
MQMA decoder. More precisely, we use n learn-
able prompts {P;}7"_; to decode n answers in par-
allel. Instead of beginning with the [START] token,
the decoder begins with the i-th prompt P; to de-
code the answer A; for the ¢-th question in an auto-
regressive manner. These prompts are learnt to
associate the corresponding questions and content.
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Ip / Target ‘ Standard denoising ‘ MQMA denoising
Original text ‘ Thank you fer-inviting me to your party tast week ...

Q1 Qz ... Q,, [SEP] Thank you
[MASK;] me to your party [MASK>]
week ...

| IMASK;] for inviting [MASK,] last ... | Aj A ... A,

Input text Thank you [MASK; ] me to your party

[MASK;] week ...

Target

Table 1: Pre-training tasks: Standard vs. MQMA de-
noising.

Compared with SQSA, the prompt-based MQMA
decoder has almost the same decoder latency as
SQSA because the decoding processes of SQSA
and MQMA are the same except for which token
the decoder begins with. See Appendix A for anal-
yses on different MQMA approaches and why our
approach is most optimal for big-oh complexity.

4 MOQMA Unsupervised Pre-training

It is well established that pre-training followed by
task specific fine-tuning almost always leads to su-
perior performance when compared with models
trained with just supervised fine-tuning (Appalaraju
et al., 2021, 2024; Biten et al., 2022; Kenton and
Toutanova, 2019; He et al., 2019; Chen et al., 2022;
Ho et al., 2022; Brown et al., 2020). Ability to train
on vast amounts of unsupervised data has a key role
to play in the success of this training strategy. In
language domain, a number of pre-training strate-
gies inspired by cloze task (Taylor, 1953) have
been designed, e.g., masked language modeling
(Kenton and Toutanova, 2019). More recently, a
denoising language modeling pre-training task was
proposed in the T5 model (Raffel et al., 2020) and
this pre-training task has been successfully used
in previous text-VQA models like DocFormerv2
(Appalaraju et al., 2024) and LaTr (Biten et al.,
2022). The denoising language modeling task is
unsupervised. The task masks spans of original
text and the objective is to reconstruct the masked
text during training (see “Standard denoising” in
Table 1).

However, this standard denoising task is not well
coordinated with our downstream task of text-VQA
(we show in experiments, see Table 8). In order to
leverage unsupervised pre-training, we propose a
novel MQMA denoising language modeling task as
a proxy VQA task. We show that this pre-training
not only helps the MQMA setting but also helps
in general when the downstream task is text-VQA
(see Table 8). More precisely, we modify the stan-
dard denoising pre-training task to an MQMA text-
VQA task by asking and answering questions on
[MASK] tokens, see “MQMA denoising” Table 1.



We design which and what style questions, i.e.,
1) Which text tokens are masked by [MASK;] after
“xxx”?,
2) What are the masked text tokens of [MASK;] af-
ter “xxx”?
Where [MASK;] corresponds to the i-th mask and
“xxx” corresponds to the text before [MASK;]. The
answer to the question above is the original text
of [MASK;]. An example question-answer pair for
[MASK;] is
Q: Which text tokens are masked by [MASK;] after
“Thank you”? - A: for inviting

We experimentally show that this novel pre-
training task is better aligned with the downstream
text-VQA task and benefits the model for text-VQA
even if the MQMA setting is not desired. We also
tried “before” style question formulation and found
it to be not as beneficial when compared with the
“after” style. So in experiments we stick to the “af-
ter” style questions only. There could be other ways
to formulate the questions to get more benefits.

S Experiments

5.1 Experimental Setup

Datasets and Evaluation Metrics. For unsuper-
vised per-training, we use 1M, 64M, and 64M un-
labeled document images from the Industrial Doc-
ument Library (IDL)' dataset for small, base, and
large size models, respectively, following (Biten
et al., 2022; Appalaraju et al., 2024). For text-
VQA, we use OCR-VQA (Mishra et al., 2019) for
book/movie cover VQA, TextVQA (Singh et al.,
2019) and ST-VQA (Biten et al., 2019b) for scene-
text VQA, and DocVQA (Mathew et al., 2021,
2020) for document VQA. See Appendix B for
more stats on these datasets. For evaluation, we
use Average Normalized Levenshtein Similarity
(ANLS) (Biten et al., 2019a) which measures the
similarity between predicted and ground truth an-
swers for DocVQA and ST-VQA and the stan-
dard VQA accuracy (Antol et al., 2015) for other
datasets, following the standard evaluation proto-
col (Appalaraju et al., 2024; Biten et al., 2019b;
Mathew et al., 2021; Mishra et al., 2019; Singh
et al., 2019). Higher the better.

Implementation Details. Please see Appendix C
for implementation details.

"https://www.industrydocuments.ucsf.edu/
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Approach ‘ Val Accuracy (%) ‘ Test Accuracy (%)
M4C (Hu et al., 2020) 63.5 63.9

LaAP (Han et al., 2020) 63.8 64.1
LaTrpase (Biten et al., 2022) 67.5 67.9

GIT (Wang et al., 2022a) 67.8 68.1
SQSApase (Appalaraju et al., 2024) 69.7 70.3
SQSAjuge (Appalaraju et al., 2024) 71.1 71.5
MQMAy,se (ours) 71.9 724
MQMA yge (ours) 73.6 74.0 (+2.5)

Table 2: Comparison on OCR-VQA: We answer 5
questions at a time for MQMA. +2.5% is absolute im-
provement from the previous state of the art (Appalaraju
et al., 2024) in that class. Bold indicates best and
underline indicates the previous state of the art.

Approach ‘ Val Accuracy (%) ‘ Test Accuracy (%)
LaAP (Han et al., 2020) 41.0 41.4
SA-M4C (Kant et al., 2020) 45.4 44.6
SMA (Gao et al., 2021) 44.5 455
M4C (Hu et al., 2020) 47.8 -
LOGOS (Lu et al., 2021) 51.5 51.1
TAP + TAG (Wang et al., 2022b) 53.6 53.7
TAP (Yang et al., 2021) 54.7 54.0
PreSTU (Kil et al., 2022) 56.7 56.3
GITT (Wang et al., 2022a) 59.9 59.8
LaTrlt,Me (Biten et al., 2022) 59.5 59.6
LaTrlTerge (Biten et al., 2022) 61.1 61.6
SQSA;M (Appalaraju et al., 2024) 61.6 60.0
SQSAfarge (Appalaraju et al., 2024) 65.6 064.0
MQMA;/, (ours) 63.1 62.3
MQMA,.., (ours) 66.6 65.4 (+1.4)

Table 3: Comparison on TextVQA: We answer 2 ques-
tions at a time for MQMA. T indicates using the com-
bination of the ST-VQA and TextVQA training sets to
train the model.

5.2 Comparisons with State of the Art

Results on OCR-VQA. Table 2 shows results of
different approaches on the OCR-VQA (Mishra
et al., 2019) dataset. Here we train our model on
the training set. We answer 5 questions at a time
for MQMA (i.e., n = 5) because the accuracy of
using different numbers of questions is similar on
OCR-VQA (see Table 10 in Appendix). On OCR-
VQA, there could be potential information leak
from the questions “Is this book related to xxx?”” to
the answer of the questions “What type of book is
this?” / “What is the genre of this book?” if we ask
these questions together. To avoid such information
leak, we keep these two sets of questions separate
and answer them separately. See Appendix F for
more detailed analyses. On the OCR-VQA testing
set, our MQMA approach obtains accuracy 74.0%
which is 2.5% higher than 71.5% of the previous
state-of-the-art SQSA approach (Appalaraju et al.,
2024) using the large size model.

Results on TextVQA and ST-VQA. Following
previous approaches (Biten et al., 2022; Appalaraju
et al., 2024), we train our models on the combina-
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Approach | Val ANLS (%) | Test ANLS (%)

MA4C (Hu et al., 2020) 472 46.2
LaAP (Han et al., 2020) 49.7 48.5
SA-M4C (Kant et al., 2020) 51.2 50.4
LOGOS (Lu et al., 2021) 58.1 57.9
TAP (Yang et al., 2021) 59.8 59.7
TAP + TAG (Wang et al., 2022b) 62.0 60.2
PreSTU (Kil et al., 2022) - 65.5
LalTr;g,dse (Biten et al., 2022) 68.3 68.4
LaTr],... (Biten et al., 2022) 70.2 69.6
GIT' (Wang et al., 2022a) 69.1 69.6
SQSALabe (Appalaraju et al., 2024) 70.1 68.4
SQSALrge (Appalaraju et al., 2024) 72.9 71.8
MQMA/, . (ours) 70.6 70.0
MQMALrge (ours) 739 72.4 (+0.6)

Table 4: Comparison on ST-VQA: We answer 2 ques-
tions at a time for MQMA. T indicates using the com-
bination of the ST-VQA and TextVQA training sets to
train the model.

tion of TextVQA (Singh et al., 2019) and ST-VQA
(Biten et al., 2019b) training sets. We answer 2
questions at a time for MQMA (i.e., n = 2) be-
cause most images in TextVQA and ST-VQA only
have 1 or 2 questions. From the results shown in
Table 3 and Table 4, our MQMA approach consis-
tently gives the best accuracy on both datasets un-
der different settings. In particular, Table 3 shows
that our MQMA approach obtains accuracy 65.4%
on the TextVQA testing set, which is 1.4% higher
than the previous state-of-the-art SQSA approach
(Appalaraju et al., 2024). In addition, on the ST-
VQA testing set, our MQMA approach improves
ANLS from 71.8% to 72.4% compared with the
state-of-the-art SQSA approach (Appalaraju et al.,
2024), see Table 4.

Results on DocVQA. Here we compare our ap-
proach with the previous state of the art on the
DocVQA dataset (Mathew et al., 2021). We train
our model on the combination of training and val-
idation set and show results on the testing set (by
submitting to leaderboard). We answer 2 questions
at a time for MQMA (i.e., n = 2) because n = 2
gives the best accuracy on DocVQA (see Figure 5
in Appendix). As shown in Table 5, our approach
obtains ANLS 88.3% on the DocVQA testing set,
1.1% higher than 87.2% of the previous state-of-
the-art SQSA approach (Appalaraju et al., 2024).

See Appendix D for ablation studies on different
components of our approach, including the MQMA
architecture, the training data augmentation strat-
egy, the unsupervised pre-training task, the ques-
tion order, and the number of questions.
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Approach | Test ANLS (%)
LayoutLMv2,,. (Xu et al., 2021) 78.1
LayoutLMv2jyee (Xu et al., 2021) 85.3
LayoutLMv3yp,s (Huang et al., 2022) 78.8
LayoutLMv3,,,e (Huang et al., 2022) 834
StructuralLM,rge (Li et al., 2021) 83.9
UDOP)4ge (Tang et al., 2023) 84.7
ERNIE-Layoutyge (Peng et al., 2022) 84.9
TILT], . (Powalski et al., 2021) 83.9
TILT], ... (Powalski et al., 2021) 87.1
SQSApase (Appalaraju et al., 2024) 834
SQSAjarge (Appalaraju et al., 2024) 87.2
ERNIE-Layout.,s (Peng et al., 2022) 88.4
GPT4 88.4
MQMA,s (ours) 84.8
MQMA ;g (ours) 88.3 (+1.1)

Table 5: Comparison on DocVQA: We answer 2 ques-
tions at a time for MQMA. T indicates using more QA
datasets instead of only DocVQA to train the model.
ERNIE-Layout., is the ensemble of 30 models and
GPT4 has billions of parameters, both of which are
much bigger than MQMA |, using a single model with
750M parameters.

6 Conclusion

In this paper, we propose a Multiple-Question
Multiple-Answer (MQMA) text-VQA approach.
Unlike previous approaches that process a single
question each time, MQMA can answer multi-
ple questions at a time. In addition, we propose
an MQMA denoising task for unsupervised pre-
training. The MQMA denoising task aligns the
pre-training task with the downstream text-VQA
task to improve accuracy. Experimental results
show that the proposed approach improves accu-
racy on a variety of challenging text-VQA datasets
compared with the previous state of the art.
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Figure 4: Architecture Comparisons among SQSA
and Different MQMA approaches: SQSA: the SQSA
baseline, MQMA (naive): the naive MQMA approach
that concatenates answers of multiple questions to
form a single long output sequence, MQMA (ours w/o
QIE): our MQMA approach w/o question index embed-
dings, MQMA (ours): our MQMA approach, Q;/A;/P;
(i € {1,2,...,n}): the i-th question/answer/prompt,
C: content, S: [START] token for decoder. i (¢ €
{0,1,2,...,n}) at the bottom of (d): question index.

Li Zhuowan, Jasani Bhavan, Tang Peng, and Ghadar
Shabnam. 2024. Synthesize step-by-step: Tools, tem-
plates and 1lms as data generators for reasoning-based
chart vqa. arXiv preprint arXiv:2403.16385.

A Time Complexity and Latency of SQSA
and Different MQMA Approaches

We do detailed time complexity and latency analy-
ses of SQSA and different MQMA approaches here.
See Figure 4 for the architectures of SQSA and dif-
ferent MQMA approaches. Suppose we have n
questions, the sequence length of each question is
Lq, the sequence length of content is Lc¢, and the
sequence length of each answer is Ls. Without
loss of generality, Lo << Lc.

For SQSA, to answer each question, the
time complexity of each self-attention layer
in the encoder is O ((Lq + Lc)?) O (L3).
The time complexity of each self-attention
layer and cross-attention layer in the de-
coder is O (LA + La* (Lo + Lc))
O (Li—l—LA*LC), where L% is from the
self-attention layer and Lp * Lc is from the
cross-attention layer. So the encoder and decoder
time complexities of answering n questions
are n * O(LE) and n * O (L% + La * Lc)
respectively.

For MQMA (naive), we answer n questions
at a time. The time complexity of each self-
attention layer in the encoder to answer n ques-
tions is O ((n* Lq + Lc)?) O (LE) (n *
Lq << Lc¢) which is % of the encoder
time complexity of SQSA. The time complexity
of each self-attention layer and cross-attention
layer in the decoder to answer m questions is

~
~

~
~

~
~



| SQSA | MQMA (naive) | MQMA (ours w/o QIE) | MQMA (ours)
Encoder Time Complexity n* 0O (LE) O (L%) O (L3) O (Ld)
Encoder Latency (ms/image) | 19.7 11.5 11.5 11.5
Decoder Time Complexity n*x QO (Li + L * LC) n* O (n, * Li + L * Lc) nx*x QO (Li + L * LC) n*x QO (Li + LA * LC)
Decoder Latency (ms/image) | 68.9 77.6 68.9 68.9

Table 6: Time Complexity and Latency Comparisons among SQSA and Different MQMA Approaches: SQSA:
the SQSA baseline, MQMA (naive): the naive MQMA approach that concatenates answers of multiple questions to
form a single long output sequence, MQMA (ours w/o QIE): our MQMA approach w/o question index embeddings,
MQMA (ours): our MQMA approach, n: the number of questions, L¢: the sequence length of content, LA: the
sequence length of answer. The latency numbers here are from MQMA a1 on DocVQA (Mathew et al., 2021).

Dataset ‘ Train Set ‘ Val Set ‘ Test Set

OCR-VQA (Mishra et al., 2019) 166K/801.7K | 20.7K/100K | 20.8K/100.4K
TextVQA (Singh et al., 2019) 21.9K/34.6K 3.2K/5K 3.3K/5.7K
ST-VQA (Biten et al., 2019b) 17K/23.4K 1.9K/2.6K 3K/4.1K
DocVQA (Mathew et al., 2020, 2021) | 10.2K/39.5K 1.3K/5.3K 1.3K/5.2K
Table 7: Dataset Stats: The number of im-

ages/questions of different text-VQA datasets.

O ((n*La)>+ (nxLa)* (Lo + Lc)) =~ n *
O (nx L3 + La * Lc) which is higher than the
decoder time complexity n * O (Li + La * LC)
of SQSA.

For MQMA (ours w/o QIE) and MQMA (ours),
we answer n questions at a time. The time com-
plexity of each self-attention layer in the encoder
to answer n questions is the same as MQMA
(naive) because the input sequence length of dif-
ferent MQMA approaches is the same. The time
complexity of each self-attention layer and cross-
attention layer in the decoder to answer n questions
is the same as SQSA because we decode n answers
separately as in SQSA.

We summarize the time complexities of differ-
ent approaches and report latency in Table 6. Our
MQMA approaches give lower encoder time com-
plexity and latency than SQSA. In addition, the
decoder time complexity and latency of MQMA
(ours w/o QIE) and MQMA (ours) are the same as
that of SQSA and are lower than that of MQMA
(naive). So MQMA (ours w/o QIE) and MQMA
(ours) give the lowest overall time complexity and
latency among all these approaches.

B Datasets

As stated in the main paper, we use OCR-VQA
(Mishra et al., 2019) for book/movie cover VQA,
TextVQA (Singh et al., 2019) and ST-VQA (Biten
et al., 2019b) for scene-text VQA, and DocVQA
(Mathew et al., 2021, 2020) for document VQA.
See Table 7 for details of these text-VQA datasets.
As we can see, there are on average ~ 5 ques-

&3

tions/image on OCR-VQA, 1 or 2 questions/image
on TextVQA and ST-VQA, and on average ~ 4
questions/image on DocVQA.

C Implementation Details

Pre-training. We use small, base, and large
size models which are termed as MQMAgnai,
MQMAy;se, and MQMA e, respectively. Our
model is first initialized from the TS pre-trained
weights (Raffel et al., 2020), then pre-trained on the
unlabeled document data following DocFormerv2
(Appalaraju et al., 2024) - we call this model as
SQSA basline in our experiments. SQSA is next
pre-trained on the same unlabeled document data
using the MQMA denoising task descried in Sec.
4 of the main paper. In both, we pre-train for
50/3/3 epochs on 1M/64M/64M IDL data for the
small/base/large size model. We also do not do any
text augmentation (Ma, 2019; Feng et al., 2021)
or multi-modal augmentation (Hao et al., 2023).
We simply normalize the images to unit mean and
variance for training stability. The maximum input
sequence length of the text token embeddings is
set to 512. The input sequence length of the vi-
sual token embeddings is set to 128. The learnable
prompt P; is first initialized by the embeddings of
“answer of question 2:”.

Fine-Tuning. For text-VQA fine-tuning, we train
our models for 8 epochs on OCR-VQA and for 50
epochs on other datasets. The learning rate is set
to 0.0001 and the AdamW (Loshchilov and Hutter,
2018) optimizer is used to train our models. Our
training batch size is set to 128. The maximum
input sequence length of the text token embeddings
is set to 2048 for small and base size models and
1024 for large size model. The input sequence
length of the visual token embeddings is set to 128.
MQMA Dynamic Data Augmentation. During
pre-training and fine-tuning, we use an MQMA spe-
cific dynamic data augmentation strategy. Specif-



ically, during unsupervised pre-training, we ran-
domly sample 5 masks at a time with uniform-
random order and create 5 questions (as shown in
Section 4). During downstream fine-tuning, sup-
pose we want to answer n questions at a time, we
randomly sample n',n’ € {1,2,...,n} question-
answer pairs and randomly order the n’ question-
answer pairs. These randomly sampled and or-
dered n’ question-answer pairs are used during
fine-tuning. So if there are m questions for an
image, there will be m” +m"™~! + ... + 1 random
combinations during fine-tuning. We do this to
prevent any memorization and learn spurious co-
relations by the model. During inference, we fix the
order of questions and feed every n questions into
the model (if the remaining number of questions
is smaller than n we simply feed all the remaining
questions into the model).

Other Details. Following (Biten et al., 2022;
Powalski et al., 2021), we use Amazon Textract?,
Amazon Text-in-Image?, and Rosetta (Borisyuk
et al., 2018) to extract OCR results for document
images (i.e., IDL and DocVQA images), non-
document images (except for OCR-VQA images),
and OCR-VQA images, respectively. Our imple-
mentations are based on the PyTorch (Paszke et al.,
2019) deep learning framework and the Hugging-
Face (Wolf et al., 2020) library. All experiments are
ran on eight NVIDIA A100 GPUs with cudal1.x.

D Ablation Studies on DocVQA

We conduct several ablations on the DocVQA vali-
dation set to analyze the influence of different com-
ponents of our approach, including the MQMA ar-
chitecture, the training data augmentation strategy,
the unsupervised pre-training task, the question or-
der, and the number of questions. If not specified,
all experiments here are based on MQMAmair-

The Influence of the MQMA Architecture. As
we discussed in Section 3.2, apart from the prompt-
based decoder, we can also use a naive approach
that concatenates the answers of multiple questions
to form a single long output sequence. In addition,
we also remove the question index embeddings
to check the influence of the question index em-
beddings. Here we compare these three different
MQMA architectures. We do 2 questions 2 an-
swers document VQA (i.e., n = 2). As shown in

2https ://aws.amazon.com/textract/
3https ://docs. aws.amazon.com/rekognition/
latest/dg/text-detecting-text-procedure.html
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Approach
SQS A [

‘ Data Aug. ‘ # Questions ‘ ANLS
| 730

MQMA man (naive) Static 2 68.6
MQMAman (naive) Dynamic 2 723
MQMAman (ours w/o QIE) Dynamic 2 72.7
MQMA;man (ours) Dynamic 2 729
MQMA i (ours) + MQMA denoising Dynamic 2 74.3
MQMAman (ours) + MQMA denoising + FDPF | Dynamic 2 74.1

Table 8: MQMA Ablations: Results of different
MQMA architectures, training data augmentation strate-
gies, and pre-training tasks on the DocVQA validation
set. “MQMA a1 (naive)” means the naive approach
that concatenates answers of multiple questions to form
a single long output sequence. “MQMA a1 (ours w/o
QIE)” means our approach w/o question index em-
beddings. “MQMAgnan (ours)” means our approach.
“MQMAnan (ours) + MQMA denoising” means using
MQMA denoising during pre-training (otherwise using
standard denoising). “MQMAgp,y (ours) + MQMA de-
noising + FDPF” is the same as “MQM Ay (ours) +
MQMA denoising” except for freezing decoder prompts
during fine-tuning. “Static” means that we do static data
generation by fixing question-answer pair combinations
during training. “Dynamic” means that we do dynamic
data generation by randomly sampling and ordering
question-answer pairs during training.

Table 8, our approach obtains higher ANLS than
the naive approach. In addition, our approach has
lower latency than the naive approach, see Table 6
in Appendix. Adding question index embeddings
also contributes to higher ANLS because the ques-
tion index embeddings help the model distinguish
different questions and content.

MQMA Training Data Augmentation Strategy.
As mentioned in Section C. we use a dynamic train-
ing data augmentation strategy by randomly sam-
pling and ordering question-answer pairs. Here
we compare the dynamic training data augmenta-
tion strategy with the static training data generation
approach which fixes question-answer pair com-
binations during training. From Table 8, we can
see that using the dynamic approach obtains 3.7%
higher ANLS than the static approach.

The Influence of the Unsupervised Pre-training
Task. Here we study the influence of different unsu-
pervised pre-training tasks. From Table 8, we can
see that adding the MQMA denoising pre-training
task improves ANLS by 1.4% when n = 2. With
the new pre-training task, our MQMA approach
obtains 1.3% higher ANLS compared with SQSA.
In addition, from Figure 5, we can see when pre-
trained with the MQMA denoising task, evenn = 1
contributes to higher ANLS than the SQSA base-
line with the standard denoising task. These re-


https://aws.amazon.com/textract/
https://docs.aws.amazon.com/rekognition/latest/dg/text-detecting-text-procedure.html
https://docs.aws.amazon.com/rekognition/latest/dg/text-detecting-text-procedure.html

Approach

MQMAgman
MQMAma (reversed order)

| #Questions | ANLS (%) | ANLS of Q1 (%) | ANLS of Q2 (%)

2 743 753 73.6
2 74.2 73.4 75.2

Table 9: MQMA Ablations: Results of different ques-
tion orders on the DocVQA validation set. The Q1/Q2
for MQM A, corresponds to Q2/Q1 for MOMA i
(reversed order).

Small Size Model Base Size Model
85
743

830 831

Le25

5 5
z

730 Z820

# Questions
+SQSA -+MaMA

# Questions
+SQSA -+MAMA

Figure 5: MQMA Ablations: Results of different num-
bers of questions on the DocVQA validation set using
the small size and base size models. We use the standard
denoising task and the MQMA denoising task for SQSA
and MQMA pre-training respectively.

sults confirm that MQMA denoising is beneficial
for text-VQA even if n 1. Also, even freez-
ing the decoder prompts during fine-tuning obtains
an ANLS of 74.1% (vs. 74.3%), which confirms
that our pre-training task can learn good decoder
prompts to associate the corresponding questions
and content even without fine-tuning learnable de-
coder prompts.

The Influence of the Question Order. In our
approach, questions are concatenated with fixed
order during inference. Here we study the influence
of the question order. From Table 9, we can see
our approach is robust to the order of the questions.
This is because our model is trained with dynamic
data augmentation which randomly samples and
orders questions during training.

The Influence of the Number of Questions. We
discuss the results of different numbers of ques-
tions we answer at a time (i.e., different n). As we
can see from Figure 5, our MQMA obtains higher
accuracy than SQSA for n = 1 to 5. Answering
2 questions at a time gives the best accuracy on
DocVQA, so we use n = 2 in Section 5.2. See
Appendix E for the influence of the number of
questions on other datasets.

E The Influence of the Number of
Questions on Other Datasets

In our main paper, we only show MQMA results
of answering 5 questions at a time on OCR-VQA
and results of answering 2 questions at a time on
TextVQA and ST-VQA. Here we should the influ-

85

Approach ‘ # Questions ‘ Accuracy (%)

SQSAbase | 1 | 697
MQMAbase 1 70.3
MQMAbase 2 71.7
MQMA s 3 71.9
MQMA e 4 71.9
MQMA,se 5 71.9

Table 10: MQMA Ablations: The influence of the
number of questions we answer at a time for MQMA
on the OCR-VQA (Mishra et al., 2019) validation set.

Approach ‘ # Questions ‘ TextVQA Accuracy (%) ‘ ST-VQA ANLS (%)

SQSApase 1 60.4 68.0
MQMApase 1 61.7 68.7
MQMAbase 2 61.9 69.2

Table 11: MQMA Ablations: The influence of the
number of questions we answer at a time for MQMA on
the TextVQA (Singh et al., 2019) and ST-VQA (Biten
et al., 2019b) validation set.

ence of the number of questions on OCR-VQA,
TextVQA, and ST-VQA datasets. Without loss of
generality, we use the base size model and train/test
our MQMA approach on the training/validation set.
OCR-VQA. Table 10 shows results of answering
different numbers of questions at a time for MQMA
on the OCR-VQA (Mishra et al., 2019) validation
set. Images in OCR-VQA have on average ~ 5
questions/image, so we compare results of answer-
ingn = 1 ton = 5 questions at a time. As we can
see, answering different numbers of questions at a
time (when n > 1) gives very similar accuracy on
the OCR-VQA validation set. Answering n = 5
questions at a time gives the highest accuracy on
the OCR-VQA validation set, so we only report re-
sults of n = 5 in our main paper. Answering n > 1
questions at a time gives much higher accuracy than
answering n = 1 question at a time. This is be-
cause the questions in the OCR-VQA dataset have
correlations. Our MQMA approach can leverage
correlations between multiple questions and con-
tent to improve accuracy. Even answering n = 1
question at a time for MQMA gives higher accu-
racy than SQSA, because our MQMA denoising
pre-training task aligns the pre-training task and
downstream text-VQA task.

TextVQA and ST-VQA. Table 11 show results of
answering different numbers of questions at a time
for MQMA on the TextVQA (Singh et al., 2019)
and ST-VQA (Biten et al., 2019b) validation set.
Here our model is trained on the TextVQA training



set only when evaluating on the TextVQA valida-
tion set, and is trained on the ST-VQA training
set only when evaluating on the ST-VQA valida-
tion set. Images in TextVQA and ST-VQA have
only 1 or 2 questions/image, so we compare re-
sults of answering n = 1 and n = 2 questions
at a time. From the results, we can see answering
n = 2 questions at a time gives slightly higher num-
bers than answering n = 1 question at a time on
TextVQA and ST-VQA, so we only report results
of n = 2 in our main paper. Similar to the results
on other datasets, even answering n = 1 question
at a time for MQMA gives higher accuracy than
SQSA thanks to the MQMA denoising pre-training
task.

F Information Leak Analyses on
OCR-VQA

In our initial experiments on OCR-VQA, we get
accuracy 77.5% using the MQMA base size model
(vs. 69.9% of the SQSA base size model) on the
validation set when we answer 5 questions at a time.
To verify where such big accuracy improvements
are from, we conduct detailed analyses on the OCR-
VQA dataset.

Unlike other datasets in which questions of the
same image are not strongly correlated, there are
correlations among different questions in the OCR-
VQA dataset. For most images in OCR-VQA, the
five questions below are asked
Q1: Who wrote this book? / Who is the author of
this book?

Q2: What is the title of this book?

Q3: What type of book is this? / What is the genre
of this book?

Q4: Is this book related to xxx? / Is this a xxx
book?

05: Is this book related to xxx? / Is this a xxx
book?

For Q4 and Q5, one of them has answer “yes” and
one of them has answer “no”. We can see there are
correlations among different questions. For exam-
ple, the title (for Q2) and the type/genre (for Q3)
are correlated to each other. Our MQMA approach
can leverage this correlation to improve accuracy.

However, there could be potential information
leak from the questions of Q4 and Q5 to the answer
of Q3, see the example below.

Q3: What is the genre of this book? - A: religion &
spirituality
Q4: Is this book related to religion & spirituality?
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- A:yes

Q5: Is this book related to computers & technol-
0gy? - A: no

As we can see, the question of Q4 contains the
answer of Q3. In addition, if we evaluate the ac-
curacy of Q3 only and other questions, MQMA
gives accuracy 94.0% for Q3 only and 73.2% for
other questions, whereas SQSA gives accuracy for
67.0% for Q3 only and 70.7% for other questions.
These results show that the MQMA might take in-
formation from Q4 or Q5 to answer Q3, i.e., there
might be information leak.

To further analyze the information leak issue,
we conduct experiments under three settings as fol-
lows. Here we use the MQMA model trained with
n = b for the experiments and we do not add any
constraints during training.

Setting 1: Answer Q1, Q2, Q4, Q5 together and
answer Q3 alone.

Setting 2. Answer Q1, Q2, Q3 together and answer
Q4, Q5 together.

Setting 3. Answer Q1, Q2, Q3 together, answer
Q4 alone, and answer Q5 alone.

Both of these settings give accuracy 71.5%, which
further confirms answering Q3, Q4, and QS5 to-
gether would result in information leak from the
questions of Q4 and Q5 to the answer of Q3. In
addition, answering Q4 and Q5 together or alone
(Setting 2 and Setting 3) gives the same accuracy,
which shows our MQMA approach does not take
dataset-specific prior knowledge that there will be
one “yes” answer and one “no” answer for Q4
and Q5. This is because during training, we do
random sampling and ordering, so the training sam-
ples could have different numbers of “yes” answers
and different numbers of “no” answers.

To avoid such information leak, we check the
whole dataset and make sure all questions that
could result in information leak will not be an-
swered together during both training and testing,
e.g., for the five questions discussed before, we
always ensure that Q1, Q2, and Q3 can only be
answered together with each other, and Q4 and
Q5 can only be answered together with each other.
After doing this, we get accuracy 71.9% on the
OCR-VQA validation set if we answer n = 5 ques-
tions at a time.

G Qualitative Results

We show qualitative results in Figure 6. As we
can see, our MQMA approach shows better multi-



modal understanding ability than SQSA. There are
some failure cases from both MQMA and SQSA.
The errors are from multiple aspects, like OCR
error and hard images/questions. For example, for
the top right example in Figure 6, the ground truth
is “6.7” but both MQMA and SQSA give answer
“607”. The reason of this wrong prediction is from
the OCR error - OCR mis-recognizes the word
“6.7” as “607” and it is hard for models to fix this
OCR error. For the example at the last column of
row 3 in Figure 6, both MQMA and SQSA gives
wrong counts for the number of letters in the word
“police”. Counting is a difficult problem for text-
VQA models. Actually, MQMA gives a reasonable
prediction “7”, because from the appearance of
the word in the image it looks like there are “7”
letters. There are some cases that even human
has difficulty in answering the question - for the
bottom right example, it is hard to answer the time
because there is no clear information about which
part corresponds to 12 o’clock.
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Which is the new journal?

GT: annals of family medicine
SQSA: new england journal of medicine
MQMA: annals of family medicine

What is the black word on the yellow
background?

GT: crackers
SQSA: daily
MQMA:

i
What is written under the crossed out p sign?

GT: this side this block
SQSA: only one way
MQMA: this side this block

What s the name of the book next to the one
that says german?
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SQSA: slang
MQMA: french
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What is the objective for segment 1a?

GT: strong share growth
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dial?

GT: september
SQSA:a
MQMA: spetember

g 2w

What magazine is shown on the bottom half of
the entrance door?

GT: men'’s health
SQSA: ausrralian school
MQMA: mean's health

How many cups can this measuring cup hold?

GT:2
SQSA: 16
MQMA: 2

Where is the blue top from?

GT: cleveland
SQSA: north carolina
MQMA: cleveland
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What is serial number '5'?

GT: expenditure in foreign currency
SQSA: 891022
MQMA: expenditure in foreign currency

What does it say in white lettering under the

logo on the right of the black background?

GT: statoil
SQSA: Iso sky chefs
MQMA: statoil

What color is the motel painted?

GT: red
SQSA: green
MQMA: red

i L R |
What brand is the bottle furthest to the right on
the table?

GT: coke
SQSA: pepsi
MQMA: coke

What app does the green square represent?

GT: line
SQSA: telegram
MQMA: line

WEEKLY DIET (L] CONSUMED BY CONTROL (1 THIAMINE DEFICIENT 10
ETHANOLLFED [E7) AND (1D  E1) GROUPS: - 00D PROVIDED AD LD

DT consuED (81

Which group shows the lowest diet
consumption in the 5th week?

GT:td
SQSA:
MQMA: td

o< 2 S e, =
What are the first three words of the sign?

GT: stop look listen
SQSA: stop
MQMA: stop look listen

What is the name of brown color boat?

GT: x5
SQSA X60
A: rx55

What is the word seen in red on the bottom of
this beer bottle?

GT: urbock
SQSA: bamberg
MQMA: urbock

What is on the sign with two down arrows?

GT: herning
SQSA: herning, ringkobing, holstebro
MQMA: herning

WATER ANALYSIS

What is the parts per million hypothetical
combinations for calcium phosphate?

GT:6.7
SQSA: 607

MQMA: 607

What time does the clock read?

Figure 6: Qualitative Comparisons between MQMA and SQSA: The first four columns show examples that
MQMA gives correct answers but SQSA gives wrong answers. The last column shows examples that both MQMA
and SQSA give wrong answers. MQMA shows better multi-modal understanding ability than SQSA. Zoom in to

see better.

88



An NLP-Focused Pilot Training Agent for Safe and Efficient Aviation
Communication

Xiaochen Liu, Bowei Zou, Ai Ti Aw
Institute for Infocomm Research (I12R), A*STAR, Singapore
{liu_xiaochen, zou_bowei, aaiti}@i2r.a-star.edu.sg

Abstract

Aviation communication is vital for safe and ef-
ficient flight operations. However, pilots often
struggle to adhere to strict phraseology due to
diverse backgrounds and language proficiency
levels. Traditional training methods involve
expensive setups and reliance on human-in-
the-loop simulations. To overcome these chal-
lenges, we propose an NLP-focused training
agent. Our approach leverages natural language
capabilities and involves fine-tuning on commu-
nication data to generate instructions based on
input scenarios (keywords). Given the absence
of prior references for this business problem,
we explored the feasibility of our proposed so-
lution by 1) generating all instructions at once
and 2) generating one instruction while incorpo-
rating conversational history in each input. Our
findings affirm the feasibility of this approach,
emphasizing the effectiveness of fine-tuning
pre-trained models and large language models
in advancing aviation communication training.

1 Introduction

Efficient and accurate communication is crucial in
air traffic management (Cardos et al., 1998). Dur-
ing real flying scenarios, Air Traffic Controllers
(ATCos) engage in timely communication with nu-
merous aircraft in designated airspace, including
aviation instructions, aeronautical announcements,
traffic advisories, aerodrome announcements, and
weather updates. Unfortunately, miscommunica-
tions frequently occur, attributed to pilot read-
back errors (Hamzah, 2018; Yang et al., 2023) and
phraseology issues (Helmke et al., 2021). This
long-standing problem, highlighted in an analysis
of NextGen 2013 found pilot mishearing (28%)
and no pilot readback (20%) as predominant fac-
tors, constituting 74% of human errors based on
382 miscommunication messages (Skaltsas et al.,
2013). A 2023 study showed that 92% of aviation
respondents believed language training was essen-
tial (Hamzah et al., 2023). Therefore, providing
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training in pilots’ phraseology and domain-specific
language is crucial to addressing communication
challenges for safety and operational efficiency.

On the other hand, the aviation industry has been
actively seeking solutions amid the rapid advance-
ment and widespread adoption of artificial intel-
ligence technologies (Kashyap, 2019). Al-driven
tools, such as Natural Language Processing (NLP),
are seamlessly integrated into every facet of mod-
ern aviation (Kabashkin et al., 2023). Noteworthy
implementations include human-in-the-loop train-
ing involving flight simulations and communica-
tions (Williams et al., 2014), aviation ontology
construction (Helmke et al., 2022), readback er-
ror detection (Helmke et al., 2021), and phraseol-
ogy training (Zuluaga-Gomez et al., 2023). Despite
these efforts, none have addressed the requirements
for enhancing pilots’ communication. Training that
incorporated human actors often incurred substan-
tial costs for setup (Brudnicki et al., 2005), signif-
icant resources (Williams et al., 2014; Kabashkin
et al., 2023), and necessitated labor-intensive anno-
tated data for simulation (Wu et al., 2021). For
instance, an MITRE report (Johnson, 2010) re-
vealed that simulating an air traffic scenario for
communication training in a small class required
the involvement of four domain experts, four Al
assistants, and one traffic simulation system, all
within a meticulously configured environment inte-
grating Al, network, and interfaces.

To address the above challenges, we propose an
NLP-focused training agent that exclusively uti-
lizes aviation communication data. This agent of-
fers language training to pilots, aiming to enhance
their proficiency in domain-specific phraseology
while minimizing resource utilization and costs.
Essentially, pilots can effortlessly create a tailored
aviation communication environment, generating
a list of aviation instructions with just a few clicks
on a single machine. Subsequently, they can sys-
tematically perform readbacks of each instruction
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through an application interface, transmitting nat-
ural language data to the backend for processing.
Throughout the training loop, pilots receive prompt
feedback on their readbacks and are prompted for
repetition in the event of a readback error. Upon
successfully executing readbacks for all instruc-
tions in a training session, pilots have the flexibility
to opt for another training session with a different
set of instructions using the same setup. The core
of this method revolves around aviation instruction
generation, for which we leveraged transformer-
based pre-trained language models, including GPT-
2 (Radford et al., 2019), BART(Seq2Seq model)
(Lewis et al., 2020), and Llama2 (Touvron et al.,
2023). Our contributions include:

1. Cost-Effective Data Setup.  The pro-
posed method is dedicated to generating
contextually-aware aviation instructions using
only communication data. Unlike traditional
approaches, it eliminates the need for a mas-
sive amount of annotated input and expensive
flight simulation setups, providing promising
task outcomes at a fraction of the cost.

Enhanced Method Explainability. The
method enhances explainability by highlight-
ing specific keywords in the input that signif-
icantly impact the generated content. This
feature ensures clarity for non-technical users,
offering a transparent understanding of the
rationale behind decision-making processes.

Efficient Domain Adaptation. The method
integrates existing NLP techniques to achieve
broader adaptation in solving aviation-related
problems. It aids in the analysis of deeper
contextual constraints and provides valuable
data insights for similar tasks in cases where
other forms of data are unavailable.

2 Training Agent Workflow

According to the International Civil Aviation com-
munications Organization (ICAO), aviation com-
munication phraseology is precisely defined with
specific vocabulary and content (ICAO, 2020).
While aviation instructions draw from a relatively
limited set of words, their meanings within this
context can significantly diverge from general lan-
guage, especially concerning terminology (ICAO,
2020). For example, consider a message, FAKEAIR
ONE TWO NINER DIRECT TO NOVEMBER
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ECHO PAPA WHISKEY WHISKEY, which signi-
fies that it is an Air Traffic Control (ATC) commu-
nication directed at a pilot flying the aircraft. It
consists of domain-specific language for alphabets,
numbers, the placement of call-sign, and aviation
instruction for aircraft manipulation and readback.

Instruction Graph Instruction Generation Readback Error Detection

Pilots
Generate Keyword Sequence
oonerare ReyRore Sequentt >
Generate Instruction
Loenarate NGwLCHon |

Instruction(s)

Provide Readback

Readback

Identify Errors

alt __J [Errors Detected?]

Prompt for New Readback

[No Errors Detected]

Continue Instruction Generation
————————————

Timeout

Figure 1: Workflow of pilot training agent.

In a real-world scenario involving communica-
tion between a controller and an aircraft, a set
of aviation instructions would be issued sequen-
tially. If pilots provided correct readbacks, or if
ATCos rectified readback errors through clarifica-
tion, communication proceeded smoothly. How-
ever, instances of miscommunication could occur
during live flying operations. This becomes a focal
point for us, aiming to minimize such occurrences
through cost-effective simulations of these interac-
tions with pilots. These interactions include user
input processing, context-aware instruction gen-
eration, pilot response/readback detection, and a
reproducible workflow for generating content with
various instruction scenarios.

Consequently, we come up with a training agent
with an integrated solution leveraging existing NLP
techniques, as illustrated in Figure 1. At the appli-
cation level, pilots initiate a request for a flight
communication scenario, specifying the communi-
cation channel and desired instruction length for
practice. The request is transmitted to the Instruc-
tion Graph module, which generates a sequence of
instruction keywords based on transitional probabil-
ities specific to the chosen communication channel.
Subsequently, the instruction scenario is forwarded
to the Instruction Generation module to produce
instruction content. The module then returns either
a list of instructions, offloading the instruction is-
suance to the application layer, or transmits one in-
struction at a time along with conversational history.
Pilots provide readbacks of individual instructions



at the application layer and transcribe into natural
language data. Each readback is processed by the
Readback Detection module to raise a signal if a
readback error is found. In case errors are detected,
pilots are prompted for a new readback; otherwise,
the issuance of instructions continues. Once all
instructions are successfully read back and verified,
pilots can initiate the process for further practice.

3 Methodology

The proposed training agent aims to generate avia-
tion instructions that are both meaningful and con-
textually aware. To achieve this goal, we devise a
specific input format termed Instruction Scenario,
which comprises a collection of distinct keywords
representing various types of instructions and com-
munication channels. These instruction scenarios
are retrieved and stored in Instruction Graphs, serv-
ing as inputs for generation at the application layer.
Subsequently, the instruction generation process
utilizes the instruction scenario as input and gen-
erates words auto-regressively, where each token
is predicted based on the previously generated to-
kens. For this task, we employ transformer-based
language models and fine-tuned them with domain-
specific data.

Instruction Scenario and Graph. We establish
two state spaces: one for instruction keywords,
denoted as KW = {kwy, kwa, ..., kw, }, and an-
other for communication channels, represented by
C ={e1,c2,...,cm }. To calculate the transitional
probabilities among different types of instructions,
the transitional probability p; ; from one instruc-
tion kw; to another instruction kw; is calculated by
dividing the count of transitions from kw; to kw;
by the total count of transitions from kw; to all
possible instructions on a communication channel
C. Thus, each instruction scenario is defined as a
combination of a communication channel keyword
and a sequence of instruction keywords (/W) that
have occurred on that channel (C').

Subsequently, we organize the keywords and
their corresponding transitional probabilities into
matrices P = {p1,p2, ...pm}, Which are of size
(n 4 2,m) to accommodate an initial state and an
end state to K'TW. Equation 1 elucidates that the
summation of each row’s transitional probabilities
for KW always equals 1, where 7 and j signifies
rows and columns respectively, and p; ; denotes
the transitional probability from kw; to kw,. Con-
sequently, we derive directed graphs for KW, de-
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noted as 3 = {91, 92, .--gm }, incorporating the
transitional matrices P. The graph can be symbol-
ized as G = (V,E,W), where E = {kw;, kw; €
V} and W = {wm |pi7j, wjj € ]R}

N N
> pij =Y Plkwpir = jlkw, =i) =1 (1)

j=1 =1

Instruction Generation. We employ the trans-
former neural network architecture (Vaswani et al.,
2017) for the generation, including both decoder-
only and Seq2Seq architectures to explore and com-
pare methods. Our goal is to generate instruc-
tions for a given instruction scenario by predict-
ing the next token in the sequence based on the
context of the preceding tokens. Consequently,
each training instance is designed with a set of
domain-specific vocabulary V, an instruction sce-
nario ¢ = {x1, x2, ..., Ty } where x; € V, and a se-
quence of instructions S = {y1,y2, ..., yn } Where
y; € V. In summary, Equation 2 elucidates how
the model factorizes the probability of vocabulary
across instructions via the chain rule (Biswas et al.,
2022) and subsequently generates the current in-
struction y; given ¢ and all previous instructions

Y1:i—1-

n

p(Slg) =TT P (wilyr:i-1,9)

i=1

2

To systematically generate consecutive and cor-
related instructions given an instruction scenario,
we design two data templates, as illustrated in Fig-
ure 2. These templates compose the input context
differently, aiding in the coherent generation of
instructional content.

* Generating the entire sequence of instructions
at once. We utilize natural language features
for text generation, including the use of spe-
cial tokens embedded in text generation, in-
corporating contextual vocabulary to augment
contextual awareness among generated tokens,
and leveraging punctuation to discern lexical
boundaries. This enables us to predict the
entire sequence of instructions at a specific
timestamp, considering the context of the en-
tire instruction scenario. Further details can
be found in the first example depicted in Fig-
ure 2.

* Generating a single instruction with context.
To generate instructions one at a time, we



Prompt Generated Text
Format <|CHANNELZ |> EMULATING AN AVIATION DIALOGUE OVER THE THE EXPECTED QUTPUT OF INSTRUCTIONS ARE : [DESCEND TO
Setting COMMUNICATION CHANNEL, GENERATE A SET OF AVIATION TWO THOUSAND FIVE HUNDRED FEET ', "CONTINUE PRESENT
A INSTRUCTIONS ACCORDING TO THE FOLLOWING HEADING ', 'SINGAPORE ARRIVAL RUNWAY ZERO TWQ LEFT TWQO
SEQUENCE:[<|LEVEL|>, <|HEAD_TURN| >, <|APP_TAKE_C|=, SEVEN TRACK MILES FROM TOUCHDOWN', 'REDUCE SPEED TO
<|SPEED|>, <|FREQ_C|>] OME EIGHT ZERO KNOTS', 'CONTACT SINGAPORE TOWER ONE ONE
EIGHT DECIMAL SIX]
Format <|CHANNEL2 | ><| LEVEL | ><|APP_TAKE_C|><|HEAD_TURN | > TURN RIGHT HEADING TO ONE ONE ZERO
Setting <|SPEED |><|FREQ_C|><CONTEXT>DESCEND TQO TWO THOUSAND
B FIVE HUNDRED FEET<CONTEXT>SINGAPORE ARRIVAL RUNWAY
ZERO TWO LEFT TWO SEVEN TRACK MILES FROM TOUCHDOWN
[INST]IN THE CONTEXT OF COMMUNICATING OVER AVIATION CLIMB TO TWO THOUSAND FIVE HUNDRED FEET
CHANNEL <|CHANNEL1 | >, GENERATE THE NEXT INSTRUCTION
BASED ON A PROVIDED SET OF AVIATICN COMMANDS
REPRESENTED AS KEYWORDS[<|HEAD_TURN | >,< | LEVEL|>],
CONSIDERING THE ISSUED INSTRUCTIONS [TURN LEFT HEADING
THREE ONE FIVE][/INST]
Special Tokens: e.g. <|LEVEL | =, <|HEAD_TURN | >, <|APP_TAKE_C| = <|5PEED|= <|FREQ.C|=; The format of special tokens con vary dependent on o model's tokenization..

Conversational Context: Attaching the previous issued instructions is used to improve contextua! awareness for the issuance of the next subsequent instruction.

Natural Language Features: It involves increasing contextual awareness by expanding vocabulary space, applying punctuation for the generation boundaries, and utilizing readable

sentence structures,

Figure 2: Prompt and generated instructions under two distinct experimental settings. Format A: Generation of all
instructions with a specified instruction scenario. Format B: Sequential generation, producing one instruction at
each timestamp with the inclusion of previously issued instructions.

append previously issued instructions as dy-
namic context to the instruction scenario. It
involves feeding the model the instructions al-
ready generated, allowing it to build upon its
understanding of the scenario as it progresses.
As demonstrated in the second example of Fig-
ure 2, this approach facilitates the sequential
generation of each instruction with additional
context.

Finetuning. Similar to predicting the next se-
quence of tokens based on previous tokens as input
(Radford et al., 2019), our objective is to minimize
the language modeling loss through fine-tuning
the domain-specific dataset . This fine-tuning
process is devised to minimize the negative log-
likelihood L with parameters 6, as illustrated in
Equation 3.

|E|

L(E)=- ZZOQ po (Yily1 - i-1,9)
=1

3)

We adopt LoRA (Hu et al., 2021) for parameter
fine-tuning within finite GPU resources. LoRA pre-
serves the LLM parameters while introducing train-
able rank-decomposition matrices into each layer.
In Equation 4, A and B represent the decomposed
matrices, where B has dimensions B C R%*" and
A has dimensions A C R"**_ with the number of
rank denoted by r (where 1 < r < 4), and n refers
to the model’s dimension of its dense layer. The
objective is to customize an LLM for a specific task
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by updating its parameters using trainable matrices
with dimensions n X r +r X n, without altering the
original LLM parameters, which are of size n x n.

h=W,+ AW, = Wox + BAx 4
Readback Error Detection. This component takes
in a pair of instruction texts from different speakers
to indicate whether an error is detected in the pilot’s
readback when compared against the Air Traffic
Controller’s (ATCo) instruction. The definition of
an error may vary depending on the implementa-
tion, such as the outcome of basic string matching,
the semantic distance between two strings, or the
matching of words only within the essential seman-
tic attributes of a specific type of instruction, akin
to the approach by Helmke et al. (2022). For the
sake of simplicity in this experiment, we adopt the
string-matching approach.

4 Experiments

The objective of this experiment is to objective
the potential of generating correlated aviation in-
structions exclusively with the proposed instruction
scenario and natural language input. For instruc-
tion generation, we finetune pre-trained language
models using domain-specific communication data,
including GPT-2 (Radford et al., 2019), BART-base
(Lewis et al., 2020), and Llama2-7b (Touvron et al.,
2023). Due to lack of aviation metadata, we assume



Table 1: Data distribution. “conv.”’: conversation; “in-
str.”’: instruction.

that training the models to reconstruct original avia-
tion communication would enable them to generate
meaningful communication context and content.
Additionally, several in-house developed tools and
components are employed to support the experi-
ments and the eventual integration at the business
level. However, their performance is not reported
in this experiment. Refer to Table 2 for references
to these complementary components contributing
to the final solution.

4.1 Dataset and Settings

The data is transcribed from live aviation commu-
nications across seven communication channels
at a certain airport, consisting of approximately
three months of audio transcriptions involving a
total of 500 different aircraft. Table 1 lists the
distribution of the original data per communica-
tion channel. Each conversation within the dataset
represents an instruction scenario, comprising spo-
ken utterances exchanged between one Air Traffic
Controller (ATCo) and one pilot at specific time
intervals. Subsequently, an in-house module for
instruction extraction is employed to process these
conversations, by which individual sequences of
ATCos’ instructions are extracted and associated
with keywords for categorization. Each instruc-
tion sequence serves as the foundation for devel-
oping both the graphs of application input and the
instructions’ generation process. As a result, we
eventually obtain a training set consisting of 14,433
instances, a development set comprising 2,548 in-
stances, and a domain-specific test set containing
10 annotated conversations.

We instantiate GPT2, BART-base, and LLama2-
7B models from HuggingFace' and conduct these
experiments independently, including the instan-
tiation of their respective tokenizers. For adding

"https://huggingface.co/
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No. of Avg. Avg. In-house module Function
Channel e no. of tokens | no. of instr. Instruction Extract instructions from an
conversations . o -
per conv. per conv. Extraction aviation dialogue.

a 761 43 5 Read-back Error Detect and yield errors in the
b 1,553 38 5 Detection read-back of and instruction.
c 1,179 69 7 Semantic-slot Tag aviation instruction into
d 3,185 40 4 Filling semantic slots.
e 1,068 38 4 Front-end Fetch user input and system
f 5,763 41 4 Application response; User interaction.
g 683 55 5
h 2,789 35 3 Table 2: In-house components for training agent devel-

opment.

domain-specific vocabulary, we include keywords
representing instruction categories and communi-
cation channels as special tokens. Additionally,
in fine-tuning LLama2-7B, we utilize an existing
PEFT implementation of LoRa 2 with a rank-size
of 4 and the task type of CASUAL_LM. Further-
more, we utilize an existing quantization package,
bitsandbytes?, to load the model in 4-bit mode for
memory efficiency, enabling completion of experi-
ments within three GTX3090 GPUs.

In this experiment, we utilize a proprietary test
set derived from domain-specific data, expertly
annotated to assess the quality of the generated
instructions. The test set comprises 221 instruc-
tions across 10 conversations, exhibiting an above-
average volume of instructions. To evaluate the con-
tent overlap between the generated instructions and
the provided references, we conduct an automated
evaluation using BLEU-4 and ROUGE-L metrics.
In essence, the BLEU-4 score serves to measure
the precision of the generated instructions in com-
parison to the reference. A higher BLEU-4 score
signifies a substantial N-gram overlap between the
generated and reference instructions. Similarly, the
ROUGE-L metric is adopted to evaluate the re-
call of the generated content against the reference.
ROUGE-L focuses on the ability to generate the
longest sub-sequence of tokens compared to the
references, with a higher ROUGE-L score indicat-
ing a more comprehensive coverage of the intended
meaning.

4.2 Main Results

As shown in Table 3, the results for instruction
generation are presented for two experimental set-
tings: generating all instructions (Setting A) and
generating one instruction at a time (Setting B).
In the results for Setting A, Llama2-7b achieves

Zhttps://huggingface.co/docs/peft/en/package_
reference/lora
Shttps://huggingface.co/docs/bitsandbytes/
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Setting A | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | ROUGE-L
GPT2 0.512 0.296 0.215 0.180 0.471
BART-base 0.184 0.058 0.030 0.021 0.208
Llama2-7b 0.650 0.456 0.375 0.320 0.639

Setting B BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | ROUGE-L
GPT2 0.289 0.157 0.109 0.089 0.490
BART-base 0.445 0.284 0.207 0.173 0.446
Llama2-7b 0.644 0.509 0.427 0.372 0.582

Table 3: Performance of instruction generation under Settings A and B on test set.

the highest BLEU-4 and ROUGE-L scores among
the various models, followed closely by GPT2 and
BART-base. It indicates that Llama2-7b not only
captures the meaning of the reference instructions
but also produces a substantial portion of content
that closely aligns with the reference instructions.
While GPT2 demonstrates a closely ROUGE-L
score of 0.471 compared to Llama2-7b, it exhibits a
relatively lower BLEU-4 score than Llama2-7b. It
implies that the GPT2 model is relatively effective
in capturing the meaning (content) of the references
during generation but lacks a strong capability to
precisely replicate the exact wording or sequence
of words found in the reference instructions. Such
phenomenon may be attributed to the scope of the
models and the amount of natural language data
used in pre-training.

In the results for Setting B, Llama2-7b still gains
the highest BLEU-4 and ROUGE-L scores among
all the models. Notably, the ROUGE-L score indi-
cates minimal variation among all models in terms
of their ability to convey the meaning of the ref-
erence text, highlighting the effectiveness of in-
corporating conversational context into the mod-
els’ input for generating one instruction at a time.
Apart from the top performer, Llama2-7b, in this
setting, BART-base demonstrates the ability to gen-
erate a relatively higher amount of overlapping con-
tent with the references compared to GPT2, with
BLEU-4 scores of 0.173 and 0.089 respectively.
This phenomenon may be attributed to the mod-
els’ sensitivity to contextual information input and
controllable factors during pre-training.

4.3 Numeric Constraints in Instruction
Generation

This study is to evaluate whether the generated in-
structions can offer numeric values that align with
aviation constraints and remain contextually rele-
vant, even in the absence of metadata. To examine
the boundaries and numeric constraints for specific
instruction categories, we perform a post-analysis
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UNIT
CHANNEL FL | FEET | KNOTS | QNH | HEAD | FREQ
a 0.89 | 0.94 0.75 1.00 | 0.68 1.00
b 0.89 | 1.00 1.00 1.00 | 0.89 1.00
c N.A | 091 1.00 N.A 0.90 0.80
d NA | NA N.A N.A N.A 0.72
e 0.62 | N.A 1.00 N.A 0.75 1.00
f 096 | N.A 1.00 N.A 0.84 0.94
g 1.00 | N.A N.A N.A 0.7 1.00
h 0.80 | N.A N.A N.A 0.86 1.00

Table 4: Accuracy for numeric value generation. N.A:
no samples of the specified type in this channel.

on the dev set. Utilizing an in-house tool, we an-
notate semantic slots to each token in a given in-
struction, similarly to Helmke et al. (2022). We
specifically focus on instructions related to Head-
ing Change, Altitude Change, Frequency Change,
Speed Change, and Frequency Change. These in-
struction types necessitate precise numeric values
for aircraft manipulation and are crucial for safety.
Numeric tokens are then converted to digits, and
potential outliers are removed by trimming values
falling between the 10th and 90th percentiles of
the original distribution. Such outliers may arise
from transcription or readback errors, as exempli-
fied by instances like DESCEND TO NINE THOU-
SAND THOUSAND FEET, which deviates from
aviation context and poses challenges for commu-
nication training. It is important to note that these
numeric constraints are channel-specific. For each
communication, we create 150 customized avia-
tion scenarios with the instruction graph, utilizing
a weighted random walk algorithm that considers
transition probabilities among instructions within
each communication channel. Finally, we format
these instruction scenarios according to Setting A
and feed them into Llama2-7b for evaluation.

The results presented in Table 4 reveal that the
accuracy of generated numeric values is signifi-
cantly higher for instructions designated to specific
aviation channels compared to those intended for
more widespread issuance with diverse constraints



based on airspace. For instance, the instruction
ONH, used for altimeter settings, demands only a
limited set of values, enabling the model to learn
and generate them accurately. In contrast, head-
ing instructions are commonly issued across all
communication channels, each presenting unique
constraints for this type of instruction. The model
requires further refinement to better identify these
constraints and develop an effective strategy for
generation. Enhancing this adaptability is crucial
for fostering a more realistic user experience when
training phraseology with the bot agent.

5 Conclusion

Accurate and clear communication plays a piv-
otal role in ensuring aviation safety and opera-
tional efficiency. Nevertheless, pilots with diverse
backgrounds frequently encounter difficulties in
adhering to strict phraseology requirements, po-
tentially hindering operational effectiveness. To
tackle this challenge, we present an NLP-focused
training agent that leverages natural language fea-
tures and existing communication data to generate
personalized instructions tailored to specific input
scenarios. Our experimental results demonstrate
the significant efficacy of the proposed method.
Consequently, this approach eliminates the need
for costly human-in-the-loop simulations and ex-
tensive annotated data entries, paving the way for
a cost-effective and accessible future in aviation
training.
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Abstract

Enabling autonomous language agents to drive
application user interfaces (Uls) as humans do
can significantly expand the capability of to-
day’s API-based agents. Essential to this vi-
sion is the ability of agents to ground natu-
ral language commands to on-screen Ul ele-
ments. Prior Ul grounding models work by
relaying on developer-provided UI metadata
(UI trees, such as web DOM, and accessibility
labels) to detect on-screen elements. However,
such metadata is often unavailable or incom-
plete. Object detection techniques applied to
UI screens remove this dependency, by infer-
ring location and types of UI elements directly
from the UI’s visual appearance. The extracted
semantics, however, are too limited to directly
enable grounding. We overcome the limitations
of both approaches by introducing the task of vi-
sual Ul grounding, which unifies detection and
grounding. A model takes as input a UI screen-
shot and a free-form language expression, and
must identify the referenced Ul element. We
propose a solution to this problem, LVG, which
learns UI element detection and grounding us-
ing a new technique called layout-guided con-
trastive learning, where the semantics of indi-
vidual UI objects are learned also from their
visual organization. Due to the scarcity of Ul
datasets, LVG integrates synthetic data in its
training using multi-context learning. LVG out-
performs baselines pre-trained on much larger
datasets by over 4.9 points in top-1 accuracy,
thus demonstrating its effectiveness.

1 Introduction

Autonomous language agents that are capable of
interacting with real-world applications are emerg-
ing (Li et al., 2020; Liu et al., 2018; Kim et al.,
2023; Rawles et al., 2023; Zheng et al., 2024). Pro-
vided with a task described in natural language,
these agents drive application user interfaces as hu-
mans do by clicking, typing, scrolling, etc. The
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myriad of tasks such Ul agents could accomplish
is potentially unlimited, much beyond what tradi-
tional API-based agents can do. In this paper, we
focus on a fundamental problem UI agents must
solve: grounding natural language commands to
on-screen elements, i.e., mapping commands such
as "enable auto-notification" or "open the second
item in the list" to the correct UI action and on-
screen element.

Prior work (Bai et al., 2021; Li and Li, 2023)
achieves Ul grounding by assuming the location
bounds and types of Ul elements present in a screen
are known beforehand. Hence, they define ground-
ing as the problem of ranking a set of UI elements
based on the given natural language command. The
set of Ul elements is computed automatically using
developer-provided UI metadata, consisting of Ul
trees (e.g., web DOM tree or Android View Hierar-
chy) and accessibility annotations. The issue with
this approach is that such UI metadata is often not
accessible for security or privacy reasons (XDA,
2021). Developer-provided metadata can also be
noisy, corrupted with missing object descriptions or
misaligned structure information (Li and Li, 2023).
Finally, as others pointed out (Chen et al., 2020a),
accessibility labels are generally not provided for
all UI elements (see Appendix A.1 for further de-
tails). These constraints make these approaches
hard to deploy and limit their performance.

Another way of approaching this problem with-
out relying on Ul metadata is to train object de-
tection models for Ul screens (Chen et al., 2020b;
Zhang et al., 2021). This line of work, generally re-
ferred to as screen understanding or screen parsing,
localizes Ul elements in a screen solely from its
visual appearance. Elements are labeled with tech-
nical terms such as “Button”, “Text-Input”, “Icon”,
etc. As these labels carry limited semantic infor-
mation, they are not sufficient to directly support
grounding of natural language commands. This
means that a second model, possibly an LLM, must
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Figure 1: Visual Ul grounding unifies the task of Ul
grounding that relies on the availability of UI metadata
and screen understanding which localizes elements in a
screen and classifies them into pre-defined types (but-
ton, text-label, text-input, icon, etc.). In this new task, a
UI element referenced by a natural language command
must be localized in the given UI screen, by relying
solely on the screen’s visual appearance (without assum-
ing UI metadata).

be used to map natural language commands to the
detected elements (Yan et al., 2023a). The adop-
tion of a 2-step process causes information loss and
increases maintenance and deployment costs.

We address the limitations of both worlds by uni-
fying detection and grounding into the new task
of visual Ul grounding, illustrated in Fig. 1. The
model takes as input a UI screenshot (without meta-
data) and a free-form language expression, and
must predict the bounding box of the referenced
element. Hence, unlike previously-proposed meth-
ods where bounding boxes of candidate UI objects
are given as input or pre-computed by a separate
model, here a single model must perform both ele-
ment detection and action grounding.

In the search for a solution to the problem of vi-
sual UI grounding, we first consider recent work on
open-vocabulary object detection (Li et al., 2022;
Yuan et al., 2021; Gu et al., 2022). These mod-
els are trained end-to-end to map natural language
expressions to objects in an image. While they rep-
resent a perfect fit for our problem, we find that,
despite their large training datasets, they do not
perform well on Ul screens (see baseline compar-
isons in §5). Our explanation is that these mod-
els are trained on real-world scene datasets (Lin
et al., 2014; Gupta et al., 2019) where objects of
the same appearance (color, shape, size) share sim-
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ilar meanings, whereas UI objects are subject to
application and context sensitivity. In other words,
in UI screens, objects that may look similar have
different meanings depending on the application
and surrounding Ul elements. For example, con-
sider a heart icon which in Facebook loves a post,
but in Etsy adds a product to the favorites; if the
same icon appears next to a label “click for more”
it assumes yet another meaning.

To address the problem of application and
context-sensitivity of UI objects, we propose LVG
(Layout-guided Visual Grounding). We observe
that while objects in real-world scenes do not usu-
ally follow a regular pattern in their arrangement,
Ul elements are organized through layouts, which
can be key to understanding their meaning. For ex-
ample the function of an icon or an element in a grid
can be better understood by relating it to a nearby
text label or to another element spatially aligned to
it. Hence, we introduce layout-guided contrastive
learning where the model learns to classify ele-
ments into groups based on their visual containers
(headers, lists, tables, etc.). This enforces the tar-
get element’s features to be closer to those of its
sibling elements and far from those of elements in
other containers, thus enriching their semantic rep-
resentations. Application-derived features are then
combined with element-specific features. Further,
to cope with the lack of UI grounding datasets, we
synthetically generate natural language referring
expressions paired with original Ul screens. We
successfully transfer knowledge learned from syn-
thetic to real-user expressions using multi-context
learning, i.e., forcing the model to generate similar
features when synthetic and natural expressions are
referring to the same element.

In summary, we make the following contribu-
tions: (i) we define the task of Visual UI Ground-
ing, (ii) we propose a solution, LVG, and introduce
layout-based contrastive learning, and (iii) we gen-
erate a synthetic dataset of diversified language
queries and use it effectively through multi-context
learning. Overall, LVG surpasses strong baselines
by over 4.9 points on top-1 accuracy.

2 Related work

Ul grounding Ul grounding models detect Ul el-
ements referenced by natural language commands
in a screen. Both supervised (Pasupat et al., 2018;
Li et al., 2020; Liu et al., 2018; Gur et al., 2019)
and unsupervised (He et al., 2021; Bai et al., 2021;



Banerjee et al., 2022) methods rely on deriving the
bounding boxes and types of the candidate Ul el-
ements (or regions of interest (Li and Li, 2023))
from UI trees (e.g., Android View Hierarchy or
web HTML) and often make use of accessibil-
ity labels to enhance the UI element representa-
tion. This is the case also in recent LLM-based
approaches (Wang et al., 2022a; Zheng et al., 2024).
The issue with these methods is that Ul trees and
accessibility labels are often inaccessible (e.g., an
Android app cannot access the Ul tree of another
app) or unavailable (accessibility labels lack both
in websites and mobile apps (Chen et al., 2020a)).
While web HTML is accessible, raw HTML is
large and noisy, often not fitting the input win-
dow of LLMs (Zheng et al., 2024), which leads
to heuristics being used to reduce its size. For all
these reasons, these solution are hard to deploy and
scale. LVG performs grounding without depending
on Ul metadata.

Screen understanding Screen understanding
(also called screen parsing) models avoid the depen-
dency on Ul metadata, by inferring bounding boxes
and types of on-screen elements solely from a Ul
screenshot (Chen et al., 2020b; Zhang et al., 2021;
Wau et al., 2021). The inferred class labels ("but-
ton", "radio-button", "slider", "text-input", etc.),
however, are semantically very limited to directly
enable grounding of open-vocabulary referring ex-
pressions. For this reason these methods must be
paired with a second model, an LLM or VLM,
for language grounding. Rawles et al. (2023) use
screen understanding techniques based on a combi-
nation of OCR and IconNet (Sunkara et al., 2022)
to detect elements on the screen and produce a tex-
tual representation of the UL Then, they train a
grounding model using behavioural cloning or use
LLMs in a zero/few-shot manner to identify the
referenced element. Another 2-step approach (Yan
et al., 2023a) which involves GPT-4V uses the same
screen understanding techniques to identify bound-
ing boxes of relevant elements, which are then rep-
resented by visually adding numeric tags to the Ul
image (Yang et al., 2023). Finally, Pix2Act (Shaw
et al., 2023) adopts Pix2Struct (Lee et al., 2022)
(consisting of an image encoder and text decoder)
to first transform UI screenshots of MiniWob (Shi
et al., 2017) synthetic webpages into simplified
HTML and then apply behavioural cloning, rein-
forcement learning or Monte Carlo Tree Search.
The main downside of these approaches is that the
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preliminary step of converting Ul screenshots into
textual representations or annotating Ul images
with numeric tags causes information loss. Some
elements may be missed, and especially text-only
representations are not well suited for visual ele-
ments such as icons and symbols. The two-step
approach also increases the deployment costs from
one model to two. In our approach, one model is
trained end to end, thus lowering the deployment
costs and avoiding any lossy pre-processing.

Open-vocabulary object detection Recent work
in the computer vision community tackles the prob-
lem of open-vocabulary object detection (Joseph
et al., 2021; Li et al., 2022; Zhong et al., 2022;
Gu et al., 2022; Kaul et al., 2023), where a model
is tasked to detect classes of objects that have not
been introduced to it before. RegionCLIP (Zhong
et al.,, 2022) learns a regional visual-semantic
space that covers rich object concepts such that
it can be used for open-vocabulary object detec-
tion. GLIP (Li et al., 2022) unifies grounding and
detection tasks by reformulating object detection
as phrase grounding, thus being able to learn from
both detection and grounding datasets. While re-
lated to our goal, these methods are designed for
images and objects that represent real-world scenes.
When fed with Ul datasets their performance is
inferior because Ul screens exhibit some unique
features (see results in §5 and Appendix A.3). To
address Ul-specific challenges we introduce layout-
guided contrastive learning and leverage global-
local feature aggregation.

3 Method

A key contribution of our work is to address
the problem of application and context sensitivity
which characterizes Ul screens. Application sen-
sitivity occurs with Ul elements that despite their
similar appearance have different functionality in
different applications (e.g., a “hand” symbol in a
video call application or in a drawing application
have completely different functions). Context sen-
sitivity occurs with Ul elements that change their
functionality depending on "context", i.e., neigh-
boring Ul elements (e.g., a list item must be consid-
ered in the context of the other items appearing in
the same list or a text-label can change the meaning
of a symbol located next to it).

Next, we describe how LVG addresses these
challenges. Fig. 2 shows the architecture of LVG.
We use SWIN Transformer (Liu et al., 2021) as the
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visual backbone N, to extract visual features F),
from UI screens, and BERT (Devlin et al., 2019)
as text backbone N, to extract textual features F}
from natural language commands.

Application sensitivity We fuse visual and text
features using a multimodal fusion module (Li
et al., 2022). Specifically, we use multiple head
attention structures to fuse features from the two
modalities. Inspired by the design of the residual
block of ResNet (He et al., 2015), to account for
application-level information in element recogni-
tion, we build a shortcut that concatenates global
features (extracted from the whole Ul screenshot)
with pooled region proposal features generated by
Dynamic Head (Dai et al., 2021). Two task specific
head modules, which are implemented as Multi-
Layer Perceptron (MLP), are designed to perform
the regression of bounding box locations and clas-
sification of element labels based on the features
derived from the pooled region proposals.

We use an attention layer (Attn) to get the fused
region features Fr € R™ from the global fea-
tures Fg € R™P and proposal feature Fp €
R™*? where n is the number of region proposals
and d is the degree of feature space:

Fr = Attn(Fg, Fr)[1 | (1)
Context sensitivity A possible solution to this
problem is to augment the features of each re-
gion proposal with those of spatially-close regions.
We tried different settings such as fusing features
of horizontal regions, fusing features of vertical

regions, and fusing features of both horizontal
and vertical regions. However, none of these ap-
proaches worked effectively because features from
irrelevant regions were often included. In fact, be-
ing two UI elements spatially close does not au-
tomatically imply they have a relationship. For
example, a caption may be related to the image
appearing above or below it, and two text-labels
may or may not have a relationship depending on
whether they are spatially aligned and on whether
they use the same font size and color. Instead, we
observe that we have a reliable source of contextual
information which has been overlooked by prior
work: UI layouts. Layouts enforce how Ul ele-
ments are grouped and organized in visible or invis-
ible containers, such as lists, headers, or navigation
bars, which are in fact critical to help humans un-
derstand and navigate Uls. Layouts not only allow
us to identify nearby UI elements that are relevant
to a target element but also to exclude elements that
despite their spatial closeness are irrelevant.

We leverage Ul trees included in public
datasets (Deka et al., 2017) to teach the model how
to recognize layout structures from visual inputs
only. Atinference time, the model does not actually
take Ul trees as input. Ul trees provide a hierarchi-
cal representation of the UI where each node in the
tree may contain any number of nodes. We process
Ul trees to extract a multi-level tree representation
including leaf nodes (the visible UI elements) and
containers, such as lists, grids and navigation bars
(regardless of whether they are explicitly drawn in
the UI). We compute each leaf node’s bounding box
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Figure 3: Examples of element groupings as predicted
by LVG. The same color represents elements in the same
container. We do not report all detected groupings to
make the visualization more readable. LVG is able to
correctly group together icons, texts and buttons belong-
ing to the same navigation bar as well as date pickers,
icons and sliders with the corresponding text labels.

(based on location bounds provided in the UI tree)
and use the parent container information extracted
from the UI tree to identify its siblings. If a node
has no siblings under its direct parent container,
we recursively traverse the tree until we find one.
Hence, we build a mapping between elements and
containers as M = {Mj, Mo, ..., M,,} € R*¥*c,
where w is the number of containers and c is the
number of elements. Fig. 2 shows some examples
of layout mapping where icons are grouped with
their associated text labels despite the container not
being visible in the Ul screenshot. Additionally,
Fig. 3 demonstrates the layout grouping capabil-
ities learned by LVG through various examples
including header bars, date pickers, and list items.

Then, we introduce layout-guided contrastive
learning. The contrastive loss aims to separate el-
ements into groups, where each group contains a
target element and its siblings. Given the fused
region features F'r and the element-container map-
ping M, we compute the contrastive loss Lcon =
lossxe(scon§ M), where Scon = con(FR)- Ncon
is a Multi-Layer Perceptron that projects region
features to a probability distribution of layout con-
tainers Seon, € R™*¢ and loss,. is a cross-entropy
function.

In addition to contrastive loss, we implement
an alignment loss L, = (08Sgze(Sain; T ), where
Sain = ¢(Fr)d(F,)T is the probability distribu-
tion of alignments between region proposals and
referring expressions. Similar to M, T € R™"*™
is a mapping dictionary that records the ground
truth alignments between elements and phrases (¢
represents the normalization function). Finally, we

add a standard localization loss L;,. to optimize
the localization task (Ren et al., 2015).

4 Datasets and data synthesis

For training, we use the UlBert dataset (Bai et al.,
2021),! which contains 16,660 referring expres-
sions associated with a total of 5,682 Android
UI screenshots. We also complement this human-
collected dataset with a synthetic dataset. We ob-
tain Ul screens of original Android apps from the
Rico dataset (Deka et al., 2017) and use the UI
tree information associated with each screenshot
to determine a set of cues from which we heuris-
tically generate referring expressions. Our cues
extend those proposed in RicoSCA (Li et al., 2020)
where every expression consists of an operation (a
verb, such as “tap”) and a target element. We make
various improvements to RicoSCA to increase the
diversity of the generated expressions, and add
layout-based cues. We generate expressions only
for interactable Ul elements (buttons, input fields,
icons, etc.) through the following process.

First, we assemble a collection of operational
phrases such as “click xxx”, “select xxx”, “type
xxx”, “tap xxx”, “go to xxx”. Each phrase con-
sists of a verb and a placeholder xxx. Second, we
establish a set of rules to replace “xxx” placehold-
ers with one or multiple object identifying expres-
sions. These expressions are generated using Ul
tree information. For example, a Ul tree may list
an object of type “button”, with name “Cancel”,
with location bounds x1,y1,X2,y2, and with property
clickable=true. We create rules to produce object
expressions such as “the button with name Cancel”
or “the Cancel button” or simply “Cancel”. In gen-
eral, we identify a target element using its name
(accessibility label, textual content), type (class
name) or location. We generate location-based ob-
ject expressions using the location bounds of the
object and the neighboring objects to obtain object
descriptions such as “at the top of the page” (us-
ing absolute location) or “appearing in the menu
next to the login button™ (using relative location).
Third, we create multiple rules based on the ob-
ject’s properties to determine which operational
phrases can be applied to an object. For example,

At the time this work was done very few UI datasets ex-
isted. The Android in the Wild (AitW) (Rawles et al., 2023)
and Mind2Web (Deng et al., 2023) datasets were released
recently. While focused on UI automation scenarios, they con-
tain high-level task instructions rather than low-level referring

expressions and are therefore not suitable for this study. AitW
also does not contain accessibility trees.
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Figure 4: Examples of generated synthetic expressions.
The expression with a specific color is referring to the
element within the bounding box of the same color.

if the object’s property “clickable” is set to true
and its type is “button’, operational phrases such
as “click xxx” or “tap xxx” can be applied to it.
Finally, for each object we assemble multiple refer-
ring expressions. The selected operational phrases
are instantiated using one or multiple object expres-
sions. For instance, the phrase “tap xxx” selected
for the “Cancel” element described above is instan-
tiated as “tap cancel” or “tap the cancel button” or
“tap the cancel button next to login”. Fig. 4 shows
some examples of generated synthetic expressions.

Overall, we generated 22,617 synthetic expres-
sions for 21,282 Android UI screens. We found that
simply mixing UlIBert’s real-user expressions with
synthetic ones did not bring noticeable improve-
ments due to the domain gap (synthetic expressions
can be longer and the ratio of referring queries us-
ing relative location is higher). We adopt multi-
context learning which in robotics has been shown
to successfully combine together imitation learn-
ing datasets of different sizes and nature (Lynch
and Sermanet, 2021). We find it is important to
generate for each UlBert expression a synthetic
counterpart, for the same referred element. This
forces the model to map both types of expressions
to the same space, and to ultimately leverage the
larger size of synthetic data.

5 Evaluation

We train and evaluate on the UlBert dataset (Bai
et al., 2021) using the official splits. We expand the
UlBert train set with 22,617 synthetic expressions.
As evaluation metric we use acc@k with IoU > 0.5,
which measures the fraction of correctly identified
UI elements in the top & ranked results.

We compare against 3 baselines: GLIP (Li
et al., 2022), OFA (Wang et al., 2022b), and
UNINEXT (Yan et al., 2023b). (UNINEXT and
OFA currently rank first and third, respectively, in
the RefCOCO leaderboard (ref, 2023).) All models
are trained on UlBert with or without synthetic data

Table 1: LVG performance compared to baselines when
trained on UlBert and synthetic data.

Backbone = Method Val Acc Test Acc
@1 @5 @1 @5
GLIP GLIP 38.42 5498 31.27 52.33
GLIP_synt 40.27 5520 33.98 54.85
LVG 38.85 62.05 33.74 55.92
LVG_synt 42.60 64.68 35.19 58.74
OFA OFA 37.79 5571 37.88 56.88
OFA_synt 41.80 62.19 40.27 59.26
LVG 43778 6348 4299 63.51
LVG_synt 45.67 64.40 45.19 65.25
UNINEXT UNINEXT 36.11 54.82 32.19 51.93
UNINEXT _synt 36.72 55.30 3248 51.46
LVG 38.19 57.21 34.03 53.28
LVG_synt 38.22 58.20 35.67 53.88

Table 2: Ablation analysis. Models trained on UlBert.

Method Val Acc Test Acc
@1 @5 @1 @5
GLIP 38.42 5498 31.27 5233
GLIP + LContast 40.33 62.84 33.80 55.09
GLIP + Glob-Loc 39.06 60.93 32.03 58.93
LVG 38.85 62.05 33.74 5592

(as specified). For all experimental settings see the
Appendix (A.2).

Main results As shown in Table 1, LVG con-
sistently outperforms the tree baselines on both
validation and test sets, demonstrating the efficacy
of layout-guided contrastive learning. The best
results are obtained with the OFA backbone and
synthetic data, where LVG_synt’s test acc@1 is
45.2% (acc@35 is 65.3%); this is 4.92 (5.99) per-
centage points higher than OFA_synt. As the error
analysis in §A.3 shows, OFA fails because it does
not manage to leverage the spatial context of the
target object. We also observe how all tested mod-
els benefit from synthetic data, thus demonstrating
our multi-context learning approach is successful at
transferring knowledge from the synthetic domain
to the natural descriptions.

Ablation analysis For ablation purposes we use
the GLIP backbone because it is less compute in-
tensive. We add layout-guided contrastive learning
(LContrast) and global-local feature aggregation
(Glob-Loc) to GLIP, and train on UlBert. As Ta-
ble 2 shows, LContrast surpasses the baseline by
2.53 points in test acc@1 (2.76 in acc@5) demon-
strating its effectiveness over traditional contrastive
learning for UI tasks. Glob-Loc also surpasses the
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baseline by 0.76 points in acc@1 (6.6 in acc@5).
The full LVG model does not achieve the best per-
formance on all metrics, possibly due to the small
size of UlIBert, which increases model overfitting
as the number of parameters increases. To better
appreciate LVG’s layout detection capabilities we
provide examples of grouping predictions in Fig. 3

6 Limitations

LVG was evaluated on an Android dataset. We
acknowledge that the dense layouts of desktop Uls
may make the visual UI grounding task more chal-
lenging. Moreover, there are Ul structures such as
tables, charts and specialized grids which are not
included in our datasets and that may bring addi-
tional challenges. Referring expressions can also
vary widely. So far we have focused on relatively-
short referring expressions. Ideally, LVG should
be able to support expressions ranging from very
short, under-specified commands (as those charac-
terizing voice-based scenarios) to long and detailed
instructions (as those found in instruction manuals).
Finally, we acknowledge that the model is trained
and tested on referring expressions that are always
possible. In real world scenarios a user may refer
to a UI element that is not present on the screen.

7 Conclusions

We propose the new task of visual Ul ground-
ing and present our solution to it. Compared to
strong baselines trained on much larger datasets,
LVG’s layout-guided contrastive learning and
multi-context approach for synthetic data demon-
strate great improvements in identifying Ul ele-
ments referenced by NL expressions.

8 Ethical considerations

LVG uses some human-labeled data (UlBert
dataset), but also demonstrates how synthetic re-
ferring expressions can help improve model perfor-
mance and scale to many different types of appli-
cation. We think that investing further in synthetic
data generation can alleviate the risk of training
visual grounding models that work only for certain
types of application or platform.

A possible use case for our techniques are screen
readers for visually-impaired users. Accessibility
labels are often missing or incompletely defined;
LVG can enable visually-impaired users to access
a much wider range of applications. Another po-
tential use case of LVG is task automation. This

use case has tremendous opportunities to advance
human productivity. On the other hand, we ac-
knowledge that it also has societal and safety impli-
cations (e.g., what if an agent fails in the execution
and take irreversible actions?).
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A Appendix

A.1 Ul metadata

Ul metadata consists of the underlying tree-
structured representation of an application Ul
(called View Hierarchy on Android and DOM on
web) and accessibility labels. This metadata is
not always available and can be incomplete. Even
when available, it may not be accessible.

Technical reasons make Ul metadata hard to
obtain. On Android, UI metadata is observable
through the Accessibility Service. However, for
security and privacy reasons, Google heavily re-
stricts who can access it (XDA, 2021). Even when
the Accessible Service can be invoked, elements
rendered using OpenGL, Unity and Canvas are not
included in the retrieved View Hierarchy. This is
true also for elements residing inside WebViews
which are common in Android apps. View Hier-
archies can also present misaligned structure in-
formation (Google Research Blog, 2023; Zhang
et al., 2021). Accessibility labels are extremely
useful to infer the semantics of Ul elements. How-
ever, they are rare. A previous study reported that
more than 77% of 10k Android apps have missing
accessibility labels (Chen et al., 2020a).

In desktop apps, accessing Ul trees is generally
more difficult. For example, the Ul tree of com-
mon Electron apps like Microsoft Teams are not
accessible from the Windows UI Inspector service.
Finally, while web DOM trees are generally acces-
sible, they can be very large and noisy, and hence
hard to interpret.

A.2 Implementation details

We train on the UIBert dataset (Bai et al., 2021)>
using the official splits: train: 4,646 images, 15,624
expressions, validation: 471 images, 471 expres-
sions, test: 565 images, 565 expressions. We ex-
pand the train split of UIBert with 22,617 synthetic
expressions (no longer than 55 words) generated
for 21,282 different Android Ul screens.

For experiments with GLIP, we use GLIP-base
(SWIN Transformer (Tiny) and BERT) as default
backbone. Following the GLIP settings, SWIN-
Tiny is pre-trained on ImageNet (Deng et al., 2009),
and the input images are resized to 224 x 224
pixels. Models are trained for 100 epochs.

For experiments with OFA, we use OFA-base
(ResNet101 and BART-base) initialized with the

2released under license CC BY 4.0

same pretrained weights. The input images are
resized to 384 x 384 pixels. Models are trained for
50 epochs.

For experiments with UNINEXT, we use
UNINEXT-base (ResNet-50 and BERT) as the de-
fault backbone, initialized with weights pretrained
on Objects365. The images are pre-processed with
the same procedure as in UNINEXT. Models are
trained for 50 epochs.

For all the settings, the models are optimized by
AdamW (Loshchilov and Hutter, 2017) with initial
learning rate of le~, and weight decay of 0.05.
The best models are selected based on the results
on the validation split.

A.3 OFA error analysis

In Fig. 5 we show failure cases of the OFA model
on the UlBert dataset. Note that in these tests LVG
correctly identifies the referenced element. The
errors show how OFA does not manage to lever-
age the spatial context of a target object, which is
described by words such as “above”, “below”, or
“right to” in the referring expression. Understand-
ing localization in a grid (“first option in second
row”) is also challenging. In some cases, the predic-
tion is wrong due to closely-related elements, but
also in these cases understanding the spatial layout
can help the model (e.g., in the first example, LVG
can use layout-guided contrastive learning to group
the text “All countries” with “Countries” and the
text “All” with “Age”, thus identifying the correct
referenced object).
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Abstract

We introduce Prompt Tuned Embedding Clas-
sification (PTEC) for classifying companies
within an investment firm’s proprietary industry
taxonomy, supporting their thematic investment
strategy. PTEC assigns companies to the sec-
tors they primarily operate in, conceptualizing
this process as a multi-label text classification
task. Prompt Tuning, usually deployed as a
text-to-text (T2T) classification approach, en-
sures low computational cost while maintaining
high task performance. However, T2T classifi-
cation has limitations on multi-label tasks due
to the generation of non-existing labels, per-
mutation invariance of the label sequence, and
a lack of confidence scores. PTEC addresses
these limitations by utilizing a classification
head in place of the Large Language Models
(LLMs) language head. PTEC surpasses both
baselines and human performance while lower-
ing computational demands. This indicates the
continuing need to adapt state-of-the-art meth-
ods to domain-specific tasks, even in the era of
LLMs with strong generalization abilities.

1 Introduction

Investors leveraging thematic investment strategies
concentrate their efforts on specific industry sec-
tors, such as “Circular Economy.” This strategy
involves compiling a comprehensive list of com-
panies within these sectors by analyzing unstruc-
tured natural language data on platforms such as
Pitchbook (2024) and Crunchbase (2024). For in-
stance, investors might utilize the description and
associated keywords of a company like “Vinted” to
identify the industries it operates in. In this context,
machine learning can be instrumental by framing
this as a multi-label text classification challenge:
given a natural language description of a company
X, the goal is to categorize it into one or more

*Corresponding authors. The source code is publicly avail-
able at https://github.com/EQTPartners/PTEC.

{valentin.buchner,lele.cao,vilhelm.vonehrenheim}@eqtpartners.com j.c.kalo@uva.nl

industries from a predefined industry sector taxon-
omy T ={Y1,Ys,...,Y,}.

While there exist various machine learning solu-
tions for multi-label text classification, this indus-
trial application encompasses some challenges:

* Scarce annotations: The annotation process,
carried out by investment professionals familiar
with a firm’s taxonomy, results in only a limited
number of labeled examples. Given that an indus-
try taxonomy may include up to 300 industries,
there are only few annotations per industry.

¢ Imbalanced annotations: Annotations are pri-
marily focused on investment opportunities rele-
vant to the annotator’s industry of interest, lead-
ing to a long-tail distribution.

* Large and heterogeneous inference dataset:
The necessity to infer industries for over 10M
companies, coupled with the likelihood of the in-
ference data being out-of-distribution compared
to the annotated dataset in terms of language use
and descriptiveness.

* Dynamic taxonomy and training data: Fre-
quent updates in industry taxonomy, company
information, and annotations necessitate ongoing
re-training and inference processes.

Traditional text classification approaches de-
mand large amounts of annotated training data and
often struggle to generalize effectively to novel
data (Srivastava et al., 2023). Large Language
Models (LLMs) exhibit superior generalization ca-
pabilities to unseen data and can be fine-tuned on
smaller annotated datasets (Raffel et al., 2020).
However, fine-tuning LLMs may lead to the un-
desirable phenomenon of “catastrophic forgetting”
of pretraining knowledge (Chen et al., 2020), and
is computationally demanding. These challenges
can be mitigated through Parameter-Efficient Fine-
Tuning (PEFT, Ding et al., 2023) techniques such
as Prompt Tuning (PT). PT minimizes the number
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of parameters that need fine-tuning by focusing
on a soft prompt appended to the tokenized and
embedded input text, thus reducing computational
costs and preserving the pretrained knowledge of
the LLM, as the main body of the LL.M’s parame-
ters remains unaltered (Tam et al., 2022; Tu et al.,
2022; Lester et al., 2021). Hence, PT emerges as
a viable solution for computational efficiency and
knowledge retention in LLM applications.

This research evaluates the scalability, efficiency,
and performance of PT in a real-world industry
classification scenario, benchmarked against com-
mon baseline methods. However, PT as a text-
to-text (T2T) classification approach encounters
limitations on multi-label tasks as discussed in Sub-
section 2.4. We enhance PT by (1) integrating con-
strained decoding using Trie Search (Yang et al.,
2023; De Cao et al., 2020) and (2) replacing the lan-
guage model head with a specialized classification
head. Our key contributions include:

* The adaptation of the Trie Search decoding
method (Yang et al., 2023), preventing repetitive
prediction of the same label, akin to the approach
in (Chen et al., 2018).

* The introduction of Prompt Tuned Embedding
Classification (PTEC), which concurrently opti-
mizes the soft prompt and the classification head
with differential learning rates.

* A comparative analysis of the performance and
computational requirements of the proposed and
baseline methods on two datasets: our pro-
prietary IndustrySector classification task and
the publicly available HateSpeech classification
benchmark.

* Empirical evidence demonstrating that evaluating
PTEC on data it has more pretraining knowledge
about does not lead to an overestimation of the its
classification performance when applied to data
it has less pretraining knowledge about.

The paper first outlines existing text classifi-
cation methodologies and their limitations. We
then introduce constrained Trie Search decoding
and PTEC as potential solutions to these limita-
tions. Subsequently, we describe our experimen-
tal setup and compare the efficiency and perfor-
mance of current and proposed methods. Our code-
base and the HateSpeech dataset can be accessed
at https://github.com/EQTPartners/PTEC.

2 Related Methods

2.1 Parameter-Free Classification with gzip

A very simple approach to text classification makes
use of compression algorithms such as gzip (Jiang
et al., 2023). This method leverages the princi-
ple of lossless compression, where frequently oc-
curring symbols are encoded with shorter codes.
Similar texts are likely to have more common sym-
bols, leading to a shorter compressed length when
concatenated. This phenomenon forms the basis
for a low-computation distance metric for nearest-
neighbors classification methods.

2.2 In-Context Learning

In-Context Learning (ICL), or N-shot prompting,
involves prepending N input-output example pairs
to the prompt before the actual input (Brown et al.,
2020; Min et al., 2022). This method is particularly
appealing for text classification as it obviates the
need for any LLM fine-tuning.

2.3 Embedding Proximity

Another approach to text classification not requir-
ing LLM fine-tuning uses text embeddings gen-
erated with LLMs. These can be used as input
features for a separate classification model. The
most parameter-efficient classification models are
K-Nearest Neighbors (KNN) or Radius Nearest
Neighbors (RadiusNN) (Guo et al., 2003; Cover
and Hart, 1967). Alternatively, text embeddings
can be used as input to a classification layer, which
can be trained to perform the respective classifica-
tion task (Kowsari et al., 2019).

2.4 Prompt Tuning

To emulate fine-tuning’s effectiveness with re-
duced computational expense, various Parameter-
Efficient Fine-Tuning (PEFT) techniques have
been developed. These include Pattern-Exploiting
Training (Schick and Schiitze, 2021), Prefix-
Tuning (Li and Liang, 2021), Low-Rank Adap-
tation (LoRa, Hu et al., 2021), and Prompt Tun-
ing (Lester et al., 2021; Liu et al., 2022; Tam
et al., 2022). These methods limit trainable pa-
rameters compared to full LLM fine-tuning. PT in-
volves training the smallest amount of parameters
(< 0.1%), while still being reported to outperform
fine-tuning (Liu et al., 2021). It prepends a soft
prompt — a sequence of virtual token embeddings
— to the token embeddings of the input text, as
depicted in Fig. 1. During this process, only the
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Figure 1: Schematic overview of Prompt Tuning, showing the
trainable soft prompt (matrix S Pp), the tokenized and
embedded input text (Xinput), and the LLM with frozen
parameters (LLMgy).
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soft prompt undergoes training, leaving the LLM’s
parameters unchanged. This approach not only
demands fewer computational resources but also
supports multi-task processing in a single batch and
mitigates the risk of “catastrophic forgetting.”

2.5 T2T Classification for Multi-Label Tasks

Text-to-Text (T2T) classification leverages genera-
tive language models to produce the token(s) repre-
senting target categories. Historically, T2T has
surpassed other methods in public benchmarks,
aligning with the notion that text generation closely
mirrors the LLM’s pretraining tasks (Raffel et al.,
2020). For multi-label scenarios, T2T classifica-
tion sequentially generates labels, separated by a
separator token (SEP) and concluded with an end-
of-sequence (EOS) token (Yang et al., 2018, 2023).
However, this approach faces several limitations:
(a) The model might generate semantically simi-
lar but incorrect labels due to non-intuitive class
labels. For instance, in our proprietary taxonomy,
the model could misclassify “Healthcare I'T” as
“Healthcare Software”. (b) In multi-label instances,
labels must be provided in an arbitrary order during
fine-tuning. If the model’s correct label predictions
deviate from this order, it is penalized by the loss
function. Augmenting the label order at random
would result in an inconsistent learning signal and
unstable convergence. (c) The model computes the
probability of a subsequent label based on the pre-
viously decoded label, expressed as P(Y2|X, Y1),
where X is the input and Y; represents the i-th
label (Simig et al., 2022). This approach fails to
provide independent confidence scores for each
label P(Y3|X), which are vital in real-world appli-
cations for balancing the trade-off between false
positives and false negatives. Additionally, this
limitation does not allow for achieving optimal
performance in metrics like Precision@K, which
depend on label probabilities.

Label 3 Proposed Methods

3.1 Prompt Tuning + Trie Search

To address limitation (a) as detailed in Section 2.5,
constrained decoding methods such as Trie Search,
which are effective in generating only valid labels,
can be employed (De Cao et al., 2020; Yang et al.,
2023). Trie Search, a constrained decoding method,
utilizes a label trie structure for organizing target
labels, as illustrated in Fig. 2. The label trie, be-
ginning from the root node (BOS) and ending at
leaf nodes (EOS or SEP), enables valid label re-
trieval during label generation by guiding the LLM
to select tokens only from the trie. In the con-
text of multi-label classification, labels are gener-
ated sequentially and separated by the SEP token.
Upon reaching a leaf node, the LLM chooses ei-
ther to generate the SEP token, restarting the Trie
Search, or the EOS token, concluding label pre-
diction. However, this method may lead to repet-
itive generation of the same label, a known issue
with LLMs (Fu et al., 2021). To mitigate this, our
approach extends the Trie Search method by re-
moving a label from the trie once it is generated,
an idea inspired by (Chen et al., 2018). While this
method effectively addresses limitations (a), it does
not resolve limitations (b) and (c) since it requires
labels provided in an arbitrary order during training
and does not allow the calculation of appropriate
confidence scores.

3.2 Prompt Tuned Embedding Classification

PTEC addresses all limitations by combining PT
with Embedding Classification rather than T2T
classification. This is done by using a single linear
layer with a sigmoid activation function to pro-
cess the text embeddings generated by the Prompt
Tuned LLM. This layer produces a probability dis-
tribution over industry sectors in the taxonomy,
thus (a) ensuring valid industry selection, (b) en-
abling the application of label order-independent
loss functions, and (c) providing probability scores
useful for ranking or adjusting model prediction
sensitivity. This process is mathematically repre-
sented as:

1 if o(WLLM(SPy & Xipput) + b) > 7,
0 otherwise.

€]

Here, LLMy(SPy @ Xippu) parameterized by ¢

yields an embedding vector. The tokenized and em-

bedded input text is represented by X,pui, and 7 is
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Figure 2: A schematic comparison of Prompt Tuning with T2T classification (PT + T2T), Prompt Tuning with Trie Search (PT +
TS), and PTEC. Note that Healthcare Software would not be a valid label name, while Healthcare IT would be.

the threshold used. The weight matrix W € R?*!
and bias vector b € R are components of the lin-
ear layer, with d representing the dimensionality
of the LLM’s embedding vector and ! the num-
ber of labels. During training, the task-specific
classification layer and the soft prompt are opti-
mized concurrently, while the rest of the LLM’s
parameters are kept frozen. This approach is akin
to strategies used in Named Entity Recognition
(Liu et al., 2022) and multi-class text classifica-
tion (Hambardzumyan et al., 2021). Following
the observation by Lester et al. (2021), we found
that a soft prompt typically benefits from a higher
learning rate, while the classification head performs
optimally with a lower rate. Hence, in our PTEC
implementation, differential learning rates are ap-
plied to the soft prompt and the classification head.
Besides addressing the limitations listed in Sec-
tion 2.4, PTEC offers the advantage of faster infer-
ence times, requiring only a single forward pass
per prediction compared to one forward pass for
each predicted token.

4 Experiments

4.1 Dataset

Based on an investment firm’s proprietary database
we constructed the IndustrySector dataset of
around 5500 companies. Each company is anno-
tated with 1 to 4 of 76 different industries, and each
industry is labeled at least 20 times. For each com-
pany, its legal name, keywords, and a description
are available. This information is concatenated to
one text used as the input prompt in all experiments.
Appendix A.2 describes dataset analytics and pre-
processing steps. To facility reproducibility, we
further constructed the public HateSpeech bench-
mark, which is elaborated on in Appendix A.S.

4.2 Model Training

Our PT set-up follows the architecture described in
Section 3. Since for T2T classification the labels
need to be provided in a predefined order during
training, we sort the labels for each sample de-
scending by their frequency in the training data
as this has been confirmed to provide the best per-
formance (Yang et al., 2018; Jung et al., 2023).
We noticed that classes with class labels consist-
ing of more tokens have more influence on the
cross-entropy loss than classes with shorter labels.
Consequently, we developed the Normalized To-
ken Entropy (NTE) Loss, which is motivated and
elaborated on in Appendix A.3. Further, we use
token embeddings of the target classes to initialize
the soft prompt’s weights, as Lester et al. (2021)
showed this to be beneficial for task performance.
As there are more tokens available for the target
classes than there are tokens in the soft prompt,
we randomly sample the tokens to be used for soft
prompt initialization. All methods are compared
using the 7B parameter version of LL.aMa (LLaMa
7B, Touvron et al., 2023) and the 1.7 B parameter
version of Bloom (Bloom 1B7, Scao et al., 2022).
A detailed description of our hyperparameter tun-
ing strategy can be found in Appendix A.4.

4.3 Metrics

To achieve optimal business impact, it is crucial to
predict all industry sectors similarly well. This en-
ables an investment firm to not only find companies
in well-explored sectors but also in novel or niche
sectors. Consequently, we use the macro-averaged
F1 score to compare model performance. Further,
it becomes important to be cost-effective when fre-
quently retraining and running inference over a
large database. Therefore, we report on the com-
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putational resources required for fine-tuning and
for inference over 10M companies by measuring
the consumed floating point operations (FLOPs).
These were measured using Pytorch’s profiler (Py-
Torch, 2024) for a representative sample of batches,
and the results were extrapolated on the full train-
ing and inference process. The FLOPs consump-
tion of KNN and RadiusNN were estimated as mo-
tivated in Appendix A.1. To investigate the subjec-
tivity of this industry classification task, an exhaus-
tive list of labels was created for a representative
subsample of the test set (N = 104) and anno-
tated by 3 independent professional raters. Chance-
corrected inter-annotater agreement was calculated
using Cohen’s kappa (x, McHugh, 2012).

4.4 The Impact of Pretraining Knowledge

Companies in our IndustrySector dataset were an-
notated depending on investment professionals’ in-
terests and are not a representative sample of the
inference dataset. On the contrary, investment pro-
fessionals are more likely to annotate companies
that are more widely known, which are compa-
nies the LLM may have encountered during pre-
training. The LLM may thus perform the desired
downstream task better for the annotated compa-
nies in our test set than for the full set of less-known
companies in the inference dataset, resulting in an
overestimation of model performance. To investi-
gate whether this is the case, we prompted an LLM
to indicate about which companies in the test set
it has pretraining knowledge, following the logic
that LLMs mostly know what they know (Kadavath
et al., 2022). We then conducted a nonparametric
Mann-Whitney U test (Nachar et al., 2008) to test
the hypothesis H; that classification performance
is higher for the companies the LLM indicates to
have pretraining knowledge about.

5 Results

5.1 Performance and Computational Cost

The computational efficiency and average perfor-
mance over 3 runs of various methods on the Indus-
trySector dataset are presented in Table 1. PTEC
shows an improvement ranging from 3.6 to 11.7
percentage points over the next best method while
being more efficient than other PT methods for
both training and inference. Additionally, PTEC
shows less variability between runs than PT with
T2T classification, particularly for Bloom 1B7.
Contrasting prior findings where T2T classifica-

Method FLOPs Macro F1
Training Inference Mean Std

PTEC 1.12e+17 1.09e+18 0.398 0.019
— PT+ TS 8.96e+16 1.65e+18 0.240 0.060
m PT 8.96e+16 1.65e+18 0.221 0.068
E CH 3.29e+16 3.97e+17 0.281 0.006
g KNN 3.29e+16 3.97e+17 0.230 0
o RadiusNN 3.29e+16 3.97e+17 0.101 0
N-shot + TS 0 8.5le+18 0.134 0.004
N-shot 0 5.68e+18 0.025 0.005
PTEC 1.69e+17 4.27e+18 0.448 0.001

PT + TS 9.73e+17 5.62e+18 0.412 0.005
Q8 pT 9.73e+17 5.62e+18 0.412 0.002
§ CH 2.13e+17 2.56e+18 0.400 0.007
= KNN 2.13e+17 2.56e+18 0.332 0
S RadiusNN  2.13e+17  2.56e+18 0.237 0
N-shot + TS 0 2.59%+19 0.032 0.001
N-shot 0 2.55e+19 0.015 0.002

CH = classification head; gzip = parameter-free classifica-
tion with gzip. Other abbreviations as defined in Fig. 2.

Table 1: Results on the IndustrySector dataset. The
method with the lowest FLOPs and highest Macro F1
Score is highlighted in bold for each LLM. A dash (—)
indicates unavailable data or no LLM required.

tion outperformed classification heads (Raffel et al.,
2020), PTEC outperforms PT + T2T in our study.
Several arguments can be made to explain this: (1)
T2T classification often outperforms because the
LLM can make a reasonable guess. However, the
proprietary and domain-specific nature of the indus-
try taxonomy limits the LLM’s ability to leverage
its pretraining knowledge. (2) While most tasks
used to evaluate T2T classification can be reduced
to singular-token targets (“good” or “bad”), the In-
dustrySector dataset consists of multi-token labels
and therefore presents a more complex label space.

Trie Search enhances T2T classification perfor-
mance by 0.17 to 10.9 percentage points with V-
shot prompting. However, it does not improve
LLaMa 7B’s performance when used with PT, sug-
gesting that PT effectively learns to predict valid
labels such that Trie Search does not result in any
additional performance gain.

Classification heads demonstrate comparable
performance to PT with T2T classification but are
significantly more computationally efficient. While
N-shot prompting eliminates training FLOPs, it
necessitates a higher number of inference FLOPs.
Table 2 summarizes the techniques each method
employs. Results on our public HateSpeech bench-
marking dataset followed nearly the same pattern
and can be inspected in Appendix A.5.
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Figure 3: ROC curves using LLaMa 7B. Methods that cannot

be thresholded are displayed as individual points. AUROC =

Area Under the ROC curve. Other abbreviations as defined in
Fig. 2 and Table 1.

valid  order conf. LLM Macro

labels invariant scores tuning  F1
N-shot v 0.015
N-shot+TS v v 0.032
RadiusNN v v v 0.237
KNN v v v 0.332
CH v v v 0.4
PT + T2T v 0.412
PT + TS v v 0.412
PTEC v v v v 0.448
Abbreviations as defined in Fig. 2 and Table 1

Table 2: Overview of methods used and their perfor-
mance on the IndustrySector dataset using LLaMa 7B.
The highest F1 score is highlighted in bold.

Methods such as PTEC offer the advantage of
predicting appropriate confidence scores. This at-
tribute is evident in Fig. 3, which displays the Re-
ceiver Operating Characteristic (ROC) curves for
multiple methods. These confidence scores allow
for selecting a threshold to choose the appropriate
trade-off between precision and recall, a crucial
attribute for deploying a model in production.

5.2 The Impact of Pretraining Knowledge

In the IndustrySector dataset’s test split, 159 of
the 839 companies were recognized from pretrain-
ing, while 680 were not. A qualitative review con-
firmed that known companies had more accessible
online information than unknown companies. A
Mann-Whitney U test indicated that differences in
task performance using LLaMa 7B between both
groups were nonsignificant at a p-value of 0.243 (U
=50993.5; r =0.0385). This results in the rejection
of H; that classification performance is higher for
the companies the LLM indicates to have pretrain-
ing knowledge about. This indicates that we likely

Rater2 Rater3 Gold PTEC  Agowd_prEC™
Raterl 0.477 0401 0.389 0.36 0.029
Rater2 0.444 0.551 0.422 0.129
Rater3 0.311 0.245 0.066
Average 0.417 0.342 0.075
Gold 0.562

“the difference in agreement of a given rater with the gold
annotations and the PTEC predictions.

Table 3: Agreement Matrix using Cohen’s Kappa com-
paring three independent human raters, gold labels, and
predictions made with PTEC LLaMA 7B.

do not overestimate performance on the inference
dataset.

5.3 Inter-rater Agreement

Table 3 displays the interrater agreement between
three independent human raters, the gold labels
used to train PTEC, and PTEC predictions on the
subsample described in Section 4.3. The moderate
agreement between human raters verifies the sub-
jectivity of our IndustrySector classification task.
Out of 104 companies, unanimous agreement was
reached on just 6 companies. Importantly, PTEC’s
agreement with the gold labels is up to 15.1 per-
centage points higher than the agreement between
human raters and the gold labels. This shows that
PTEC outperforms human professionals, meaning
that it provides value by accelerating and objectify-
ing the industry classification process.

6 Conclusion

This study benchmarks computational cost and
multi-label text classification performance of PT
as a parameter-efficient alternative to fine-tuning
all LLM parameters. To address the limitations of
a T2T approach on multi-label classification prob-
lems, PT is extended with Trie Search as a con-
strained decoding strategy, and with Embedding
Classification as an alternative to T2T classifica-
tion. Results indicate that Trie Search can signifi-
cantly improve the performance of N-shot prompt-
ing. PT can outperform popular text classification
approaches on both our domain-specific Industry-
Sector classification task, and the publicly released
HateSpeech classification benchmark. Both per-
formance and efficiency can be further improved
by combining PT with Embedding Classification.
The proposed solution, PTEC, outperforms base-
lines and human professionals and can be deployed
at scale to accelerate and objectify industry sector
allocation.
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A Appendix

A.1 Inference FLOPs Calculation for
Nearest-Neighbors Methods

KNN and RadiusNN were implemented using
sklearn (Pedregosa et al., 2011). There is to our
knowledge no existing method to measure their
FLOPs consumption for nearest-neighbor methods
implemented with sklearn during inference. In-
stead, their inference FLOPs were estimated as:

FLOPs ~ E(T +1)+3(D-T-1) (2

Here, D represents the dimensionality of the
text embeddings, 1" denotes the number of train-
ing samples, I indicates the number of inference
samples, and E the FLOPs required to embed one
example. This equation can be derived as follows:
The term E(T + I) refers to calculating the embed-
dings for the training and inference samples, and
3(D - T - I) estimates the number of floating point
operations (FLOPs) for performing classification
with the KNN and RadiusNN algorithms. The av-
erage value of E is calculated by measuring the
FLOPs used for generating one embedding with
PyTorch’s profiler. Assuming a brute-force imple-
mentation, for both KNN and RadiusNN, each in-
ference embedding is compared with every training
embedding. The term 3 - D corresponds to calcu-
lating the Euclidean distance between two embed-
dings. This calculation involves the subtraction of
one embedding from the other (D FLOPs), squar-
ing each element of the new vector (D FLOPs),
taking the sum of these values (D — 1 FLOPs) and
finally taking the square root of this sum (1 FLOP).
As this is done once for each pair of training and
inference examples, the distance calculations will
need 3(D - N - M) FLOPs in total.

As this is only an estimate, the exact number
can vary based on the specifics of the operations
used. While the formula provided here assumes a
brute-force method for KNN and RadiusNN, it is
important to note that more efficient methods are
often employed in practice, especially in popular
machine learning libraries such as scikit-learn (Pe-
dregosa et al., 2011). True computational resources
required by KNN and RadiusNN methods may
therefore be lower than estimated in this paper.
However, this estimation provides a general idea
of the computational resources needed. For both
RadiusNN and KNN the FLOPs used for calculat-
ing the text embeddings of the training data are
considered as ‘training” FLOPs.

A.2 IndustrySector Dataset Preprocessing

The average number of labels in the IndustrySec-
tor dataset per example is 1.1. This indicates that
while the problem, in theory, is a multi-label classi-
fication problem, most examples in our dataset are
not exhaustively annotated and only carry one label
(see Fig. 4). The dataset is split into 75% training
set, 10% validation set, and 15% test set. Fig. 4
shows the highly imbalanced, long-tail class dis-
tribution: some industries occur only ~ 25 times,
while the most frequent industry occurs > 300
times. Importantly, this distribution only shows the
classes included in the IndustrySector dataset, and
our database contains many more classes with even
fewer annotations. To ensure that each industry in
the IndustrySector dataset is represented in simi-
lar proportions in all splits, and with a minimum
frequency in both validation and test split, stratifica-
tion is performed using multi-label stratified shuf-
fle splitting, as proposed by Sechidis et al. (2011).
During this process, it is ensured that each industry
is represented at least 2 times in the validation set,
3 times in the test set, and 15 times in the training
set. The imbalanced annotations were accounted
for by reweighing the loss: Class weights are cal-
culated for each class with 7y, /Nclass. The loss
for each instance is weighted by its class weight
before updating the gradients.

Since the LLM’s self-attention mechanism’s
complexity increases quadratically with prompt
length, long input prompts will easily result in out-
of-memory (OOM) errors. Therefore, descriptions
and keyword lists that consist of more than 1000
characters are summarized using the 250\ param-
eter instruction fine-tuned FLAN T5 model (Chung
et al., 2022), such that no input prompt supersedes
a length of 1000 characters. The result of this sum-
marizing step is displayed in Fig. 4.

A.3 Normalized Token Entropy (NTE) Loss

Careful attention has to be paid to the loss calcula-
tion when performing mini-batch gradient descent.
As PyTorch’s (PyTorch, 2024) cross-entropy loss
function by default averages the loss over all label
tokens in a batch, industries with names consisting
of more tokens (“Circular Economy & Sustainable
Materials”) have a larger influence on the batch
loss than industries with shorter names (“Market-
places”). This results in the model learning indus-
tries with longer names better than industries with
shorter names. To avoid this, we adjust the cross-
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entropy loss calculation such that each label has
the same influence on the batch loss by reweighting
the influence that each token has on the loss. This
can be done by first taking the average loss of all
tokens belonging to one label, and then averaging
all individual losses over the batch. This is denoted
in (3), where L is the aggregated loss of the batch,
N is the number of examples of the batch, y; is
the label tokens for the i-th example in the batch,
ly;| is the length of the label of the i-th example
measured in it’s number of tokens, y;; is the target
value of the j-th token of the i-th label, and p;; is
the predicted probability of the j-th token of the
i-th label.

N lys

|
1 1
N Z m Z Yij log(pij)
j=1
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A.4 Hyperparameter Tuning

The hyperparameters for all methods were opti-
mized using Bayesian Optimization (Snoek et al.,
2012) with 25 random initializations of hyperpa-
rameter combinations and 15 iterations of Bayesian
Optimization. Models involving PT are trained us-
ing the AdamW optimizer. Hyperparamters such as
the learning rate and weight decay were searched
on a logarithmic scale, such that the probability
to sample values from the interval [0.01 < z <
0.1] equals the probability to sample values from
[0.001 < x < 0.01], given that both intervals are
included in the searched hyperparameter space. For
the KNN and RadiusNN methods, the optimal hy-
perparameter values have large variability between
different models. For this reason, if a hyperpa-
rameter was close to the boundary of the searched
hyperparameter space, Bayesian Optimization was
continued with a broader hyperparameter range.
An overview over the optimized hyperparamters,

Method  Hyperp Scl Searched Space  Value
N-shot n lin {0,1,...,8} 7
RadiusNN  radius lin [0.1,150] 25.25
KNN k lin  {1,2,...,150} 1
CH Ir log [le”8, 1f3_3] le™328
wd log [0,1e77] 0
SPIr log [1e7°,1] 1e™166
PT (+TS) SPlength lin {50,51,..,200} 156
epochs lin {5,6,...,18} 18
SPIr log [1e7°,1] le™*9
SPlength lin {50,51,...,200} 53
PTEC CHIr log  [le™2,0.1] le™*23
wd log [1e2,0.5] 1le=872
epochs lin {5,6,...,18} 13

Abbreviations as defined in Fig. 2 and Table 1

Table 4: Overview of hyperparameters (hyperp), scales
(scl), and search space. To ensure reproducibility, value
refers to the selected value for LLaMa 7B on the public
HateSpeech dataset.

the scale of searching, and the ranges of hyperpa-
rameter values searched are provided in Table 4.
Hyperparameter tuning was performed using the
validation set, while all results reported in Section
5 were calculated over the test set. While the maxi-
mum batch size fitting on one A100 GPU was used
for model training, an effective batch size of 32 was
used for gradient updates. Threshold 7 mentioned
in (1) is not considered a hyperparameter, since we
automatically select the value that optimized the F1
score.

A.5 Public Benchmarking

To enable reproducibility, we constructed a pub-
lic benchmark from Salminen et al.’s (2018) hate-
speech classification dataset. The task of this
dataset is to classify social media comments into
different kinds of hatespeech, where each comment
can have one or multiple labels. This dataset was
chosen because it is structurally similar to our In-
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dustrySector dataset: It covers a set of 22 differ-
ent classes, its data is highly imbalanced, and the
length of the social media comments is similarly
distributed as the length of the company descrip-
tions. Each hate speech comment is annotated
with 1 to 4 labels, and a comment has 1.45 annota-
tions on average. It should be noted that we could
only find a substantially smaller and differently dis-
tributed subset of the original dataset, implying that
our results cannot directly be compared with Salmi-
nen et al. (2018). Nevertheless, this benchmark
serves as a possibility to verify our methodology
and results. The constructed HateSpeech dataset
can be found in our released codebase.

We achieved very similar results to the Industry-
Sector dataset on our public HateSpeech dataset,
as shown in Table 5. The most notable differ-
ence is that for LLaMa 7B, PT outperforms PTEC.
For both models, Trie Search decreases the perfor-
mance of the Prompt Tuned LLM, while it slightly
improves the performance for N-shot prompting
of Bloom 1B7. A relevant observation made is
the high standard deviation of T2T classification
performance when using Bloom 1B7. This goes
along with results of recent research showing that
models from the Bloom family produce the most in-
consistent summaries, as judged by other language
models (Tam et al., 2023).

Method FLOPs Macro F1
Training Inference Mean  Std
PTEC 6.99¢+16 3.96e+17 0.48 0.015
- PT +TS 8.69e+16 6.85e+17 0.233  0.123
m PT 8.69e+16 7.94e+17 0.318 0.088
E CH 6.82e+12  3.59e+17 0.063 0.011
g KNN 8.39e+14 3.59e+17 0.12 0
7 RadiusNN  8.39¢+14  3.59e+17 0 0
N-shot + TS 0 28le+18 0.082 0.002
N-shot 0 251e+18 0.055 0.005
PTEC 1.31e+17 2.27e+18 0.437 0.007
PT + TS 2.22e+17 237e+18 047 0.032
@ pPT 2.22e+17 3.20e+18 0.526 0.021
%‘ CH 3.07e+13 1.59e+18 0.365 0.014
< KNN 3.72e+15 1.59e+18 0.195 0
3 RadiusNN  3.72e+15 1.59e+18 0.142 0
N-shot + TS 0 4.40e+18 0.094 0.008
N-shot 0 1.16e+19 0.107 0.021

gzip = Parameter-Free Classification with gzip. Other ab-
breviations as defined in Table 4.

Table 5: Experimental results on the HateSpeech bench-
mark. The method requiring the lowest FLOPs and
achieving the highest macro-averaged F1 Score is high-
lighted in bold for each model. A dash (—) indicates
that a value could not be estimated.
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Abstract

Extracting structured information from unstruc-
tured text is critical for many downstream NLP
applications and is traditionally achieved by
closed information extraction (cIE). However,
existing approaches for clE suffer from two
limitations: (i) they are often pipelines which
makes them prone to error propagation, and/or
(ii) they are restricted to sentence level which
prevents them from capturing long-range de-
pendencies and results in expensive inference
time. We address these limitations by propos-
ing REXEL, a highly efficient and accurate
model for the joint task of document level
cIE (DoclE). REXEL performs mention de-
tection, entity typing, entity disambiguation,
coreference resolution and document-level re-
lation classification in a single forward pass to
yield facts fully linked to a reference knowl-
edge graph. It is on average 11 times faster
than competitive existing approaches in a sim-
ilar setting and performs competitively both
when optimised for any of the individual sub-
task and a variety of combinations of different
joint tasks, surpassing the baselines by an av-
erage of more than 6 F1 points. The combi-
nation of speed and accuracy makes REXEL
an accurate cost-efficient system for extracting
structured information at web-scale. We also
release an extension of the DocRED dataset to
enable benchmarking of future work on DoclE,
which will be available at https://github.
com/amazon-science/e2e-docie.

1 Introduction

Extracting structured information from unstruc-
tured text is a critical step for many downstream
NLP tasks like knowledge graph construction
(Muhammad et al., 2020), question answering
(Yao and Van Durme, 2014), knowledge discov-
ery (Trisedya et al., 2019), and text summarization

“Work completed whilst at Amazon Alexa Al

(Genest and Lapalme, 2012). In cIE, this is defined
as extracting an exhaustive set of (subject, relation,
object) triples, or facts, from unstructured text that
are fully linked, i.e., consistent with a predefined set
of entities and relations from a knowledge graph
(KG) schema. cIE can be further decomposed into
the subtasks: mention detection (MD), entity typ-
ing (ET), entity disambiguation (ED), and relation
classification (RC).

Traditionally, cIE is done by combining these
subtasks sequentially (Nasar et al., 2021), which
involves the use of separate and often different
models for each task to yield facts that can be in-
gested into a KG. However, such pipeline architec-
tures are prone to error accumulation from each
component leading to significant deterioration of
the overall performance (Miwa and Sasaki, 2014;
Trisedya et al., 2019; Mesquita et al., 2019). Addi-
tionally, pipeline architectures assume a one-way
dependency between the subtasks, disregarding the
dependencies among components that could effec-
tively boost performance. For instance, while ED
typically informs RC, recent works have demon-
strated that RC information can also be effectively
utilised for the ED task (Ayoola et al., 2022a),
and help preventing issues such as popular entities
overshadowing less common entities (Provatorova
et al., 2021). Consequently, various joint/end-
to-end (E2E) systems have been proposed to ad-
dress this issue by jointly performing NER and RC
(Miwa and Sasaki, 2014; Pawar et al., 2017). This
joint task is often referred to as relation extraction
(RE). However, these approaches do not address
ED and thus do not yield facts fully linked to a KG.

Another drawback of existing approaches for
cIE is that they mostly operate at sentence level,
i.e., perform RC between two entities from a sin-
gle sentence at a time (Cai et al., 2016; Han et al.,
2018; Feng et al., 2018). Thus, they capture limited
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Figure 1: REXEL model architecture illustrating the interaction between different components. The model takes the
raw text as input and yields fully linked facts expressed across a document.

sentence-level context and miss the facts that are
expressed between entities across sentences. This
severely limits the amount of information that can
be extracted from the web. According to (Yao etal.,
2019), 40.7% of the facts in a document can only be
determined at the document level. Also, sentence-
level approaches require a forward pass for each
sentence, often leading to higher inference times,
which makes them inefficient for web-scale appli-
cations. In contrast, document-level RC is compu-
tationally more efficient as it extracts triples over
an entire document in a single forward pass. To
address these issues, several models have been pro-
posed for document-level RC (Zeng et al., 2020;
Wang et al., 2020; Xu et al., 2021; Zhang et al.,
2021) but they do not perform the remaining sub-
tasks needed for DoclE.

To address the above problems we introduce
REXEL, a computationally efficient E2E model
for DoclE. REXEL takes unstructured text
and extracts facts which are fully linked to
a reference KG in a single forward pass per
document. It has a modular architecture in which
the various subtasks for DoclE inform each
other by leveraging intermediate embedding
representations. Thus, the proposed framework
facilitates deployment not only for DoclE but
also for various combinations of its 5 subtasks
(e.g., use MD and ET only for NER). The
combination of modularity, fast inference speed
and high accuracy makes REXEL suitable for
performing DoclE or its sub-tasks at industry scale.

To summarize, our contributions are as follows:

1. We introduce REXEL, a unified E2E model
for DoclE, i.e., extracting facts at document
level fully linked to a reference KG in a single
forward pass per document.

2. We demonstrate that though REXEL is op-
timised for the E2E task of DoclE, it main-
tains a competitive edge with related work in
E2E RE setting and all its individual subtasks.
Specifically, REXEL improves upon the base-
lines for the E2E RE task by an average of >6
F1 points across datasets. When comparing
the performance of individual subtasks, we ob-
serve that REXEL outperforms the baselines
by an average of 6 F1 points.

3. We also demonstrate that when compared to
other E2E RE models, in the same setting
REXEL is on average 11 times faster.

4. Finally, we release an extension of the Do-
cRED (Yao et al., 2019) dataset released
by (Eberts and Ulges, 2021) augmented with
silver standard labels for entity linking to facil-
itate benchmarking of future work on DoclE.
We name this extension DocRED-IE.

2 Related work

2.1 Closed Information Extraction (cIE)

Several E2E systems have been proposed for clE
(Liu et al., 2018; Trisedya et al., 2019; Sui et al.,
2021; Josifoski et al., 2022). However, all these
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methods are sentence-level architectures and there-
fore they inherently lose triples expressed across
sentences. They are also prohibitively expensive
for deployment at web-scale since the inference
compute increases linearly with the number of sen-
tences requiring a forward pass for each sentence.

In comparison, DoclE is a significantly more
challenging task as it involves capturing long-range
dependencies effectively to extract relations be-
tween entities which are further apart from each
other in the text. Scaling cIE to document level
from sentence level also requires an additional sub-
task of coreference resolution (Coref), i.e., group
all the different mentions in the document referring
to the same entity.

2.2 Document-level Relation Extraction
Various E2E models have been proposed that com-
bine the task of NER and document-level RC in
a joint setting (Eberts and Ulges, 2021; Zaporo-
jets et al., 2021). Other works such as REBEL
(Huguet Cabot and Navigli, 2021) and KBIE (Ver-
linden et al., 2021) have proposed using additional
data like the Wikipedia text, hyperlinks and Wiki-
data KG to further improve RE performance. How-
ever, these approaches do not perform ED and
hence do not yield facts fully linked to a reference
KG. Thus, ingesting the output of such models in
a KG necessitates a separate ED model to link the
extracted entities. This again results in a pipeline
architecture between RE and ED models.

To the best of our knowledge, REXEL is the first
E2E model to extract facts which are fully linked to
a reference KG, at document level and address the
task of DoclE. Also, while relation classification
(RC) is also usually referred to as relation extrac-
tion (RE), the E2E literature has adopted different
conventions. For sake of consistency with prior
works (Eberts and Ulges, 2021; Miwa and Bansal,
2016), we use RC to refer to the extraction of re-
lations between entity pairs and RE to refer to the
E2E task including MD, ET, RC, and Coref.

3 REXEL

We introduce REXEL (Relation Extraction and
Entity Linking), a novel end-to-end model for Do-
clE. REXEL extracts triples fully linked to a KG
by jointly performing MD, ET, document level RC,
Coref and ED in a single forward pass. It com-
bines the 5 subtasks in a unified architecture via
intermediate embedding representations. This fa-
cilitates each task to inherently benefit from each

other, significantly boosting task accuracy, extract-
ing facts expressed across sentences, and maintain-
ing computational efficiency for web-scale deploy-
ment. Figure 1 illustrates the architecture and each
module is detailed in following sections.

3.1 Task Formulation

Given a KG with a set of entities
E = {e1,e2,...,¢eg}, entity types
T = A{ti,t2,...,tp}, and relations R =
{7“1,7“2, ce 7T\R|}, let X = {xl,xg, .. .,l‘|X‘} be

the sequence of tokens in a document(d). The
goal of DoclE is to extract linked facts, i.e.,
G: X —- GwithG C EF x R x E being a set
of triples. This is done by (i) MD: extracting
mention spans resulting in a list of subsets of X,
(ii) Coref: clustering mentions into entities, (iii)
ET: extracting the entity types for each cluster, (iv)
RC: extracting relations by mapping entity pairs
{e1, e2} to relations r € R and (v) ED: assigning
each cluster of mentions to a corresponding KG
entity e € E.

3.2 Mention Detection (MD)

We encode the tokens x; in the input text docu-
ment using RoOBERTa (Liu et al., 2019) and use
the contextualised token embeddings h; from the
final layer of the encoder for the token x;. The
tokens are encoded using the BIO tagging format
(Ramshaw and Marcus, 1995). We then train a lin-
ear layer to perform token classification from the
token embeddings h; using cross-entropy loss £,
with respect to the gold token labels. We obtain
mention embeddings m; for each mention m; by
average pooling the contextualised token embed-
dings (h;) for all tokens in a mention from the final
transformer layer. The output of this module is a
list of mention spans present in the input text along
with their contextualised embeddings.

3.3 Entity Typing (ET)

Given a fixed set of types ¢t € T', the ET module is
trained by applying a linear layer f; followed by a
sigmoid activation to the mention embedding m; to
predict an independent unnormalised score for each
type ¢ for each mention m;. REXEL produces two
independent predictions for ET. The ET,4 layer
predicts fine-grained Wikidata types (1.3k) that are
later used to inform ED. We do not train on this ex-
plicitly, but via ED (see Section 3.6). The ET,q
layer predicts the type(s) for each mention accord-
ing to the ones permissible within the target dataset
for the target task. We train this module from the
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gold entity types using binary cross-entropy loss
Ly corresponding to ET'f;y,, predictions. There
are two separate predictions for ET as the target
dataset may not have as many or the same fine
grained types. Fine grained entity types provide
critical additional information that can inform ED
and thus boost overall performance. We aggregate
predictions at entity cluster level by selecting the
most frequent type among the cluster mentions as
the entity type. REXEL supports both single and
multiple type classification.

3.4 Relation Classification (RC)

REXEL extracts relations at mention-level using
a cross-attention transformer and uses the corefer-
ence resolution predictions to map the extracted
relations to the entity-level. We employ top-k prun-
ing from (Lee et al., 2018) to extract relations only
for the & mention pairs with highest probabilities
of being connected by a relation. This probability
is computed for each mention pair using a bilin-
ear layer. This first stage results in less accurate
but more efficient predictions and is referred to as
the coarse stage. However, in REXEL the coarse
stage is adopted for both: relation classification
and coreference resolution. The coarse stage is
then followed by the fine stage, which extracts rela-
tions between surviving mention pairs. The result-
ing coarse-to-fine RC module yields competitive
accuracy with high efficiency. Similar to the ET
module, we have multiple prediction layers for RC:
RCg4, which predicts the Wikidata relations and
is used as an input to the ED module, RCopcy,
which predicts the pairwise coreference scores for
the Coref module, and RC't;p,q;, Which is the fi-
nal prediction layer on the target relations of the
given dataset. This module is trained from the gold
mention spans, gold entity types, gold entity IDs
and gold clusters using binary cross-entropy loss
L, with respect to the gold triples on the RC ',
prediction layer only.

3.5 Coreference Resolution (Coref)
This module has two stages: the first predicts pair-

wise coreference scores for each mention pair that
remains after top-k pruning, and the second uses
pair predictions to form entity clusters by using av-
erage linkage clustering based on a given distance
threshold. Other approaches like greedy clustering,
complete linkage and clustering via Wikidata iden-
tifiers resulted in similar performance. More details
can be found in Appendix A. The first stage can be
expressed as a relation classification task with one

relation that determines whether two mentions are
coreferent to each other. Hence, we delegate this
stage to the RC cross-attention transformer. The
training is done with respect to the predicted coref-
erence scores only. We train this module from the
pairwise scores of the gold mention spans using bi-
nary cross-entropy loss L. with respect to the gold
clusters. The output of this module is a group of en-
tity clusters in a document and their corresponding
mentions.

3.6 Entity Disambiguation (ED)
REXEL links each entity mention in the text to

a unique Wikidata ID using a training procedure
similar to (Ayoola et al., 2022a). The ED module
takes as input the mention embeddings my;, entity
type predictions for ED teq and RC predictions for
ED rqq. We also add a global entity prior P(e|m)
(PEM score), which is the probability of an en-
tity given the mention text and is obtained from
hyperlink count statistics as done in (Raiman and
Raiman, 2018). We train this module from gold
mention spans and gold entity types teq by using
binary cross-entropy loss £; with respect to the
gold entity IDs. Note that we do not train on E7;4
and RC.4 explicitly, instead, the training for those
predictions is done using the signal from £, only.
REXEL performs ED for each mention and we get
the entity IDs at the cluster level (i.e., when mul-
tiple mentions are clustered together by coref) by
taking the majority vote of the entity IDs for all the
mentions in the cluster.

3.7 Optimization and Inference
REXEL is optimised using a weighted sum of the

module-specific losses with fixed weights, which
are tunable hyperparameters as follows:

L=MLy+ XLy + 3L+ MLe+ AL, (1)

When training on a single subtask, the weights
for all the other task losses are set to zero. When
training for the RE task, A3 is set to zero. For
individual subtask inference, we use gold labels
for the other tasks. For the RE inference, we use
the predicted mention spans, predicted entity types,
predicted coref clusters and predicted entities as in-
put. Training environment details are in Appendix
B.

4 Experiments

4.1 Datasets

We report performance on DWIE (Zaporojets et al.,
2021), the only dataset available supporting Do-
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cIE. We also augment the end-to-end DocRED
split (DocRED-E2E) (Eberts and Ulges, 2021),
which does not support annotations for ED, with
silver annotations for entity links, and release the
resulting dataset for future works. For this, we
use the SoTA EL model ReFinED (Ayoola et al.,
2022b) to link the mention spans against Wikidata
and report DoclE performance on the DocRed-E2E
split augmented with these entity links. We also
report performance on DocRED-E2E for the E2E
RE task, which allows comparison with existing
approaches. More details on the datasets can be
found in Appendix C.

4.2 [Evaluation settings

4.2.1 Subtask

In the Subtask training setting, we train and eval-
uate each of the 5 DoclE subtasks independently
as mentioned in 3.7. This setting measures the
ceiling performance of each component. We re-
port these metrics to understand the impact of the
performance of each component as we move from
independent subtask training to E2E RE and E2E
DoclE training settings.

4.2.2 Relation Extraction (RE)
Despite the recent works on the joint entity and re-
lation extraction task for document-level RE, there
has been a lack of a cohesive task definition and
consistent baselines, leading to discrepancies in
dataset usage and evaluation procedures, as dis-
cussed in (Taillé et al., 2021). We follow the hard-
metric setting to evaluate the E2E RE task in line
with previous works (Eberts and Ulges, 2021; Za-
porojets et al., 2021). More precisely, a triple is
considered as correct if the relation type and the
entity clusters associated to the head and tail en-
tities are correct. An entity cluster is correct if
the clustered mentions and the entity type match
a ground truth entity cluster. Finally, a mention is
correct if it matches exactly a ground truth mention
span. This evaluation setting penalizes clustering
mistakes, i.e., if a given predicted entity cluster is
incorrect, all the gold triples associated with all the
gold entity clusters which have at least one mention
span belonging to that predicted entity cluster will
not be resolved correctly. Other metrics have been
proposed to alleviate the constraint on predicted
clusters, such as the soft metric in (Zaporojets et al.,
2021).

While DocRED is restricted to one type per en-
tity, DWIE allows multiple types per entity. Hence,

for DWIE we aggregate mention-level predictions
to form the entity-level types predictions by taking
the union of the predicted types of the mentions in
the cluster in agreement with previous work (Za-
porojets et al., 2021; Verlinden et al., 2021).

4.2.3 Document level closed Information
Extraction (DoclE)

As document-level RE does not link entities, we
extend the evaluation setting to address the joint
DoclE task. We introduce the DoclE hard metric
for the E2E task: A triple is correct if the relation
type and the entity clusters associated with the head
and tail entities are correct. An entity cluster is
correct if the clustered mentions, the entity type
and the entity identifier match a ground truth entity
cluster. Finally, a mention is correct if it matches
exactly a ground truth mention span.

4.2.4 Inference Speed
Since we are pioneering the task of DoclE, we

do not have a related work to compare REXEL’s
performance in this setting. Thus, we compare
REXEL’s inference speed with JEREX (Eberts and
Ulges, 2021) and DWIE (Zaporojets et al., 2021)
in the RE setting. We use the code released by
the authors to report the inference time. Both of
these works support inference only for their re-
spective datasets, i.e., DocRED-E2E and DWIE
respectively.

5 Results

We summarize all results from single runs in Table
1. Note that DWIE and KBIE (Verlinden et al.,
2021) report performance on NER instead of MD
and ET separately. Therefore, they are only com-
parable for Coref and RC in the subtask setting. In
E2E RE and E2E DoclIE settings, we also report
REXEL’s performance on NER, which requires
both the mention span and the entity type to be
correct. We follow (Zaporojets et al., 2021) for
the scoring mechanism for evaluating NER perfor-
mance. We demonstrate that the performance of
REXEL on joint tasks (RE and DoclE) is on par
with task-specific learning, while being more effi-
cient due to shared parameters and training steps.

5.1 Subtask

In order to assess the performance of each compo-
nent of REXEL, we train and evaluate each sub-
task individually on DWIE and DocRED-EZ2E split.
When trained on individual subtasks only, REXEL
improves upon the SOTA model on DWIE by an
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Training Setup Dataset Model Subtasks E2E
MD ET NER ED Coref RC

Subtask DWIE DWIE N/A N/A 87.1 N/A 91.1 71.3 N/A
REXEL 96.37 93.53 N/A 9322 96.05 74.89 N/A

DocRED JEREX  92.66 95.29 N/A N/A 9046 59.76 N/A

REXEL 90.56 96.01 N/A 86.74 9093 60.10 N/A

RE DWIE DWIE N/A N/A 88.8 N/A 91.6 N/A 50.4
KBIE N/A N/A 75 N/A 91.5 N/A 52.1

REXEL 95.88 93.00 90.59 N/A 9512 68.3 65.8

DocRED JEREX 9299 80.10 N/A N/A  82.79 N/A  40.38

KBIE N/A N/A 71.8 N/A 83.6 N/A 25.7

REXEL 90.68 95.78 87.49 N/A  89.02 57.38 39.06

DoclE DWIE REXEL 9535 9276 89.39 91.19 93.01 62.04 53.77
DocRED* REXEL 90.1 95.63 86.19 86.23 86.59 53.63 27.96

Table 1: Model evaluations under various training setups evaluated individually on each subtask and the end-to-end
(E2E) task. N/A denotes that the model does not support evaluation for that task. The best performing models are
marked in bold and the second best are underlined. For DoclE training, we report the first numbers for the two
datasets. * DocRED end to end split augmented with ReFinED (Ayoola et al., 2022b) entity links.

average of 4 F1 points while surpassing the SOTA
on DocRED-E2E on all subtasks except MD. Note
that JEREX and DWIE are not only the SoTA in
the RE setting but also in the subtask setting.

5.2 Relation Extraction (RE)

In the E2E RE setting, we compare with three other
related works: JEREX (Eberts and Ulges, 2021),
DWIE (Zaporojets et al., 2021) and KBIE (Verlin-
den et al., 2021). JEREX and DWIE report perfor-
mance on DocRED-E2E and the DWIE dataset for
RE, as well as performance on each subtask, thus
being directly comparable with our setting. On the
other hand, KBIE only reports performance when
trained for the E2E task. We do not compare with
REBEL (Huguet Cabot and Navigli, 2021) since
their E2E evaluation is less strict and thus is not a
fair comparison to JEREX and REXEL '.

We find that REXEL outperforms the baselines
on DWIE for all the individual subtasks and im-
proves upon the SoTA on the E2E RE task by al-
most 14 F1 points. However, on DocRED-E2E
even though REXEL improves upon JEREX for
the subtasks by an average of >6 F1 points the im-
provement does not translate into a corresponding
boost in E2E RE task. This can be attributed to
the false negatives prevalent in the dataset (64.6%),
which penalize the model due to missing annota-
tions (Tan et al., 2022), significantly hampering the
E2E hard metric. Also, while subtask training set-
ting involves a single task-specific loss, the E2E RE
setting involves multiple losses (cf. equation (1)),
which dilutes the training effort over all the sub-

"https://github.com/lavis-nlp/jerex/issues/15

tasks. This explains the slight drop in the subtasks’
performance when comparing models trained in
the E2E RE setting against models trained in the
subtask setting. However, the E2E approach yields
better E2E performance than the pipeline approach
as it does not suffer from the propagation of errors.

5.3 Document level closed Information

Extraction (DocIE)
For both datasets, we observe that REXEL is able

to scale from the E2E RE to E2E DoclE by in-
corporating ED. For all the subtasks we observe
comparable performance between models trained
for RE and DoclE, indicating that adding ED to
the joint task setting does not deteriorate REXEL’s
performance on individual subtasks.

On the other hand, we observe a significant drop
in the E2E task because of the additional criterion
in the proposed hard metric for DoclE. In this set-
ting, a cluster is considered incorrect if its corre-
sponding entity identifier is incorrect, thus all the
triples extracted for such a cluster are considered
incorrect.

5.4 Inference Speed

We report the comparison of inference speed across
datasets in Table 2. REXEL is on average al-
most 11 times faster than the baselines (19x on
DocRED and 3x on DWIE) in the E2E RE setting,
i.e., without performing ED. This can be explained
by our coarse-to-fine approach, which reduces train-
ing/inference time while still preserving compet-
itive accuracy. Even in the E2E DoclE setting,
REXEL remains faster than the baselines while
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performing the additional task of ED.

DocRED DWIE

JEREX 344 N/A
DWIE N/A 82
REXEL (RE) 18 27
REXEL (DocIE) 90 74
Table 2: Inference speed comparison in seconds.

The best values are in bold and the second best are
underlined. N/A denotes that the code release does not
support inference on the target dataset.

6 Conclusion

In this work we introduce REXEL, a highly effi-
cient and accurate end-to-end model for document-
level closed information extraction. REXEL ex-
tracts facts from unstructured text which are fully
linked to a reference KG for an entire document
in a single forward pass. We further demonstrate
that REXEL is 11 times more computationally ef-
ficient than baselines in the same setting, while
improving upon the existing baselines on E2E RE
by an average of 6 F1 points across datasets and
across different task settings. Specifically, we im-
prove upon the state-of-the-art on DWIE for E2E
RE by almost 14 F1 points. We report the first
numbers for DoclE on DWIE and DocRED-E2E
augmented with entity links. We also release the
latter dataset to facilitate benchmarking of future
works on DoclE. Thus, the combination of accu-
racy, speed and scale makes REXEL suitable for
being deployed to extract fully linked facts from
web-scale unstructured data with state-of-the-art
accuracy and an order of magnitude lower cost than
existing approaches.

Limitations

One limitation of our work is that REXEL currently
supports fact extraction for entities only and will
miss the facts for relations where either the subject
or object is a string literal. We leave the extension
of REXEL to extract string literal-based facts for
future work. Another limitation is that, for a given
document, the context length of REXEL is limited
to the maximum number of tokens that can be en-
coded by the base transformer, which is RoOBERTa
(Liu et al., 2019) in our case (see Section 3.2). This
implies that the model cannot capture triples that in-
volve very long-range dependencies that go beyond
the maximal context length. In practice, we find
that this problem is negligible in our case as only a
few triples fall into that category for both DocRED
and DWIE. However, this might have a stronger

impact for other applications. In addition, this limi-
tation is not specific to the REXEL architecture per
se but is inherent to the transformer used. Finally,
while the proposed DoclE hard metric provides a
common ground for future benchmarks on DoclE,
it may not fully align with some industrial applica-
tions where missing a few mentions within entity
clusters is not critical. In such contexts, the hard
metric would provide a lower bound on the per-
formance, and other metrics can be considered for
better alignment with specific application require-
ments.
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A Coref clustering

We detail the different approaches used for corefer-
ence clustering in the following sections.

A.1 Entity Linking

We use entity disambiguation for predicting an
identifier for each mention, and then cluster men-
tions which have the same identifier. This approach
relies on external knowledge. Also, this approach
necessitates performing entity disambiguation to
obtain the identifiers, which may not always be part
of the task of interest, e.g., RE does not require ED.

A.2 Greedy approach

Let’s consider a set of mentions to cluster
(mi)1<;<n- The greedy approach comprises two
stages: first, forming a similarity matrix S €
RN*N from the pairwise scores, and second, form-
ing the cluster (C;);. The model is trained on the
pairwise scores only. The clusters are then defined
as follows:

Ci:={m; :Vj € [|]1,N]]
such that S; ; > ¢ and 2)
mj ¢ Cpforl <k <i—1}

where ¢ € [0, 1] is the coreference threshold and
Sii = 1Vi € [|1, N|]. This approach iteratively
considers each mention m; and constructs a cluster
based on the coreference scores between m; and
all other valid mentions, where a valid mention
is one that has not yet been assigned to a cluster.
Notably, each mention span is allocated to only
one cluster. However, it’s crucial to acknowledge
that the hard-metric constraint implies that any
absent mention within a cluster renders the entire
cluster invalid.

Hence, we explore an alternative approach that
relaxes the constraint of a mention belonging to
only one cluster. This variant, termed the Greedy
approach (multiple-clusters), allows mentions to be
assigned to multiple clusters simultaneously. Each
cluster is then defined as follows:

C; = {mj :Vj € Hl,N” such that Si,j > t}
(3)
A.3 Agglomerative Clustering

The agglomerative clustering approach also relies
on forming a similarity matrix, see Figure 2. The

COREF methods P R F1

Greedy 0.89 09 0.9
Greedy (multiple-clusters) 0.88 09 0.89
EL-based 0.88 0.89 0.89
Complete linkage 0.89 09 0.9
Average linkage 0.9 0.9 0.9

Table 3: Coref evaluation using different approaches

model is trained to predict pairwise coreference
scores rather than directly predicting the clusters.
Put simply, the coreference resolution component
of our model is optimized for predicting a simi-
larity matrix. Then, the second stage exploits that
matrix to form the clusters. The distance threshold
was chosen experimentally and we did not perform
hyperparameter tuning to optimize it. The coref-
erence performance may be further improved by
including the threshold in the training.

B Training Details

REXEL uses Hugging Face implementation of
RoBERTa (Wolf et al., 2019) and the model is op-
timised using Adam (Kingma and Ba, 2015) with
a linear learning rate schedule. Our main hyperpa-
rameters are represented in Table 4. Due to the high
computational cost of training the model, we did
not conduct an extensive hyperparameter search.
Training across datasets took approximately 24
hours on average on a single machine with 1 V100
GPU. REXEL has approximately 284M parameters
in its architecture setup.

Hyperparameter Value
learning rate Se-5
batch size 2
max sequence length 510
dropout 0.1
RC threshold 0.2
description embeddings dim. 300

# training epochs 150

# candidates 30

# wikidata entity types 1400
mention transformer init. roberta-base
# mention encoder layers 12

description transformer init.  roberta-base
# description encoder layers 2

# RC encoder layers 4
RC coarse-to-fine k 2000
# description tokens 32

AL A2, A3, Mg, As (0.1, 0.005, 0.1, 0.02, 0.775)

Table 4: Our model hyperparameters
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Figure 2: Architecture of the Coreference Resolution module

C Datasets

C.1 DocRED and DWIE

The DocRED dataset was constructed from
Wikipedia documents, whereas DWIE was con-
structed from news articles. DocRED and DWIE
both comprise document-level and sentence-level
facts, and they are both annotated at entity-level,
i.e., facts are reported between entity clusters made
of several mentions, which motivates the additional
coreference resolution step for extracting relations.
Also, they both require different types of reasoning
to extract triples living across multiple sentences
(e.g, pattern recognition, logical or common-sense
reasoning). We report some statistics on these
dataset in Table 5. Another similarity is that both
datasets have a class-imbalance problem, which
increases the complexity of the RC task. More
precisely, 10 relations account for about 60% of
the facts in DocRED, while the 10 most frequent
relations account for more than 75% of the facts for
DWIE. In addition, DocRED-E2E contains some
duplicate annotations, which we remove at evalua-
tion stage following the convention introduced by
(Eberts and Ulges, 2021). Likewise, DWIE con-
tains some spurious empty clusters (see Table 6),
which we remove with their associated triples fol-
lowing the setting adopted by (Xu and Choi, 2022).

C.2 DocRED-IE

To facilitate future works on DoclE, we release
DocRED-IE, an extension of the DocRED (Yao
et al., 2019) dataset further equipped with entity
links, making it the second dataset to support

DocRED DocRED-E2E  DWIE

# Documents 5051 4008 802
# Entities/doc 19.5 194 28.3
# Facts/doc 13.2 12.5 27
# Entity types 6 6 311
# Relations 96 96 65

Table 5: Some statistics for DocRED, DocRED-E2E
and DWIE. # Entities/doc and # Facts/doc refer respec-
tively to the averaged number of entities and facts per
document.

# Mentions/Entity DocRED-E2E (%) DWIE (%)
0 0 53

1 81.7 62.9

2 11.1 144

3 3.6 6.1

>4 3.6 11.3

Table 6: Proportion of mentions per entity cluster in
DocRED-E2E and DWIE.
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Train Dev Test

# Documents 3008 300 700
# Entities 58708 5805 13594
# Entities linked 45874 4025 10191
# Facts 37486 3678 8787
# Entity types 6 6 6

# Relations 96 96 96

Table 7: Some statistics for DocRED-IE.

DoclE evaluation, thereby facilitating future
research on document-level closed information
extraction. DocRED-IE allows for training and
evaluation in a multitask setting encompassing
mention detection, entity typing, coreference
resolution, document-level relation classification,
and entity linking, along with any combination
thereof in a joint setting, such as the end-to-end
RE task and DoclE.

DocRED-IE builds on the end-to-end DocRED
release introduced in (Eberts and Ulges, 2021)
(DocRED-E2E). We employ a state-of-the-art en-
tity linking model (Ayoola et al., 2022c¢) to popu-
late each mention in DocRED-E2E. Statistics of
the DocRED-IE dataset are shown in Table 7.

C.3 Dataset Licenses

The DWIE dataset (Zaporojets et al., 2021) and the
code has been released under GNU GPLv3 license
2. Both the DocRED-E2E 3 dataset (Eberts and
Ulges, 2021) and DocRED-IE are released under
MIT licence.

“https://github.com/klimzaporojets/DWIE/blob/master/LICENSE
3https://github.com/lavis-nlp/jerex/blob/main/LICENSE
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Abstract

With increasingly more powerful compute ca-
pabilities and resources in today’s devices, tra-
ditionally compute-intensive automatic speech
recognition (ASR) has been moving from the
cloud to devices to better protect user privacy.
However, it is still challenging to implement
on-device ASR on resource-constrained de-
vices, such as smartphones, smart wearables,
and other small home automation devices. In
this paper, we propose a series of model archi-
tecture adaptions, neural network graph trans-
formations, and numerical optimizations to
fit an advanced Conformer based end-to-end
streaming ASR system on resource-constrained
devices without accuracy degradation. We
achieve over 5.26 times faster than realtime
(0.19 RTF) speech recognition on small wear-
ables while minimizing energy consumption
and achieving state-of-the-art accuracy. The
proposed methods are widely applicable to
other transformer-based server-free Al appli-
cations. In addition, we provide a complete
theory on optimal pre-normalizers that numer-
ically stabilize layer normalization in any L,,-
norm using any floating point precision.

1 Introduction

Conformer-based (Gulati et al., 2020) end-to-end
(E2E) automatic speech recognition (ASR) (Yao
et al., 2021; Zhang et al., 2022) with streaming
capabilities (He et al., 2019) have made numerous
advances recently. This has paved the way for fully
neural speech recognition on resource-constrained
mobile devices. These systems also have numerous
advantages over conventional hybrid-HMM ASR
(Hinton et al., 2012).

First, the training procedure is simplified; the en-
tire system can be defined in a single deep learning
framework such as PyTorch or TensorFlow. Sec-
ond, recent work (e.g. Miao et al., 2019; Sainath

“Equal contribution.
"left Apple after paper submission.

et al., 2020; Li et al., 2020; Lei et al., 2023a,b)
shows E2E ASR systems can provide better Word-
Error-Rate (WER) when compared to conventional
hybrid ASR systems. Third, with the continued
advancement of deep learning applications, special
hardware accelerators such as NVIDIA’s Graph-
ics Processing Units (GPU), Google’s Tensor Pro-
cessing Units (TPU), and Apple’s Neural Engine
(ANE) are becoming increasingly popular. A fully
neural ASR system can best utilize such hardware
advancements and operate with high throughput
while minimizing energy consumption.

In this paper, we present optimizations to enable
fully E2E neural network based ASR system under
resource-constrained environments, such as smart-
phones, wearables, and home automation devices.
Operating fully offline saves cloud computing re-
sources while providing stronger user privacy (Xu
et al., 2023) guarantees, as the user’s speech does
not need to be transmitted outside of the device.

When targeting resource constrained devices,
hardware limitations present many challenges. We
describe several multidisciplinary solutions we ex-
plored, including memory-aware network transfor-
mation, model structural adjustment, and numeri-
cal optimizations to address inference stability. We
specifically focus on our efforts to take advantage
of the inference efficiency provided by specialty
hardware accelerators. We derive a theory to nu-
merically stabilize computation of layer normaliza-
tion on hardware accelerators. This stabilization
technique does not require model retraining and is
applicable to the computation of any L,-norm.

2 Prior Work

Improving the efficiency of the Transformer ar-
chitecture has seen substantial interest. Tay et al.
(2023) provides a comprehensive survey primarily
concentrating on model architecture improvements.
Kim et al. (2023) is another noteworthy resource

131
Proceedings of the 2024 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies (Volume 6:

Industry Track), pages 131-139
June 16-21, 2024 ©2024 Association for Computational Linguistics



which delves deeper into considerations specific
to hardware configurations. Linear Transformer
(Katharopoulos et al., 2020) is a key technique,
mitigating the computationally expensive softmax
function (Bridle, 1989) within the attention mecha-
nism. Softmax is also susceptible to numeric over-
flow problems when computing with limited nu-
merical range. Hoffer et al. (2018); Zhang and
Sennrich (2019) discuss alternative normalization
methods other than Batchnorm (Ioffe and Szegedy,
2015) and Layernorm (Ba et al., 2016) to improve
computational efficiency and numerical stability
in low precision environments. Principles for op-
timizing transformers have been described in Ap-
ple (2022) which target Apple hardware, but are
generally applicable for similar devices. Within
the domain of speech recognition, Squeezeformer
(Kim et al., 2022) stands as a seminal work focus-
ing on efficiency optimization, particularly with
respect to the Conformer architecture. The paper
uses depthwise separable convolution subsampling
to substantially save computation which is central
to MobileNet (Howard et al., 2017). It’s worth
mentioning that the majority of prior work focuses
on improving training efficiency by making mod-
ifications to the existing model architecture. As a
result, these changes require model retraining to
achieve efficiency improvements. In contrast, our
research primarily concentrates on post-training,
inference-only processes while avoiding model re-
training whenever possible.

3 Backbone Model

Our backbone model is built upon the Conformer
neural architecture (Gulati et al., 2020) as shared
acoustic encoder while connectionist temporal
classification (Graves et al., 2006) (CTC) and
Attention-based Encoder Decoder (AED) (Chan
et al., 2016) as dual decoders trained with multi-
task learning mechanism (Caruana, 1997).

Similar to prior work (e.g. Gulati et al., 2020),
we stack transformer (Vaswani et al., 2017) layers
and convolution (LeCun et al., 1998) layers alter-
natively to convert speech frames into high-level
representation. We use a relative sinusoidal posi-
tional encoding (Dai et al., 2019) into transformer
layers. Since our goal is to stream ASR on edge
devices, we adopt the chunk-based attention strat-
egy to better balance accuracy and dependency of
future audio frames (Yao et al., 2021; Zhang et al.,
2022).

4 Proposed Optimizations

4.1 Depthwise Separable Convolution

In the original Conformer encoder design (Gulati
et al., 2020), the subsampling module at the be-
ginning of the architecture is implemented using
two vanilla convolution layers. Our profiling shows
that vanilla convolution subsampling accounts for
32.8% of the overall computation and becomes
expensive on resource-constrained devices. To alle-
viate this bottleneck, we used the idea of depthwise
separable convolution (Howard et al., 2017; Chol-
let, 2017) as a drop-in replacement and reduced
this computational bottleneck to 4.0% whilst main-
taining the WER (Kim et al., 2022), making it par-
ticularly well-suited for inference tasks on mobile
devices.

While most of the research emphasizes depth-
wise separable convolution’s (DWS) computational
efficiency and small memory footprint, its effect
on reducing dynamic range of the outputs needs
more study. The possible reason could be that DWS
reduces the number of multiply-accumulate opera-
tions needed for the convolution filters, hence the
chance of bigger values. Low numeric range is of
great importance for model deployment on edge de-
vices equipped with hardware accelerators. Those
hardware often operate in low precision (e.g.fp16)
to ease the burden of storage and memory and are
exposed to overflow.

4.2 Memory-aware Graph Execution

In Apple’s white paper (Apple, 2022) on deploying
transformers on the Apple Neural Engine (ANE),
four principles are elaborated for optimizing trans-
formers on the ANE:
* Principle 1: Picking the Right Data Format
— The (B, C, 1, S) {Batch, Channel, 1, Se-
quence} data format is chosen for tensor
representation to align with the ANE’s 4D
and channels-first architecture.

* Principle 2: Chunking Large Intermediate Ten-
sors
— Utilize split and concatenation operations
to divide tensor into smaller chunks and in-
crease L2 cache residency.
* Principle 3: Minimizing Memory Copies
— Minimize the number of memory operations
on tensors such as reshape and transpose.
— Represent batch matrix multiplication oper-
ations using Einstein summation layers.
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Figure 1: bz, h and f refers to batch size, number of attention heads and feature dimension respectively, whereas
d = f/h. Firstly, we transposed the input and output of Conformer CTC, expanding the input tensor to the desired
shape of (B, C,1,5). This transformation allowed us to execute most layers on the hardware accelerator as per
Principle 1. Additionally, we extensively employed split and concatenation operations to enhance L2 cache residency
(Principle 2). To address the issue of undesired memory copies resulting from batched matrix multiplication layers,
we replaced them with Einstein summation operations (Principle 3).

* Principle 4: Handling Bandwidth-Boundness

— We should carefully benchmark the model
performance with various batch sizes and se-
quence lengths and make an informed deci-
sion about the cost of memory fetches when
we become bandwidth-bound on the ANE.

The key idea behind these 4 principles is being
aware of high cost invoked by memory copies be-
tween CPU and our hardware accelerator. In our
implementation, we adhered to the aforementioned
principles. We demonstrate how to rewrite multi-
head attention (MHA) in Figure 1 as an example.

More importantly, operations not supported by
hardware accelerator were positioned at the begin-
ning or end of the network graph, thus minimizing
copies in the memory.

4.3 Stability of Layer Normalization

Layer normalization has become the de facto nor-
malization method in transformers after Attention
is all you need (Vaswani et al., 2017). This normal-
ization technique is widely used in the Conformer
CTC architecture. On the other hand, modern hard-
ware accelerators for deep learning often exploit
lower precision compute paths in order to reduce
memory and boost computation throughput. In
the Conformer model, we observed that layer nor-
malization and hardware accelerators are often in
dissonance with each other. The reason is that skip
connections in the Conformer model join values
of varying magnitudes to a single tensor and this
often leads to numerical underflows or overflows

in low precision compute paths. For example, the
maximum value is 65504 in half precision floating
point format (IEEE, 2008). As a contrast, the max-
imum value is 3.4e38 in single precision floating
point format.

Ti = Tt H (Layernorm). )

Vo?+e

Equation (1) is a common realization of layer
normalization with respect to the Lo-norm, where
p and o? are the mean and variance of a vector
x = {x;]1 <i < n,z; € R}. A small € is added
at the bottom to avoid division by zero when o is
small. In order to compute the variance, however,
we need to sum the squares of each x;, which of-
ten leads to numerical instability in low precision
compute paths. To combat this issue, we employ a
technique called Mean Absolute Deviation (MAD)
normalization as a pre-normalizer. We note that
Layernorm is unaffected by global shifts or global
re-scaling of the x;’s and will from here on assume
w=0.

Definition 1. Given a low precision compute
path with a maximum value M, an optimal L,-
norm pre-normalizer for this compute path maps
any distribution of values to a bounded region,
[—D, D], where D is as large as possible with-
out causing overflows during the computation of
the Ly-norm.

We note that in the above definition, we explic-
itly set a constraint to make D as large as possible
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to minimize the effect of underflow while staying
below our low precision limit.

Lemma 1. Let x = {z1, 22, ...,z } be a finite
vector of real numbers with )" | x; = 0, and let
S =37 |zi| be its Li-norm. Letp > 1 be a
real number. We have

n
Il = > foul? < 2177

i=1

and the maximum is attained when x =
{~3,0,...0,5}.

Proof. For the cases where n = 1 or p = 1, the
inequality above trivially holds.

Let’s now look at the case where n > 2 and
p > 1. Let x = {x1,x2, ..., 2, } be any vector of
real numbers and let S be its Li-norm. Consider
the vector v = {—%, 0,...,0, g} then

S
M =2(5

P = ol-pgp

Hence we attain the maximum value of ||x||}
when x = v. We will now show that v is indeed
the maximum.

First we note that since ) ;" ; z; = 0, the sum
of all the negative x;’s must be exactly the opposite
of the sum of all the positive x;’s. Furthermore, we
can partition the x;’s into two sets, P and N, where

S
N : = {zj]lz; <0,z; € x},and in: -3
z;<0
P={z|z; > 0,2; € x} andZ 5
L= 1| Ty = U, T4 , >O:L-Z_2
Ti2

If we have exactly one non-zero value in both P and
N, then our vector must be v. WL.O.G., assume
we have two non-zero values, x; > xj, > 0 and
xj, T € P.

Claim: (xj + xp)P > ¥ + aj.

Let’s consider the LP-space on R? with p-norm
[[ullp == (lu1l? + uz|?)'/?. Lety = (x;,0) and
z = (0, z). Applying Minkowski Inequality gives
us r; + xp > (m +x )1/p and the claim holds.

Following What we have shown above, ||x][5 is
strictly increasing if we replace x; and x; with
xj* = 0 and zp*x = x; + 7. We note that this
replacement does not change the mean or the value
of S. By symmetry, the same holds for N. We
may continue this replacement process until there’s
only one non-zero value left in both N and P, and

since this process monotonically increases ||x|b,
we conclude that ||x|[b < 2!7PSP and we attain
the maximum when x = v. We will now use the
above lemma to prove a useful theorem.

Theorem 1. (Optimal Low Precision Pre-
normalizer Theorem). Let x = {x1,z2, ...,z } be
a finite vector of real numbers with | x; = 0.
Let M be the maximum value of our low precision
path. Then,

X
IR TEAS S

is an optimal L,-norm pre-normalizer for this
compute path.

Proof: From Lemma 1, we know that ||x|[h
attains the maximum value when x = v =
{—%,0, oy 0, g}, where S is the Li-norm of x.
Thus it suffices to prove that f(v) satisfies Defini-
tion 1.

17ty W—}jggjm —r

11‘Z|

= ( -3 Y+ e
%(%)1/:0 i il
H P
Gamsnm) @
S S
— 2 b 2 b
B (;(2)1 ) +<§(z\24)1/”5)
®)
M M

As shown above, the largest possible value attain-
able after applying our pre-normalizer is precisely
M, the maximum value of our low precision path.
O

Corollary 1. f(x) = —2——
y f( ) 512 Zz 1| L‘

low precision pre-normalizer for La-norm on the
FP16 compute path.

On a practical note, the pre-normalizer we used
for our experiment was the one from Lemmas A1l
and A2 (B) with n = 512, which gave a slightly
lower normalization constant than what Corollary
1 suggests. This worked well in our setup because
attaining or even getting close to the maximum
value as stated in Lemma 1 requires atypical dis-
tribution of values with very few extreme values
and everything else being 0. This does not hap-
pen in practice, however, with the most common
distribution of values observed being Gaussian.

is an optimal
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4.4 Scaling of Softmax

Another common constraint on hardware acceler-
ators is their limited support in complex opera-
tions. For example, hardware accelerators may
choose to omit support for exponential operations
(Hu et al., 2018; Li et al., 2018). In such cases,
we seek to implement such operations in memory
instead, namely using lookup tables (LUT). How-
ever, since LUTs are slow and expensive in terms
of memory consumption, we would like the tables
to be as small as possible. To this end, we intro-
duce a technique called conditional re-scaling for
softmax layers:

{ 0905 if maz(x) > 4096
X =

X otherwise.

To interpret the above transformation, we first
assume that our LUT gives reasonably accurate
approximation for z;’s below 4096. Next we take
FP16 as an example of our low precision compute
paths. We note that for values greater than 4096,
gaps between values jump in increments of 4 ac-
cording to IEEE 754-2008 (IEEE, 2008). Under
such scenario, the softmax function behaves simi-
larly to an argmax operation. Since gaps of values
between 2048 and 4096 jump in increments of 2,
the “argmax behavior" is largely preserved after
the re-scaling and exponentiation.

W RTF CPU RTF with Hardware Accelerator

1.2
1.1

3.86
1.03 1.01
1
0.9
0.8
0y 0687
0.6 0.53
05 e
04 0.327
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02 0.19 0.19
01 0.041 0.037

0
conv2dé dws2d6 conv2dé dws2d6 dws2d6
iPhone XR iPhone XR Apple Watch S7  Apple Watch S7  Apple Watch S7
(no beam search)

Figure 2: Realtime Factor (RTF) of the original Con-
former CTC vs Depthwise Separable Convolution
(DWS) architectures. Blue and green bars represent
the RTF on CPU and hardware accelerators, respec-
tively. We also added a horizontal line at 0.5 to illustrate
required RTF for ASR to process in realtime.

5 Experiments and Results

5.1 Setup

The training corpus contains 17k-hour audio-
transcript pairs where the audio is randomly sam-
pled from anonymized virtual assistant queries and

M Energy CPU () Energy with Hardware Accelerator (J)

10000 5420 4380

399 379 307 301 204
I 14 I : I .

dws2d6 conv2d6 dws2d6 dws2d6
iPhone XR Apple Watch S7  Apple Watch S7  Apple Watch S7
(no beam search)

1000

g

3

1

conv2dé
iPhone XR

Figure 3: Energy consumption (in joules) for 200
queries of the original Conformer CTC vs Depthwise
Separable Convolution (DWS) architectures. Blue and
green bars represent the values on CPU and hardware
accelerators, respectively. The y-axis is in log scale.

human-annotated. We curate 20k queries in the
same manner to form an accuracy test set. We use
it to examine the accuracy of the optimizations.
200 queries are sampled from the accuracy test set
and serve as the performance test set. The audio
is decoded lightweightedly with CTC prefix beam
search so as to rule out as many computationally
intensive components as possible (Graves et al.,
2006). The data choice and the training recipe do
not play important role in the experiments because
the proposed methods focus on hardware acceler-
ation. The experiments are conducted on iPhone
XR and Apple Watch Series 7.

Two models (conv2d6 and dws2d6) are trained
with the same hyper-parameters but minor differ-
ence in subsampling strategy, summarized in Ap-
pendix A. Another two models (conv2d6x22 and
dws2d6x22) are trained with the same configura-
tion except that the input to the first Conformer
block is scaled by a factor of square root of the
10 dimension described in (Vaswani et al., 2017).
Additionally we decode greedily on watch to show
that encoder’s workload dominates.

5.2 Performance

High performance is critical in an ASR sys-
tem in order to process a user’s request in real
time. To benchmark the performance, we define
a notion of Realtime Factor (RTF) as RTF =
processingTime/audioDuration. It is clear
from the definition that lower RTF values are desir-
able. On real devices, users may often multitask or
the operating system may occasionally use comput-
ing resources in the background. Therefore an RTF
value of at least 0.5 is a reasonable target. As we
can see from Figure 2, models running on CPUs
do not meet our RTF target of 0.5 and the perfor-
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Table 1: Layernorm overflow statistics when the pro-

posed transform in Section 4.3 is not applied
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Figure 4: Distribution of the max value between vanilla
convolution and DWS in log scale.

mance is substandard on the watch. By leveraging
deep learning hardware accelerators, we are able to
bring the RTF down by an order of a magnitude for
both model variants and achieve the performance
goal. On Apple Watch, it is 5.26 times faster.

5.3 Energy

Another important aspect to consider when execut-
ing an ASR system on device is the energy con-
sumption. Energy consumption is particularly vital
on mobile devices and wearables. We report the
energy reduction from using hardware accelerators
in Figure 3, where we again see reduction by an
order of a magnitude.

5.4 Numeric Stability

In Figure 4 we compare the distribution of max-
imum value of each chunk’s subsampling output
during a chunk-based decoding procedure between
vanilla convolution and DWS over the performance
test set. Empirically the dynamic range of DWS
subsampling is a few times smaller than that of the
vanilla 2D convolution. When we compare dws2d6
against dws2d6x22 or conv2d6 against conv2d6x22,
we observe one or two orders of magnitude dy-
namic range increase introduced by the square root
multiplier. Therefore, switching to DWS and re-
moving the multiplier are crucial to keep the sub-
sampling in low-precision-friendly area. Similarly,
we plot the distribution of maximum value of each
chunk for the Layernorms in Figure 5. Due to resid-
ual connections, the enlarged effect of the subsam-

model WER WER

(FP16) (FP32)
conv2d6 4.45% 4.41%
dws2d6 4.55% 4.56%
conv2d6x22 4.57% 4.47%
dws2d6x22 4.57% 4.49%
conv2d6x22 4.76% 4.72%
+ modified Softmax

Table 2: WER comparison of FP16 and FP32

pling output is cascading, 4i.e. large subsampling
output increases the chance of overflow in upper
layers. In Table 1, we collected overflow statistics
of the un-modified Layernorm.

5.5 Quality

We compare the WER of the models on various
settings and observed that (1) The difference be-
tween FP16 and FP32 is negligible, (2) DWS and
vanilla convolution yield almost same accuracy and
(3) feature scale-up from the transformer work is
not necessary. conv2dx22 has an almost overflow
dynamic range. We apply the softmax modifica-
tion in Section 4.4 on top of conv2dx22. There
is a slight WER regression. However, such WER
regression does not affect user experience when
WER is already low.

6 Conclusions

Through architectural and numerical optimizations,
we demonstrate that Conformer CTC ASR models
are capable of running on resource-constrained de-
vices such as mobile phones, and wearables. The
optimizations preserve recognition accuracy while
performing faster than real time and consuming
lesser energy. Our theoretical findings of tech-
niques in numerical stabilization is applicable to a
wide range of deep learning models and computing
tasks.
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A Hyper Parameters

conv2d6x22 follows the recipe of (Yao et al.,
2021; Zhang et al., 2022), where the subsam-
pling output is multiplied by v/512 before be-
ing fed into the first conformer layer. The mul-
tiplier is originated from the transformer work
(Vaswani et al., 2017). Its hyper-parameters
are summarized in Table 3.

dws2d6x22 is produced by replacing vanilla con-
volutional subsampling with depthwise sepa-
rable convolution (DWS). Their difference is
compared in Table 4.

conv2d6 is indentical to conv2dx22 except that
multiplier is not applied.

dws2d6 is same as dws2dx22 but without applying
the multiplier.

hyper-parameters values
#layers (encoder) 12
#layers (decoder) 3
#heads 8
layer IO dimension 512

feedforward dimension 2048

Table 3: Common hyper-parameters in the experiments

model channel kernel stride group
15512 (33 (22 |1

com2d6 | 510 512 (5.5 (33) 1
15512 (33 (22 1

dws2d6 | 512 512 (550 (3.3) 512
5125512 (L) (L) 1

Table 4: Different subsampling hyper-parameters. Con-
volution in the same group are applied sequentially.

B Mean Absolute Deviation
Normalization on Example
Distributions

Definition Al. A desirable low precision pre-
normalizer maps a distribution of values to a
bounded region, |—C, C|, for some small C.

Lemma Al. f(x) = m
low precision pre-normalizer for uniform distribu-
tions.

Proof:: suppose X ~ unif[—L,L] and x is a
vector of z;’s sampled from X. Consider the limit
of the denominator of our normalizer as n — oo,

is a desirable
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Lemma A2. f ( ) = T=——— Z" P is a desirable

low precision pre—normalzzer for normal distribu-
tions.

Proof: suppose X ~ N(0,0) and x is a vector
of z;’s sampled from X. Consider the limit of the
denominator of our normalizer and n — oo,
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Let x = ko for some real k, f(x k:f
When k = +4, f(z) = £5.01. In other words,
f(z) € [-5.01,5.01] with 99.99% probability.

The two lemmas above illustrate the effect of our
MAD normalizer on a couple of common distribu-
tions. Empirically, we observed no overflow during
our subsequent Layernorm computation after we
prepended our pre-normalizer. Let us now look at
the theory behind a bit more rigorously.
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Abstract

We introduce a goal-oriented conversational
Al system enhanced with American Sign Lan-
guage (ASL) instructions, presenting the first
implementation of such a system on a world-
wide multimodal conversational Al platform.
Accessible through a touch-based interface, our
system receives input from users and seam-
lessly generates ASL instructions by leveraging
retrieval methods and cognitively based gloss
translations. Central to our design is a sign
translation module powered by Large Language
Models, alongside a token-based video retrieval
system for delivering instructional content from
recipes and wikiHow guides. Our development
process is deeply rooted in a commitment to
community engagement, incorporating insights
from the Deaf and Hard-of-Hearing commu-
nity, as well as experts in cognitive and ASL
learning sciences. The effectiveness of our sign-
ing instructions is validated by user feedback,
achieving ratings on par with those of the sys-
tem in its non-signing variant. Additionally, our
system demonstrates exceptional performance
in retrieval accuracy and text-generation qual-
ity, measured by metrics such as BERTScore.
We have made our codebase and datasets
publicly accessible at https://github.com/
Merterm/signed-dialogue, and a demo of
our signed instruction video retrieval sys-
tem is available at ht tps: //huggingface.co/
spaces/merterm/signed-instructions.

1 Introduction

Conversational systems have become increasingly
integrated into our everyday lives, yet their accessi-
bility to the Deaf and Hard-of-Hearing (DHH) com-
munity, who predominantly communicate through
signed languages, remains limited (Glasser et al.,
2017, 2020; Bragg et al., 2020). Despite growing
advocacy for more inclusive interactive technolo-
gies from DHH users (Bragg et al., 2019; Blair
and Abdullah, 2020; Kahlon and Singh, 2023), a

Task Instructions

Ingredients:
o

BINE MI)

Retrieve Videos

Step 1

Ingredients: 1 cup melted butter,
2 eggs, 1 tbsp vanilla extract

B

Figure 1: An overview of our multimodal dialogue sys-
tem, capable of giving signed instructions to Deaf or
Hard-of-Hearing users in ASL. We first translate task
instructions to an intermediate textual representation
called glosses using Large Language Models; then, we
fetch token-level sign videos to display on the screens
of Amazon Alexa Echo Show.

comprehensive dialogue system tailored for sign
language users has yet to be implemented on a
global scale. In response, within the Alexa Prize
TaskBot Challenge 2 framework, we developed
and launched the first task-oriented, multimodal
dialogue system utilizing ASL, aiming to bridge
the gap between DHH users and personal voice as-
sistants. This system translates touch-based inputs
into ASL video instructions, offering a ground-
breaking approach to interaction fig. This paper
introduces our ASL instruction framework, mark-
ing a significant stride towards integrating conver-
sational systems into the living spaces of sign lan-
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guage users and enhancing accessibility for the
DHH community.

Many signers prefer to use ASL instead of text
due to grammatical and linguistic differences be-
tween spoken and signed languages (Hariharan
et al., 2018; Dangsaart et al., 2008). Yet currently,
systems claiming to be accessible resort to text-
based communication. As an alternative, videos or
avatars of signers are options, yet these technolo-
gies are underutilized. In this paper, we show that
deploying these signed systems on a large scale is,
in fact, possible without much production cost and
makes the system accessible to DHH users.

Further, prior linguistics research has shown that
DHH community members can experience higher
cognitive loads while reading compared to signing
(Traxler, 2000; Kelly, 2003; Luckner and Handley,
2008). In this paper, we investigate effective strate-
gies of multimodal information presentation for the
DHH to reduce cognitive load. With repeated con-
sultations with cognitive scientists, we design the
layout of our system’s user interface specifically
around the cognitive load of signers (see Figure 2).

We focus on creating a framework that is appli-
cable to a large-scale global platform (in our case,
Amazon Alexa), making it impossible at this time
to access camera footage. We investigate ways of
receiving input with other modalities instead of
voice commands and without camera access. This
leads us to focus on the task of instruction gener-
ation and delivery rather than recognizing signs
produced by the user. We receive input from the
user via touchscreen controls of Amazon Alexa
Echo Show devices so that signers can interact
without using voice commands (see Figure 2 for
the touch screen user interfaces where the user can
interact via buttons to select tasks and navigate
instructions).

To address all of the aforementioned points, in
the following sections, we introduce the compo-
nents of our framework. Our detailed contributions
are as follows:

1. We design a multimodal task-oriented dia-
logue system with signed instructions and de-
ploy it on multimodal devices.

2. We use co-design to build our system, actively
involving community members in the design,
development, and evaluation, ensuring our so-
lutions positively impact the community.

3. We implement a novel Large Language Model
(LLM)-based instruction generation technique

Arts and Crafts
"How to make origami®

Cooking Home Improvement
"cookies" “How to plant a tree”

¢ ASL Task

<

Select a task below for American Sign Language (ASL) instr

Classic blondies Strawberry Pretzel Mapo

How to Make an
Origami Chair Salad

¢ HOW TO MAKE AN ORIGAMI CHAIR IN ASL

Step 1

Exit

© Bill Vicars

Step 10f 13
—

¢ HOW TO MAKE AN ORIGAMI CHAIR IN ASL

Step 3

previous

© Bill Vicars

Step 30f 13

Figure 2: A storyboard of all the screens for an origami
task with ASL video instructions. The first screen from
the top is the landing page with an ASL Task button to
enter the signed section. The second screen shows dif-
ferent recipes and task options. The following screens
show an instruction step. Button interactions are espe-
cially important for signers as the audio is inaccessible.

for zero-shot text-to-sign translation. We use
linguistics rules and cognitive science-based
heuristics for this translation.

4. We make available a standalone library to
translate instruction texts into signed instruc-
tion videos, and we release our dataset used
for the top 200 signs in cooking and wikiHow
domains.



We hope this effort brings more focus to the
needs of signers and will be a step towards making
large-scale dialogue systems more accessible to all
users.

2 Related Work

With the rise of voice assistant devices, the DHH
community has been mostly left behind. Yet, there
have been multiple lines of work to make them
more accessible. Accessibility of personal assistant
devices to the Deaf and Hard of Hearing commu-
nity has been assessed multiple times before by
Glasser et al. (2017, 2020); Bragg et al. (2020).
In addition, design approaches incorporating the
DHH community have been proposed by Anind-
hita and Lestari (2016); Hariharan et al. (2018). We
build on these in our system design.

Most of the current work in interactive system
design focuses on sign recognition with the help
of cameras. For instance, in Wojtanowski et al.
(2020) Wizard-of-Oz studies have been done where
Alexa is combined with a camera to detect signs.
In SIGNS project', Alexa recognizes specific ges-
tures for simple task completion (such as getting
the weather forecast with a specific gesture), and
Huang et al. recognized signs for a healing robot.
Even though these systems provide a means for rec-
ognizing signs, they fall short in generating signs,
which we focus on in this paper.

There has been some line of work by Nasihati Gi-
lani et al. (2019) in generating avatars for 6-month-
old babies to learn ASL. Also, Hriz et al. (2011)
deployed a kiosk with sign recognition and genera-
tion capabilities for Czech Sign Language. How-
ever, these have not resulted in a widely available
system.

On the other hand, sign language processing has
been widely studied under controlled conditions.
Even though sign language generation and trans-
lation tasks are still open problems, transformer-
based models in Yin and Read (2020); Yin et al.
(2021); Moryossef et al. (2021); Inan et al. (2022);
Miiller et al. (2023); Lin et al. (2023); Viegas et al.
(2023) have shown that it is possible to automate
them better. As a core contribution, we present a
framework to apply any of these models in large-
scale interactive environments.

In order to make our system useful for signers,
we need to mitigate their cognitive load interpret-
ing instructions from multimodal devices. Models

lhttps ://projectsigns.org/

for the cognitive aptitudes and cognitive loads of
sign language interpreters have been studied before
by Macnamara (2012); Du Toit (2017); Tiselius
(2018); Chambers (2020). These models help guide
the design principles of our system, as the user will
need to focus on multiple modalities simultane-
ously through the visual modality, which increases
cognitive load.

3 A Goal-Oriented Dialogue System with
Signed Instructions

We design a multimodal goal-oriented dialogue
system as part of the Alexa Prize TaskBot Chal-
lenge 2 (Agichtein et al., 2023) and incorporate
signed instructions. The main dialogue system
that we develop follows a typical modular design:
Natural Language Understanding (NLU), Dialogue
Manager (DM), and Natural Language Generation
(NLG). In this setting, we embed signed instruc-
tions into the multimodal NLG module (Figure 3).

Due to privacy regulations, Alexa does not allow
third parties to process user gestures and videos.
Hence, to increase accessibility for signers, we
choose to generate signed instructions instead of
recognizing signs. To support users who cannot—
or prefer not to—provide voice input, our system
has a scrollable touchscreen with buttons. This
enables us to have a full dialogue system for signers
while complying with regulations.

3.1 Task Description

We take as input a task JSON with step-by-step
English text instructions, images, title, main im-
age, and ingredients and output a JSON array of
user interface screens corresponding to the gloss
translations for each step and their corresponding
sign videos (see Appendix A). The tasks are in the
domains of cooking, home improvement, arts and
crafts, and gardening. We provide our signed in-
struction generation as a standalone library for the
camera-ready version of this paper.

3.2 Community Co-Design

To inform our system design choices, we connect
with collaborators from the Deaf and Hard of Hear-
ing (DHH) signing community at Gallaudet Uni-
versity (a prestigious higher education institution
chartered for the DHH community). We incorpo-
rate the feedback from signers into the system’s
design.

The feedback incorporated into our design pro-
cess includes considering the cognitive load of sign-
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Figure 3: The overall architecture of our dialogue system with sign instructions for American Sign Language.
Offline LLM translations make it easier to plug in a signing module into a traditional dialogue architecture.

ers, altering the dimensions of the text, video, and
images used to communicate instructions, choos-
ing which information to present as text versus
signed videos (compare screens in Figure 2 and
Appendix E for the placement of text and signed
videos in the same screen), and updating the design
of the interface for ASL signers.

4 Our Signed Instruction Framework

We employ the framework shown in Figure 1 to
generate signed instructions. We first retrieve in-
structions for a given task, and then we convert each
step into gloss tokens, which are intermediary tex-
tual representations using rule-based sign language
translation algorithms and LLMs. Afterward, we
segment each instruction into separate gloss tokens,
retrieve sign videos for each, and stitch them back-
to-back to create a continuous video sequence. For
each step, we display this sequence of videos and a
picture of the step. The picture for each step gener-
ally shows the result of the action as described in
the sign instructions. This approach is summarized
in Algorithm 1.

4.1 Large Language Model Translation

For the translation of spoken English instructions
to textual representations of ASL (glosses), we
prompt LLMs. Multiple methods exist in im-
plementing text-to-gloss translation: human an-
notation, rule-based automatic translation with
heuristics (Othman and Jemni, 2012a), fine-tuned
transformer-based models (Camgoz et al., 2018;
Yin and Read, 2020), and prompting LL.Ms (Lee
et al.). We make our system adaptable to all of these
alternatives for text-to-gloss translation. Any one
of these models can be plugged into line 4 of Algo-
rithm 1. We choose LLM translation for our current
system due to its scalability, translation understand-
ability, and ability to adapt to out-of-domain text.

Algorithm 1 Signed Instruction Retrieval

G+ {}
I < instruction steps
for i in I do
translated < LLM (i)
translated < PRUNE(translated)
end for
S« {}
for 7 in translated do
for ¢; in 7 do
S[ti] < SIGN_VIDEO(t;)
end for
: end for
V1]
: for iin I do
for ¢; in ¢ do
V[i] «+ V[i] + S[ti]
end for
: end for
: return V

D AR A > s
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We show in our system evaluation in section §5
that there is a trade-off between using LLMs or
rule-based heuristics for text-to-gloss translation.
Mainly, LLMs generate more diverse translations,
while rule-based heuristics have higher accuracy
depending on the video dataset size.

Our instructions consist of WholeFoods recipes?
and WikiHow tasks’. First, we aggregate all the
instruction steps of the task in a JSON construct
(given in Appendix A), then using the OpenAl chat
API we prompt gpt-3.5-turbo to “translate each
step to American Sign Language gloss", and re-
quest the result in a JSON format.* We then ag-

2
3

www.wholefoodsmarket.com/recipes
www.wikihow.com

*Our parameters for the API call are, temperature=1, max
tokens=1000, fop p=1, frequency penalty=0, and presence
penalty=0.
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gregate all these steps for all recipes and tasks.
For recipes, we do not translate the ingredients to
glosses, as our community outreach surveys indi-
cate that users prefer to see the ingredients written
statically on the screen instead of signed versions
(see Figure 1 for a reference of text-to-gloss trans-
lation steps).

After these instructions are generated, we have
an additional stage of manual correction of LLM-
generated glosses using rule-based heuristics for
quality>. We also remove the punctuation in
glosses, capitalize them, and concatenate the
fingerspellings—in which fingers form individual
letters to spell out words—if annotated using the
hyphen notation (i.e. “F-I-N-G-E-R"). Here, we
check that the glosses are unique across the tasks,
they are all present in the available video dictionary,
and they follow the general rules of ASL.

4.2 Sign Video Processing

We process the videos in four steps. First, we col-
lect sign videos corresponding to all the glosses in
our instruction set from an online platform. Then
we store these videos, retrieve them on the fly while
presenting instructions, and stitch them together.
We give the details of these steps in the following
paragraphs.

Sign Video Collection For video collection, we
use widely available American Sign Language sign
dictionary videos from video sharing platforms
with Creative Commons licenses online ©. We
mainly use videos from Lifeprint, but if they do
not contain a specific sign video, we use the ASL-
Dictionary on YouTube as the backup source. If
neither of these sources has a sign available, we
first check if the gloss can be deconstructed into
other signs or fingerspelled. If so, we check the
videos for the deconstructed versions and concate-
nate them into a single video. If these options are
not available and the gloss is crucial to the meaning
of the instruction, then we search for a synonym.
If it is not crucial to the meaning of the instruction,
then we drop the gloss.

Video Storage We generate a dictionary for all
the available sign glosses (found in Appendix Sec-
tion A) and upload all the videos with their gloss

Sthis curation step can be omitted for the deployment of
larger systems with bigger task sets, where it might be infeasi-
ble to go over each task step and glosses manually.

SLifeprint.com, and the ASLDictionary chan-
nel accessible on YouTube: https://youtube.com/
@smartsigndictionary

as their filename to an Amazon AWS S3 bucket for
storage.

Gloss-by-Gloss Sign Retrieval During a user’s
live use of the system for signed instructions, we
retrieve videos on a token level using the video
URL by cross-referencing its gloss filename. As
the last step, after retrieving all the video URLs
on the fly for each gloss in each instruction, we
concatenate all of the URLSs corresponding to the
glosses together and then present them on the user
interface of the app as a single stream of a video
(see Figure 2).

5 System Evaluation

We evaluate our system both quantitatively and
qualitatively. Because this is the first deployment of
a task-oriented signed multimodal dialogue system,
we chiefly compare the system with the non-signed
portion of our task-oriented dialogue system. We
first evaluate the performance of our LLM text-to-
gloss translation and discuss the trade-offs of using
an LLM for translation. Then, we evaluate our
algorithm using traditional information retrieval
metrics. Finally, we compare user ratings and pro-
vide detailed qualitative analyses by an expert who
is fluent in ASL.

Automatic Metrics

1 2BLEU3 4 ROUGE METEOR ChrF WER

9.52 159 042 0.16 0.11 0.11 2399 2.146
F1 Recall Precision

BERTScore ‘ 0.80 0.81 0.79

Table 1: This table shows the automatic metric results
between LLM and rule-based translations. Tasks on
the web do not contain readily available ground-truth
glosses. BERTScore is the best indicator of translation
success.

Text-to-Gloss Translation Analysis In this sec-
tion, we analyze the performance of LLM-based
translations using traditional automatic text metrics
(see Table 1). As also described in section § 4.1, we
experiment with two translation strategies: 1) LLM
translations and 2) rule-based gloss translations
with heuristics. We use the rule-based heuristics
strategy as ground truth in our results here because
no human-annotated ASL ground truth exists for
our datasets, and the accuracy of rule-based transla-
tions is high when compared to human annotations
in the works of Othman and Jemni (2012b, 2019).
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In order to generate rule-based glosses, we use
the Algorithm given in Appendix B. Automatic
evaluation metrics for sign translations do not yet
exist. Hence, we present results using traditional
automatic evaluation metrics such as BLEU (Pap-
ineni et al., 2002), ROUGE (Lin, 2004), METEOR
(Banerjee and Lavie, 2005), ChrF (Popovi¢, 2015),
and BERTScore (Zhang et al., 2020) between LLM-
generated glosses and the rule-based glosses. In
this case, BERTScore is more insightful than tradi-
tional metrics because the semantic representation
of tokens is more important in glossing than the
specific n-gram differences.

For our system, we deploy with LLM-based
translations and are able to scale from only 1-3
tasks with ASL expert manual annotations to 150
supported tasks with LLM-based translations. As
shown in Figure 3, the LLM translations happen of-
fline as all of our tasks are pre-determined. Right af-
ter the tasks are translated to ASL glosses, we have
a quality control stage before they are presented
to the user. So, our overall translation pipeline is
a human-in-the-loop system. During the duration
of our dialogue system’s deployment, we observe
that using LLMs reduces the time spent on the man-
ual checking process by human annotators from 10
minutes per instruction sentence to 1 minute per
sentence.

Retrieval Metrics No automatic evaluation
mechanism exists for signed interactive systems;
hence, in this section, we introduce two retrieval
metrics—Hit Rate and Recall@ 1—for our Signed
Instruction Retrieval Algorithm (see Algorithm 1)
with the two translation modules separately. Fur-
thermore, we also present an analysis of the
changes in Hit Rate and Recall@1 in response to
increases in the available video dataset size in Fig-
ure 4.

We use the following simplified definitions of
Hit Rate and Recall@1:

# glosses w/ videos
total # of glosses
# glosses w/ videos

Hit Rate = (D

Recall@1 = ;
# synonyms of glosses w/o videos

+ # glosses w/ videos
2)

Essentially, Hit Rate measures how accurate
the system is in finding videos for a given token,
and Recall@1 tells how precise the system selects
videos corresponding to a token among a set of

Change of Hit Rate Based on Video Set Size
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Figure 4: These plots show the changes in Hit Rate and
Recall@1 for our signed instruction retrieval algorithm
as the available video set increases in size. Two lines
represent two methods of translation from text to gloss.
In a constrained setup with limited sign video storage,
these plots show how many videos are needed with
different translation strategies. Overall, LLMs have
more diverse translations, while rule-based heuristics
provide more accurate translations changing with the
video dataset size.

synonyms. For instance, for a task step consist-
ing of glosses “CHOCOLATE CHOP ADD DOUGH MIX
STIR” if the system has only videos for CHOP, ADD,
COMBINE, and STIR, then the Hit Rate will be 0.5,
as three out of six glosses do not have videos; and
Recall@1 will be 3/4, where the denominator also
contains any synonym of a gloss that does not have
a corresponding video (MIX and COMBINE are con-
sidered synonyms in this case). Hit Rate and Re-
call@1 are complimentary metrics where Hit Rate
shows the direct presence of sign videos while Re-
call@1 indirectly shows how diverse the glosses
and selected videos are due to the inclusion of syn-
onyms in the denominator where multiple glosses
may exist for the same video that we have in our
database. We give detailed mathematical defini-
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tions for both of these metrics in Appendix C.

Looking at the resulting plots in Figure 4, we can
make several claims. For Hit Rate, both of the trans-
lation strategies produce similar results because
our video database covers a majority of glosses
present in the restricted domain of cooking and
wikiHow tasks. For Recall@1, there is a dramatic
difference between LLLMs and heuristics. This hap-
pens because rule-based heuristics use nearly the
same tokens from the text, while LLMs can gener-
ate synonymous glosses for a given token. For a
more example-driven explanation, please refer to
Appendix D.

Overall, the Recall@1 for our Algorithm has
a minimum of around 80% and a maximum of
98%—as observed in Figure 4. This shows that
our algorithm can easily be deployed as part of dia-
logue systems with signed instructions regardless
of whether we use LLMs or rule-based heuristics
translations.

User Rating Comparisons Our system inter-
acted with a large number of public users for over
a period of six months. Because this is the first
task-oriented dialogue system with signed instruc-
tions, it increases our user outreach on international
platforms by a large margin. However, adding this
functionality could decrease overall user ratings if
they do not deem the interface usable or are unsure
about what ASL is. Thus, we examine the ratings
before and after adding the signed instructions to
our system. As shown in Appendix 7, our user
ratings remain constant after adding support for
this feature. Thus, we find that, besides making
task-oriented systems accessible to a larger audi-
ence, adding support for signed instructions does
not decrease user ratings.

Expert Qualitative Analysis One author fluent
in ASL evaluated the system with special regard
to the usability and clarity of the information pre-
sented. This evaluator noted two primary strengths:
1) the multimodal instructional support provided
by having both the ASL descriptions and the in-
structional images available, particularly for the
step-by-step tasks such as origami folding; 2) the
ease of processing and attending to multiple modal-
ities given the clear layout without overwhelming
the user. To expand, giving the user the option
to attend to the signed content or the referent of
the images (e.g., step-by-step origami folding) al-
lowed them to rely on each form of information
to the extent they prefer. The clear layout does

not overwhelm the user with too many streams of
information. It also allows for sufficient process-
ing of either sign videos, images, or both without
distracting the user.

The primary limitation of the current system lies
in the segmented nature of the ASL videos. Cur-
rently, there is a lack of smooth transitions between
signs, and different signers present each sign within
one instruction. The flow of the signs appears dis-
jointed, consequently impeding clear understand-
ing. The absence of step-by-step visuals in certain
tasks necessitates increased reliance on signing.
The disjointed nature of the current signing videos
rendered some tasks less comprehensible.

Overall, the multimodal presentation of signing
alongside informative images enhances accessibil-
ity and suggests that a dynamic display of signed
content will greatly enhance future task-oriented
dialogue systems. For future iterations of our sys-
tem, we plan to incorporate either human models
signing the entire content or synthesized avatars
(Quandt, 2020; Quandt et al., 2022).

6 Conclusion

In this work, we discussed a multimodal, task-
oriented dialogue system designed to generate
ASL instructions on a platform with global reach.
Emphasizing the critical importance of Deaf and
Hard-of-Hearing (DHH) community engagement
throughout the development cycle, our approach
integrates extensive feedback from both the signing
community and experts in the field. Our system not
only marks a significant technological milestone
but also enriches the dialogue on how video-based
ASL instruction delivery can be effectively scaled
internationally. We observed a nuanced prefer-
ence among signers for avatar-based instructions—
a finding underscored by our expert analysis. Our
system has improved the landscape of conversa-
tional Al, making it accessible and responsive to
the unique needs of the DHH community.

We make the code available for our pipeline
and encourage future researchers to incorporate
it into their own task-oriented systems to increase
accessibility. We hope that this system is a step
towards developing dialogue systems that can un-
derstand and generate signs for all signed lan-
guages. We encourage everybody to interact with
signed tasks by visiting https://huggingface.
co/spaces/merterm/signed-instructions.
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A Input Constructs

Here we show the JSON format of the tasks:

"title": "Classic blondies”,
"main_image"”: "496287aBff@ecd2875af4c. jpg",
"ingredients": [

1,

"1\u@@bd sticks butter, plus more for greasing”,
"1\u2153 cups brown Muscovado sugar”,

"2 eggs”,

"1 tbsp vanilla extract”,

"1\u@@bd cups all-purpose flour",

"1 tsp salt”,

"6 oz semisweet chocolate (chopped) or chocolate chips”

"task_images"”: [

1,

"@PB52839c78b@c243540F . jpg”,
"98b46fde067b1f931863e. jpg",
"12f87efcb8f5623aaf9ab. jpg",
"aba679a26a4ebf26ces57c. jpg”,
"58e3947ac34dbb6at47a7i. jpg”

"task_texts"”: [

1,

"Preheat oven to 175F. Line a square baking pan with aluminum foil,
letting some hang over the sides. Grease the foil with a pat of butter.
Set pan aside. Melt remaining butter in a small saucepan over
medium-low heat until it starts to brown and smell nutty, swirling

it around the pan from time to time. Transfer to a large mixing bowl
and allow to cool completely.”,

"Add sugar to cooled butter and mix until emulsified. Then, add eggs
and vanilla to the butter and sugar mixture, and beat until combined.”,
"Whisk together flour and salt in a small bowl. Stir into butter
mixture and beat until combined.”,

"Chop the chocolate and add to the batter, or simply use chocolate
chips. Stir until incorporated."”,

"Transfer batter to prepared baking dish and bake in preheated oven

at 175F for approx. 20 \u2@13 3@ min. until golden brown. Blendies
should not be too soft in the middle and just starting to crack on

top. Cool completely, and then use the ALUMINUM-FOIL to help

transfer the blondies out of the pan. Cut into squares and enjoy!”

"task_glosses”: [

"OVEN HEAT PAN SQUARE BAKE LINE ALUMINUM-FOIL BUTTER SPREAD
PAN PUT-ASIDE BUTTER REMAINING MELT PAN TRANSFER BOWL LARGE
COOL COMPLETELY",

"BUTTER COOL MIX SUGAR ADD MIX BUTTER SUGAR MIX ADD VANILLA
EGG COMBINE MIX",

"FLOUR SALT WHISK BOWL SMALL TOGETHER MIX BUTTER ADD STIR
COMBINE MIX",

"CHOCOLATE CHOP ADD DOUGH MIX STIR",

"DOUGH TRANSFER DISH BAKE OVEN HEAT APPROXIMATELY 2@ 3@
MINUTE BROWN MIDDLE SOFT COMPLETELY COOL ALUMINUM-FOIL
TRANSFER PAN SQUARE CUT ENJOY™
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Here is the dictionary of all the available glosses that have corresponding videos on the system.

e, ota2t, "3t, "4n,
“2e", "25", "3@0", "35",
“75", "8e", "85", "90",
"5-MINUTES", "ADD", "ALL",
"APPROXIMATELY", "BACON",
"BERRY", "BLACK",
"BREAD", "BRING",
"CAKE-PAN",
"CHICKEN",
"COAT",
"COOK",
"CRUSH",
“DRAIN",
"ENJOY",
"FLAP",
"FRY",

ngn
’

"BROWN" ,
"CAKE",
"CHOCOLATE",
"COMBINE",
"COOL", "CORNER",
"CUP", "CUT",
"DOUGH", "DOWN",
"EQUAL",
"FLIP-OVER",
"GARLIC",
"HEAT", "HOUR",
"LAST", "LEFT", "LINE",
"MEDIUM", "MEET", "MELT",
"MIX", ”MORE", "NOT”,
"OR", "OTHER", "OVEN",
"PAPER", "PART", "PEPPER",
"POT", "POTATO", "POUR",
"PUT", "PUT-ASIDE",
"REMAINING",
"ROLL",
"SERVE",

"GOLDEN",
" HOT " s

"REMOVE ",
"SALT", "SAUCE",
"SIDE", "SIMMER",
“SMOOTH", "SOFT", "SOUP",
"SQUASH", "START", "STIR",
"TABLESPOON", "TEASPOON",
“THROUGH", "TO", "TOMATO",
"TRANSFER", "UNTIL", "UP",
"WATER", "WAY", "WELL",

”6",
"49",
"95",

"BLENDER",
"CAREFUL",
"CHEESE",
"COMPLETELY",

"DEGREE",

"FAHRENHEIT",
"FLOUR",

nIF”,
"LOW",

nOIL”,
nOVERnJ

"PRESS",
"QUARTER",
"REPEAT",
"SAUTEE",

"WHISK",

DGO ORE_ DHT . 0(RT  DED
"45"  "5@", "55", "6@", "65",
“100", "3-MINUTES”,

"AND", "ALUMINUM-FOIL",
"BAKE", "BAKING-POWDER",
“BOIL", "BOTTOM", "BOWL",
"BUTTER", "BUTTERMILK",
"CENTER", "CHAIR",

“CHOP", "CINNAMON”,
"CONNECT", "CONTINUE",
"COVER", "CREAM", "CREAM-CHEESE",
"DISH", "DIVIDE",

"EACH”, "EDGE", "EGG”,
"FINISH", "FIRST",
"FOLD", "FORM", "FOUR",
"GREEN", "GROUND”, "HALF",
“IN”, "INCH", "LARGE",
"MAKE", "MEAT",
"MIDDLE", “MINUTE”,
“OLIVE", "ON", "ONION",
"PAN", "PANCAKE",
"PLACE-INTO", "PORK",
"PRETZEL",

"RED", "REDUCE”,
"RICE", "RIGHT",

"SEASON", "SEPARATE",
"SLICE", "SMALL",
"SPREAD”, "“SPRINKLE", "SQUARE”,

"STRONG", "SUGAR", "SYRUP",
"THEN", "THREE-QUARTERS",

"TOP”, "TOGETHER”, "TO0SS”,

"USE", "VANILLA", "VERTICAL”,
MWITH "

"SIX”,
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B Rule-based Gloss Translation
Algorithm

We give the pseudocode for the rule-based heuris-
tics algorithm as follows:

Algorithm 2 Rule-based Heuristic Glosses

I: heuristic_glosses < ||

2: for sentence in task['task_texts’| do

3 sentence < UPPERCASE(sentence)

4 text < TOKENIZE(sentence)

5:  pos_tagged < POSTAGGING(text)

6: for token in pos_tagged do

7 if IsNotDesiredPOS(token[1]) then

8 REMOVETOKEN(pos_tagged, token)
9

: end if
10:  end for
11:  for i in range(LENGTH(pos_tagged)) do
12: pos_tagged]i] —

(LEMMATIZE(pos_tagged][i][0]),
pos_tagged][i][1])
13:  end for
14:  sentence —
15:  for token in pos_tagged do
16: sentence < sentence + token[0] +
17:  end for
18:  sentence <— STRIP(sentence)
19:  heuristic_glosses. APPEND(sentence)
20: end for
21: return heuristic_glosses

"nn

2N

C Detailed Mathematical Definitions for
Retrieval Metrics

To define Hit Rate and Recall@1 more precisely,
we first introduce some requisite definitions:

* D: set of glosses in our dictionary

* n: total number of task instructions

o [ ={ig,i1,...,9n }: set of all task instructions

* my: total number of glosses in instruction k

ik € I =< gro, Gk1s -+ Gkmy, >

* g € 1g: gloss in instruction ¢, (ordered)

* syn(g): the set of synonyms found for gloss
g using wordnet.synsets

We formalize our simplified definitions of Hit
Rate and Recall @1 below, using our notation. Note
that because we take into account repeated glosses
in our instruction set, the sets below are multisets
and thus contain repeated elements that are factored
into the cardinality of the set.

|9kt grt € D,y € 1, g € iy 3)
\gkt =ik € 1, g € ik
|gkl cgk € Dyigp e, gy € Zk’
gkt = grt € Dig € I, g € i
+ gkt : gkt & Dyig € 1, gry € i
“4)

Hit Rate =

Recall@Ql =

D Detailed Examples for Retrieval
Metrics

For example, for the instruction, “Chop choco-
late and add to batter. Stir until incorporated.”,
the LLM generates, “CHOCOLATE CHOP ADD
DOUGH MIX STIR”, while heuristics generates
“CHOP CHOCOLATE ADD BATTER STIR UNTIL
INCORPORATE”. Here, it can be seen that LLM
produces DOUGH (a synonym of “batter” for our
purposes), while heuristics directly uses the same
wording. This adds diversity to the generated
glosses, and as the number of videos increases, it
positively affects the score of LLMs. For the heuris-
tics algorithm, as the tokens are never changed into
synonyms, even after a lot of videos are added to
the set, the algorithm cannot retrieve videos and
gets lower Recall@1 scores.
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E Interface Details

We show more screenshots of details in the interface in Figures 5, and 6.

" " N\ 4 ”
 BACKTO OPTIONS (Bt )  CLASSIC BLONDIES IN ASL ( Exit )  CLASSIC BLONDIES IN ASL (-
q . Step 1 Step 2
Classic blondies
Ingredients: 1Y: sticks butter, plus more for Ingredients: 1¥s cups brown Muscovado
greasing sugar » 2 eggs « 1 tbsp vanilla extract
4 25m % 5 steps - Serves 12 |ngredients &= a8

L ASL Start cooking 1% sticks butter, plus more
for greasing

1% cups brown Muscovado
sugar ©Bill Vicars
2eqggs

©Bill Vicars

Preheat oven to 175°C/350°F. Line a

next previous next
Stop 1015 Sep25

Figure 5: These are the screens for an alternative task of a classic blondies recipe. The main difference for recipes is
that at each step, relevant ingredients are shown in addition to the signed instruction video. This is to ensure less
cognitive load on the user. Also, the first panel shows the ASL button that exists in supported recipes.

{ MAPO TOFU IN ASL { MAPO TOFU IN ASL
Step 1 Step 2
Ingredients: 12%: oz silken tofu « 1 green Ingredients: % oz bean paste « % oz

onion « 3% 0z ginger « 2 cloves garlic fermented soy beans « 1 tsp dark soy sauce «
a cup rice wine « Vegetable oil for frying

N

N\ \:V i “‘

| as;
© Bill Vicars
Step 10f 4 preVlous Step 20f 4
—
MAPO TOFU IN ASL i MAPO TOFU IN ASL
< Exit <
Step 3 Step 4

Ingredients: 2 tsp Sichuan pepper powder «

Ingredients: % cup water (divided) « 1 tsp
Green onions for serving

sugar « Vs oz cornstarch « Salt

© Bill Vicars

© Bill Vicars

previous

previous
Step 3of 4 Step4of 4

Figure 6: This figure demonstrates the screenshots of our signed multimodal dialogue bot for the recipe of Mapo
Tofu. This example is chosen to stress the fact that certain international recipes that have terms that may not exist
in ASL are also supported in the bot. In these cases, the ingredients are written on the screen and the instructions
are signed without the specific terminologies, like "tofu", and images are shown to aid with grounding the referred

ingredient.
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F User Rating Analysis

We show a plot of 7-day averages of user ratings before and after adding support for signed instructions in

Figure 7.
User Ratings (7-day average)
40
38
36
3.4

3.2

Rating

3.0
2.8

2.6

6/29/2023 6/30/2023 7/1/2023 7/2/2023 7/3/2023 7/4/2023 7/5/2023 7/6/2023 7/7/2023 7/8/2023 7/9/2023 7/10/2023 7/11/2023 7/12/2023 7/13/2023

Figure 7: User ratings of our system before and after adding support for instructions in ASL. Here, we show the
week before and after adding signed instructions. Reaching out to real users and communities that use signed
languages is the main goal of our system. Adding ASL support allows our system to engage with a larger audience

without decreasing overall user ratings.
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Abstract

Due diligence is a crucial legal process that
mitigates potential risks of mergers and acqui-
sitions (M&A). However, despite its prominent
importance, there has been a lack of research
regarding leveraging NLP techniques for due
diligence. In this study, our aim is to explore
the most efficient deep-learning model architec-
ture for due diligence in terms of performance
and latency, and evaluate the potential of large
language models (LLMs) as an efficient due
diligence assistant. To our knowledge, this
is the first study that employs pre-trained lan-
guage models (PLMs) and LLMs for the due
diligence problem. Our experimental results
suggest that methodologies that have demon-
strated promising performance in the general
domain encounter challenges when applied in
due diligence due to the inherent lengthy na-
ture of legal documents. We also ascertain that
LLMs can be a useful tool for helping lawyers
who perform due diligence.

1 Introduction

Due diligence, one component of mergers and ac-
quisitions (M&A), involves identifying multiple
factors that indicate successful outcomes produced
by a target organisation (McGrady, 2005). The
primary objective of this process is to minimise
risks associated with the organisation. Like other
legal retrieval tasks, such as contract analysis and
cross-jurisdictional analysis, it has been conducted
manually by legal professionals. Due diligence is
often regarded as a tedious, expensive, and time-
consuming job, as the buyer must digest a colossal
amount of information within a limited time, often
without complete access to relevant information
sources (Howson, 2003). However, it is an excep-
tionally important task, as deficient due diligence
can result in significant detrimental outcomes for
the buyer !. For this reason, there has been a grow-

'13 Huge due diligence disasters. [Link]

ing demand for automated and precise techniques
for due diligence.

The recent remarkable advancements in natural
language processing (NLP) field have expanded the
potential for developing such techniques. The suc-
cess of pre-trained language models (PLMs) based
on Transformer structure (Vaswani et al., 2017) has
led to their application in the legal domain, giving
rise to legal-specific PLMs (Chalkidis et al., 2020;
Geng et al., 2021; Zheng et al., 2021) and datasets
for pre-training (Henderson et al., 2022) and down-
stream tasks, such as ContractNLI (Koreeda and
Manning, 2021) and LexGLUE (Chalkidis et al.,
2022). Furthermore, the recent emergence of large
language models (LLMs) gained significant at-
tention due to their impressive performance in
examinations in legal (Bommarito II and Katz,
2022; Choi et al., 2023) and other professional do-
mains (Terwiesch, 2023; Kung et al., 2023), spark-
ing the possibility of the advent of Al assistants in
industrial fields.

However, despite its importance, applying NLP
techniques to the due diligence problem has re-
ceived limited attention. A leading cause would
be the lack of publicly available datasets. Due
to the nature of M&A, documents for due dili-
gence often contain sensitive information, making
it challenging to collect a large-scale dataset. To
our knowledge, the KIRA dataset (Roegiest et al.,
2018), where the task is designed to detect cru-
cial information in legal contract documents, is
currently the only publicly available dataset for
due diligence, but it is firmly restricted only to aca-
demic usage and obtaining permission to access the
dataset requires time and effort. Also, the inherent
lengthiness of legal documents poses an additional
obstacle. Legal documents often substantially ex-
ceed the maximum length that state-of-the-art NLP
models can accommodate (Chalkidis et al., 2022),
making the models unable to process longer text
properly. As a result, most downstream tasks de-
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signed to evaluate the performance of legal-specific
PLMs have primarily focused on relatively short
paragraphs, such as classification (Chalkidis et al.,
2022) and question answering (Hendrycks et al.,
2021a; Wang et al., 2023).

This paper explores the feasibility of applying
modern NLP techniques to the due diligence prob-
lem. We first examine the performance of three
different architectures on due diligence. Subse-
quently, we conducted a few-shot experiments on
GPT-4 to ascertain whether LLMs could be a use-
ful tool to help the due diligence problem. To the
best of our knowledge, this is the first work that
leverages PLMs and LLMs for due diligence. Our
contributions can be summarised as follows:

* We observe that the hierarchical sentence ex-
traction structure is the most suitable architec-
ture for due diligence and is more practically
efficient than the KIRA baseline models.

* We ascertain that legal-specific PLMs do not
necessarily outperforms normal PLMs.

* We confirm that LLMs like GPT-4 can be a
practical tool to help lawyers conduct due dili-
gence.

2 KIRA Dataset for Due Diligence

Due diligence is a legal process to effectively miti-
gate the potential risks associated with a company
during mergers and acquisitions (M&A). The due
diligence problem can be divided into two primary
processes: 1) the identification of relevant passages
presented in legal documents based on the required
information and 2) the utilisation of these passages
to predict any potential risks to the acquiring com-
pany. Roegiest et al. (2018) collected and released
the dataset for the first process exclusively for aca-
demic purposes. The dataset contains real-world
legal documents across 50 topics, such as “Evi-
dence of Loans” and “Administrative Agent Fees”.
Each document is transformed into text using Op-
tical Character Recognition (OCR) and other pre-
processing techniques. Each sentence within the
documents is annotated by KIRA’s in-house annota-
tors, including law students, contract lawyers, and
in-house senior lawyers. This annotation aims to
determine the presence of relevant information in
a sentence. The basic statistics of the dataset are
presented in Table 1. It is worth highlighting the
distinctive characteristics of the dataset, 1) the doc-
uments exhibit considerable length, having more
than 3K sentences, and 2) the number of relevant

# of Docs Doc Length # of RS # of Docs w/o RS

Avg 3077
Std  94.8

3308.4 4.8 95.4
473.5 54 69.1

Table 1: Average and standard deviation of basic statis-
tics of KIRA dataset across 50 topics. “RS” denotes
relevant sentences, and “Doc Lenght” is the number of
sentences in a document.

sentences is exceedingly scarce. More detailed
statistics for each topic are available in Table 7 in
the Appendix A. The dataset consists of five folds,
where one fold is used for evaluation while the re-
maining folds are used for training in an alternating
fashion. Roegiest et al. (2018) transformed each
sentence to human-crafted features and trained a
conditional random field (CRF) model that predicts
the label of each sentence.

3 Experiments Design

The KIRA dataset (Roegiest et al., 2018), which
serves as the primary dataset in our study, is col-
lected for the first process. It formulates due dili-
gence as a binary sequential classification task,
where the relevant sentences in legal documents
are labelled by human annotators. The notewor-
thy characteristic of the KIRA dataset is that the
label distribution is highly skewed, where, on av-
erage, a document consists of 3300 sentences, but
only 4.8 sentences are labelled as “relevant”. Here,
we explore the due diligence performance of three
distinct architectures: 1) single-sentence classifica-
tion, 2) context-aware sentence classification, and
3) hierarchical sentence extraction. The brief illus-
trations of these models can be found in Figure 1.

Single-Sentence Classification. This is the
simplest-level architecture that considers each sen-
tence independently. The model takes a list of to-
kens and predicts its label, i.e., “relevant” or “non-
relevant”. We fine-tune two PLMs: BERT (De-
vlin et al., 2019) and LegalBERT (Chalkidis et al.,
2020).

Context-Aware Sentence Classification. This
is an improved version of the single-sentence clas-
sification. Following the work of Fang and Koto
(2022), the model incorporates the target sentence
along with its surrounding sentences to consider a
sentence-level context.
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(c) Hierarchical Sentence Extraction

Figure 1: Illustration of the explored model architectures.

Hierarchical Sentence Extraction Given that
the due diligence task aims to extract sentences
that deliver relevant information from a document,
the most similar NLP downstream task is an ex-
tractive summarisation that also selects summary
sentences from a document. However, the exten-
sive length of legal documents hinders employ-
ing PLM-based extractive summarisation methods,
such as BERTSUM (Liu, 2019), because they can
only accommodate the limited token length. To ad-
dress this concern, we adopted a hierarchical struc-
ture that effectively handles documents with long
lengths (Yang et al., 2020; Chalkidis et al., 2021;
Lu et al., 2021). Specifically, the architecture con-
sists of two encoders: a sentence-level encoder that
transforms each sentence into fixed-size sentence
vectors and a document-level encoder that takes
the list of sentence vectors as input and performs
a sequential binary classification of whether each
sentence contains relevant information.

Training Strategy. We observed that the label
distribution is highly skewed (see Table 1 in ap-
pendix), which can cause a huge class imbalance
issue. We devised a sampling strategy called IM-
BALANCED SAMPLER to address this concern. The
sampler first calculates the probability of an in-
stance with label /; being chosen in a mini-batch in
the following manner:

T K A
Zj:l N]

where NN; is the number of training samples la-
belled /;. Next, training instances for each mini-

bi

batch are sampled using a multinomial distribution,
where the probabilities p; are utilised to determine
the sampling with replacement.

On top of the IMBALANCED SAMPLER, we addi-
tionally introduced weighted binary cross-entropy
loss, as we observed that the class imbalance issue
persists. The loss function is defined as follows:

N
Lovce = Za X y; X log f(x;)
i=1

+(1—a)x (1—y) xlog(l— f(x;)),

where x; is the i-th instance, f is a model, y; is the
target label for i-th training example, and « is the
pre-defined weight.

Training Details. In the single-sentence classi-
fication model, both BERT-base and Legal-BERT
were trained for three epochs by using AdamW
optimiser (Loshchilov and Hutter, 2017) with a
learning rate of 5¢~% and a weight decay rate of
le~2. The batch size and maximum number of to-
kens were set to 32 and 512, respectively. The most
important hyperparameter for training is the cross-
entropy weight (o). We investigated the optimal
« value within a range of {0.7, 0.725, 0.75, 0.775,
0.8, 0.825, 0.85, 0.875, 0.9} and selected the value
that yields the highest validation performance.
The context-aware classification models were
fine-tuned with identical training hyperparameter
configurations as the single-sentence classification
model, apart from using a learning rate of le™>.
The optimal « value was determined through ex-
ploration within a search space of {0.7, 0.725, 0.75,
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. 1086 1243 1244 1247 1469
Topics
R P F1 R P F1 R P F1 R P F1 R P Fl
BERT-base (Single) g5 81 78 - - - 62 77 69 - - - - - -
Legal-BERT (Singley .79 85 .82 - - - 38 89 54 - - - - - -
BERT-base (Context) .67 .87 .75 - - - 50 61 55 - - - - - -
BERT-base .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00 .00

BiLSTM-single-0.5 90 8 88 .77 64 70 81 .67 .74 .66 .67 .67 .74 70 .72
BiLSTM-single-0.9 89 8 B8 74 71 73 77 73 75 62 74 68 71 .15 .73
BiLSTM-ensemble-0.5 .90 .86 88 .77 65 .71 .80 .69 .74 .66 .68 .67 .73 .71 .72
BiLSTM-ensemble-09 .89 .89 89 74 72 73 76 .75 .76 .62 .76 .68 .71 .76 .73

KIRA-Baseline 91 95 93 71 86 .78 54 91 68 61 .8 71 57 .89 .69

Table 2: The performance of different model architectures. “P”” and “R” denote precision and recall, respectively.
The best performance is highlighted in bold. Single and Context refer to the single-sentence and context-aware
classification models, respectively. Each experiment is repeated five times, and their average is reported. 0.5 and 0.9

denote the cut-off confidence score.

0.775, 0.8, 0.825, 0.85, 0.875, 0.9}.

In hierarchical sentence classification models,
we segmented each document into multiple para-
graphs to facilitate efficient training. Each para-
graph consists of a maximum of k sentences, where
the value was set to 16 in our experiments. These
paragraphs serve as the basic training units. During
the inference phase, predictions were generated for
all paragraphs, which were then compared against
gold labels to calculate the evaluation metrics.

A model BERT-base as a document-level de-
coder was trained for 10 epochs with a batch size
of 32. AdamW optimiser (Loshchilov and Hutter,
2017) with a learning rate of 1e=> and a weight
decay rate of le~? was used for training. The
Bi-LSTM document-level decoder models were
trained for 30 epochs with a batch size of 32. The
learning rate and weight decay rate were set to e ™3
and 1le~?2, respectively. Early stopping was applied
for both models, whereby the training was halted
if the validation performance did not improve for
three consecutive epochs. Similar to the preceding
experiments, the optimal « value was searched in a
search space of {0.7, 0.725, 0.75, 0.775, 0.8, 0.825,
0.85, 0.875, 0.9}.

The Bi-LSTM document-level decoder models
have additional hyperparameters that decide the
model’s architecture. Below are such hyperparam-
eters and the corresponding search space we inves-
tigated to find the optimal values.

* Number of layers (N): 1, 2, 3,4

e Number of hidden dimension (H): 16, 32, 64,
128, 256

* Dropout rate (Dr): 0.1, 0.2, 0.3, 0.4

Table 3 presents the selected values for each
topic. All models were trained using a GeForce

1086 1243 1244 1247 1469

N 2 1 2 1 1
H 64 16 64 32 64
Dr 02 01 01 02 0.1

Table 3: Selected BiLSTM hyperparameters for each
topic.

GTX TITAN XP GPU. Huggingface transformer
package was used for the implementation.

4 Experiments and Results

Single-sentence classification result. We first
fine-tuned single-sentence classification models
based on BERT and LegalBERT. For the exper-
iment, we chose two topics in the KIRA dataset
due to the extensive time and resources needed to
conduct experiments on all 50 topics. Specifically,
we chose topics 1086 and 1244, where the KIRA-
baseline model performed the best and worst, re-
spectively. The experimental results are presented
in the second row of Table 2.

The results revealed two important findings.
Firstly, both BERT and LegalBERT produced com-
parable or lower F1 scores than the KIRA baseline,
a simple CRF employing human-crafted features.
The results indicate that sentence-level sequential
information is a crucial factor in the due diligence
problem rather than increasing the model complex-
ity. Secondly, LegalBERT did not exhibit a sub-
stantial performance advantage over BERT, imply-
ing that legal PLMs do not necessarily ensure im-
proved performance in legal-domain downstream
tasks. This finding also aligns with the findings of
Geng et al. (2021).
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Context-aware classification result. Next, we
fine-tuned BERT-base with the context-aware ar-
chitecture (Fang and Koto, 2022) on topics 1086
and 1244. LegalBERT was not included in this
experiment because no significant performance dif-
ference was observed with BERT-base in single-
sentence classification experiments. The perfor-
mance of the context-aware classification model
is presented in the second row of Table 2. Inter-
estingly, even with additional context information,
the model performed similarly or worse than the
single-sentence classification model. We strongly
believe that a leading cause is that accommodat-
ing four context sentences is not guaranteed due
to the model’s maximum length limitation. Our
findings suggest the NLP techniques that exhibited
favourable performance in general corpora may en-
counter challenges and limitations when applied to
specific industrial fields due to the inherent unique
characteristic of the domain.

Hierarchical sentence extraction result. Sub-
sequently, we trained a hierarchical sentence ex-
traction model. On top of the two topics used in
preceding experiments, we added three more topics:
1243, 1247, and 1469, where the KIRA-baseline
models demonstrated the poorest performance. The
other two architectures were not evaluated for these
three topics, as they already generated inferior per-
formance than the hierarchical sentence extraction
model in topics 1086 and 1244,

When it comes to the sentence-level encoder,
we used Sentence-BERT (Reimers and Gurevych,
2019) ALL-MINILM-L6-V2 model . For the
document-level encoder, we employed two mod-
els: Bi-LSTM and BERT-base. Regarding the Bi-
LSTM document-level decoder, we introduced four
variations based on the cut-off confidence score
(0.5 and 0.9) and single/ensemble methods. The
ensemble method made decisions based on major-
ity voting by using the predictions of five models
for each test scenario.

The experimental results are presented in the
third row of Table 2. Contrary to the common
belief that fine-tuned PLMs generally outperform
simpler models like Bi-LSTM, BERT-base totally
fails to detect relevant sentences. We observed
that for all topics, fine-tuned BERT-base predicted
all sentences as “non-relevant”, a signal indicat-
ing the presence of an overfitting issue, which eas-

Zhttps://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2

ily occurs in datasets having highly skewed label
distribution. The best Bi-LSTM hyperparameters
presented in Table 3 also support that the issue of
overfitting exists, which shows more layers or hid-
den dimensions produced worse performance in
general. Our findings suggest that increasing the
model’s scale is not always beneficial when dealing
with real-world data.

In topic 1086, the KIRA-baseline model per-
formed the best, but our Bi-LSTM models also pro-
duced a decent performance. For the other four top-
ics, while there was no huge difference in terms of
the F1 score, our approaches consistently produced
substantially higher recall values across all four
topics. The high recall model is more efficient than
the high precision model from a practical viewpoint
in due diligence, where the “relevant” sentences
account for an extremely small portion 3 , which
can greatly reduce the effort for extensive manual
review to detect false negatives. Let us assume that
we have 100K sentences and only 100 sentences are
relevant. Table 5 shows two extreme cases of high
recall but low precision (Case 1) and vice versa
(Case 2). For the former, given our awareness that
the model attains a high recall rate, it is evident that
the majority of relevant sentences are included in
the subset of sentences where the model predicts
them as “relevant”. Therefore, a lawyer can re-
view only 990 sentences (predicted as “relevant”)
to filter out false positives. However, regarding the
latter, the situation is entirely contrasting. While
the high precision rate implies that most of the
sentences predicted as “relevant” are correctly clas-
sified, the low recall rate indicates the presence of
numerous false negatives, 90 cases in the example
above. Missing 90% of true relevant sentences is
very critical, and a lawyer should review nearly
100K sentences to identify false negatives, which
would impose an extremely demanding workload.
Hence, we can argue that our hierarchical approach
is more practically efficient than the KIRA-baseline
model in the four topics.

In-context learning with GPT-4. Recently,
LLMs has gained huge attention for passing legal
examinations, such as the University of Minnesota
Law School exam (Choi et al., 2023) and the US bar
exam (Bommarito II and Katz, 2022). Hence, we
explored how LLMs can be employed to assist with

*In topic 1244, for example, we can estimate from Table 7
that about 500 sentences are “relevant” while 860K sentences
are “not relevant”.
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PROMPT QUESTION: The definition of Collateral/Transaction Security topic is as follows. ’Lenders will typically require
some form of security/collateral to be provided by the borrower or other obligors as a precondition to lending to ensure that if
the borrower does not repay the loan or defaults under the credit agreement in any other way, the lenders will have recourse to
such security to ensure repayment of the loan. This topic assists in identifying which forms of security/collateral are applicable

to a particular transaction.’

Your task is to determine whether given document contains relevant information regarding Collateral/Transaction Security.

Here are samples for this task:
Document: {sample_doc_1}
Answer: {sample_answer_1}

Document: {sample_doc_2}
Answer: {sample_answer_}

Does this document contain relevant information?
Document: {test_doc}

Answer:
Table 4: Prompt used in in-context learning for topic 1243.
Pred: Casel | Pred: Case2 Also, GPT-4 exhibited a very high recall rate and
-R R -R R a decent level of precision rate, which can greatly
=R | 99,000 | 900 | 99,899 | 1 reduce lawyers’ workload in the due diligence prob-
Gold . . .
R 10 90 90 10 lem, as described above. Implementing a combined

Table 5: Example confusion matrices for high recall/low
precision (Casel) and high precision/low recall (Case2).
R and —R denote “relevant” and “non-relevant”, respec-
tively.

1243
R P Fl
GPT-4 (2shots) .93 .72 .81
GPT-4 (4 shots) 95 .70 .81
GPT-4 (6 shots) 95 .72 .82
GPT-4 (8 shots) .96 .72 .82
KIRA-baseline .71 .86 .78

Topics

Table 6: In-context learning performance on topic 1243.
The best performance is highlighted in bold.

the due diligence problem. To conduct experiments,
we simplified the task into a binary classification
that predicts whether a given paragraph contains
relevant sentences or not. We tested GPT-4 on topic
1243 by providing a paragraph consisting of 16
sentences. We sampled 100 examples for each ex-
periment, as conducting experiments on the whole
dataset is an extensive resource-consuming work.
Regarding the prompt design, we first demonstrated
the topic definition and task description, followed
by two samples. The model was then asked to make
a prediction of a new paragraph. The example of
the prompt design we used is presented in Table 4.

The experimental results are shown in Table 6.
Despite the simplified task transformation, GPT-4
achieved a comparable but lower f1-score than the
KIRA-baseline model. However, we observed that
providing more few-shot samples can improve the
performance, as demonstrated by Hu et al. (2023).

system that identifies paragraphs containing rel-
evant sentences through LLMs and then using a
high-precision model to detect relevant sentences
automatically could further diminish the workload.

5 Related Works

The progress in the field of NLP has been a driv-
ing force of the vigorous advancements in legal
NLP, leading to a substantial volume of published
papers each year since 2017 (Katz et al., 2023).
Many legal NLP studies involve predicting judge-
ment decisions (Zhong et al., 2018; Chalkidis et al.,
2019; Medvedeva et al., 2020), collecting legal
datasets (Zhong et al., 2020; Luz de Araujo et al.,
2020; Koreeda and Manning, 2021; Chalkidis et al.,
2022) and training legal PLMs (Chalkidis et al.,
2020; Geng et al., 2021; Zheng et al., 2021; Xiao
et al., 2021; Hendrycks et al., 2021b). However,
the application of NLP in due diligence for M&A
has not received attention despite its promising im-
portance. Roegiest et al. (2018) collected large
corpora to train an automated due diligence model
and developed a CRF model to assess the presence
of relevant information in each sentence of a legal
document. Chitta and Hudek (2019) developed a
question answering (QA) system for the due dili-
gence problem, which operates in two phases: 1)
identifying evidence from a contract that contains
the answer to the given question and 2) providing
an answer based on the detected evidence. The
CRF model developed by Roegiest et al. (2018)
is used to find evidence in the first phase. Don-
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nelly and Roegiest (2020) employed the same CRF
model for named entity recognition (NER) in legal
documents, assuming that named entities would ex-
ist in sentences containing important information.
The CRF model is also utilised by Donnelly and
Roegiest (2020) for NER in legal documents. They
assumed that named entities in legal documents
would exist in sentences containing important infor-
mation. Therefore, they first used the CRF model
to extract candidate sentences, and subsequently
trained a named entity detection model using the ex-
tracted candidates. This two-step approach demon-
strated superior performance in terms of both time
and accuracy compared to the state-of-the-art deep-
learning NER model of that period (Akbik et al.,
2019). The wide adoption of the CRF model sug-
gests that implementing a more accurate relevant
sentence extraction model can greatly benefit vari-
ous legal NLP tasks.

6 Summary and Outlook

Due diligence plays a crucial role in ensuring a
successful M&A. Implementing an automated due
diligence system will offer significant benefits con-
sidering the resources required for due diligence.
This paper illuminates the unhighlighted legal NLP
topic: the due diligence problem. In this paper,
we first explored three neural model architectures:
1) sentence-level classification, 2) context-aware
classification, and 3) hierarchical sentence extrac-
tion. Subsequently, we examined how GPT-4 can
be utilised to assist the due diligence problem. We
confirmed that the hierarchical sentence extraction
model best suits due diligence and is practically
more efficient than the previous approach. Our ex-
perimental results indicate that previous traditional
approaches should not be underestimated, as they
possess valuable merits that can be employed in
practical applications to enhance productivity. We
also verified LLMs’ potential as a useful assistant
for lawyers who conduct due diligence.

7 Limitations

Due to the limited computing resources and the
enormous size of the KIRA dataset, we focused
on five selected topics, which is 10% of the total
number of topics the dataset covers. Investigat-
ing a broader range of topics could provide more
evidence that can support our claim.
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A Appendix

Topic Number Topic Name # of Doc Doc Length # of RS # of Docs w/o RS
1086 Evidence of Loans 78 4595.5 7.6 4
1238 "All-In Yield" Definition 203 4117.1 1.1 118
1239 "Applicable Margin" Definition 318 3552.6 242 30
1240 "Base Rate" Definition 407 3429.9 14.0 36
1242 "Cash Equivalents" Definition 318 3552.6 4.7 139
1243 "Collateral"/"Transaction Security" Definition 293 3043.1 4.0 109
1244 "Collateral Documents"/"Security Documents" Definition 253 3416.1 2.0 101
1245 "EBITDA" Definition 367 3425.6 12.6 82
1247 "Coverage Ratio"/"Interest Cover" Definition 318 3552.6 1.8 136
1248 Default Interest - Credit Agreement 290 2938.8 4.0 66
1249 "Defaulting Lender" Definition - Credit Agreement 253 3416.1 3.0 104
1250 "Disqualified Institutions" Definition 233 3999.2 0.6 168
1251 "Currency" Definition 293 3043.1 2.4 32
1252 "Disqualified Stock" Definition 203 3343.7 0.9 137
1253 "Excluded Subsidiary" Definition 516 4025.8 1.9 239
1261 Fundamental Changes Negative Covenant 334 2966.8 6.9 41
1262 Dispositions or Asset Sales Negative Covenant 294 3277.4 13.9 26
1265 Change of Business Negative Covenant 334 2966.8 2.5 48
1267 Burdensome/Restrictive Agreements Negative Covenant 294 32774 39 164
1272 Accounting Changes Negative Covenant 294 32774 1.2 140
1275 Anti-Corruption and Sanctions Covenant 339 35333 2.6 168
1300 Financial Statements Affirmative Covenant 374 3546.0 26.4 11
1304 Existence and Conduct of Business Affirmative Covenant 414 3269.4 4.3 35
1308 Books and Records Affirmative Covenant 414 3269.4 4.8 95
1309 Compliance with Laws Affirmative Covenant 414 3269.4 3.0 49
1312 "Change of Control" Definition - Credit Agreement 339 3684.0 5.6 32
1318 "Restricted Subsidiary" Definition 274 3589.1 0.4 211
1319 "Borrowing Base" Definition 452 4155.5 3.7 256
1320 "Excluded Taxes" Definition 224 3562.2 1.8 57
1321 "Indebtedness" Definition 379 3367.4 8.8 43
1439 Breach of Covenants - Event of Default - Credit Agreement 125 2097.9 43 8
1440 Cross Default - Event of Default - Credit Agreement 592 3274.4 4.4 37
1443 ERISA Events - Event of Default - Credit Agreement 376 3339.2 1.8 153
1444 Change of Control - Credit Agreement 252 2795.5 10.2 26
1460 "Specified Representations" Definition 196 3348.9 1.2 73
1462 "Change in Law" Definition 359 4373.4 1.8 68
1468 Commitment Fees - Credit Agreement 232 3106.2 4.4 68
1469 Facility Fee 415 3022.5 3.7 238
1474 Administrative Agent Fees 232 3106.2 1.5 72
1475 Several Liability 232 3106.2 2.6 69
1489 Financial Statements Representation - Credit Agreement 244 2828.3 39 38
1498 Environmental Representation - Credit Agreement 244 2828.3 4.1 84
1500 Full Disclosure Representation - Credit Agreement 244 2828.3 3.5 42
1509 Assignment Transfer Fees - Credit Agreement 367 2634.7 0.8 153
1512 Eligible Assignees 367 2634.7 1.0 181
1520 "Approved Fund"/"Related Fund" Definition 375 2685.6 0.5 200
1524 Costs and Expenses 172 2505.9 7.8 10
1551 "Excess Availability" Definition 317 3380.8 0.8 222
1601 Equity Cure Rights 201 3441.7 7.5 31
1611 "FATCA" Definition 327 3616.5 1.1 118

Table 7: Detailed statistics of KIRA dataset for each topic. “RS” denotes relevant sentences, and “Doc Lenght” is
the number of sentences in a document. “Doc Length” and “# of RS” is the average value.
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Abstract

Many natural language processing (NLP) tasks
rely on labeled data to train machine learn-
ing models with high performance. However,
data annotation is time-consuming and expen-
sive, especially when the task involves a large
amount of data or requires specialized domains.
Recently, GPT-3.5 series models have demon-
strated remarkable few-shot and zero-shot abil-
ity across various NLP tasks. In this paper, we
first claim that large language models (LLMs),
such as GPT-3.5, can serve as an excellent
crowdsourced annotator when provided with
sufficient guidance and demonstrated examples.
Accordingly, we propose AnnoLLM, an anno-
tation system powered by LLMs, which adopts
a two-step approach, explain-then-annotate.
Concretely, we first prompt LLMs to provide
explanations for why the specific ground truth
answer/label was assigned for a given exam-
ple. Then, we construct the few-shot chain-
of-thought prompt with the self-generated ex-
planation and employ it to annotate the unla-
beled data with LLMs. Our experiment results
on three tasks, including user input and key-
word relevance assessment, BoolQ, and WiC,
demonstrate that AnnoLLLM surpasses or per-
forms on par with crowdsourced annotators.
Furthermore, we build the first conversation-
based information retrieval dataset employing
AnnoLLM. This dataset is designed to facilitate
the development of retrieval models capable of
retrieving pertinent documents for conversa-
tional text. Human evaluation has validated the
dataset’s high quality.

1 Introduction

Labeled data refers to a dataset that has been man-
ually annotated with predefined target labels or
categories. It is crucial to develop machine learn-
ing models for many NLP tasks, such as sentiment
analysis (Socher et al., 2013), machine translation

*Work done during internship at Microsoft Research Asia.
f Corresponding author.

(Sutskever et al., 2014) and word sense disambigua-
tion (He and Yiu, 2022). The process of labeling
data is typically done by human annotators under
specific guidelines and criteria on how to assign
labels to each instance in the dataset. For exam-
ple, in sentiment analysis, each sentence or docu-
ment may be labeled with a polarity score such as
“positive”, “negative”, or “neutral”. However, it is
very labor-intensive and time-consuming to create
a large dataset with human annotation, which limits
the availability of such data in various NLP tasks.

Previous works have shown that LLMs, such as
GPT-3 (Brown et al., 2020) and PaLM (Chowd-
hery et al., 2022), achieve impressive results in
many downstream tasks without requiring large-
scale task-specific data or parameter tuning, but
only with a few examples as instructions. Ope-
nAlI has recently launched the GPT-3.5 series mod-
els, the upgraded versions of GPT-3. Shortly after,
OpenAl also unveiled ChatGPT, another fine-tuned
version of GPT-3.5, which has gained significant
global attention since its launch.

Augmenting manually labeled data with pseudo-
labeled data from GPT-3 is helpful for many NLP
tasks, particularly when the labeling budget is re-
stricted (Wang et al., 2021). However, the quality
of GPT-3’s labeled data still lags behind that of
manually labeled data. Considering the GPT-3.5
models’ remarkable zero/few-shot capabilities, we
raise an essential and significant inquiry: Can GPT-
3.5 potentially replace crowdsourced annotators?

Before answering this question, let us go over
the process of crowdsourced data annotation. First,
we need to provide annotators with a specific def-
inition of the task. Then, for classification tasks,
we need to tell annotators the specific meanings of
each category. Finally, we need to provide anno-
tators with a few examples that have already been
annotated as references. Naturally, we can guide
GPT-3.5 to annotate data using the same approach
as with human annotators by providing task defini-
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Figure 1: On the left is the annotation process used by crowdsourced workers, while on the right is AnnoLLLM’s
process. AnnoLLM mimics the manual annotation process, with the exception that it generates explanations for each
example before annotation. This ensures that each demonstrated example is accompanied by helpful explanations,
making the annotation guidelines more informative and useful.

tions and example samples. Furthermore, we found
that requesting LLMs to furnish the rationale be-
hind the ground truth label for a particular example
can prompt LL.Ms to produce high-quality explana-
tions. Based on this, we create the few-shot chain-
of-thought (COT) prompt (Wei et al., 2022) with
the self-generated explanations to annotate data.
We refer to this method as explain-then-annotate,
which further improves the annotation quality.

We summarize our contributions as follows: (1)
We propose AnnoLLM, an Annotation system
powered by Large Language Models, which is
based on explain-then-annotate and has the poten-
tial to replace crowdsourced annotators to annotate
data. (2) Our results on three datasets verify the
feasibility of substituting crowdsourced annotators
with GPT-3.5, where it either surpasses or matches
crowdsourced annotators. (3) Furthermore, An-
noLLLM is not limited to annotating classification
data, and we create the first conversation-based
information retrieval (ConlIR) dataset using An-
noLLM'. Through rigorous human evaluation, this
dataset exhibits high quality in terms of fluency,
relevance, and factual consistency.

2 Approach

Providing detailed instructions is crucial for crowd-
sourced workers to annotate data, as it helps them
better understand task requirements and annotation
standards, ultimately improving the quality and ac-
curacy of annotated data. The instructions for each

'ConlR is available at: https: //github.com/NLPCode/
AnnoLLM.

task mainly include three parts: task description,
category definition, and demonstrated examples.

Motivated by the guidance to human annotators,
we will introduce how to convert GPT-3.5 into a
zero-shot data annotator by providing guidance
on the task description and category definitions
in Section 2.1. Then, we will show how to trans-
form GPT-3.5 into a few-shot data annotator using
demonstrated examples in Section 2.2. To make
it easier to understand, we have provided a visual
representation of the crowdsourcing annotation and
AnnoLLM in Figure 1. Finally, in Section 2.3, we
will demonstrate the utilization of AnnoLLM for
constructing the conversation-based information
retrieval dataset.

2.1 GPT-3.5 as a Zero-shot Data Annotator

In the zero-shot setting, we give the annotators
only the task description and category definitions.
The task description includes information on the
task definition and purpose. Category definitions
provide clear definitions for each category, so that
the crowd workers can understand the meaning and
standard of each category. Similarly, we provide
GPT-3.5 with the task description and category
definitions, allowing it to act as a zero-shot data
annotator. We present the zero-shot prompts for
GPT-3.5 on the user query and keyword relevance
assessment (QK), WiC, and BoolQ tasks in Tables
12, 13, and 14, respectively.

2.2 GPT-3.5 as a Few-shot Data Annotator

Providing labeled samples for each category can
help annotators better understand how to annotate
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the data accurately. Similarly, we can also offer
demonstrated examples to GPT-3.5, enabling it to
serve as a few-shot annotator. We show the few-
shot prompts for GPT-3.5 on QK, WiC, and BoolQ
tasks in Tables 15, 16, and 17, respectively.
Recent research (Wei et al., 2022) has discovered
that adding human written rationales to demon-
strated examples, called as chain-of-thought (CoT),
can elicit LLMs’ reasoning ability, thus gaining
improvements on reasoning tasks. In this paper, we
find that GPT-3.5 is proficient at generating rea-
sonable explanations for demonstrated examples.
In the following, we will introduce how to generate
explanations with GPT-3.5, and then create few-
shot CoT prompts with the generated explanations.

Generating Explanations with GPT-3.5. In this
step, we simulate the human reasoning process to
induce GPT-3.5 to explain the annotated examples.
To be concrete, we present the task description,
specific examplease, and the corresponding true
labels to GPT-3.5, and then ask it to explain why
the given label is appropriate for that example. By
doing so, GPT-3.5 will generate reasonable expla-
nations. For the QK task, we show how to use
GPT-3.5 to explain why the label between the user
query “google data studio sharepoint” and the
keyword “sharepoint migration tool file share” is
“Bad” in Table 8 in Appendix A. Please refer to
Table 9 and Table 10 for how to generate explana-
tions for the demonstrated examples of WiC and
BoolQ.

Creating Few-shot CoT Prompts. We construct
the few-shot CoT prompt using the explanations
generated by GPT-3.5. We show the few-shot CoT
prompts on QK, WiC, and BoolQ tasks in Tables
18, 19, and 20 in Appendix D, respectively.

2.3 GPT-3.5 as a Few-shot Data Creator

AnnoLLM is not limited to labeling classification
data. Next, we will introduce how we used An-
noLLM to construct the conversation-based infor-
mation retrieval dataset. This dataset will facilitate
the research and construction of conversation-based
retrieval models.

Recently, ChatGPT, as a general artificial intel-
ligence chatbot, has gained widespread attention,
leading to the emergence of numerous informa-
tion retrieval needs in the form of conversations.
Specifically, during a conversation, users may ask

We resort to ChatGPT to generate explanations.

questions that go beyond the knowledge scope of
ChatGPT, requiring us to retrieve relevant litera-
ture from external knowledge bases. Traditional
information retrieval datasets typically consist of
queries ¢ and positive paragraphs p, denoted as
D = {(q,p)}. We found that retrieval models
trained on traditional datasets perform poorly on
the conversation-based retrieval task (please refer
to Section 4 for more details). This illustrates the
necessity of constructing conversation-based re-
trieval datasets. Therefore, we propose to create a
conversation-based information retrieval dataset.

Conversation-based information retrieval aims
to retrieve relevant passages from a large corpus
for conversations. It is non-trivial to manually cre-
ate datasets for this task. One intuitive idea is to
use ChatGPT to generate a multi-turn conversa-
tion c based on the query ¢ and the corresponding
positive paragraph p, constructing a conversation
dataset, {(c,p)}. However, we have found that
this approach results in a dataset where a large por-
tion of the conversation c is directly copied from p.
This is not desirable since it becomes easy to find
p related to ¢ based on word overlaps.

To address this issue, we first utilize ChatGPT to
enrich the given text paragraph p, obtaining p’ (see
Table 27). Then, we generate the conversation c
based on the expanded paragraph p’ and the given
query q (see Table 28). The expanded paragraph p’
usually contains not only the information from the
original paragraph p but also some more detailed
relevant information, while reducing the overlap of
words with the original paragraph. In this way, the
generated conversation c can avoid having a large
amount of identical text segments with the original
paragraph p. However, since the expanded para-
graph p’ contains information beyond the original
paragraph p, this may result in a relatively low rele-
vance between the generated conversation c and the
original paragraph p. In other words, the original
paragraph p may not be a positive paragraph for
the generated conversation c. Therefore, it is nec-
essary to filter out the conversation instance c that
has low relevance to the original paragraph p. Due
to the comparable data annotation capability of our
proposed AnnoLLLM, we naturally used AnnoLLM
to judge whether the generated conversation ¢ and
the original paragraph p are related (see Table 29),
and discarded data pairs that are irrelevant, result-
ing in the conversation-based information retrieval
dataset.
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Partition / Task | QK BoolQ WiC Models Dev Test
Dev 350 3270 638 Crowdsourced Annotator 65.58 71.5
Test 1000 3245 1400 -
text-davinci-003 + zero-shot 67.71 70.00
text-davinci-003 + 8-shot 65.71 67.80

Table 1: Basic statistics of QK, BoolQ and WiC datasets.

3 Experiment on Data Annotation

3.1 Experimental Setups

Datasets. We evaluate AnnoLLM on three differ-
ent tasks: QK, BoolQ, and WiC. The basic statistics
of these datasets are shown in Table 1. The QK task
aims to judge whether the user input query is re-
lated to the given keywords. BoolQ (Boolean Ques-
tions) (Clark et al., 2019) is a question-answering
task. In this task, each example comprises a
brief passage and a yes/no question related to the
passage. The WiC (Word-in-Context) task (Pile-
hvar and Camacho-Collados, 2019) involves dis-
ambiguating word senses by classifying sentence
pairs. The goal is to determine if the target word
shares the same sense in both sentences.

Implementation Details. We use ChatGPT (gpt-
3.5-turbo) to generate explanations for demon-
strated examples and implement AnnoLLM with
text-davinci-003 (a powerful GPT-3.5 model). Dur-
ing generation, we set the temperature ¢ = 0 for
text-davinci-003. As all tasks involve binary classi-
fication, accuracy is employed for evaluation.

Human Performances. To assess human perfor-
mance on QK, we use UHRS?, a crowdsourcing
platform, for data annotation. Before annotation,
we provide the task description, category defini-
tions, and annotated examples to annotators. If the
annotated results of three workers are consistent,
this result will be considered as the annotated la-
bel. Otherwise, additional annotators will continue
annotating this data instance until three annota-
tors have consistent annotation results. We require
crowdsourced annotators to annotate all develop-
ment and test sets. BoolQ and WiC are two of the
most challenging datasets in superGLUE (Wang
et al., 2019). For BoolQ, three authors labeled 110
randomly chosen examples, with human perfor-
mance reaching 89%. As for WiC, Pilehvar and
Camacho-Collados (2019) selected four groups of
100 test instances, and assigned each group to an
annotator, achieving a human performance of 80%.

3https ://prod.uhrs.playmsn.com/uhrs/

text-davinci-003 + 4-shot CoT (AnnoLLM) 74.17* 75.60*

Table 2: Evaluation results (%) on QK. Accuracy is
used as the evaluation metric. Results marked with
represent the average result of five CoT prompts con-
structed with different generated explanations.

3.2 Experimental Results

Table 2 shows our experimental results on the QK
development and test sets. Surprisingly, GPT-3.5
(text-davinci-003) performs worse in the few-shot
setting compared to the zero-shot setting in this
task. Fu and Khot (2022) speculate that the instruc-
tion tuning on GPT-3.5 may decrease its in-context
learning ability but increase its zero-shot ability.
On the other hand, AnnoLLLM (text-davinci-003 +
4-shot CoT) outperforms its counterparts under the
zero-shot and few-shot settings by around 6 and 8
points, respectively. Impressively, it even surpasses
the crowdsourced annotators.

Table 3 presents our experimental results on
WiC, from which we also see that AnnoLLM
(text-davinci-003 + 8-shot CoT) outperforms its
few-shot counterpart significantly. Nevertheless,
there remains a considerable disparity between An-
noLLM and crowdsourced annotators. This can be
attributed to the inherent complexity of the task,
since even the best supervised models still exhibit
a substantial gap compared to human performance.

As shown in Table 4, AnnoLLLM (text-davinci-
003+8-shot CoT) surpasses human annotators and
is comparable to supervised models on BoolQ, but
does not show significant improvement compared
to the few-shot method. However, this does not
imply that CoT with generated explanation is not
useful for this task. Section 3.4 shows that An-
noLLLM with CoT exhibits better stability across
different prompts, while its counterpart with the
few-shot setting is highly sensitive to templates.

Overall, AnnoLLM surpasses or matches human
performances in three tasks, demonstrating its po-
tential to replace crowdsourced annotators. An-
noLLM differs from previous methods (Wei et al.,
2022; Wang et al., 2022) in two aspects: (1) We
use explanations generated by LLLMs rather than
those written by humans. (2) We have shown, for
the first time, that the CoT method is effective in
tasks beyond typical reasoning tasks.
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