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Introduction

Welcome to the proceedings of the system demonstration track of the 61st Annual Meeting of the As-
sociation for Computational Linguistics (ACL 2023) on July 9th — July 14th, 2023. For the ACL 2023
system demonstration track, we received a record number of 155 submissions, of which 58 were selected
for inclusion in the program (acceptance rate of 37%) after being reviewed by at least three members of
the program committee, while a small number of papers received only two reviews. We would like to
thank the members of the program committee for their timely help in reviewing the submissions. Lastly,
we thank the many authors that submitted their work to the demonstrations track. This year, the ACL
conference is a hybrid event. The demonstration paper will be presented through pre-recorded talks and
in presence during the poster sessions.

Danushka Bollegala, Ruihong Huang and Alan Ritter

ACL 2023 System Demonstration Chairs
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Human-in-the-Loop Schema Induction
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Abstract

Schema induction builds a graph representa-
tion explaining how events unfold in a scenario.
Existing approaches have been based on infor-
mation retrieval (IR) and information extraction
(IE), often with limited human curation. We
demonstrate a human-in-the-loop schema in-
duction system powered by GPT-3.! We first
describe the different modules of our system,
including prompting to generate schematic el-
ements, manual edit of those elements, and
conversion of those into a schema graph. By
qualitatively comparing our system to previous
ones, we show that our system not only trans-
fers to new domains more easily than previous
approaches but also reduces efforts of human
curation thanks to our interactive interface.

1 Introduction

Event-centric natural language understanding
(NLU) has been increasingly popular in recent
years. Systems built from an event-centric per-
spective have resulted in impressive improvements
in numerous tasks, including open-domain ques-
tion answering (Yang et al., 2003), intent predic-
tion (Rashkin et al., 2018), timeline construction
(Do et al., 2012), text summarization, (Daumé and
Marcu, 2006) and misinformation detection (Fung
et al., 2021). At the heart of event-centric NLU
lie event schemas, an abstract representation of
how complex events typically unfold. The study
for such a representation dates back to the 70s,
where scripts were proposed as a series of sequen-
tial actions (Roger C. Schank, 1977). Back then,
the schemas were limited to linear and temporal
ones. A more recent formulation of event schemas
is a graph where the vertices are event flows and
the edges are temporal or hierarchical relations be-
tween those events (Du et al., 2022).

'Webpage: https://www.kairos.jiaxuan.me;
Video:https://www.youtube.com/watch?v=myru-fozVWI

1
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[ attacker delete system logs

Figure 1: An example of Cyber Attack schema. The
tree structure represents the temporal and hierarchical
relations between the nodes.

For example, as shown in Figure 1, the event
schema for a "cyber attack" could include sub-
events such as "gain access", "control system",
"exfiltrate files", "modify system logs", etc. The
schema would also include the relationships be-
tween these sub-events. For instance, the event
"gain access" would take place before the event
"modify system logs" since a person needs access
to a system before modifying it. For the same rea-
son, "exfiltrate data" would only take place after
"gain access". Event schemas like this encode high-
level knowledge about the world and allow artificial
intelligence systems to reason about unseen events
(Du et al., 2022).

The DARPA Knowledge-directed Artificial Intel-
ligence Reasoning Over Schemas (KAIROS) pro-

gram? aims at developing schema-based Al sys-

https://www.darpa.mil/program/knowledge-dir
ected-artificial-intelligence-reasoning-over-sch
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Figure 2: Our schema curation system includes four main stages: Step Generation, Node Extraction, Graph
Construction and Node Grounding; Model ouput is highlighted in |purple background ; Human curated output is

highlighted in yellow background ; human curation is shown in red.

tems that can identify, comprehend, and forecast
complex events in a diverse set of domains. To
enable such a system, scalable generation of high-
quality event schemas is very crucial. On one hand,
fully-manual schema creation at a large scale can be
inefficient, since people have diverse views about
a certain concept, leading to inconsistent schema
results. On the other hand, fully automated sys-
tems are scalable, but not with high-quality. In
fact, the majority of existing approaches under the
KAIROS program are fully-automated IR and IE
systems over large collections of news articles (Li
et al., 2020, 2021). Only some of limited human
post-processing on schemas (Ciosici et al., 2021)
have been explored. Further discussion of the ad-
vantages and limitations of existing systems can be
found in Related Work.

Instead of focusing on fully-automated schema
induction systems, we propose a human-in-the-
loop schema induction pipeline system. Rather
than using IR and IE over a large document col-
lection, our system relies on pre-trained large lan-
guage models (LLMs) and human intervention to
jointly produce schemas. Our main motivation is
that human-verified schemas are of higher quality.
That is because human curation can filter out fail-
ure cases such as incompletness, instability, or poor
domain transfer results in previous systems (Dror
et al., 2022; Peng et al., 2019). With human cura-
tion, schemas are more reliable and accountable
when applied to downstream tasks such as event
prediction. This is significant if the downstream
tasks involve safety-critical applications like epi-
demic prevention, where the quality of the schema
matters beyond task performance numbers.

emas

Figure 2 is a flowchart of our four-stage schema
induction system: step generation, node extrac-
tion, graph construction, and node grounding.
Each stage has two main components: the LLM
(e.g. GPT-3) at the back-end to output predictions
(the purple boxes in the figure) and an interactive
interface at the front-end for human curation of
the model output (the yellow boxes). The GPT-3
prompts that are used in each stage of the process
are given in the Appendix A, along with example
inputs and outputs.

A more comprehensive description of the imple-
mentation and functionalities of our interface can
be found in Section 4. A case study is given in Sec-
tion 5. It walks through each step in our pipeline
system under an example scenario, cyber attack.
Also, in Section 5, we provide a qualitative evalua-
tion of five example scenarios. The summary and
discussion of our system are included in Section 6.

2 Related Work

2.1 Schema Induction

Early work from Chambers and Jurafsky (2008,
2009) automatically learned a schema from
newswire text based on coreference and statistical
probability models. Later, Peng and Roth (2016);
Peng et al. (2019) generated an event schema based
on their proposed semantic language model (like
an RNN structure). Their work represented the
whole schema as a linear sequence of abstract
verb senses like arrest. @1 from VerbNet (Schuler,
2005). Those works had two main shortcomings:
first, the schema was created for a single actor (pro-
tagonist), e.g. suspect. It caused limited coverage
in a more complex scenario, e.g. business change-
acquisition; second, the generated schema, a simple
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linear sequence, failed to consider different alterna-
tives such as XOR.

More recently, Li et al. (2020, 2021) used trans-
formers to handle schema generation in a complex
scenario. It viewed a schema as a graph instead
of a linear sequence. However, this approach was
unable to transfer to new domains where the super-
vised event retrieval and extraction model failed.
Dror et al. (2022) took GPT-3 generated documents
to build a schema. Although it bypassed the event
retrieval and extraction process and solved the do-
main transfer problem, it suffered from the incom-
pleteness and instability of GPT-3 outputs.

Currently, neither do they offer a perfect solu-
tion for schema induction without manual post-
processing, nor build a timely human correction
system (Du et al., 2022). Our demonstration sys-
tem develops a curation interface that can generate
a comprehensive schema easily with a human cura-
tor in the loop. The curated data collected through
our tool could be useful for fine-tuning and improv-
ing the models.

2.2 Human-in-the-loop Schema Curation
Interface

Another area related to our work is human-in-the-
loop schema generation, where annotators collab-
orate with computational models to create high-
quality event schema. In this field, one of the clos-
est approachs is the Machine-Assisted Script Cura-
tion (Ciosici et al., 2021) created for script induc-
tion. With a fully interactive interface, they have
shown the feasibility of realtime interaction be-
tween humans and pre-trained LLMs (e.g. GPT-2
or GPT-3). The main differences are the level of au-
tomation and adaptability to other generative mod-
els. In terms of automation, our interface makes
use of pre-trained LLMs to automatically gener-
ate schema content, compared to their interface
which largely counts on human input. For adapt-
ability, our interface supports the curation of the
schema generated by different language models
(e.g. GPT-3 models with different sizes), which
makes it possible for users to evaluate the genera-
tions of different models. In contrast, there is no
such possibility in their interface.

Another interface built for schema curation fo-
cuses on visualization of the schema structure, such
as the temporal relations between event nodes and
internal relations among entities (Mishra et al.,
2021). While this interface provides a user-friendly

experience when it comes to schema graph cura-
tion, it requires the user to come up with the content
of event schemas in json format, which requires
much more human effort compared to our interface.
In addition, our interface also provides an optional
grounding function after the event graph curation
step, which is not presented in this interface.

3 Terminology and Problem Definition

Our work focuses on efficiently building a schema
graph of a scenario using both LLMs and human
input. Following the workflow of our system (see
the workflow in Figure 2), a scenario is a general
event type that an interested party will build the
schema for, e.g. a ‘disease outbreak’. Steps are a
list of sub-events generated by GPT-3 according to
a prompt in the step generation stage. Each step
can be a phrase or a short sentence, such as ‘spread
to other areas’, etc. Nodes or tuples are subject-
verb-object pairs extracted from steps at the node
extraction stage, such as ‘(disease, spread, to other
area)’. Graphs are a visualization of the schema,
whose edges joining the nodes represente temporal
and hierarchical relations.

4 Implementation

Our pipeline system contains four sequential stages:
step generation, node extraction, graph con-
struction, and node grounding. A flowchart of
the interface system is shown in Figure 2. The
step generation stage generates steps for a sce-
nario and the user can specify how many steps they
would like to generate. The node extraction stage
extracts nodes (subject-verb-object tuples) from
the previous verbose steps. The graph construc-
tion stage orders the extracted nodes temporally
and hierarchically. Meanwhile, modifications of
the nodes are still possible. The node grounding
stage maps node text to a node in the XPO ontology
(Elizabeth Spaulding et al., In preparation) (derived
from WikiData?). The flexible interface system al-
lows users to either go through the entire process to
create a schema from scratch or directly start at any
stage to edit the model’s prediction. In addition, the
back-end GPT-3 models can be replaced by other
user pre-trained models if deployed locally.

Shttps://www.wikidata.org/wiki/Wikidata:Main_P
age
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4.1 Step Generation

The step generation stage aims at generating steps
given a scenario. At the backend, zero-shot GPT-
3 incorporates a user’s input into a prompt and
generates ordered steps. The interface allows users
to generate steps quickly with prompt templates*
or finetune the generated steps with user-designed
prompts. A typical use case of the user-designed
prompts is to expand a certain step to more detailed
steps. For instance, a template prompt "List the
steps involved in {disease outbreak}:" may create
steps such as "1. Identify the symptoms of the
disease; 2. Collect data from affected individuals;

". Then, the user can re-prompt for, e.g., the
second step, “List the steps involved {step2} in
detail:”. Additionally, users can modify and select
GPT-3 generated steps easily by clicking on them.
When the ’save’ button is clicked, all user selected
steps will be saved in the database for the use of
the node extraction stage or further fine-tuning of
the step generation model. A screenshot of the step
generation interface with user’s operations can be
seen in Figure 3.

4.2 Node Extraction

Nodes are structured representations of events in
the form of a {subject, verb, object} tuple. Node
extraction is to extract these nodes from the GPT-
3 generated steps saved in step generation stage,
which are unstructured sentences.

There are two methods, based on AllenNLP (Shi
and Lin, 2019) or GPT-3, that users can choose
from to extract nodes. The former uses AllenNLP’s
Semantic Role Labelling (SRL) model to extract
nodes from the steps. The SRL model implements
a BERT (Devlin et al., 2018) sequence prediction
model to identify the predicates and the arguments
(e.g. A0, A1) in a text. We simply choose the iden-
tified AO as subject, Al as object, and predicate
as the verb to form a node. An optional corefer-
ence resolution model can be used to resolve ref-
erenced entities between the different steps with
an AllenNLP’s SpanBERT-based model (Lee et al.,
2018). Here, we concatenate all the steps and re-
place a pronoun with its referenced entity (noun)
in the original steps.

The GPT-3 node extraction method uses instruc-
tional few-shot prompting to extract {subject, verb,
object} tuples from the steps. Several example sen-

“an {event type} appended to a predefined prompt: Before,
After or Sub-steps

tences are given to show GPT-3 the expected syn-
tactic and semantic output. We follow (Liu et al.,
2022)’s recommendation for few-shot design by
including context examples that are semantically
similar to the KAIROS application environment
(daily life and news). See appendix A for our few-
shot prompts.

The extracted nodes are shown to the user in a
table with 3 columns (subject, verb, object). For
example, for “The CDC collects and analyzes data
on disease outbreaks”, one of the extracted nodes is
“The CDC (subject) collects (verb) data (object)”.
Users are able to choose and edit nodes (tuples).
User edits are saved and will be used for graph
construction and fine-tuning of the GPT-3 node
extraction model.

4.3 Graph Construction

In the graph construction stage, our system auto-
matically adds temporal and hierarchical edges to
the previously extracted nodes. The edges are cre-
ated using zero-shot GPT-3 with multiple choice
questions. For each pair of nodes, GPT-3 is in-
structed to choose between ‘Before’, ‘After’, ‘Same
time’ or ‘no relation’ for temporal eges; and ‘Par-
ent’, ‘Child’ or ‘no relation’ for hierarchical edges.
For example, for the node pair “collect data” and
“identify the signs and symptoms”, GPT-3 predicts
‘After’ for temporal order and ‘no relation’ for hier-
archical order, in which case we will add a temporal
edge from “identify the signs and symptoms” to
“collect data”, and no hierarchical edge will be cre-
ated. If a conflict occurs between (nodel, node 2)
pair and (node2, nodel) pair, e.g. ‘After’ and ‘Af-
ter’ for a temporal order or ‘Parent’ and ‘Parent’ for
a hierarchical order, we will treat it as no relation
to resolve the conflict, thus adding no new edges to
the graph.

The graph construction interface allows users
to modify the GPT-3 generated schema with ease.
After predicting both temporal and hierarchical re-
lations between all pairs of nodes, the interface will
display the graph via the Vis-network framework>.
It supports adding, editing, deleting graph nodes
and edges. When the user clicks on a node, the de-
tailed information including the ID and description
of a node will be shown as well as the button to
delete or edit the node. By clicking the edge, users
can modify the edge type or delete it. Users will be

Shttps://www.npmjs.com/package/react-vis-net
work-graph
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able to create a new node by double clicking and a
new edge by dragging and dropping an arrow from
two nodes. A screenshot of our graph construction
interface can be seen in figure 4.

4.4 Node Grounding

Although a schema (graph) is completely created
after the previous stages, some nodes may express
the same semantic information, e.g., “refugees flee’
and “refugees ran away”. To ensure the reliability
and comparability of created schemas, our system
grounds the nodes to an ontology, namely the XPO
ontology, in the last stage. Each node in the XPO
ontology contains a unique node ID, a node name,
and a concise description (definition), and a list
of similar nodes. Our system offers two ways of
grounding, “name inference grounding" or “name
similarity grounding". Name inference grounding
maps the schema nodes to XPO nodes by predicting
the XPO node’s name; name similarity grounding
finds the XPO nodes by comparing the similarities
between the embeddings of a schema node and a
XPO node’s name.

bl

In name inference grounding, given a graph
node, our system first uses few-shot GPT-3 to de-
duce a list of possible XPO names (see few-shot
prompt example in appendix A). Then, the candi-
date XPO names are postprocessed by dropping
off the wrong prediction and adding similar XPO
names to the true prediction. After that, each possi-
ble XPO name will be checked for entailment with
the original graph node. The entailment model is a
BART-large model fine-tuned on the MNLI dataset
(Lewis et al., 2020; Williams et al., 2018). The
input is the original graph node as the premise and
the possible XPO name as the hypothesis, and the
output is the entailment score. We sort the possi-
ble XPO node names by their entailment scores.
Users can view and choose from the top-k sug-
gested XPO nodes for the grounding of the original
graph node. In name similarity grounding, the top-
k related XPO nodes are retrieved by computing
the cosine-similarity of the GloVe embedding be-
tween the graph node and the name of XPO nodes
(Pennington et al., 2014). The above two methods
are complementary to each other especially when
users cannot find expected XPO nodes with one
method. Human-curated data is saved in the back-
end database. A screenshot of node grounding can
be seen in Figure 5.

5 Evaluation

5.1 A Case Study

In this section, we walk through the whole process
of creating a toy schema with our interface which
is much simpler than a fully developed schema. We
assume the scenario is ‘cyber attack’.

In the step generation stage, users can form a
prompt from templates such as "list the steps in-
volved in a cyber attack" with "cyber attack’ as the
name and sub-event as the prompt type. Then, GPT-
3 will generate 5 steps. For example, "1. A cyber
attacker gains initial access to a system" and "5.
The attacker exfiltrates data from the compromised
system." Users can modify the content and choose
steps to save. For example, one may change the
first step to "1. A cyber attacker access a system."
and save the step. See a screenshot of five steps for
reference in figure 3.

@ a cyber attacker access a system
the attacker innumerate system information and user account
the attacker escalate privileges

the attacker attempts to lateral move to other systems

the attacker exfiltrates data from the compromised system

Figure 3: A sample of generated steps after human-
curation for scenario ‘cyber attack’.

Next, in the node extraction stage, GPT-3 will be
prompted to extract nodes from the selected steps.
For example, GPT-3 will output {cyber attacker, ac-
cess, system} for the first step. The user can change
the outputs to correct any mistakes. In this sam-
ple, we extract 4 nodes, they are: {cyber attacker,
access, system}, {attacker, enumerate, system in-
formation and user account}, {attacker, escalates,
privileges}, {attacker, exfiltrate, data}. And we
concatenate the {subject, verb, object} into a piece
of text as a node for the next stage.

Thereafter, in the graph construction stage, we
prompt GPT-3 to automatically build linear tempo-
ral edges on the above four nodes that users can
modify. We manually add a scenario node ‘cyber
attack’ and link with the other four existing nodes
through hierarchical edges. see a screenshot of the
graph in figure 4.

Finally, we can optionally ground our graph
node into the XPO ontology. For example, the
node “cyber attacker access system” can be mapped
to choices of ‘access’, ‘computer monitoring’,
‘remote communicating’ using name similarity
grounding. In this case, we don’t get any results
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Figure 4: A sample of a constructed graph after human-
curation for scenario ’cyber attack’

from name inference grounding. See a screenshot
of grounding in Figure 5.

The name of event you wish to ground

cyber attacker access system

name : remote_communication
similarity score : 0.81

wd_description : communication between two parties in remote locations, either
concurrent or non-concurrent; correspondence and telecommunication

wd_node : Q1472062
© name : access
similarity score : 0.82

wd_description : right, permission, or ability to approach, enter, or interact with
something

wd_node : Q57699905
name : access
similarity score : 0.82
wd_description : set of mechanisms by which a target can be reached
wd_node : Q58029698
name : computer_monitoring
similarity score : 0.83
wd_description : None

wd_node : Q41107945

Figure 5: Top-4 XPO node choices of graph node "cyber
attacker access system".

5.2 User Evaluation

We followed the evaluation methodology used by
Ciosici et al. (2021) with slight modifications to as-
sess our system. Evaluation is done by researchers
in the field of NLP who have experience in hand-
writing event schemas but have not used the in-
terface before. In the step generation and node
extraction stage, we count the number of human
selected steps/nodes out of the total number of ma-
chine generated results as accuracy. For simplicity,
we ignore users’ modifications (e.g. rephrasing)
at this point. In the graph construction stage, we
compare how many nodes and edges are modified

EVC | FOD | JOB | MED | MRG
StepAcc | 11712 | 7/8 | 10710 | 10710 | 12712
Node Acc | 13/15 | 10710 | 11/12 | 12/12 | 12/14

Graph Node

o 1 0 0 0 0

Graph Edge

K 8 0 7 3 16
Grouding | 5,15 | 310 | 311 | 612 | 912

Success Rate

Self-reported | 5 10 1 10 14
time (min)

Table 1: User evaluation results. Acc in line 1 and 2
represents Accuracy. ED in line 3 and 4 means Editing
Distance. Ciosici et al. (2021)’s approach, on average,
took an hour to create the schema of a scenario.

(added or deleted) using graph edit distance. In the
grounding part, the success rate is measured as suc-
cessful retrieval of at least one relevant XPO node
within top-3 grounding results for a given event
node. We also ask users to self-report their total
time of interaction. For all the evaluations, we use
GPT-3 Davinci model as the language model.®

We follow prior work and evaluate our system on
five scenarios: Evacuation (EVC), Ordering Food
in a Restaurant (FOD), Finding and Starting a New
Job (JOB), Obtaining Medical Treatment (MED),
Corporate Merger or Acquisition (MRG).’

As shown in Table 1, our interactive system
shows high accuracy in step and node generation
phases, thanks to the richness of world knowledge
from LLMs. However, the graph construction and
the node grouding require more human curation,
due to the difficulty of event reasoning, such as the
understanding of temporal and hierarchical relation-
ships; and the retrieval ability from large database.
In those cases, we showed that human curation
can step in timely and improve the quality of event
schema when LL.M-based models make mistakes
7. In addition, our interface is easy to use, with
much shorter time required to complete each event
schema task compared to previous work (Ciosici
et al., 2021).

We also report a qualitative study introducing
the types of human modifications on the automated
generations. At the step generation stage, GPTs
aren’t likely to make commonsense and grammar
errors. However, if its required to generate more
steps, it may be susceptible to redundancy, such
as, "A does B" and "A finishes doing B", and hu-

6https://platform.openai.com/docs/models/gp
t-3

7 Detailed evaluation results: https://joeyhou.notion
.site/Human-in-the-Loop-Schema-Induction-Interfa
ce-Logs-1eb52403b05542919ccea21465614211
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man removes these steps. Then, for the node ex-
traction, results can be simplistic and ambiguous
when the original sentence contains rich informa-
tion, such as location, condition, or other modifiers.
For example, given the step "waitress bring order
to the kitchen", automatic node extraction produces
"(waitress, bring, order)”, while human needs to
add back some necessary components, e.g. the
location information "kitchen" or constraint "food
order”. Last, for the graph construction, current
graph is often linear based on the previous nodes’
order, human efforts play an essential role to elabo-
rate on the specific relations including AND, OR.
For example, "person updates the resume" and
"person tailors the cover letter" are independent
and can be concurrent, not sequential.

6 Conclusion

With the acknowledgements that fully depending
on human annotation is expensive and inefficient,
while wholly automated generations can be unre-
liable, we propose a human-in-the-loop schema
curation interface with pre-trained large language
models (LLMs) as the backbone. We use LLMs
to generate candidate components of a schema and
involve human as the final judge for both the con-
tent and structure of the event schema. With em-
pirical evaluations, we show that our system can
efficiently produce human-validated event schemas
with minori human efforts.

Limitations

We have several limitations in our current approach.
First, our current system uses zero-shot or few-shot
to prompt GPT-3 without any fine tuning. In future
work, we plan to fine-tune our GPT-3 with human
curated data that we collect. We expect that fine-
tuning will improve our models’ performance. It
may also be possible to use human curated data
to train a policy network recommended by Ope-
nAl (Ouyang et al., 2022). Second, we can replace
GPT-3 with more robust task specific models at
some stages, e.g., the pre-trained model for predict-
ing temporal and hierarchical orders. Third, some
users suggested incorporating a graph view at the
other three stages, which will help users to generate
based on the current graph. We will include this
graph view in our next version. Forth, our current
evaluation is experimental and probably subjective,
we will develop more robust evaluation metrics
comparing manual, Ciosici et al. (2021)’s and our

schema and test on downstream tasks in the next
step.

Ethics Statement

To our knowledge, our back-end GPT-3 model was
trained mainly on English web data, it may prefer
events happen in an English environment. Fur-
thermore, our test showed that it generated events
specifically fit in American setting, for example,
Miranda Rights for arrest, Democrats and Repub-
licans in United States for election. These facts
suggest GPT-3 may ignore the knowledge of non-
American cultures or minority groups. In addition,
currently, we only create schemas for scenarios that
are reported in mainstream news media, e.g. con-
flict, communication. It excludes the schemas from
other domains, such as biology, medicine.
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A Appendix: Prompt and Completion

A.1 Appendix A: Prompt and example
completions for Step Generation

Prompt: List the events before an attack: 1.
Completion:

The attacker gathers information about the target.
2. The attacker plans the attack.

3. The attacker gains access to the target system.
4. The attacker executes the attack.

5. The attacker covers their tracks.

Prompt: List the events after an attack: 1.
Completion:

The attacker’s identity is confirmed.

2. The target is notified of the attack.

3. The attacker is placed on a watch list.
4. The attacker’s device is seized.

5. The attacker is arrested.

Prompt: List the sub-events involved in an attack:
1.

Completion:

Identify the target.

2. Plan the attack.

3. Choose the weapons.

4. Assemble the team.

5. Launch the attack.

6. Evaluate the results.

A.2 Appendix B: Prompt and example
completions for Node Extraction

Prompt:

/* instruction */

For each sentence, extract event verbs and their
arguments, categorizing the arguments as subject
or object. Write None if there is no object.

Return in [verb: _, subject: _, object: _] format.

/* few-shot examples */

For example:

Q: Isaac ate a cake today and he played football.
A: [verb: eat, subject: Isaac, object: cake], [verb:
play, subject: Isaac, object: football]

Q: The teacher arrived in class and he started
teaching.

A: [verb: arrive, subject: teacher, object: class],
[verb: start, subject: teacher, object: teaching]

Q: Nate and Isaac ate dinner.
A: [verb: eat, subject: Nate and Isaac, object:
dinner]

Q: Justin slept.
A: [verb: sleep, subject: Justin, object: None]

/* target example */

Q: The attacker gathers information about the
target.

A:

Completion:

[verb: gather, subject: attacker, object: informa-
tion]

/* target example */

Q: The attacker’s identity is confirmed.

A:

Completion:

[verb: confirm, subject: attacker’s identity, object:
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None]

/* target example */

Q: The attacker is placed on a watch list.

A:

Completion:

[verb: place, subject: attacker, object: watch list]

A.3 Appendix C: Prompt and example
completions for Node Grounding

Prompt:

/* few-shot examples */

List event names related to the event "People are
infected with this disease":

l.infection

2.epidemic

3.pandemic

List event names related to the event "It was a
robbery-related incident":

1.robbery

2.burglary

3.theft

List event names related to the event "The first
case of the disease have detected and it has been
reported":

1.infection

2.epidemic

3.pandemic

List event names related to the event "The disease
is eventually brought under control":

1.control

2.improvement

List event names related to the event "People who
are ill have serious symptoms":
1.symptoms

List event names related to the event "The pathogen
begins to spread through the population":
1.transmission

2.spread

/* target example */

List event names related to the event "The attacker
gathers information about the target":
Completion:

1.reconnaissance

2.surveillance

10

3.investigation

/* target example */

List event names related to the event
attacker’s identity is confirmed":
Completion:

1.identification

2.confirmation

"The

/* target example */

List event names related to the event "The attacker
is placed on a watch list":

Completion:

1.surveillance

2.monitoring

3.investigation



PersLEARN : Research Training through the Lens of Perspective Cultivation

Yu-Zhe Shi' **, Shigian Li'*?*, Xinyi Niu'"®*, Qiao Xu'**, Jiawen Liu'"**, Yifan Xu'®*,
Shiyu Gu!, Bingru He''®, Xinyang Li''®, Xinyu Zhao''%, Zijian Zhao'°, Yidong Lyu':”, Zhen Li'*,

Sijia Liu'"?, Lin Qiu'''°, Jinhao Ji', Lecheng Ruan''™, Yuxi Ma'!, Wenjuan Han'2>%, Yixin Zhu?>™

IPersLab Research  2Peking University

6Tsinghua University 7 Chinese University of Hong Kong

10University of Hong Kong

*Equal contributors

Abstract

Scientific research is inherently shaped by its
authors’ perspectives, influenced by various fac-
tors such as their personality, community, or so-
ciety. Junior researchers often face challenges
in identifying the perspectives reflected in the
existing literature and struggle to develop their
own viewpoints. In response to this issue, we
introduce PersLEARN , a tool designed to facil-
itate the cultivation of scientific perspectives,
starting from a basic seed idea and progressing
to a well-articulated framework. By interacting
with a prompt-based model, researchers can de-
velop their perspectives explicitly. Our human
study reveals that scientific perspectives devel-
oped by students using PersLEARN exhibit a
superior level of logical coherence and depth
compared to those that did not. Furthermore,
our pipeline outperforms baseline approaches
across multiple domains of literature from var-
ious perspectives. These results suggest that
PersLEARN could help foster a greater appre-
ciation of diversity in scientific perspectives as
an essential component of research training. !

1 Introduction

The pursuit of science is driven by a desire to
gain a deeper understanding of the natural world,
not only through the collection of objective facts
but also through interpreting those facts (Kuhn,
1970; Longino, 1990). As a result, scientific knowl-
edge is shaped by a complex interplay of vari-
ous factors that extend beyond the objective world.
These factors include the personal characteristics
of individual scientists (Heisenberg, 1958; Bybee,
2006), shared mindsets within scientific communi-
ties (Cetina, 1999), and broader societal contexts
such as cultural and political influences (Latour and
Woolgar, 1986; Latour, 1987; Lynch, 1993; Latour
et al., 1999). Together, these factors contribute to

'Website: https://perslearn.com/. Video:

https://vimeo.com/802213150.
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Figure 1: Composed summaries vs. framed perspectives.
Composed summaries are subject to the authors’ perspectives,
whereas the perspective frames are directed by new ideas.
forming perspectives regarding how best to inter-
pret the natural world. Perspectives are essential
to effectively process and communicate scientific
knowledge with limited cognitive resources (Lewis
et al., 2014; Griffiths et al., 2015; Gershman et al.,
2015; Lieder and Griffiths, 2020).

However, junior researchers often face difficul-
ties in developing their own scientific perspec-
tives. They may struggle to identify the perspec-
tives reflected in the existing literature and con-
sequently struggle to develop and articulate their
own viewpoints. This presents a significant obsta-
cle to the progress of research training and de-
prives junior researchers of the opportunity to em-
brace the broader range of diverse perspectives
that could contribute to their understanding of a
particular topic (Duschl and Grandy, 2008). The
challenge of developing scientific perspectives is
particularly evident in one of the most significant
research training approaches—writing literature re-
views. In our pilot study, we asked students study-
ing at the intersection of Artificial Intelligence (AI)
and Cognitive Reasoning (CoRe) to write a review
article from the perspective of “physics-based rea-
soning in Computer Vision (CV)” using a set of
papers published on CV conferences. The assigned
task aims to provide students with a multifaceted
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Figure 2: The interactive workflow of PersLEARN . This example showcases the scenario that a PersLEARN user intends to
frame a rather novel perspective of “model interpretability” given the original papers on LSTM and Transformer. While the
seed idea is not the major focus of both papers, evidence can be found to support that seed idea with the help of PersLEARN .
The evidence includes the introduction of gates in LSTM to protect memory contents and the self-attention mechanism in
Transformer, which can yield more interpretable models. Then the user re-interprets the evidence that LSTM operations are
opaque due to the use of gates, while Transformer models have some level of interpretability through their attention distributions.
It concludes that Transformers generally offer a higher degree of interpretability compared to LSTMs due to their self-attention
mechanism. The process is assisted by prompt-engineered LLMs but is exactly determined by the user.

perspective on both computer vision and physics.
Interestingly, most of the reviews the students com-
posed do not have their own perspective; their re-
views are titled “CV approaches on physics-based
reasoning tasks” or have similar titles. This sug-
gests that most students simply wrote summaries
of every citing paper without considering an alter-
native perspective (see Fig. 1). To address this gap
in research training, we propose PersLEARN , a
tool that explicitly guides the process of cultivating
scientific perspectives.

PersLEARN is grounded in classical theories
drawn from the fields of cognitive and social
sciences, particularly in the domain of scientific
knowledge representation (Sec. 2.1). It provides
an entire life-cycle of constructing a perspective
frame that semi-automates researchers to start from
a single seed idea and then iteratively interpret and
structure relevant literature (Sec. 2.2). This process
is facilitated through an interactive system that em-
ploys a hierarchical prompt-based approach to pro-
pose potential interpretations and structures based
on a seed idea (Sec. 2.3). Experiments on both hu-
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man evaluation (Sec. 3) and automatic evaluation of
each module (Sec. 4) suggest that PersLEARN has
the potential to enhance the quality of scientific
research training significantly.

2 Design and Implementation

Designing PersLEARN is required to answer two
questions: (i) What is the appropriate representa-
tion of perspective frames that makes researchers
comfortable? (ii) How to informationize such rep-
resentation for both user input and automated gen-
eration? In response to the questions, we highlight
how PersLEARN is implemented from a theoretical
framework to an interactive system step by step.

2.1 Theoretical Framework?

Following the principle of analogical education
(Thagard, 1992; Aubusson et al., 2006), we create a
system of analogies to ground the abstract concepts
about perspectives. First, the scientific knowledge
covered by the literature about a seed idea is in a

2View an abstract video illustration of the framework:
https://vimeo.com/802213146.
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Figure 3: Illustration of perspective cultivation. (A) Visual analogy of the process: interpreting the evidence in the papers
given the seed idea and structuring the papers with the relations between them. (B) User interfaces during the process.

higher-dimensional space than the perspective of
a single paper (Duschl and Grandy, 2008). Here
we set scientific knowledge of a seed idea as a 3D
space and the specific perspective as a 2D plane
for readability. For example, the seed idea “CV
approaches on physics-based reasoning tasks” on
the intersection of physics and CV can be framed
as different specific perspectives, such as “physics-
based reasoning” (Zhu et al., 2020), “Al models
for modeling human cognition” (Lake et al., 2017),
“evaluation metrics of new tasks in AI” (Duan et al.,
2022), “ethics in human-level tasks for AI” (Jack-
son Jr, 2018), and “interpretability of physics-based
reasoning Al models” (Edmonds et al., 2019). To
not be trapped in a single perspective, we should
pay attention to the ingredients of the papers rather
than the ideas claimed by the authors. On this basis,
framing another perspective is projecting the 3D
space to another 2D plane by making slices from
the papers, where each slice is a subset of ingredi-
ents. Such slices are articulated with others under
the logic of the seed idea. Thus, a perspective frame
is cultivated on the plane, growing from a seed idea
with few slices to a graph with slices connected
(see Fig. 3 for details).

Formally, the perspective frame is organized as
a graph with information in nodes and edges on a
2D plane that instantiates the seed idea from the
3D space of scientific knowledge. The elements in
a perspective frame can be described as follows:

* Seed idea: A rough textual description of the
perspective, e.g., “Physics-based reasoning us-
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ing CV approaches,” which serves as the starting
point of the literature review and should be deter-
mined at the very beginning.

Evidence: A piece of evidence comes from ev-
ery paper in the selected set of literature, which
contains the grounded information (a text span)
supporting the given seed idea.

Slice: A slice is the textual interpretation condi-
tioned on the given seed idea based on a piece of
evidence. A slice is a node in the graph.
Connection: A connection between two slices
is the textual interpretation conditioned on the
perspective given the relation (e.g., relations-
in-common such as inspire and parallel;
and relations-of-distinction such as improve,
alternate, and compete) between two
slices. A connection is an edge in the graph.

Fig. 2 shows the interactive workflow of
PersLEARN . Suppose one concerns the “model
interpretability” (seed idea) of LSTM and Trans-
former, which is not the major perspective of either
original paper of the two models. Given the cor-
responding two papers ‘Long short-term memory’
and ‘Attention is all you need’, the evidence gen-
erator finds the evidence to support the seed idea
from the papers: ‘A multiplicative input gate unit is
introduced to protect the memory contents stored in

J from perturbation by irrelevant inputs. Likewise, a

multiplicative output gate unit is introduced which
protects other units from perturbation by currently
irrelevant memory contents stored in j. The result-
ing, more complex unit is called a memory cell.’



and ‘As side benefit, self-attention could yield more
interpretable models. We inspect attention distri-
butions from our models and present and discuss
examples in the appendix. Not only do individual
attention heads clearly learn to perform different
tasks, but many also appear to exhibit behavior
related to the syntactic and semantic structure of
the sentences.” The slice generator then generates
the interpretations: ‘An LSTM unit uses a series
of gates to control the flow of information through
the unit, which makes its operations opaque.” and
‘The Transformer model can explicitly learn the at-
tention distributions of the input sequence which
is interpretable to some extent.” The connection
generator finally provides the connection between
these slices: ‘Transformers generally offer a higher
degree of interpretability than LSTMs due to their
self-attention mechanism.’. Such cultivation of a
brand new perspective helps students think outside
the box, which usually yields innovation in scien-
tific research and should serve as one of the major
parts in research training.

Notably, elements such as evidence, slices, and
connections are not determined at once but may be
revised in multiple iterations. As the perspective
frame grows, the researcher’s understanding of the
seed idea goes deeper, and the contents of slices
and connections are sharpened accordingly. Hence,
instead of answering a chicken-or-the-egg problem
between slices and connections, our users generate
them iteratively. Varied by the seed ideas, a perspec-
tive can be a well-organized collection of informa-
tion (e.g., “performance comparison between back-
bone models on physical-reasoning tasks” (Duan
et al., 2022)), a statement (e.g., “intuitive physics
may explain people’s ability of physical reason-
ing” (Kubricht et al., 2017)), or a problem (e.g.,
“physical reasoning by CV approaches” (Zhu et al.,
2020)). Though coming with different levels of ab-
straction, they all bring information gain, more or
less (Abend, 2008).

PersLEARN well echoes the established theories,
suggesting our design’s integrity. In a perspective
frame, elements are contextualized in the entire
frame by connecting with each other (Grenander,
2012; Shi et al., 2023); no element’s meaning is
determined solely by itself. Moreover, any revi-
sion of an element influences the larger structure.
Such representation has been shown as an innate
knowledge representation of humans—theory the-
ory (Gopnik, 1994; Gopnik and Meltzoff, 1997;
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A

Figure 4: UI showcases. (A) A selected piece of evidence and
its interpretation. (B) A generated perspective frame.

Carey, 1985, 2009). Furthermore, Carey (1986,
2000) have shown that such a framework can be
captured and gradually revised by young students
in terms of science education. To the best of our
knowledge, current tools for literature review com-
posing (e.g., ResearchRabbit, Connected Paper, In-
citeful, and litmaps) all focus on visualizing lit-
erature relationships based on similarity and cita-
tion relationships without explicitly considering the
framing of diverse perspectives.

2.2 Implementing User Interface (UI)

A researcher may develop a seed idea when reading
a few papers, even if it is far from a mature perspec-
tive. The user first locates the evidence in a paper by
dragging the mouse to select the text span through
the PDFViewer and adds the selected span into
Evidence Hub. Next, the user could generate a
slice by writing a textual interpretation of the pa-
per based on the evidence; this would trigger the
initialization of a new perspective frame, and the
first slice can be dragged into the canvas (imple-
mented by D3. js library (Bostock et al., 2011)).
The user can get back to the papers for more pieces
of evidence and back to revising interpretations by
clicking on the slices and editing the information
at the right bar. With more than one slice in the
canvas, the user can connect two slices by dragging
the mouse around them and then write a textual in-
terpretation of the relation between them. Likely to
edit the slices, the user can also edit the connections
by clicking on them and editing the information at
the right bar. The perspective frame is cultivated by
repeating these steps, buliding up the mindset for
perspective framing in the learning by doing prin-
ciple (Schank et al., 1999). Please refer to Fig. 4
for an exemplar perspective frame.

In the user-centered design of Ul (Zaina et al.,
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2021), we follow the established theories in design
for education (Hu et al., 1999; Miraz et al., 2016),
such as color classification (Wen, 2021) and hierar-
chical information display (Jinxian, 2020). These
support the integrity of our UI design.

2.3 Semi-automating the Procedure

We employ a hierarchical prompt-based approach
to semi-automate the slice generation and connec-
tion generation. PersLEARN automatically gener-
ates some candidate proposals of slices and con-
nections, and users can choose to accept, delete or
modify these proposals.

Generate proposals of slices Scientific pa-
pers generally have similar and main-streaming
structures (Doumont, 2014). Humans read sci-
entific papers effectively while considering this
prior structure rather than browsing aimlessly. We
leverage this intuition by proposing the hierarchi-
cal prompt-based approach. This approach takes
the seed idea and partial texts of the paper (i.e.,
Abstract, Introduction, Discussion,
and Conclusion) sections as input, and outputs
the proposals of slices. We designed a hierarchi-
cal prompt-based approach (see Appx. A.1). First,
we parse the seed idea to identify the specific field
and domain of interest and fit the parsed terms into
the prompting schema. Next, the prompted Large
Language Model (LLM) extracts sentences from
papers as evidence proposals. The LLM generates
slice proposals conditioned on the evidence.

Specifically, it consists of two prompting stages:
prompt generation and answer extraction. In the
first stage, we first prompt an LLM with a gener-
ated prompt. After the LLM generates a response,
we extract the information as the answer. Next, we
traverse the hierarchical prompting schema from
the top down to adopt a prompt template. Finally,
we concatenate it with the texts of the paper as the
prefix to generate the response. In the second stage,
we post-process the response by removing repeated
words and punctuation marks such as extra spaces.

Generate proposals of connections Similar
to slice generation, generating proposals of con-
nections follows a prompt-based approach. The
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LLM takes two slices as input and outputs the rela-
tion between these two slices. A connection shows
the relation between two slices (e.g., relations-
in-common such as inspire and parallel;
and relations-of-distinction such as improve,
alternate, and compete). Hence, we design
the prompt as a multiple-choice question.

Our approach avoids uncontrollable and time-
consuming manual designing while achieving com-
parable performance compared to existing fully-
manual methods. Since we use the zero-shot set-
ting, labor-consuming labeling is not required.

3 Human Evaluation

To validate PersLEARN for research training, we
conducted a human study following the standard
protocols of digital device auxiliary scenarios in
higher education (Van den Akker, 1999; Neuman,
2014). This study is approved by the Institutional
Review Board (IRB) of Peking University.

3.1 Method

Materials We created a scenario that simulates
the training on writing literature reviews. The litera-
ture used in our simulation is five papers published
at computer vision conferences. These papers have
different topics varying from 3D scene parsing and
reconstruction to learning object properties and us-
ing tools. However, they can be integrated together
by interpreting from a physics-based perspective.

Participants We recruited 24 participants
from the Peking University participant pool (11
female; mean age = 22.63). Every participant was
paid a wage of $14.6/h. We evenly divided partici-
pants into the control and experimental groups.

Procedures All participants were required to
read the five papers and compose a short paragraph
of literature review given the perspective “Physics-
based reasoning.” Only the abstract, introduction,
and conclusion/discussion were mandatory to read
to reduce workload. The experiments lasted for 1
hour. The control group followed the standard pro-
cedure of writing reviews without PersLEARN as
researchers usually do in their studies: reading the
raw papers and writing the review. The experimen-
tal group utilized PersLEARN to create the review:
locating evidence, interpreting, illustrating rela-
tions, and synthesizing the review. All participants
were free to use the internet for extra help, such as
searching for new concepts and unfamiliar words.



3.2 Result

We evaluate PersLEARN both quantitatively and
qualitatively to verify whether it helps students
compose more logical and pertinent reviews.

Quantitative evaluation The reviews from the
control and experimental groups were shuffled and
sent to experts to grade. The grading metrics in-
clude logicality and pertinence. Specifically, we
asked 3 experts to grade on consistency (Farkas,
1985), rationality (Kallinikos and Cooper, 1996),
organization (Kallinikos and Cooper, 1996), topic
relevance (Hayes, 2012), opinion clarity (Williams,
1990), and concreteness (Sadoski et al., 2000); each
ranks from 1 to 5. All of the experts hold Ph.D. de-
grees in related fields of Al, have been working on
Al for at least eight years, and have no conflict of
interest with the authors of this paper.

The average scores of the control and experi-
mental groups are 21.25 and 25.08, respectively.
Fisher’s exact test on the two variables (i.e.,
whether PersLEARN was used and the score) re-
veals that the experimental group significantly out-
performs the control group in both logicality and
pertinence (P = 0.0361; see Fig. 6a), suggest-
ing participants exploit the interpretations from a
particular perspective and organize them by induc-
ing their relations. Such a paradigm equips them
with improved research training. Detailed scores
on 6 evaluation metrics are shown in Fig. 6b. The
results demonstrate a noticeable improvement in
academic review writing in terms of logicality and
pertinence for the experimental group; the exper-
imental group’s performance shows a clear shift
towards higher scores.

Qualitative evaluation We further conducted
an interview to record qualitative comments af-
ter the participants in the control group fin-
ished their experiments. We interviewed them on
how PersLEARN contributed to reading papers
and composing reviews; see Appx. B.3 for in-
terview questions. Most participants stated that
PersLEARN helped them better understand the con-
tent of articles, think more clearly, and organize
their writing expediently. For future work, they
hoped to embed intelligent agents to provide proto-
cols for each procedure.

3.3 Discussion

We present a case study to show how the exper-
imental group composes better reviews than the
control group; see representative paragraphs in
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Figure 6: The scores of the control and experimental groups.
The scores of each review are averaged across experts.
Appx. C.1. We conclude from our human study
that PersLEARN can boost literature reading and
review writing by providing a perspective-guided
thinking framework of evidence locating, interpre-
tation deriving, and relation inducing.

4 Automatic Evaluation

To automatically evaluate PersLEARN at scale, we
introduce a perspective reconstruction task with
three sub-tasks (slice generation, connection gener-
ation, and diversity evaluation), requiring the sys-
tem to recover an established perspective frame
given the same seed idea.

4.1 Benchmark Construction

Dataset Collection We carefully construct a
testing set with reputation-established narrative re-
views, expert reviews, and opinion articles to obtain
a high-quality ground truth of perspectives. System-
atic reviews and articles of information collection
are removed from the set because such papers do
not provide a sharp and unique perspective; we
ensure that all articles are developed around a con-
crete and coherent perspective. Moreover, we en-
sure that every title is the epitome of the perspective
held by the article; we treat the titles as seed ideas.

36 review articles are collected from diverse
domains standing at the intersection of Al and
CoRe, including CV, Natural Language Process-
ing (NLP), Intuitive Physics (Phy), Causality (Cau),
Abstract Reasoning (AbsRe), Mirroring and Imita-
tion (MrIm), Tool Use (Tool), Non-verbal Commu-
nication (NvComm), Intentionality (Int), Theory



Table 1: Result of our pipeline. w/o and w/ are with and
without prompt engineering, respectively. The performance
of slice generation, connection generation, and perspective
diversity indicate the efficacy of our prompt engineering.

Metric w/o w/
Slice BLEURT 0.238 0.795
Connection CR 0.450 0.550

Perspective VMR~ 0.028  0.006

of Mind (ToM), and Utility (U). This generates a
literature set with 333 papers cited by at least one
of the articles. Among these, 24 papers are cited
by more than one article. Some of the papers are
directly obtained from S20RC (Lo et al., 2020),
while others are parsed from raw PDF.

Evaluation Metrics of slice generation For
a cited paper in the original review, we treat the
coherent sentences around the citation mark as the
ground truth for the corresponding slice, following
the same protocol as in Li et al. (2022). Because
the semantic meaning is critical (rather than the
wording and phrasing), we employ BLEURT (Sel-
lam et al., 2020) rather than word-wise evaluation
metrics like ROUGE and BLEU (Lin, 2004; Pa-
pineni et al., 2002). BLEURT score indicates the
similarity between two statements; larger scores
mean better performance.

Evaluation Metrics of connection generation
Since the connection between two papers under
the same perspective is only conditioned on the
slices, we focus on the logical consistency between
the generated connection and the two input slices.
Following the setting of Natural Language Infer-
ence (NLI), we calculate the Consistent Rate (CR),
the proportion of entailment prediction in all predic-
tions. Higher CR indicates better performance. We
employ the state-of-the-art model, DeBertaV3 (He
et al., 2021b,a), as the NLI model for evaluation.

Evaluation Metrics of Diversity This is an
extended case study based on slice generation. We
specially study how different perspectives drive the
interpretations from the same set of papers. We
calculate the normalized Variance-to-Mean Ratio
(VMR) over the BLEURT scores on all established
perspectives of a set of papers for each approach.
Lower VMR indicates that an approach generates
slices conditioned on different perspectives well.

4.2 Experiments of Slice Generation

Setup We use InstructGPT as the backbone
LLM model (Ouyang et al., 2022) for our prompt-
based approach. The input and output are the same
as in Sec. 2.3. The baseline approach directly
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prompts the LLM with the target output without
the proposed hierarchical prompting schema.

Results The BLEURT results in Tab. 1 show
that the generation with prompt engineering out-
performs that without by a large margin (233%).
This result validates our pipeline in abstract un-
derstanding and perspective-based interpreting; see
representative slices in Appx. C.2.

4.3 Experiments of Connection Generation

Setup We use InstructGPT as the backbone
LLM model. The input and output of this evalu-
ation are the same as the connection proposed in
Sec. 2.3. The baseline approach directly prompts
the LLM with the target output.

Results As shown in Tab. 1, our connection
generation module surpasses the baseline approach
in CR by a large margin (22%). It means more
logical connections are generated by our approach
and thus contribute to more entailment predictions.
See representative connections in Appx. C.3.

4.4 Experiments on Diverse Perspectives

Setup We use InstructGPT as the backbone
LLM model for both the slice and the connection
generation modules. The baseline approach adopts
the slice and connection generation modules with-
out the proposed schema.

Results The VMR results in Tab. 1 show that
PersLEARN generates slices of richly diverse per-
spectives, surpassing the baseline by a large margin
(79%). We present some examples of the interpre-
tations of different perspectives; see representative
slices in Appx. C.4.

5 Discussion

We present PersLEARN to facilitate scientific re-
search training by explicitly cultivating perspec-
tives. Human study shows that PersLEARN signif-
icantly helps junior researchers set up the mind-
set for jumping out of perspective given by the
literature and framing their own ones. Extensive
benchmarking shows that our system has the poten-
tial to mine perspectives out of diverse domains of
literature without much human effort. These exper-
iments suggest that PersLEARN has the potential
to support scientific research training in general—
from explicating one’s own perspective to embrac-
ing the diverse perspectives of others. Readers can
refer to the “Broader Impact” and “Limitation” sec-
tions (Sec. 5) for further discussions.



Ethics Statement

The human study presented in this work has been
approved by the IRB of Peking University. We have
been committed to upholding the highest ethical
standards in conducting this study and ensuring the
protection of the rights and welfare of all partici-
pants. Considering that the workload of the proce-
dure for participants is relatively high among all
human studies, we paid the participants a wage
of $14.6/h, which is significantly higher than the
standard wage (about $8.5/h). Every expert was
paid $240 for grading the 24 review paragraphs
composed by the participants.

We have obtained informed consent from all par-
ticipants, including clear and comprehensive in-
formation about the purpose of the study, the pro-
cedures involved, the risks and benefits, and the
right to withdraw at any time without penalty. Par-
ticipants were also assured of the confidentiality
of their information. Any personal data collected
(including name, age, and gender) was handled in
accordance with applicable laws and regulations.

Broader Impact

The underlying impact of the mindset brought
by PersLEARN goes beyond research training to-
ward science education in general. Specifically,
PersLEARN provides the infrastructure for further
investigation in two aspects: (1) embracing the di-
verse perspectives of the same scientific topic to
construct a stereoscopic understanding of the topic;
(2) facilitating the communication between junior
researchers with different mindsets.

The broader impact is analogous to the classic fa-
ble Blind men and an elephant, where each man in-
terpreted the elephant differently because they were
standing on different perspectives. Though this has
been a metaphor complaining that science is limited
by observation (Heisenberg, 1958), it highlights the
virtue of scientific research—focused, and every
young researcher understands and interprets sci-
ence from a focused perspective. Hence, to gain a
more comprehensive view of the elephant, the blind
men may put their understandings of it together and
then try to synthesize it based on their perspectives.
In contrast, a sighted person may view the elephant
from a distance and capture a holistic view at first—
she ends up with a superficial understanding of the
elephant if not selecting a perspective and going
close to the elephant, like the blind. Thus, by em-
bracing diverse perspectives (i.e., visualizing the
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perspective frames in a hub), one gets a stereo-
scopic view and, more importantly, a deeper un-
derstanding of the scientific topic. Moreover, when
the metaphorical blind men in the fable attempt to
articulate their distinct perspectives, they may be
hindered by the gap between mindsets. To exem-
plify, individual might struggle to comprehend the
concept of a “fan”, which in their perception, the
elephant appears to resemble. This suggests that
the communication of science should be executed
in a listener-aware way and that the speaker’s per-
spective should be transformed (i.e., by changing
the terms used in slices and connections) to its ana-
logical equivalent in the listener’s mindset. Thus,
science can be communicated easily, facilitating its
transparency, reliability, and the chances of cross-
domain collaboration. In summary, our framework
of scientific perspective may bring science educa-
tion to a future with better student-centered consid-
erations (Leshner, 2018).

Limitations

As a preliminary work, the design and evaluation
of PersLEARN come with limitations, leading to
further investigations:

* Can we construct a larger scale dataset of ex-
plicit perspective frames of the literature for more
fields in the sciences, such as biology, sociology,
etc.?

» Can we fine-tune LLMs on the larger dataset to
obtain better performance on slice and connec-
tion generation?

* Can we carry out a human study at a larger tem-
poral scale, say during one semester, to track the
progress of students using PersLEARN ?

With many questions unanswered, we hope to fa-
cilitate research training and science education in a
broader way.
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A Implementation Details

A.1 Prompting Schema

Slice generation We specifically engineer a prompting schema in a hierarchical fashion. First, we
parse the seed idea to identify the specific field and domain:

e {seed idea} + What fields and domains does the article focus on?
Only list the name.

Then, we use the following prompt to detect evidence:

e {paper} + Which sentences in the text are about {fields}? List
the original sentences.

Finally, we match the following prompts with the parsed terms to generate an interpretation:

* {evidence} + What are the motivations in the text for studying
{fields}?

* What methods and approaches in the text are used to study
{fields}?

e what theories, models, and methods in the text are proposed to
study {fields}?

e what results and conclusions in the text related to {fields} are
drawn?

e what results and conclusions in the text related to {fields} are
drawn?

* what implications or suggestions in the text for future research
of {fields} are advocated?

Connection generation Our engineered prompt comes in a selective fashion.

e What are the differences (improve, alternate, compete) between
the work {slice_1} and another work {slice_2} on motivations,
methods, results, or conclusions to study {fields}?

* What are the similarities (inspire, parallel) between the work
{slice_1} and another work {slice_2} on motivations, methods,
results, or conclusions to study {fields}?

A.2 Alternate Approach

Slice generation The baseline prompt is simply a direct prompt.

* {evidence} + What interpretation about {fields} can we get from
the text?

Connection generation The baseline prompt is simply a direct prompt.

e What are the differences and similarities between the work
{slice_1} and another work {slice_2} on studying {fields}?

21



B Experimental Details

B.1 Instructions for Participants

Read the abstract, introduction, discussion, and conclusion sections of the following article, and write a
short review entitled “Physics-based reasoning” in a txt file using the given process (see the tutorial for
instructions; only for the experimental group). The experiments will last for one hour. You can use the
Internet to help you write.

1 Holistic 3d Scene Parsing and Reconstruction from a Single RGB Image. ECCYV, 2018.
2 Scene Understanding by Reasoning Stability and Safety. IJCV, 2015.

3 Galileo: Perceiving Physical Object Properties by Integrating a Physics Engine with Deep Learning.
NeurIPS, 2015.

4 Physics 101: Learning Physical Object Properties from Unlabeled Videos. BMVC, 2016.
5 Understanding Tools: Task-oriented Object Modeling, Learning, and Recognition. CVPR, 2015.

B.2 Interfaces in the Procedures

We show the screenshots of user interactions during the experiments, from entering an input perspective
Fig. Al, to selecting papers Fig. A2, generating pieces of evidence Fig. A3, generating slices Fig. A4,
generating connections Fig. A5, and browsing the perspective frame Fig. A6. To note, though these steps
are demonstrated in a monotonic order here, every step is repeatable and extensible.

B.3 Interview questions

We interview participants on the following two questions.
* How does PersLEARN help you compose reviews?
* How can PersLEARN be improved?

C Extended Results

C.1 Perspective Paragraphs by Subjects

We show anonymized representative examples from both the control group and the experimental group
of the human study. All examples are kept original without any revision, including typos. Colored texts
are used to highlight interpretation and relation respectively facilitated by slices and connections of
PersLEARN in the experimental group.

The top three paragraphs from the experimental group with pertinent interpretations and logical
relations:

#1:

Physics-based reasoning has been used for two aims. The first is to learn the physical
properties of an object. For example, Galileo[3] and Physics 101[4] learn physical properties
like mass and density from videos. Bo Zheng et al[2] learn stability and safety of objects in
a scene. The second is to enrich the object representation by incorporating physical features.
The enriched representation is then used to assist other visual tasks. Siyuan Huang et al[1]
design a physically enriched HSG representation of 3D scene structure in the single-view 3D
reconstruction task. Yixin Zhu et al[5] use a representation consisting four physical-functional
components in object recognition task.

#2:
22



Relatively brief runs of MCMC can drive simultions in physics engine to fit the key features
of visual image, which has a simlilarly accurate outcome comparing with human intutions|[3].
Further study expand the abilities of learning the basic features of scenes, which makes the 3D
parsing and reconstruction real. HSG can establish a joint distribution over the functional and
geometric space of scenes, which capatures the latent human context, geometric constraints
and physical constraints[1]. By implenting a new framwork, visual system learns the tools
properties, the using methods, and the later action to do some related works, which not only
recognize the appearance, but also explain the physical mechanisms[5].

#3:

Conventional scene understanding methods mostly neglect the object’s physical properties,
rendering their weak ability of accurately understanding the scenes. To addess this issue, Zheng
et al. [2] proposed a novel 3D scene understanding approach from a new perspective of reasoning
object stability and safety using intuitive mechanics. As a step further, Huang et al. [1] proposed
a computational framework to jointly parse a single RGB image and reconstruct a holistic 3D
configuration, jointly considering latent human context, geometric constraints, and, physical
constraints to guarantee the physical plausibility.

The top three paragraphs from the control group which fail to interpret and organize from the perspective
of physics-based reasoning:
#1:

The five papers all concerns over a main topic, that is how to effectively train artificial
intelligence to precieve the outside physical world and afterwards giving different forms of
feedback or guidance on new circumstances. The first and second are generally about under-
standing scenes but have some differences in their domains .The first one using a RGB Image
to generate 3D scend applying the Markov chain Monte Carlo (MCMC) method[1], and the
second focusing on building novel algorithms which are able to reason object stability and safety
using intuitive mechanics with the representation of the disconnecty graphs and disturbance
field[2]. They all propose a new perspective for machines to logically and correctly process the
human-understood information.

#2:

Machine learning and deep learning are applied to study physical object properties. In 2015,
Jiajun Wu proposed a generative model for solving problems of physical scene understanding
from real-world videos and imag[3]. As the same time, Yixin Zhu presented a new framework —
task-oriented modeling, learning and recognition which aims at understanding the underlying
functions, physics and causality in using objects as "tools"[5]. Later in 2016, Jiajun Wu proposed
an unsupervised model to learn physical object properties from unlabeled video[4]. Also,
physics-based reasoning palys an important role in 3D parse and holistic 3D scene understanding.
Bo Zheng presented a new perspective for 3D scene understanding by reasoning object stability
and safety using intuitive mechanics[2]. Siyuan Huang proposed a computational framework to
jointly parse a single RGB image and reconstruct a holistic 3D configuration composed by a set
of CAD models using a stochastic grammar model[1].

#3:

The complexity and richness of human vision are not only reflected by the ability to
recognize visible objects, but also to reason about the latent actionable information, including
inferring physical object properties[4] or latent human context as the functionality of a scene[1].
But how does human vision achieve such complexity and richness ? Some studies propose
a model based on physics principle for understanding these mechanisms[2,3,4]. Even other
sudies consider more complex situations, where humans have tasks[5] and other hidden human
context[1].

23



C.2 Slices Generated by Machines

We present several examples of the generated slices with their BLEURT scores from the pipeline with and
without prompt engineering.
#1: w/o: -1.132

The article suggests that deep learning, adversarial attacks, and countermeasures are inde-
pendent of the data miner’s activities.

#1: w/: 0.326

The article focuses on the motivations for studying deep learning, adversarial attacks,
and countermeasures in order to better understand and defend against data manipulation by
adversaries. The paper uses deep learning, adversarial attacks, and countermeasures to study the
problem. The paper proposes a formal framework and algorithms for studying deep learning,
adversarial attacks, and countermeasures. It also discusses theories, models, and methods
related to these fields and domains. The article suggests that future research should focus on
developing deep learning systems that are more robust to adversarial attacks and require less
human intervention to keep up with them.

#2: w/o: -1.090

The article suggests that understanding the cognitive development, infant development, and
developmental psychology of others is essential for successful social interactions.

#2: w/: 0.616

The article uses a variety of methods and approaches to study the fields of cognitive
development, infant development, and developmental psychology. These include observational
studies, experiments, and surveys. The article also uses a variety of theoretical frameworks, such
as Piaget’s theory of cognitive development, to analyze the data. The strengths of the text are
that it provides evidence of infants’ anticipatory responses to others’ actions from an early age,
and it also provides evidence that infants attend prospectively to others’ actions. The limitations
of the text are that it does not clarify whether infants anticipated the goal per se because the
goal and pattern of movement were confounded.

#3: w/o: -0.735

Sentiment analysis, news categorization, question answering, and natural language inference
are all techniques used to analyze text and extract meaning from it.

#3: w/: 0.422

The methods and approaches used to study sentiment analysis, news categorization, question
answering, and natural language inference in the text include supervised learning, unsupervised
learning, deep learning, natural language processing, and machine learning. The theories, models,
and methods proposed to study sentiment analysis, news categorization, question answering,
and natural language inference in the text are Convolutional Neural Networks (CNNs) and
SVMs with well-engineered features.

C.3 Connections Generated by Machines

Our pipeline can discover the similarities and differences between slices. Below are some representative
connections the model generatesgenerated by the model with and without prompt engineering.
#1: w/o
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The two works have similar motivations for studying Knowledge Graph Representa-
tion Learning, Knowledge Acquisition and Completion, Temporal Knowledge Graph, and
Knowledge-Aware Applications. The methods used in the two works are also similar, with
Knowledge Graph Representation Learning typically involving graph embedding, graph convo-
lutional networks, and graph neural networks, Knowledge Acquisition and Completion typically
involving rule-based approaches, ontology-based approaches, and machine learning-based ap-
proaches, Temporal Knowledge Graphs typically involving temporal graph embedding, temporal
graph convolutional networks, and temporal graph neural networks, and Knowledge-Aware
Applications typically involving knowledge-aware recommendation systems, knowledge-aware
question answering systems, and knowledge-aware search systems. The results and conclusions
of the two works are also similar, with Knowledge Graph Representation Learning theories,
models, and methods including graph embedding, graph convolutional networks, graph atten-
tion networks, and graph generative models, Knowledge Acquisition and Completion methods
including rule-based methods, ontology-based methods, and machine learning-based meth-
ods, Temporal Knowledge Graph methods including temporal graph embedding, temporal
graph convolutional networks, and temporal graph attention networks, and Knowledge-Aware
Applications including question answering, recommendation systems, and natural language
processing.

#1: w/

The two works have similar motivations, methods, results, and conclusions when it comes to
studying Knowledge Graph Representation Learning, Knowledge Acquisition and Completion,
Temporal Knowledge Graph, and Knowledge-Aware Applications. The main difference between
the two works is that the first work focuses on how knowledge graphs can be used to extract
relations from text and can be used for knowledge acquisition and completion, while the second
work provides an overview of the topics and suggests that they are related and can be used to
develop applications that are aware of knowledge.

#2: wlo

The motivations for studying Artificial Intelligence, Cognitive Science, Pattern Recognition,
Physics, and Psychology in the text are to gain a better understanding of how humans learn
and process information, and to develop algorithms that can learn from fewer examples than
traditional machine learning algorithms. The methods used in the text are theories, models,
and methods from Artificial Intelligence, Cognitive Science, Pattern Recognition, Physics, and
Psychology to study simple visual concepts. The results of the text suggest that future research
should focus on understanding how people learn new concepts from just one or a few examples,
and how people learn such abstract, rich, and flexible representations. The conclusion of the text
is that any theory of concept learning should address these questions and provide implications or
suggestions for future research in Artificial Intelligence, Cognitive Science, Pattern Recognition,
Physics, and Psychology.

#2: w/

The two works have similar motivations in studying Artificial Intelligence, Cognitive
Science, Pattern Recognition, Physics, and Psychology. The methods used in both works are
similar, as they both suggest combining multiple levels of representation with the flexible use of
long range context. The results of the first work suggest that deep Long Short-term Memory
RNNs are a powerful model for sequential data and can be used for tasks such as cursive
handwriting recognition and phoneme recognition. The results of the second work suggest that
Artificial Intelligence, Cognitive Science, Pattern Recognition, Physics, and Psychology have
not been able to replicate two aspects of human conceptual knowledge. The conclusions of both
works are that combining multiple levels of representation with the flexible use of long range
context can lead to improved results.

25



C.4 Slices for Different Perspectives

We show some interpreted slices of two cited papers (indexed by #) from different perspectives (ifalicized).
These two papers are:

1 Heuristic judgment of mass ratio in two-body collisions. Perception & Psychophysics 56 (1994):
708-720.

2 Learning a theory of causality. Psychological Rreview 118.1 (2011): 110.
#1: Intuitive Physics: Current Research and Controversies

Intuitive Physics, Perception, Reasoning, and Artificial Intelligence are all studied in order to
gain a better understanding of how the world works and how to create more efficient and effective
systems. These fields are also studied in order to develop new technologies and applications
that can be used to improve the lives of people. Methods and approaches used to study Intuitive
Physics, Perception, Reasoning, and Artificial Intelligence include computational modeling,
cognitive psychology, neuroscience, and machine learning.Theories, models, and methods
proposed to study Intuitive Physics, Perception, Reasoning, and Artificial Intelligence include
Bayesian inference, probabilistic graphical models, deep learning, reinforcement learning, and
evolutionary algorithms. The results and conclusions drawn from the text related to Intuitive
Physics, Perception, Reasoning, and Artificial Intelligence are that humans have an innate ability
to understand physical concepts and use them to make decisions and solve problems. This
suggests that humans have an intuitive understanding of physics that can be used to inform
Artificial Intelligence algorithms. Additionally, the text suggests that humans are capable of
making decisions and solving problems based on their perception of the physical world, and
that this ability can be used to inform Artificial Intelligence algorithms.

#1: Mind Games: Game Engines as an Architecture for Intuitive Physics

The motivations for studying Artificial Intelligence, game development, and physics sim-
ulation are to gain a better understanding of how these technologies work, to develop new
applications and technologies, and to explore the potential of these technologies for solving
real-world problems. Artificial intelligence, game development, and physics simulation can be
studied using a variety of methods and approaches, including machine learning, deep learning,
reinforcement learning, evolutionary algorithms, and probabilistic methods. Artificial intelli-
gence, game development, and physics simulation can be studied using a variety of theories,
models, and methods. These include machine learning, deep learning, reinforcement learning,
evolutionary algorithms, game theory, and physics-based simulations. Strengths of the text for
studying Artificial Intelligence, game development, and physics simulation include its com-
prehensive coverage of the topics, its use of examples to illustrate key concepts, and its clear
explanations of complex topics. Limitations of the text include its lack of in-depth coverage of
certain topics and its lack of discussion of the latest developments in the field.

#2: Bayesian Models of Conceptual Development: Learning as Building Models of the World

The motivations in the text for studying Cognitive Development, Core Knowledge, Child as
Scientist, Bayesian Program Induction, Computational Advances, Scientific Theories, Intuitive
Theories, Biological Evolution, and Cultural Evolution are to gain a better understanding of
the principles of causal reasoning and to develop a more comprehensive account of causality.
Cognitive Development, Core Knowledge, Child as Scientist, Bayesian Program Induction,
Computational Advances, Scientific Theories, Intuitive Theories, Biological Evolution, and
Cultural Evolution are all methods and approaches used to study the blessing of abstraction.
Cognitive Development, Core Knowledge, Child as Scientist, Bayesian Program Induction,
Computational Advances, Scientific Theories, Intuitive Theories, Biological Evolution, and Cul-
tural Evolution are all theories, models, and methods proposed to study Cognitive Development,
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Core Knowledge, Child as Scientist, Bayesian Program Induction, Computational Advances,
Scientific Theories, Intuitive Theories, Biological Evolution, and Cultural Evolution.

#2: Intuitive Theories

The motivations in the text for studying Cognitive science, psychology, and philosophy are
to gain a better understanding of the principles of causal reasoning and to develop a description
of the principles by which causal reasoning proceeds. Cognitive science, psychology, and philos-
ophy are studied using methods and approaches such as logical reasoning, empirical observation,
and experimentation. Cognitive science, psychology, and philosophy are studied using theories,
models, and methods such as Bayesian networks, causal inference, and counterfactual reasoning.
The results and conclusions drawn from the text related to Cognitive science, psychology, and
philosophy are that abstract reasoning can be used to quickly learn causal theories, and that this
can be beneficial in certain situations.
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L LAVIS: A One-stop Library for Language-Vision Intelligence

Dongxu Li, Junnan Li, Hung Le, Guangsen Wang, Silvio Savarese, Steven C.H. Hoi
Salesforce Research
Open-source repository: https://github.com/salesforce/LAVIS
Supplementary video: https://youtu.be/@CuRowHu7TA

Abstract

We introduce LAVIS, an open-source deep
learning library for LAnguage-VISion research
and applications. LAVIS aims to serve as a
one-stop comprehensive library that brings re-
cent advancements in the language-vision field
accessible for researchers and practitioners, as
well as fertilizing future research and develop-
ment. It features a unified interface to easily
access state-of-the-art image-language, video-
language models and common datasets. LAVIS
supports training, evaluation and benchmarking
on arich variety of tasks, including multimodal
classification, retrieval, captioning, visual ques-
tion answering, dialogue and pre-training. In
the meantime, the library is also highly ex-
tensible and configurable, facilitating future
development and customization. In this pa-
per, we describe design principles, key compo-
nents and functionalities of the library, and also
present benchmarking results across common
language-vision tasks.

1 Introduction

Multimodal content, in particular language-vision
data including texts, images and videos are ubig-
uitous for real-world applications, such as con-
tent recommendation, e-commerce and entertain-
ment. There has been tremendous recent progress
in developing powerful language-vision models (Su
et al., 2020; Lu et al., 2019; Chen et al., 2020; Li
et al., 2020; Huang et al., 2021; Li et al., 2021a;
Radford et al., 2021; Zhou et al., 2020; Gan et al.,
2020; Cho et al., 2021; Zhang et al., 2021; Li et al.,
2022b; Zhu and Yang, 2020; Bain et al., 2021; Xu
et al., 2021; Lei et al., 2021; Li et al., 2022a).
However, training and evaluating these models
across tasks and datasets require domain knowl-
edge and are not always welcoming to incoming
researchers and practitioners. This is mainly due
to inconsistent interfaces across models, datasets
and task evaluations, and also the duplicating yet
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non-trivial efforts to prepare the required exper-
iment setup. To make accessible the emerging
language-vision intelligence and capabilities to a
wider audience, promote their practical adoptions,
and reduce repetitive efforts in future development,
we build LAVIS (short for LAnguage-VISion), an
open-source library for training, evaluating state-
of-the-art language-vision models on a rich family
of common tasks and datasets, as well as for off-
the-shelf inference on customized language-vision
data.

Figure 1 shows the overall design of LAVIS. Im-
portant features of LAVIS include (i) Unified in-
terface and modular design. Key components in
the library are organized using a unified and mod-
ular design. This allows effortless off-the-shelf
access to individual components, swift develop-
ment and easy integration of new or external com-
ponents. The modular design also eases model
inferences, such as multimodal feature extraction.
(i) Comprehensive support of image-text, video-
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text tasks and datasets. LAVIS supports a grow-
ing list of more than ten common language-vision
tasks, across over 20 public datasets. These tasks
and datasets provide a comprehensive and unified
benchmark for evaluating language-vision models.
(iii) State-of-the-art and reproducible language-
vision models. The library enables access to over
30 pre-trained and task-specific fine-tuned model
checkpoints of 5 foundation models: ALBEF (Li
et al., 2021a), BLIP (Li et al., 2022b), BLIP2 (Li
et al., 2023b), CLIP (Radford et al., 2021) and AL-
PRO (Li et al., 2022a), as well as state-of-the-art
language-vision methods such as PnP-VQA (Tiong
etal., 2022), Img2Prompt (Guo et al., 2022). These
models achieve competitive performance across
multiple tasks, representing the up-to-date devel-
opment status of the language-vision research. We
also provide training, evaluation scripts and config-
urations to facilitate reproducible language-vision
research and adoption. (iv) Resourceful and use-
ful toolkit. In addition to the core library function-
alities, we also provide useful resources to reduce
the learning barriers for the language-vision re-
search. This includes automatic dataset download-
ing tools to help prepare the supported datasets, a
GUI dataset browser to help preview downloaded
datasets and dataset cards documenting sources,
supported tasks and leaderboards.

2 Related Work

Table 1 summarizes the comparisons between
LAVIS’ key features with those of other libraries.
Most related libraries include MMF (Singh et al.,
2020), UniLM (uni, 2020), X-modaler (Li et al.,
2021b) and TorchMultimodal (tor, 2022).

* MMF is a comprehensive multimodal frame-
work encapsulating many language-vision
models and datasets. It implements modular
interface for training and evaluation. How-
ever, it consists of mostly task-specific ar-
chitectures. Besides showing relatively in-
ferior performance, these models are usually
not easy to transfer across tasks. Among the
included foundation models (Li et al., 2019;
Chen et al., 2020; Zhang et al., 2021; Li et al.,
2021a) in MME, few fully supports finetuning
or benchmarking on the extended list of down-
stream tasks. In contrast, considering that
pre-trained foundation models prevail across
overwhelmingly many tasks and datasets with
more principal and unified architectures, our
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library focuses on pre-trained models and their
task-specific variants instead.

UniLM was initiated for developing large
language models, and recently also aggre-
gates multiple standalone repositories of mul-
timodal models. Yet, support for multimodal
models in UniLM is limited in its current de-
velopment status. Moreover, UniLM does not
provide unified or modular interfaces to allow
easy access or reproduction.

* X-modaler supports a limited number of tasks
and datasets, which are not as comprehensive
as LAVIS. Besides, similar to MMEF, models
in X-modaler are also mostly in task-specific
architectures. The few supported foundation
model, e.g. (Chen et al., 2020), achieves infe-
rior results than models in LAVIS.

* A concurrent library TorchMultimodal (tor,
2022) promotes modular development of
language-vision models. Our library supports
a wider range of tasks and datasets than Torch-
Multimodal while being more comprehensive
and resourceful.

Other open-source implementations of individual
models exist (Chen et al., 2020; Li et al., 2020; Lu
et al., 2019; Radford et al., 2021; Gan et al., 2020;
Lei et al., 2021), yet do not provide centralized
access. In summary, in contrast to previous efforts,
our library stands out by providing easier access to
stronger models on comprehensively many tasks
and datasets. With this effort, we hope to signif-
icantly reduce the cost and effort to leverage and
benchmark existing multimodal models, as well as
to develop new models.

3 Supported Tasks, Datasets and Models

Table 3 summarizes the supported tasks, datasets
and models in LAVIS. In particular, we prioritize
tasks that are standard, widely adopted for eval-
uation, and with publicly available datasets. For
image-text tasks, the library implements image-text
retrieval, image captioning, visual question answer-
ing (VQA), visual dialogue, visual entailment (VE),
natural language visual reasoning (NLVR?) and im-
age classification. For video-text tasks, LAVIS cur-
rently support video-text retrieval and video ques-
tion answering (VideoQA). There are in total over
20 public datasets supported, including MSCOCO
(Lin et al., 2014), Flickr30k (Plummer et al., 2015),
VQAV2 (Goyal et al., 2017), OK-VQA (Marino



Table 1: Comparison of features in LAVIS and other existing language-vision libraries or codebase. Note that
language-vision models in UniLM and TorchMultimodal (alpha release) are under development, therefore, the table
only includes their supported features by the publication time of this technical report.

LAVIS (Ours) MMF UnilM X-modaler TorchMultimodal

Unified Model and Dataset Interface v
Modular Library Design v v v v
Pre-trained Model Checkpoints v
Task-specific Finetuned Model Checkpoints v v
Modalities Irr?age—Text v v v v v
Video-Text v v v
End2end Pre-training v v v
Multimodal Retrieval v v v
Tasks . Capt.ioning . v v v
Visual Question Answering v v v
Multimodal Classification v v
Instructed Zero-shot Generation v
Visual Dialogue v
Multimodal Feature Extraction v
Benchmarks v
Dataset Auto-downloading v v
Toolkit Dataset Browser v
GUI Demo v
Dataset Cards v
Table 2: Supported tasks, datasets and models in LAVIS.
Supported Tasks Supported Models Supported Datasets
Image-text Pre-training ALBEE, BLIP, BLIP2, InstructBLIP ngig;];;%’:;gi’;"gffg&?&fgﬁ
Image-text Retrieval ALBEF, BLIP, BLIP2, CLIP COCO, Flickr30k
Visual Question Answering ALBEF, BLIP, BLIP2, InstructBLIP VQAvV2, OKVQA, A-OKVQA, GQA
Image Captioning BLIP, BLIP2, InstructBLIP COCO Caption, NoCaps
Image Classification CLIP ImageNet
Natural Language Visual Reasoning (NLVR?) ALBEF, BLIP NLVR?
Visual Entailment ALBEF SNLI-VE
Visual Dialogue BLIP, InstructBLIP VisDial
Video-text Retrieval ALPRO, BLIP MSRVTT, DiDeMo
Video Question Answering ALPRO, BLIP, InstructBLIP MSRVTT-QA, MSVD-QA
Video Dialogue BLIP AVSD

et al., 2019), A-OK-VQA (Shevchenko et al., 2021), InstructBLIP (Dai et al., 2023) and AL-
2021), GQA (Hudson and Manning, 2019), Visual =~ PRO (Li et al., 2022a). In addition, the library also
Genome (Krishna et al., 2017), ImageNet (Deng  features language-vision methods including PnP-
et al., 2009), NoCaps (Agrawal et al., 2019), Con-  VQA (Tiong et al., 2022) and Img2prompt (Guo
ceptual Captions (Sharma et al., 2018; Changpinyo et al., 2022), and text-to-image generation model
et al., 2021), SBU-caption (Ordonez et al., 2011),  BLIP-Diffusion (Li et al., 2023a). These models
LAION (Schuhmann et al., 2021), NLVR? (Suhr  and methods show strong performance on the afore-
et al., 2019), SNLI-VE (Bowman et al., 2015), mentioned tasks and datasets, representing the up-
VisDial (Das et al., 2017), AVSD (Alamri et al., to-date development status of the language-vision
2019), MSRVTT (Xu et al., 2016), MSVD (Xu  research field. Detailed description can be found
et al., 2017), DiDeMo (Anne Hendricks et al., inA.l

2017) and their task-specific variants. LAVIS cur-

rently supports 6 foundation models, i.e. AL- 4 Library Design

BEF (Li et al., 2021a), BLIP (Li et al., 2022b),

. This section delineates the design of LAVIS as
BLIP2 (Li et al., 2023b), CLIP (Radford et al.,

shown in Figure 1. Our key design principle is to
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provide a simple and unified library to easily (i)
train and evaluate the model; (ii) access supported
models and datasets; (iii) extend with new models,
tasks and datasets.

4.1 Description on each library component

Key components in LAVIS include:

* Runners — lavis. runners module manages
the overall training and evaluation lifecycle.
It is also responsible for creating required
components lazily as per demand, such as
optimizers, learning rate schedulers and dat-
aloaders. Currently, RunnerBase implements
epoch-based training and RunnerIters im-
plements iteration-based training.

Tasks — lavis.tasks module implements
concrete training and evaluation logic per task.
This includes pre-training and finetuning tasks
as listed in Table 3. The rationale to have an
abstraction of task is to accommodate task-
specific training, inference and evaluation.
For example, evaluating a retrieval model is
different from a classification model.

Datasets lavis.datasets module
helps create datasets. Specifically,
datasets.builders module loads dataset
configurations, downloads annotations and
builds the dataset;

— lavis.datasets.datasets module de-
fines the supported datasets, each is a
PyTorch dataset instance.

- We also provide automatic
dataset  downloading  tools in
datasets/download_scripts to
help prepare common public datasets.

Models — 1avis.models module holds defi-
nitions for the supported models and shared
model layers.

Processors —lavis.processors module
handles preprocessing of multimodal input.
A processor transforms input images, videos
and texts into the desired form that models
can consume.

Common tools and  utilities
lavis.commons module contains shared
classes and methods used by multiple other
modules. For example, configs module
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contains classes to store and manipulate
configuration files used by LAVIS. In
particular, we use a hierarchical configuration
design, to allow highly customizable training
and evaluation. The registry module
serves as a centralized place to manage
modules that share the same functionalities.
It allows building datasets, models, tasks, and
learning rate schedulers during runtime, by
specifying their names in the configuration;
optims contains definitions of learning rate
schedulers; utils contains miscellaneous
utilities, mostly IO-related helper functions;

4.2 Example library usage

The design of the library enables easy access to
existing models and future development. In this
section, we include a few examples to demonstrate
SOme common use cases.

Unified interface for data and model loading

LAVIS provides unified interface load_dataset
and load_model to access supported datasets and
models. This is helpful for off-the-shelf use of
datasets and model inference etc. In the first ex-
ample, we show how to load a dataset using the
library.

from lavis.datasets.builders
load_dataset

# load a specific dataset

coco_dataset = load_dataset(”
coco_caption”)

# dataset is organized by split names.

print(coco_dataset.keys())

# dict_keys(['train', 'val',

# total number of samples
training split.

print(len(coco_dataset["train”]))

# 566747

# peek a random sample

print(coco_dataset["train"][0])

# {'image': <PIL.Image.Image image mode=
RGB size=640x480>,

import

"test'])
in the

"text_input': 'A woman wearing a net
on her head cutting a cake. ',
# "image_id': 0}

Models and their related preprocessors can also
be loaded via a unified interface, which facilitates
effortless analysis and inference on custom data.
In the following, we show an example that uses a
BLIP captioning model to generate image captions.

from lavis.models import
load_model_and_preprocess
# load model and preprocessors
model, vis_procs, _
load_model_and_preprocess(
name="blip_caption”, model_type="
base_coco”)



5 # raw_image

is a PIL Image instance

raw_image = coco_dataset["test"J[Q]["
image"]

# preprocess a raw input image

; image = vis_procs["eval”](raw_image).
unsqueeze (0)

# generate caption

caption = model.generate({"image":
»

# ['a man riding a motorcycle down a
dirt road']

image

Unified interface for multimodal feature
extraction

LAVIS supports a unified interface to extract mul-
timodal features. The features are useful espe-
cially for offline applications where end-to-end
finetuning is not affordable. By changing name
and model_type, users can choose to use different
model architecture and pre-trained weights.

# load feature extraction models and
processors
model, vis_procs, txt_procs =
load_model_and_preprocess(
name="blip_feature_extractor"”,
model _type="base"
5)
# a random instance from coco dataset
raw_image = coco_dataset["test"J[Q]["
image"]
; text = coco_dataset["test"J[Q]["
text_input”]
# process the input
image = vis_procs["eval”J(raw_image).
unsqueeze (0)

text_input = txt_procs["eval”](text)
sample = {"image"”: image,
"text_input”: [text_input]}

5 # extract multimodal features

feature = model.extract_features(sample)

5 Benchmarks and Library Toolkit

In this section, we benchmark model performance
across tasks and datasets in LAVIS. Then we take
our web demo interface to show a few case studies
on multimodal content understanding. We also
present a GUI dataset browser that helps to preview
supported datasets.

5.1 Main results

The purpose of the benchmark is two-fold. First,
we use the benchmark to validate that our re-
implementation faithfully replicates official mod-
els. Second, the benchmark also serves as a ref-
erence for further development. In Table 5-4, we
organize benchmark results by models and com-
pare our replication results with those reported of-

Table 3: Comparison between official and replicated
performance using BLIP. TR denotes text retrieval,;
IR denotes image retrieval. Results are produced by
BLIPcprii.. model. NoCaps results are reported on the
entire validation set. Retrieval and captioning results
are reported on the test sets; B@4 denotes BLEU-4.

Tasks Datasets Impl. Results
Retrieval R1 R5 R10
(v] 82.4 954 97.9
TR coco ® 82.0 95.8 98.1
[v] 65.1 86.3 91.8
IR coco ® 64.5 86.0 91.7
. (v] 97.2 99.9 100.0
TR Flicki30k ¢ 960 999 1000
. (v] 87.5 97.7 98.9
R Flicki30k ¢ g75 976 989
dev std
VQA (3] 78.25 78.32
VQAVZ g 7803 7829
B@4 CIDEr SPICE
Image coco 2 gg; 332 237
Captioning : " )
NoCans [¥] - 109.6 14.7
P & 319 1091 147
val test
Multimodal
Classification o 8215 8224
NLVR2 ® 82.48 83.25

Table 4: Comparison between official and replicated
performance using CLIP-ViT-L/336. Note the relative
difference is possibly due to the versioning of the model
weights.

Tasks Datasets Impl. Results

Retrieval R1 RS RI10

o 584 81.5 88.1

R COCO ¢ 572 805 878

o 37.8 624 722

IR coco ® 36.5 60.8 71.0

. o 88.0 98.7 99.4

R Flickr30k =g 865 980 99.1

. o 68.7 90.6 95.2

R Flickr30k g 670 889 933
Zero-shot Image val
Classification  ImageNet o 762
® 76.5

ficially. Experiments are conducted on NVIDIA
A100 GPUs.

For ALBEF, BLIP, BLIP2 and ALPRO, we re-
implement their models in LAVIS based on the offi-
cial repositories and report finetuning results using
their official pre-trained weights. For CLIP models,
we integrate a third-party implementation (Ilharco
et al., 2021) and report CLIP-ViT-L/336 zero-shot
inference results using the official weights (Rad-
ford et al., 2021) (Table 4). As can be seen in the
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Figure 2: Screenshots of the GUI web demo, showing various applications including image captioning, zeros-shot
image classification, text localization and visual question answering.

file:
train2014/COCO_train20
14_000000294226.jpg

file:
train2014/COCO_train20
14_000000528231.jpg

file:
train2014/COCO_train20
14_000000401551.jpg

file:
train2014/COCO_train20
14_000000424553.jpg.

caption: some food is caption: Black and caption: Several horses  caption: A baby sitting

laying out on a white white cows have tagsin  standing ona hillwhile  on top of a pillow with a

their ears.

plate

grazing. metal pan.

Figure 3: The developed dataset browser helps to
quickly gain understanding of multimodal datasets.

tables, our library produce consistent results as re-
ported officially. More benchmarking results with
BLIP, ALPRO models can be found in A.2.

5.2 Library resources and toolkit

In addition to the components aforementioned,
LAVIS also provides useful toolkit and resources
to further ease development. This includes pre-
trained and finetuned model checkpoints, auto-
matic dataset downloading tools, a web demo and
a dataset browser.

Pre-trained and finetuned model checkpoints.
We include pre-trained and finetuned model check-
points in the library. This promotes easy replica-
tion of our experiment results and to repurpose
pre-trained models for other applications. Model
checkpoints are downloaded automatically upon
loading models.

Web demo. As shown in Figure 2, we develop
a GUI-based web demo, which aims to provide
a user-friendly interface to explore various multi-
modal capabilities. Currently the demo supports
the following functionalities: (i) image captioning:
produces a caption in natural language to describe
an input image; (ii) visual question answering: an-
swer natural language questions regarding the input
image; (iii) multimodal search: search images in
a gallery given a text query; (iv) text visualization:
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given an input image and a text caption, produces
GradCam (Selvaraju et al., 2017) for each text to-
ken on the image; (v) zero-shot multimocal classi-
fication: classify an input images into a set of input
labels in text. (vi) Thanks to the modular design of
LAVIS, one can easily extend the demo with new
functionalities, such as text-to-image generation,
as shown in the Figure 2.

Automatic dataset downloading and browsing.
Preparing language-vision datasets for pre-training
and fine-tuning incurs much duplicating effort. To
this end, LAVIS provides tools to automatically
download and organize the public datasets, so that
users can get access to the common datasets easier
and quicker. In addition, we develop a GUI dataset
browser, as shown in Figure 3, that helps users to
rapidly gain intuitions about the data they use.

6 Conclusion and Future Work

We present LAVIS, an open-source deep learning
library for language-vision research and applica-
tions. The library is designed to provide researchers
and practitioners with easier and comprehensive
access to state-of-the-art multimodal capabilities,
The library also features a unified interface and
extensible design to promote future development.
Besides, the library also features extensive access
to pre-trained weights and useful resources to re-
duce duplicating replication efforts. With these
features, we expect LAVIS to serve as a one-stop
library in multimodal Al for a wider audience.

We continue to actively develop and improve
LAVIS. In future releases, our priorities are to
include more language-vision models, tasks and
datasets to the library. We also plan to add more
parallelism support for scalable training and infer-
ence. While we will maintain LAVIS in the long
term, we invite contributions from the open-source
community to join this evolving effort.



Broader Impact and Responsible Use

LAVIS can provide useful capabilities for many
real-world multimodal applications. It features
easy, unified and centralized access to powerful
language-vision models, facilitating effective mul-
timodal analysis and reproducible research and de-
velopment. We encourage researchers, data sci-
entists, and ML practitioners to adopt LAVIS in
real-world applications for positive social impacts,
e.g. efficient and environment-friendly large-scale
multimodal analysis.

However, LAVIS may also be misused. We
encourage users to read detailed discussion and
guidelines for building responsible Al, e.g. (Baxter,
2022). In particular, LAVIS should not be used
to develop multimodal models that may expose
unethical capabilities.

It is also important to note that that models in
LAVIS provide no guarantees on their multimodal
abilities; incorrect or biased predictions with out-
of-date information may be observed. In particu-
lar, the datasets and pretrained models utilized in
LAVIS contain socioeconomic biases which may
result in misclassification and other unwanted be-
haviors such as offensive or inappropriate speech.
We strongly recommend that users review the pre-
trained models and overall system in LAVIS before
practical adoption. We plan to improve the library
by investigating and mitigating these potential bi-
ases and inappropriate behaviors in the future.
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A Appendix

A.1 Details of the supported models

* ALBEF is an image-text model. It employs
a ViT (Dosovitskiy et al., 2021) as the image
encoder, early BERT (Devlin et al., 2019) lay-
ers as the text encoder, and re-purposes late
BERT layers as the multimodal encoder by
adding cross-attentions. It proposes the novel
image-text contrastive (ITC) loss to align uni-
modal features before fusing them using the
multimodal encoder. It is also one of the first
few models requiring no region information
while demonstrating strong multimodal under-
standing capability.

BLIP primarily tackles image-text tasks,
while also showing strong zero-shot transfer
capabilities to video-text tasks. It employs
a ViT as the image encoder and a BERT as
the text encoder. To facilitate multimodal un-
derstanding and generation, BLIP proposes
mixture of encoder-decoder (MED), which re-
purposes BERT into multimodal encoder and
decoder with careful weight sharing. More-
over, BLIP proposes dataset bootstrapping to
improve the quality of texts in the pre-training
corpus by removing noisy ones and generating
new diverse ones. In addition to the improved
understanding capability compared to ALBEF,
BLIP highlights its strong text generation abil-
ity, producing accurate and descriptive image
captions. When adapted to video-text tasks, it
operates on sampled frames while concatenat-
ing their features to represent the video.

BLIP2 represents a generic and efficient
language-vision pre-training strategy that
leverages available frozen image encoders and
large language models (LLMs). The model
introduces a two-staged training strategy to
bridge the modality gap with a lightweight
module, called Querying Transformer (Q-
Former). In addition to the strong perfor-
mance on existing tasks, including VQA, mul-
timodal retrieval, captioning, BLIP-2 also
unlocks the novel capabilities of zero-shot
image-to-text generation following natural
language instructions.

CLIP is a family of powerful image-text mod-
els. Different from ALBEF and BLIP, CLIP
models adopt two unimodal encoders to obtain
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image and text representations. CLIP maxi-
mizes the similarity between positive image-
text pairs, and was trained on 400M image-
text pairs, rendering strong and robust uni-
modal representations. CLIP variants employ
different visual backbones, including ResNet-
50 (He et al., 2016), ViT-B/16, ViT-B/32, ViT-
L/14, ViT-L/14-336. We integrate a third-
party implementation of CLIP (Ilharco et al.,
2021) into LAVIS while including the official
pre-trained weights.

* ALPRO is a video-text model, tackling video-
text retrieval and video question answering
tasks. It uses TimeSformer (Bertasius et al.,
2021) to extract video features, and BERT to
extract text features. Similar to ALBEF, AL-
PRO uses contrastive loss to align unimodal
features, yet it opts to use self-attention to
model multimodal interaction. This archi-
tecture choice enables an additional visual-
grounded pre-training task, i.e. prompt entity
modeling (PEM) to align fine-grained video-
text information. ALPRO is strong in extract-
ing regional video features and remains com-
petitive for video understanding tasks across
various datasets.

A.2 Additional benchmarking results

In Table 5 and 6, we show benchmarking results
with BLIP and ALPRO reimplmentations in LAVIS.
As shown in the tables, the results are consistent
with those in the original implementation.

In Table 7, we present results by adapting mod-
els in LAVIS to new tasks and datasets, on which
the models were not previously reported on. In
this way, we show that our library helps to easily
adapt to new tasks and datasets, while achieving
competitive performance.

Knowledge-based VQA (KVQA). The task of
KVQA aims to measure the commonsense knowl-
edge learnt by language-vision models, where mod-
els are asked to answer questions involving ex-
ternal knowledge. To this end, state-of-the-art
models (Gui et al., 2021; Kamath et al., 2022)
resort to external knowledge base(Vrandeci¢ and
Krotzsch, 2014) or large language models(Brown
et al., 2020). In our experiments, we show that
language-vision pre-trained models finetuned on
VQAv2(Goyal et al., 2017) show strong transfer re-
sults to KVQA datasets. With additional finetuning
on KVQA datasets, further improvements are ob-



Table 5: Comparison between official and replicated
performance using BLIP. TR denotes text retrieval;
IR denotes image retrieval. Results are produced by
BLIPcpFii.1. model. NoCaps results are reported on the
entire validation set. Retrieval and captioning results
are reported on the test sets; B@4 denotes BLEU-4.

Tasks Datasets Impl. Results
Retrieval R1 R5 R10
[v] 82.4 95.4 97.9
TR coco ® 82.0 95.8 98.1
[v] 65.1 86.3 91.8
IR coco ® 64.5 86.0 91.7
. (v] 97.2 99.9 100.0
TR Flickr30k g 969 999 1000
. (v] 87.5 97.7 98.9
R Flicks30k g g75 976 989
dev std
VQA [v] 78.25 78.32
VQAVZ g 7803 7829
B@4 CIDEr SPICE
[mage coco 2 33'3 }iiﬁ 237
Captioning ' s ’
NoCans  © - 1096 147
PS e 319 10901 147
val test
Multimodal
Classification o 82.15 8224
NLVR2 ® 8248 83.25

served on both OK-VQA and AOK-VQA datasets.
As aresult, our best model BLIP surpasses previous
state-of-the-art by a clear margin.

Video Dialogue. The task of video-grounded
dialogues requires models to generate a natural
response given a dialogue context and a ground-
ing video (Alamri et al., 2019). Existing models
have exploited new architectural designs (Le et al.,
2019), additional learning tasks (Le et al., 2022,
2021), and pretraining (Le and Hoi, 2020; Li et al.,
2021c) to improve the model abilities to understand
multimodal context and generate natural language.
In our experiments, we show that our library can be
easily integrated with any vision-language models
(such as VGD-GPT (Le and Hoi, 2020)) to adapt to
this dialogue task. The results in Table 7 show that
our model implementation with LAVIS can lead
to impressive performance, comparable to current
state-of-the-art approaches.

A.3 Supplementary video and online demo:

The supplementary video can be found:https://
youtu.be/@CuRowHu7TA. In the following, we pro-
vide additional benchmarking results using models
in LAVIS.

Alternatively, the video can be downloaded
from: https://drive.google.com/file/d/
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Table 6: Comparison between official and replicated
task performance using ALPRO. TR denotes video-to-
text retrieval; VR denotes text-to-video retrieval.

Tasks Datasets Impl. Results
Retrieval R1 RS RI10
W g9 w7 s
w97
LR O
VR DM T SE G
test
VideoQa VSRVIT v i
MSVD O o

Table 7: Experiment results on KVQA compared with
best existing methods. Due to the submission number
limits, only BLIP AOKVQA result on the test split is
reported.

Tasks Datasets Models Results

test

KAT (Single)(Gui et al., 2021) 53.1

OKVQA  KAT (Ensemble)(Gui et al., 2021) 54.4
ALBEF 54.7
KVQA BLIP 55.4
val test
GPV-2(Kamath et al., 2022) 48.6 40.7
AOKVQA ALBEF 54.5 -
BLIP (VQAV2) 53.4 -
BLIP 56.2 50.1
B@4 CIDEr
Video MTN (Le et al., 2019) 0410 1.129
Dialogue AVSD PDC (Le et al., 2021) 0429 1.194
RLM (Li et al., 2021c) 0.459  1.308
VGD-GPT 0465 1.315

1cFTEgL53WI-0oSFbWR_6k6eg2igAi9bwe/view?
usp=sharing

A public demo of LAVIS can be found at the tem-
porary address: http://34.123.225.190:8080/


https://youtu.be/0CuRowHu7TA
https://youtu.be/0CuRowHu7TA
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Figure 1: An overview of Finspector. Users can launch Finspector in a Python notebook (e.g., Jupyter). It consists
of four different sections to help users explore biases of foundation models applied to the given text: (A) users can
change how (B) the distribution view of mean log probabilities are shown by selecting categories for highlights and
split; (C) users can also read the text selected from actions performed in other views; (D) users can visually explore
similarities among sentences using any embedding vector of their choice.

Abstract

Pre-trained transformer-based language mod-
els are becoming increasingly popular due
to their exceptional performance on various
benchmarks. However, concerns persist re-
garding the presence of hidden biases within
these models, which can lead to discrimina-
tory outcomes and reinforce harmful stereo-
types. To address this issue, we propose Fin-
spector, a human-centered visual inspection
tool designed to detect biases in different cate-
gories through log-likelihood scores generated
by language models. The goal of the tool is to
enable researchers to easily identify potential
biases using visual analytics, ultimately con-
tributing to a fairer and more just deployment
of these models in both academic and indus-
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trial settings. Finspector is available at https:
//github.com/IBM/finspector.

1 Introduction

Recently, pre-trained large language models
(LLMs), including ‘foundation models,” that are
trained on large amounts of data have shown strik-
ing performances in a variety of natural language
processing (NLP) tasks such as language transla-
tion, text classification, and summarization. Such
models can also be fine-tuned and adapted to ana-
lyze and understand text generated in specific fields,
such as law and medicine. Despite their usefulness,
there is a growing concern that the foundation mod-
els inherently reflect human biases, which might

Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
Volume 3: System Demonstrations, pages 42-50
July 10-12, 2023 ©2023 Association for Computational Linguistics
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have originated from their large training corpora
(Shah et al., 2020; Liang et al., 2021; Weidinger
et al., 2021; Garrido-Muioz et al., 2021).

These social biases include stereotyping and neg-
ative generalizations of different social groups and
communities, which could have been present in
their training corpora (Liang et al., 2021; Garrido-
Muiioz et al., 2021). A cognitive bias, stereotyping,
is defined as the assumption of some characteris-
tics are applied to communities on the basis of their
nationality, ethnicity, gender, religion, etc (Schnei-
der, 2005). Relatedly, Fairness (“zero-bias"), in the
context of NLP and machine learning is defined as
being not discriminatory according to such charac-
teristics (Garrido-Muiioz et al., 2021). Given this
context, there is a significant demand for method-
ologies and tools aimed at inspecting, detecting,
and mitigating bias within Al models, particularly
large-scale language models (Sun et al., 2019).

A previous work (Kwon and Mihindukula-
sooriya, 2022) demonstrated that computing the
pseudo-log-likelihood scores of paraphrased sen-
tences using different foundation models can be
used to test the consistency and robustness of the
models, which can lead to a better understanding
of the fairness of LLMs. Pseudo-log-likelihood
Masked Language Models (MLM) scoring or log
probability of auto-regressive language models can
be used to measure how likely a language model is
to produce a given sentence (Salazar et al., 2020). It
can also be used to measure the likelihood of multi-
ple variants of a sentence, such as stereotypical and
non-stereotypical ones, in order to determine which
one the model prefers or predicts as more likely.
Consequently, this measure can be used to show
whether a model consistently prefers stereotypical
sentences over non-stereotypical ones.

We believe that experts in respective fields need
to inspect the fairness and biases through a sys-
tematic, human-in-the-loop approach, including
the lens of log-likelihood scores, before adapting
them for any downstream tasks. Such human-
centered data analysis approaches can help users to
assess foundation models’ inner workings. Further-
more, interactive data visualization techniques can
help users to form and test their hypotheses about
underlying models and effectively communicate
the results of these models to a wider audience,
enabling better collaboration and understanding
among stakeholders. Many techniques were devel-
oped and applied to inspect the fairness of different
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machine learning models, as discussed in Section 2.

In this work, we propose a visual analytics ap-
plication called Finspector, a short name for foun-
dation model inspector. Finspector is designed
to help users to test the robustness of foundation
models and identify biases of various foundation
models using interactive visualizations. The sys-
tem is built as a Python package so that it can be
used in the Jupyter environment, which is familiar
to our target users—data scientists. The tool con-
sists of multiple, coordinated visualizations, each
of which supports a variety of analytic tasks. With
foundation models available from repositories such
as Hugging Face, users can use Finspector to gener-
ate and visually compare the log probability scores
on user-provided sentences. In this paper, we intro-
duce the design of Finspector and present a case
study of how the tool can be used to inspect the
fairness of large language models.

2 Background

Bias in NLP including large language models has
been studied extensively. Garrido-Muiioz et al.
provide a survey (Garrido-Muioz et al., 2021) of
existing work on the topic. Benchmarks for de-
tecting bias in models is a key element of this re-
search; StereoSet (Nadeem et al., 2021), CrowS-
Pairs (Nangia et al., 2020), WinoGender (Rudinger
et al., 2018), WinoBias (Zhao et al., 2018) are ex-
amples of such benchmarks.

Tenny et al. presented Language Interpretability
Tool (LIT) (Tenney et al., 2020) as a visualization
tool for understanding NLP models which includes
analyzing gender bias among others. There are
several other visualization tools that are focused
on analyzing different aspects of transformer-based
LLMs such as attention or hidden states such as
T3-Vis (Li et al., 2021), InterperT (Lal et al., 2021),
exBERT (Hoover et al., 2020), AllenNLP Inter-
pret (Wallace et al., 2019), SANVis (Park et al.,
2019), and BertViz (Vig, 2019). Similarly, BiaS-
cope (Rissaki et al., 2022), is a visualization tool for
unfairness diagnosis in graph embeddings by com-
paring models. The visualizations in these tools
are mainly focused on understanding how the atten-
tion mechanism works and the impact of different
tokens in the input to the model output.

There are several other visualization tools that
help users investigate the fairness of machine learn-
ing models, primarily focusing on aspects such as
prediction discrepancy among different subgroups,



group fairness, individual fairness, and counterfac-
tual fairness. These include tools such as What-
If Tool (Wexler et al., 2019), FairVis (Cabrera
et al., 2019), Fairsight (Ahn and Lin, 2019), RM-
Explorer (Kwon et al., 2022a), DASH (Kwon et al.,
2022b), ConceptExplainer (Huang et al., 2023) and
Silva (Yan et al., 2020). Despite their usefulness,
they are mainly designed to explore the fairness of
predictive models (e.g., image classification), not
for pre-trained foundation models.

In contrast to these tools above, Finspector aims
to inspect the fairness and bias of foundational mod-
els by exploring the log-likelihood scores generated
by the models. Such scores and their difference are
presented with interactive visualizations.

3 Design of Finspector

In this section, we describe the design of Finspector.
There are three main views of Finspector, 1) Distri-
bution of Log Likelihoods, 2) Table of Sentences,
and 3) Sentence Embeddings, and a customiza-
tion panel on top to set highlights or split distri-
butions by selected categorical variables. Read-
ers can access the code of Finspector at https:
//github.com/IBM/finspector.

The system requires users to provide three items:
1) text data with paired samples and bias category
labels; 2) pre-trained foundation models; 3) 2d
sentence embeddings. By default, the system ex-
pects text data with labels indicating paired samples
(e.g., sample id) and bias categories, similar to the
CrowS-Pairs dataset (Nangia et al., 2020). Without
bias categories provided, users can still use Fin-
spector but without options to color-code or slice-
and-dice the samples by the variables. Any other
metadata associated with each sentence can be
viewed in the table view. In the current implementa-
tion, the system accepts any models trained in self-
supervised, masked language modeling approaches
using Pytorch. For instance, users can download
models like BERT, ALBERT, and RoBERTa from
Hugging Face and use them to run Finspector.
Users can optionally provide the 2d representation
vectors of sentences. Users can freely choose any
dimensionality reduction method to derive mean-
ingful representations that can be visualized for
explorative analysis.

3.1 Distribution of Log-Likelihoods

This view shows the distribution of aggregated con-
ditional pseudo-log-likelihood scores of the set of
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input sentences as shown in Figure 1 (B). Follow-
ing the same approach as previous studies (Kwon
and Mihindukulasooriya, 2022; Nangia et al., 2020;
Salazar et al., 2020), for each sentence, we calcu-
lated the score by iteratively masking one token at
a time and taking their mean value.

As Figure 1 (B) shows, the view initially shows
parallel horizontal axes of foundation models and
provides a density chart over each axis, which rep-
resents the distribution of log-likelihoods computed
by the corresponding model on given text data. It
also shows a median and interquartile plot below
each density plot. Since log-likelihood scores of
the same sentences were computed by different
models, the view can turn into parallel coordinates
to show the differences in scores. Once users spec-
ify a range of log-likelihood scores by setting a
filter on an axis of a foundation model, the view
shows only the sentences that satisfy the condition,
as Figure 2 (B) shows. Furthermore, it shows lines
across axes, where each line representing a sen-
tence is displayed as a series of connected points
along the axes, representing foundation models.

Users can use the view to explore the distribu-
tions of subgroups defined by users. First, users
can set multiple filters along the corresponding axes
to only show sentences that meet the user-defined
requirements. Figure 2 (B) shows that a few sen-
tences that fall within the narrow score ranges set
on the two axes of BERT and RoBERTa exhibit a
significantly wider distribution on the other axis,
ALBERT. Second, users can summarize the distri-
bution of sentences by categories. Once users select
a bias category in the predefine checkboxes of bias
categories, as Figure 2 (A) shows, the view shows
parallel bands (Kwon et al., 2018) that summarize
parallel coordinates using median and interquartile
plots along each axis for selected points. Finally,
users can also type a new sentence in the text box,
thereby creating a new data point for test data, the
system feeds it to given foundation models, and
then the view shows the distribution of the pseudo-
log-likelihood scores of the new sentence as a red
polyline across the axes, as Figure 2 (D) shows.

3.2 Table of Sentences

The table view shows the details of the input sen-
tence data as Figure 1 (C) shows. Users can de-
cide which columns to show by including the field
names as a list when calling the Finspector function.
As mentioned earlier, the view is tightly connected
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Figure 2: Description of how Finspector can be used to explore models: (A) the highlight feature highlights
corresponding sentences in colors corresponding to bias categories, and the split feature shows box plots of
stereotype and non-stereotype sentences; (B) users can set filters on foundation model axes on the distribution view;
(C) users select sentences in the sentence embedding view with a lasso selection; (D) users type their own sentences
to see their log probabilities inferred by the given foundation models.

to other views via interactivity. For one, when
users hover their mouse cursor over a single row,
the corresponding line appears in the distribution of
log-likelihoods and the sentence embedding view.
In a reverse manner, when filters are set or removed
in the distribution view or the sentence embedding
view, the table view also shows only the sentences
that satisfy the conditions. When users select a
category in the panel, the table highlights the corre-
sponding rows in a respective color as Figure 2 (A)
shows. Using the table view, users can read the
sentence selected from other views and check the
log probability scores of it.

3.3 Sentence Embeddings

Sentence embeddings show similarities and differ-
ences among the input sentences using a scatterplot
as shown in Figure 1 (D). Users can choose any
dimensionality reduction algorithm (e.g., t-SNE,
UMAP, PCA) and any features of sentences to gen-
erate embeddings for sentences. Once they plug in
the 2-dimensional vectors of sentences, the view
can generate a scatter plot. They can interpret the
groups of sentences in proximity based on the in-
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put data and the algorithm used. Users can also
hover over individual sentences which makes the
two other views highlight the hovered item. The
sentence embeddings view also shows selected sen-
tences when filters are set in the distribution view
or a row was hovered in the table view. Users can
also lasso-select multiple sentences in proximity
so that they are filtered and highlighted in the dis-
tribution view and the table view, respectively, as
Figure 2 (C) shows.

4 Use cases: Inspecting Foundation
Models using the paraphrased
CrowS-Pairs Dataset

In this section, we demonstrate how Finspector can
be used to discover informative insights about foun-
dation models and datasets. Note that the insights
reported here are preliminary hypotheses so should
not be taken as proven facts. This section aims
to describe how interactive visualizations of Fin-
spector help users to explore the fairness of large
language models.

In this use case, we used the CrowS-Pairs dataset
for the analysis (Nangia et al., 2020). To increase
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Figure 3: The use case shows insights that can be discovered using Finspector: (A) when a filter is applied to the
range of -5 to -4 on ALBERT, the parallel coordinates show differences in the distribution of log probabilities; (B)
the box plot shows the differences in score between stereotype and non-stereotype sentences by models; (C) & (D)
with small changes to the gender, the user-generated sentence results in different log probabilities.

the sample size, we generated 10 paraphrased
sentences per each given sentence using Pega-
sus (Zhang et al., 2019) and ensured that there are
no duplicates. Then, we generated the pseudo-log-
likelihood measure using each of the three foun-
dation models, BERT, ALBERT, and RoBERTa,
per sentence. Then, for the sentence embedding
view, we used a dimensionality reduction algo-
rithm, t-SNE (Van der Maaten and Hinton, 2008),
to project the log-likelihood score vector into two
dimensions. As Figure 1 shows, we plugged in
the model checkpoints downloaded from Hugging
Face, the paraphrased CrowS-Pairs dataset, and the
2d representation vectors generated from t-SNE to
launch Finspector.

Initially, the three Foundation models show sim-
ilar distributions of log probabilities, but the score
of ALBERT is slightly lower than those of the two
other models as shown in Figure 1 (B). In particu-
lar, a small bump between -4 and -5 indicates there
are a considerable amount of sentences that deem
unlikely from ALBERT. Overall, the sentence em-
bedding view shows that there are several groups
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that share the distribution across three models.

We set a filter by drawing a rectangular box be-
tween the values of -5 and -4 on ALBERT. Fig-
ure 3 (A) shows parallel coordinates of sentences
satisfying the requirement. Notably, the sentences
that had lower than -4 in log probabilities on AL-
BERT tended to have higher values around -3.5
and -2.5 on BERT or RoBERTa. The sentences em-
bedding view shows that the selected sentences are
clustered at the bottom part. We decided to select
the bottom region by hovering sentences near the
cluster and found sentences that show similar pat-
terns with wider differences in scores. In the case
of one sentence, “I know the whites are correct, I
said warmly.”, scores were -3.3, -3.4, and -.6.6, for
BERT, RoBERTa, and ALBERT, respectively.

We decided to explore differences in the log
probabilities among bias categories using the split
and highlight features of Finspector. The distri-
bution view shows differences in the score of AL-
BERT between a pair of base and stereotype sen-
tences of the disability category, as Figure 3 (B)
shows. The stereotypical sentences appear more



likely than the base sentences. For instance, the
log probability of “A person with mental illness
laughed at a bird” by ALBERT is -2.4. On the other
hand, “A person laughed at a bird” by ALBERT
is -3.8. However, the other models did not show
similar trends: -2.7 (BERT), -2.3 (RoBERTa) for
the stereotypical sentence, and -2.4 (BERT), -2.2
(RoBERT?a) for the base sentence. We switched the
gear to see general differences among categories.
The parallel band view shows that the log proba-
bilities of sentences in the age category tend to be
higher than those in the race-color category.
Lastly, we decided to generate some customized
sentences. We wrote a gender-stereotype sentence,
“Housekeeping and childcare are women’s respon-
sibility.”, and its counterpart, “‘Housekeeping and
childcare are men’s responsibility.” The log proba-
bility score by RoBERTa shows some differences
as the score of the stereotypical sentence is -1.5,
which is higher than that of the counterpart, -2.0.
We also wrote another gender-stereotype sentence,
“Jane is the most probable candidate for the CEO
position because of her leadership, credibility, and
humility.”, and compared it to its counterpart, “John
is the most probable candidate for the CEO position
because of his leadership, credibility, and humility.”
As Figure 3 (C) & (D) show, the log probabilities
of the sentence including the gender stereotype
appear to show higher log probabilities than the
counterpart, across all three foundation models.

5 Discussion

In this paper, we introduce an interactive visualiza-
tion system called Finspector, which helps users to
explore pre-trained large language models by eval-
uating the pseudo-log-likelihood measures com-
puted on text data. Adopting the workflow from
our previous approach (Kwon and Mihindukula-
sooriya, 2022; Nangia et al., 2020), the system al-
lows users to inspect biases and fairnesses of given
models applied to sentences that manifest signs of
stereotypes. Finspector is developed for interactive
computing environments like Jupyter to help users
constantly evaluate models while improving their
effectiveness and fairness before deploying them
for practice. This paper describes the views and fea-
tures of Finspector to accomplish the goals, which
can be useful for future researchers and designers
to develop similar systems in the future.

Our work of a human-centered approach for fair-
ness inspection of LL.Ms opens new research av-
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enues for interdisciplinary research between Al,
Visualization, and other fields. One future research
area is to build interactive visualization systems
that help users evaluate the impact of biases in foun-
dation models on various downstream tasks. Nu-
merous large language models undergo fine-tuning
or prompt-tuning processes, such as text classifi-
cation, entity recognition, and language transla-
tion. Latent fairness and bias issues in language
models can propagate through the pipeline so that
fine-tuning or prompt-tuning the foundation mod-
els may generate undesirable outcomes. Therefore,
researchers need to examine the relationship be-
tween bias and fairness in base models and the
performance outcomes of fine-tuning or prompt-
tuning these models on specific tasks. Interactive
visualizations can be developed for researchers to
conduct systematic evaluations of the associations
between bias and performance.

Another future work can investigate the robust-
ness of pseudo-log-likelihood scoring as a bias mea-
sure for foundation models adapted to various tasks.
We consistently discover some cases where foun-
dation models generate some problematic issues in
sentences that contain stereotypical characteristics
with one category (e.g., black) versus another (e.g.,
white). One key area to measure the robustness is to
identify new ways to improve the robustness of log-
likelihood scoring as a bias measure for foundation
models. It is also important to collect a benchmark
dataset containing the stereotype sentence pairs in a
systematic manner. Ultimately, such investigation
will help us develop an evaluation metric that can
be widely used before fine-tuning and deploying it
for downstream tasks.

In this work, we focused on language models
pre-trained using masked-language modeling ob-
jectives, i.e., mainly encoder-only models such as
BERT, RoBERTa, and ALBERT, which can be used
to generate conditional pseudo-log-likelihood mea-
sures. There are two other families of language
models. First, decoder-only autoregressive models,
such as GPT, are pre-trained by predicting the sub-
sequent word in a sequence based on the preceding
words or employing the next-sentence-prediction
approach (Radford et al., 2018). Second, there are
encoder-decoder or sequence-to-sequence models
such as BART (Lewis et al., 2020) or T5 (Raffel
et al., 2020). Finspector is generalizable to these
different types of architectures given that a met-
ric can be formulated to measure the likelihood



of a given sentence in the language model. For
instance, for GPT-like language models, (Salazar
et al., 2020) use log probability score. In the fu-
ture, we plan to incorporate foundation models
from other families, including decoder-only and
encoder-decoder models, into Finspector.

To inspect such models in the current Finspector
framework, users need to develop ways to generate
a log-likelihood-equivalent measure per sentence
or we can adapt the visualization framework to fit
the next-sentence-prediction models and evaluate
their biases in different ways. As part of our future
research, we plan to investigate various visual an-
alytics approaches for inspecting the fairness and
biases in models pre-trained using various model-
ing objectives and architecture.

6 Impact Statement

Our tool is designed to help users evaluate the fair-
ness and biases of foundation models or large lan-
guage models. Such a tool can help researchers and
practitioners visually investigate biases in large lan-
guage models for further discussion and remedy.
Presentation of Finspector can facilitate discussion
of human-centered approaches to detecting and re-
solving fairness issues in various large language
models. However, readers should also note that
there is no guarantee to discover all biases or fair-
ness issues by using the tool. We hope that the
design of the tool described in the paper can inspire
future technologies that can help evaluate the bias
and fairness of foundation models.
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Abstract

The field of Question Answering (QA) has
made remarkable progress in recent years,
thanks to the advent of large pre-trained
language models, newer realistic benchmark
datasets with leaderboards, and novel algo-
rithms for key components such as retriev-
ers and readers. In this paper, we introduce
PRIMEQA: a one-stop and open-source QA
repository with an aim to democratize QA re-
search and facilitate easy replication of state-
of-the-art (SOTA) QA methods. PRIMEQA
supports core QA functionalities like retrieval
and reading comprehension as well as auxil-
iary capabilities such as question generation.
It has been designed as an end-to-end toolkit
for various use cases: building front-end ap-
plications, replicating SOTA methods on pub-
lic benchmarks, and expanding pre-existing
methods. PRIMEQA is available at: https:
//github.com/primeqa.

1 Introduction

Question Answering (QA) is a major area of in-
vestigation in Natural Language Processing (NLP),
consisting primarily of two subtasks: information
retrieval (IR) (Manning, 2008; Schiitze et al., 2008)
and machine reading comprehension (MRC) (Ra-
jpurkar et al., 2016, 2018; Kwiatkowski et al.,
2019a; Chakravarti et al., 2020). IR and MRC
systems, also referred to as retrievers and read-
ers, respectively, are commonly assembled in an
end-to-end open-retrieval QA pipeline (OpenQA
henceforth), which accepts a query and a large doc-
ument collection as its input and provides an an-
swer as output (Chen et al., 2017; Lee et al., 2019;
Karpukhin et al., 2020; Santhanam et al., 2022b).
The retriever first identifies documents or passages
(i.e., contexts) that contain information relevant to
the query, from which the reader then extracts a
precise answer. Alternatively, the reader can also

*Corresponding author: avi@us.ibm.com
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be generative and leverage large language models
(LLMs) (Ouyang et al., 2022; Chung et al., 2022).
Despite rapid progress in QA research, software
to perform and replicate QA experiments have
mostly been written in silos. At the time of this
writing, there is no central repository that facil-
itates the training, analysis and augmentation of
state-of-the-art (SOTA) models for different QA
tasks at scale. In view of the above, and with
an aim to democratize QA research by providing
easy replicability, here we present PRIMEQA: an
open-source repository! designed as an end-to-end
toolkit. It offers all the necessary tools to easily
and quickly create a custom QA application. We
provide a main repository that contains easy-to-use
scripts for retrieval, machine reading comprehen-
sion, and question generation with the ability to
perform training, inference, and performance eval-
uation. Additionally, several sibling repositories
offer features for easily connecting various retriev-
ers and readers, as well as for creating a front-end
user interface (UI). PRIMEQA has been designed
as a platform for QA development and research,
and encourages collaboration from all members
of the QA community—from beginners to experts.
PRIMEQA has a growing developer base with con-
tributions from major academic institutions.

The following is a summary of our contributions:

* We present PRIMEQA, a first-of-its-kind
repository for comprehensive QA research. It
is free to use, well-documented, easy to con-
tribute to, and license-friendly (Apache 2.0)
for both academic and commercial usage.

* PRIMEQA contains easy-to-use implementa-
tions of SOTA retrievers and readers that are
at the top of major QA leaderboards, with ca-
pabilities to perform training, inference and
performance evaluation of these models.

* PRIMEQA provides a mechanism via ac-
companying repositories to create custom

1https: //github.com/primeqga
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OpenQA applications for industrial deploy-
ment, including a front-end UL

* PRIMEQA models are built on top of Trans-
formers (Wolf et al., 2020) and are available
on the Hugging Face Model Hub.?

* PRIMEQA has readers that can leverage
SOTA LLMs such as InstructGPT (Ouyang
et al., 2022) via external APIs.

2 Related Work

One of the largest community efforts for NLP soft-
ware is Papers with Code (Robert and Thomas,
2022). Their mission is to create a free and open
resource for NLP papers, code, datasets, methods
and evaluation tables catering to the wider NLP
and Machine Learning community and not just QA.
Even though the QA section includes over 1800
papers with their code, the underlying software
components are written in various versions of both
PyTorch and TensorFlow with no central control
whatsoever and they do not communicate with each
other. These disjoint QA resources hinder replica-
bility and effective collaboration, and ultimately
lead to quick “sunsetting” of new capabilities.

Recently, Transformers (Wolf et al., 2020) has
become one of the most popular repositories among
NLP users. However, while being widely adopted
by the community, it lacks a distinct focus on QA.
Unlike PRIMEQA, it only supports one general
script for extractive QA and several stand-alone
Python scripts for retrievers. Similarly FairSeq (Ott
et al., 2019) and AllenNLP (Gardner et al., 2018)
also focus on a wide array of generic NLP tasks
and hence do not solely present a QA repository.
They do not support plug-and-play components for
users custom search applications. Several toolk-
its exist that cater to building customer-specific
search applications (NVDIA, 2022; Deepset, 2021)
or search-based virtual assistants (IBM, 2020).
However, while they have a good foundation for
software deployment, unlike PRIMEQA, they lack
the focus on replicating (and extending) the latest
SOTA in QA research on public benchmarks which
is an essential component needed to make rapid
progress in the field.

3 PRIMEQA

PRIMEQA is a comprehensive open-source re-
source for cutting-edge QA research and develop-
ment, governed by the following design principles:

2https ://huggingface.co/PrimeQA
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Core Models Extensions

Retriever

Dr.DECR * (Lietal., 2022)

BM25 (Robertson and Zaragoza, 2009)
DPR  (Karpukhin et al., 2020)
CoIBERT (Santhanam et al., 2022b)

Reader

General MRC* (Alberti et al., 2019b) ReasonBERT (2021)

FiD (Izacard and Grave, 2020) OmniTab (Jiang et al., 2022a)
Boolean* (McCarley et al., 2023) MITQA* (Kumar et al., 2021)
Lists

Tapas (Herzig et al., 2020a)

Tapex (Liu et al., 2021)

Question Generation

Table QG (Chemmengath et al., 2021)
Passage QG
Table+Passage QG

Table 1: A non-exhaustive list of core PRIMEQA mod-
els for the three main supported tasks (left) and their
various extensions (right) available on our Hugging
Face model hub: https://huggingface.co/PrimeQA.
* SOTA leaderboard systems.

e Reproducible: Users can reproduce results re-
ported in publications and extend those approaches
with PRIMEQA reader or retriever components to
perform an end-to-end QA task. The PRIMEQA
components are listed in Table 1.

e Customizable: We allow users to customize and
extend SOTA models for their own applications.
This often entails fine-tuning on users custom data.
e Reusable: We aim to make it straightforward for
developers to quickly deploy pre-trained off-the-
shelf PRIMEQA models for their QA applications,
requiring minimal code change.

e Accessible: We provide easy integration with
Hugging Face Datasets and the Model Hub, allow-
ing users to quickly plug in a range of datasets and
models as shown in Table 1.

PRIMEQA in its entirety is a collection of four
different repositories: a primary research and repli-
cability’ repository and three accompanying repos-
itories*>+% for industrial deployment. Figure 1
shows a diagram of the PrimeQA repository. It
provides several entry points, supporting the needs
of different users, as shown at the top of the figure.
The repository is centered around three core compo-
nents: a retriever, a reader, and a question gen-
erator for data augmentation. These components
can be used as individual modules or assembled
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Figure 1: The PRIMEQA Repository: the core components and features.

into an end-to-end QA pipeline. All components
are implemented on top of existing Al libraries.
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Each of the three core PRIMEQA components sup-
ports different flavors of its corresponding task, as
we detail in this section.

The Core Components

3.1.1 Retriever: run_ir.py

Retrievers predict documents (or passages) from a
document collection that are relevant to an input
question. PRIMEQA has both sparse and SOTA
dense retrievers along with their extensions, as
shown in Table 1. We provide a single Python
script run_ir. py that can be passed arguments to
switch between different retriever algorithms.
Sparse: BM25 (Robertson and Zaragoza, 2009) is
one of the most popular sparse retrieval methods,
thanks to its simplicity, efficiency and robustness.
Our Python-based implementation of BM25 is pow-
ered by the open-source library PySerini.

Dense: Modern neural retrievers have utilized
dense question and passage representations to
achieve SOTA performance on various benchmarks,
while needing GPUs for efficiency. We currently
support ColBERT (Santhanam et al., 2022b) and
DPR (Karpukhin et al., 2020): both fine-tune pre-
trained language models to train question and pas-
sage encoders (Devlin et al., 2019; Conneau et al.,
2020). They utilize FAISS (Johnson et al., 2017)
for K-nearest neighbor clustering and compressed
index representations, respectively. They support
multilingual retrieval with the question and the doc-
uments being in the same (Lee et al., 2019; Longpre
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et al., 2021) or different languages (cross-lingual)
(Asai et al., 2021).

3.1.2 Reader: run_mrc.py

Given a question and a retrieved passage—also
called the context—a reader predicts an answer
that is either extracted directly from the context
or is generated based on it. PRIMEQA supports
training and inference of both extractive and gen-
erative readers through a single Python script:
run_mrc.py. It works out-of-the-box with differ-
ent QA models extended from the Transformers
library (Wolf et al., 2020).

Extractive: PRIMEQA'’s general extractive reader
is a pointer network that predicts the start and end
of the answer span from the input context (Devlin
et al., 2019; Alberti et al., 2019b). It can be initial-
ized with most large pre-trained language models
(Devlin et al., 2019; Liu et al., 2019; Conneau et al.,
2020). In addition, our reader is extremely versatile
as it can provide responses to questions with list
answers (Khashabi et al., 2021), yes/no responses
to Boolean questions (Clark et al., 2019, 2020a;
Kwiatkowski et al., 2019b), answer spans found
in tables (Herzig et al., 2020b) and in multimodal
(text+image) documents (Mathew et al., 2021). Ex-
amples of several extractive readers along with their
extensions are provided in Table 1.

Generative: PRIMEQA provides generative read-
ers based on the popular Fusion-in-Decoder (FiD)
(Izacard and Grave, 2020) algorithm. Currently, it
supports easy initialization with large pre-trained
sequence-to-sequence models (Lewis et al., 2019;
Raffel et al., 2022). With FiD, the question and the
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retrieved passages are used to generate relatively
long and complex multi-sentence answers provid-
ing support for long form question answering tasks,
e.g., ELI5 (Petroni et al., 2021; Fan et al., 2019).

3.1.3 Question Generation: run_qg.py

Data augmentation through synthetic question gen-
eration (QG) helps in generalization of QA mod-
els (Alberti et al., 2019a; Sultan et al., 2020), es-
pecially when labeled data is not available for the
target domain. It can be applied in a variety of set-
tings, including domain adaptation (Shakeri et al.,
2021; Gangi Reddy et al., 2021, 2022), domain
generalization (Sultan et al., 2022) and few-shot
learning (Yue et al., 2022). PRIMEQA’s QG com-
ponent (Chemmengath et al., 2021) is based on
SOTA sequence-to-sequence generation architec-
tures (Raffel et al., 2022), and supports both un-
structured and structured input text through a single
Python script run_qg. py.

Unstructured Input: Our first variant of QG is a
multilingual text-to-text model capable of generat-
ing questions in the language of the input passage.
It fine-tunes a pre-trained TS language model (Raf-
fel et al., 2022) on publicly available multilingual
QA data (Clark et al., 2020b).

Structured Input: Our second variant learns QG
over tables by fine-tuning TS (Raffel et al., 2022) to
generate natural language queries using the Table
QA dataset (Zhong et al., 2017a). Given a table,
PRIMEQA uses a controllable SQL sampler to ob-
tain SQL queries and then applies the trained table
QG model to generate natural language questions.
Semi-structured Input: PRIMEQA also supports
QG over tables and text by fine-tuning T5 (Raffel
et al., 2022) to generate natural language queries
from table+text context. The training data is
obtained using the publicly available HybridQA
dataset (Chen et al., 2020).

3.2 Entry Points

We cater to different user groups in the QA com-
munity by providing different entry points to
PRIMEQA, as shown in Figure 1.

e Top-level Scripts: Researchers can use the top
level scripts, run_{ir/mrc/qg}.py, to reproduce
published results and train, fine-tune and evaluate
associated models on their own custom data.

e Jupyter Notebooks: These demonstrate how to
use built-in classes to run the different PRIMEQA
components and perform the corresponding tasks.
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They are useful for developers and researchers who
want to reuse and extend PRIMEQA functionalities.
e Inference APIs: The Inference APIs are pri-
marily meant for developers, allowing them to use
PRIMEQA components on their own data with only
a few lines of code. These APIs can be initialized
with the pre-trained PRIMEQA models provided in
the HuggingFace hub, or with a custom model that
has been trained for a specific use case.

e Service Layer: The service layer helps devel-
opers set up an end-to-end QA system quickly by
providing a wrapper around the core components
that exposes an endpoint and an API.

e UI: The Ul is for end-users, including the non-
technical layman who wants to use PRIMEQA ser-
vices interactively to ask questions and get answers.

3.3 Pipelines for OpenQA

PRIMEQA users can build an OpenQA pipeline and
configure it to use any of the PRIMEQA retrievers
and readers in a plug-and-play fashion. This is fa-
cilitated through a lightweight wrapper built around
each core component, which implements the infer-
ence API (one of the PRIMEQA entry points). An
example of such a pipeline can be connecting a
ColBERT retriever to a generative reader based on
LLMs such as those in the GPT series (Brown et al.,
2020; Ouyang et al., 2022) or FLAN-TS5 (Chung
et al., 2022), providing retrieval-augmented gener-
ative QA capabilities. The retriever in this setting
can provide relevant passages that can constitute
part of the prompt for the LLM; this encourages
answer generation grounded in those retrieved pas-
sages, reducing hallucination. Other pipelines can
also be instantiated to use different retrievers (e.g.,
DPR, BM25) and readers (e.g., extractive, FiD)
that are available through our model hub.

4 Services and Deployment

Industrial deployment often necessitates running
complex models and processes at scale. We use
Docker to package these components into micro-
services that interact with each other and can be
ported to servers with different hardware capabil-
ities (e.g. GPUs, CPUs, memory). The use of
Docker makes the addition, replacement or dele-
tion of services easy and scalable. All components
in the PRIMEQA repository are available via REST
and/or gRPC micro-services. Our Docker contain-
ers are available on the public DockerHub and can
be deployed using technologies such as OpenShift
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Figure 2: PRIMEQA’s end-to-end application. Each container contains a development (blue), build (yellow) and

deployment (green) stack.

and Kubernetes.

In addition to the main PrimeQA repository, we
provide three sibling repositories for application
deployment:

primega-ui is the front-end UI. Users can per-
sonalize this by adding custom organization
logos or changing display fonts.

primega-orchestrator is a REST server and
is the central hub for the integration of
PRIMEQA services and external components
and the execution of a pipeline. For instance,
the orchestrator can be configured to search
a document collection with either a retriever
from PrimeQA such as ColBERT, or an exter-
nal search engine such as Watson Discovery.’

create-primeqa-app provides the scripts to
launch the demo application by starting the
orchestrator and UI services.

Figure 2 illustrates how to deploy a QA applica-
tion at scale using the core PrimeQA services (e.g.
Reader and Retriever) and our three sibling reposi-
tories. We provide this end-to-end deployment for
our demo, however users can also utilize PrimeQA
as an application with their own orchestrator or UL

Figure 3 shows an OpenQA demo application
built with the PRIMEQA components. In addi-
tion to providing answers with evidence, our demo
application features a mechanism to collect user

7https ://www. ibm.com/cloud/watson-discovery
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feedback. The thumbs up / down icons next to each
result enables a user to record feedback which is
then stored in a database. The user feedback data
can be retrieved and used as additional training data
to further improve a retriever and reader model.

5 Community Contributions

While being relatively new, PRIMEQA has already
garnered positive attention from the QA community
and is receiving constant successful contributions
from both international academia and industry via
Github pull requests. We describe some instances
here and encourage further contributions from all
in the community. We provide support for those
interested in contributing through a dedicated slack
channel 3, Github issues and PR reviews.

Neural Retrievers: ColBERT, one of our core neu-
ral retrievers, was contributed by Stanford NLP.
Since PRIMEQA provides very easy entry points
into its core library, they were able to integrate
their software into the retriever script run_ir.py
independently. Their contribution to PRIMEQA
provides SOTA performance on OpenQA bench-
marks by performing ‘late interaction’ search on
a variety of datasets. They also contributed Col-
BERTV2 (Santhanam et al., 2022b) and its PLAID
(Santhanam et al., 2022a) variant. The former re-
duces ColBERT index size by 10x while the latter
makes search faster by almost 7x on GPUs.

8https://ibm.biz/pga-slack
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Figure 3: A custom OpenQA search application built with PRIMEQA. Additional screenshots are in Appendix A.

Few-shot Learning: The SunLab from Ohio
State University added few-shot learning capabili-
ties within PRIMEQA . Their contribution, Rea-
sonBERT (Deng et al., 2021), provides a pre-
trained methodology that augments language mod-
els with the ability to reason over long-range re-
lations. Under the few-shot setting, ReasonBERT
in PRIMEQA substantially outperforms RoBERTa
(Liu et al., 2019)-based QA systems. PRIMEQA
gives any researcher or developer the capability
to easily integrate this component in their custom
search application e.g. a DPR retriever and a Rea-
sonBERT reader.

Table Readers: Beihang University and Microsoft
Research Asia contributed Tapex (Liu et al., 2021)
as the first generative Table reader in PRIMEQA.
Tapex proposes a novel table pre-training strat-
egy based on a neural SQL executor and achieves
SOTA on Wiki-SQL (Zhong et al., 2017a) and
Wiki-TableQuestions (Pasupat and Liang, 2015a).
They utilize the Transformers (Wolf et al., 2020)
sequence-to-sequence trainer for seamless integra-
tion into PRIMEQA. LTI CMU’s NeulLab con-
tributed OmniTab (Jiang et al., 2022b), which
employs an efficient pre-training strategy lever-
aging both real and synthetic data. This integra-
tion happened organically as OmniTab builds on
top of Tapex in PRIMEQA. Currently, their model
yields the best few-shot performance on Wiki-
TableQuestions, making it also an appropriate can-
didate system under domain shift.

Custom Search for Earth Science: NASA re-
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searchers created a custom search application for
scientific abstracts and papers related to Earth Sci-
ence which received global attention’. First, using
the top level scripts in PRIMEQA, they trained an
OpenQA system on over 100k abstracts by train-
ing a ColBERT retriever and an extractive reader.
Then, they were able to quickly deploy the search
application using the create-primeqa-app and make
it available publicly'”.

6 Conclusion

PRIMEQA is an open-source Question Answering
library designed by researchers and developers to
easily facilitate reproduciblity and reusability of ex-
isting and future work in QA. This is an important
contribution to the community, as it provides re-
searchers and end users with easy access to state-of-
the-art algorithms in the rapidly progressing field
of QA. PRIMEQA also provides off-the-shelf mod-
els that developers can directly deploy for their
custom QA applications. PRIMEQA is built on top
of the largest open-source NLP libraries and tools,
can incorporate LLLMs through external APIs, and
provides simple Python scripts as entry points for
easy reuse of its core components. This straight-
forward access and high reusability has already
garnered significant traction in the community, en-
abling PRIMEQA to grow organically as an impor-
tant resource for rapid progress in QA.

*https://www.nextgov.com/emerging-tech/2023/02/ibm-
nasa-will-use-ai-improve-climate-change-research/382437/
http://primeqa.nasa-impact.net/qa
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Ethics and Broader Impact
6.1 Broader Impact

PRIMEQA is developed as a one-stop and open-
source QA repository with an aim to democratize
QA research by facilitating easy replication and ex-
tension of state of the art methods in multilingual
question answering and developments. QA is mov-
ing fast with the launch of state-of-the-art (SOTA)
retrievers, readers and multi-modal QA models.
However, there are two key hurdles which slow the
adoption of the SOTA models by the community,
which are (1) hard to reproduce for researchers
and (2) involves a learning curve for developers to
use in custom applications. PRIMEQA solves both
the problems by providing multiple access points
for different user groups for their easy adoption.
PRIMEQA is licensed under Apache 2.0 and thus
open to use in both academia and industry. There-
fore, PRIMEQA can have an impact on the whole
NLP community or more broadly any user working
on NLP applications.

6.2 Ethical Considerations

The models available in PRIMEQA might inherit
bias based on available training data in public do-
main. Such bias, if any, is in general present in the
models contributed to PRIMEQA and not specific
to PrimeQA. Therefore, the usage of PRIMEQA
should be approached with the same caution as
with any NLP model.

PRIMEQA supports easy access for researchers
and developers to use state-of-the-art models and
even customize them on their own data. However,
PRIMEQA does not control the type of data the
model will be exposed to in a custom environment.
The general assumption is that these models will
be used for rightful purposes in good faith.
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A Appendix
A.1 PrimeQA Applications

Figure 4 shows a screen-shot of three PrimeQA ap-
plications. Tables 2 and 3 provide lists of supported
datasets and some important PRIMEQA links.

Datasets

OpenNQ

XOR-TyDi (Asai et al., 2021)
SQuAD (Rajpurkar et al., 2016)
TyDiQA (Clark et al., 2020b)

NQ (Kwiatkowski et al., 2019c)
ELI5

SQA (Iyyer et al., 2017)

WTQ (Pasupat and Liang, 2015b)
DocVQA (Mathew et al., 2021)
WikiSQL (Zhong et al., 2017b)

Table 2: A list of some of the supported datasets in
PrimeQA

Retriever Simple Python script
Reader Inference APIs
Unstructured QG Inference APIs
Pipeline Inference APIs

Table 3: Links to PrimeQA
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"’)\ PrimeQA (v}
@  Retrieval (S N
uestion
ORI Questi
What are the sources of black carbon in the atmosphere?
a 5 documents from articles
Title: Document 0
Text: Black carbon, also known as soot, emitted from combustion of fuels and biomass burning absorbs Confidence: 100%
solar radiation in the atmosphere and is one of the major causes of global warming, after carbon Score:27.21875
dioxide emissions. When black carbon is deposited on snow and ice, the soot-covered snow or ice Was tf\is .
absorbs more sunlight, leading to surface warming. Due to the large amount of snow and ice in the R H
Arctic—which has warmed twice as fast as the global average over the past century—the region is useful?
likely to be especially sensitive to black carbon. :
Title: Document 1
Text: Black carbon, or soot, is the second most important anthropogenic driver of global climate change, Confidence: 93%
taking a backseat only to carbon dioxide. Whether from wood in a cookstove, coal in a power plant, Score:27.140625
or trees charred by a wildfire, black carbon is produced by the incomplete combustion of organic Was this
matter. Once it gets into the environment, black carbon lowers the albedo when it settles on land, Al & )
increasing warming and enhancing snow and ice melt. In the atmosphere, black carbon both helps useful?
and inhibits the formation of clouds. :
B) PrimeQA )
@  Reading 0O 3 B
Q Demographically, Warsaw was the most diverse city in Poland, with significant numbers of foreign-born residents.[121] In addition to the Polish majority, there was a
large and thriving Jewish minority. According to the Imperial Census of 1897, out of the total population of 638,000, Jews constituted 219,000 (equivalent to 34%).
[122] Prior to the Second World War, Warsaw hosted the world's second largest Jewish population after New York — approximately 30 percent of the city's total
[ population in the late 1930s.[51] In 1933, 833,500 out of 1,178,914 people declared Polish as their mother tongue.[123] There was also a notable German

[124] The ethnic of y Warsaw is to the diversity that existed for nearly 300 years.[51] Most of the modern-day

population growth is based on internal migration and urbanisation.

Question

How many of Warsaw’s inhabitants spoke Polish in 1933?

Question

How many of Warsaw’s inhabitants spoke Polish in 1933?

Found 3 answers matching your question.

Answer

833,500

v Evidence

Confidence: 100%

Was this answer useful? 5 T
'“)\ PrimeQA 0
@  Question Answering 0O ®m 8
Q What is the name of the Voldem
_ Found 10 answers matching your question.
Answer
flasii Confidence: 83%
A BidERED Source Book7
Document:  Paragraph 1148
Voldemort dropped his gaze once more to the wand in his fingers. It troubled him ... and xvszsf:[]js answer s) L]

those things that troubled Lord Voldemort needed to be rearranged. ... “Go and fetch
Snape.” “Snape, m-my Lord?” “Snape. Now. I need him. There is a — service — I require
from him. Go.” Frightened, stumbling a little through the gloom, Lucius left the room.
Voldemort continued to stand there, twirling the wand between his fingers, staring at it.
“It is the only way, Nagini,” he whispered, and he looked around, and there was the great
thick snake, now suspended in midair, twisting gracefully within the enchanted, protected
space he had made for her, a starry, transparent sphere somewhere between glittering
cage and tank. With a gasp, Harry pulled back and opened his eyes; at the same moment
his ears were assaulted with the screeches and cries, the smashes and bangs of battle.
“He’s in the Shrieking Shack. The snake’s with him, it’s got some sort of magical
protection around it. He’s just sent Lucius Malfoy to find Snape.”

Figure 4: PrimeQA Applications
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Abstract

Chinese modern poetry generation has been
a challenging task. One issue is the Chi-
nese word segmentation (CWS) which is crit-
ical to comprehend the Chinese language but
was not always considered in common tok-
enization methods. Another is the decoding
(sampling) method which may induce repeti-
tion and boredom and severely lower the di-
versity of the generated poetry. To address
these issues, we present Lingxi, a diversity-
aware Chinese modern poetry generation sys-
tem. For the CWS issue, we propose a novel
framework that incorporates CWS in the tok-
enization process. The proposed method can
achieve a high vocabulary coverage rate with a
reasonable vocabulary size. For the decoding
method and the diversity issue, we propose a
novel sampling algorithm that flattens the high
likelihood part of the predicted distribution of
the language model to emphasize the compar-
atively low-likelihood words and increase the
diversity of generated poetry. Empirical result-
s show that even when the top 60% of cumula-
tive probability mass of the predicted distribu-
tion is flattened, our method achieves compa-
rable or even better performance than baseline
sampling methods. Our system is available at
http://lingxi. websitel.

1 Introduction

Chinese modern poetry generation has been a chal-
lenging natural language processing (NLP) task.
One issue is the Chinese word segmentation (CWS)
problem. Unlike English words that are naturally
delimited by white spaces, Chinese words do not
have explicit word delimiters. Since different CWS
strategies may completely change the semantics
of Chinese words, CWS is always crucial for hu-
mans to comprehend the Chinese language and is
regarded as a critical Chinese NLP task. Despite its
*Corresponding author.

*Video demonstration is available at https://
youtu.be/ofNTZFCM4DQ.
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importance, CWS is always ignored in benchmark
tokenization methods such as byte pair encoding
(BPE, Gage, 1994; Sennrich et al., 2016) or uni-
gram language model (Unigram LM, Kudo, 2018),
as well as in recent researches on Chinese poetry or
lyric generation (e.g., systems by Lee et al., 2019,
Zhang et al., 2020, and Zhang et al., 2022). A criti-
cal issue is that the rendered vocabulary from CWS
tends to exhibit an extremely long “tail”, which
demands additional techniques to process before
being incorporated into the language model.

Another challenge is the high diversity require-
ment for poetry generation. The task is unique com-
pared with common neural generation tasks, which
try to predict the correct answers from the training
corpus and focus on the fluency of the generated
texts. Concretely, a piece of easily understood and
highly fluent poetry with high-likelihood words
might not always be considered poetic, while se-
mantically ambiguous poetry with low-likelihood
words might be diversified and creative. We consid-
er the diversity issue from the view of the decoding
(sampling) algorithm of the language model. The
widely acknowledged golden methods include the
nucleus sampling (Holtzman et al., 2020), top-k
sampling (Fan et al., 2018; Holtzman et al., 2018),
and temperature sampling, which have been proved
to be able to control the quality and diversity of gen-
erated texts. However, in our system, these golden
methods might occasionally generate boring and
repetitive samples with low diversity, severely hurt-
ing the quality of the generated poetry. Thus it
inspires us to explore novel decoding algorithms to
address the diversity issue for poetry generation.

To address these challenges, we present
Lingxi, a diversity-aware Chinese modern poetry
generation system with the following features. For
the CWS issue, we propose a novel framework that
incorporates CWS in the tokenization process. The
proposed method not only leverages the human
knowledge from the CWS model but also com-
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bines the advantage of frequency-based tokeniza-
tion methods, which can achieve a high coverage
rate of the vocabulary while maintaining a reason-
able vocabulary size. For the high-diversity issue,
we propose a novel decoding (sampling) method,
namely the nucleus sampling with flattened head
(NS-FH) algorithm. It flattens the high-likelihood
part of the predicted distribution to suppress the
high-likelihood words and emphasize the less like-
ly words to improve the diversity of the generated
poetry. Surprisingly, we find that even if the top
60% of cumulative probability mass of the vocabu-
lary’s distribution is flattened, the model achieves
comparable or even better performance than base-
line methods.

2 The CWS Framework for Chinese
Modern Poetry Corpus

2.1 The “Long-tail” Issue of CWS

0 2500

5000 7500 10000 12500

Rank of Word in Vocabulary

15000 17500 20000

Figure 1: Comparison of the cumulative coverage rate
of the vocabulary. The original vocabulary produced by
CWS (colored in blue) has a total size of more than 3
million, and the top 20,000 words in the vocabulary has
a coverage rate of only 90%. With the proposed frame-
work, the vocabulary coverage rate can be increased to
nearly 100% (colored in red) while maintaining a suit-
able vocabulary size (less than 20,000).

Following the pre-training/fine-tuning paradigm,
we collect about 3,500 published books of Chi-
nese novels as the pre-training corpus, aiming at
Chinese literary language modeling. Then we col-
lect about 220,000 passages of Chinese modern
poetry and lyrics as the fine-tuning corpus. To
build the vocabulary, most researchers directly ap-
ply frequency-based tokenization methods such as
byte pair encoding (BPE, Gage, 1994; Sennrich
et al., 2016) or unigram language model (Unigram
LM, Kudo, 2018) without considering the Chi-
nese word segmentation (CWS) issue, which is a
critical Chinese NLP task and can be modeled by
supervised learning (Liu et al., 2014; Yan et al.,
2020; Qiu et al., 2020; Duan and Zhao, 2020). De-
spite these advances, it is still difficult to directly
deploy CWS into the tokenization process due to
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the “long-tail” issue. Figure 1 illustrates the cu-
mulative coverage rate of the vocabulary (sorted
by the word frequency) of our corpus produced
by the CWS software THULAC (Sun et al., 2016).
It generates a large vocabulary (containing about
3.6 million words) with a very long low-frequency
“tail”, which grows slowly to the coverage rate of
the vocabulary and takes a nonnegligible portion
of coverage. In our case, the top 20,000 words
take about 90% coverage on the corpus, and the
remaining 3.6 million minus 20,000 words take the
remaining 10% coverage, which satisfies Zipf’s law
(Zipf, 1949). Truncating the “tail” would result in a
low coverage rate and too many “unknown” tokens.

2.2 Proposed CWS Framework

To handle the “long-tail” issue, we propose the
following heuristic algorithm, which segments the
“tail” into “subwords” using words from the top
portion of the vocabulary.

Step 1: Use the CWS tool THULAC to process
the corpus and acquire the vocabulary, sort it by
the word frequency, and choose a top portion of the
vocabulary as the basic vocabulary.

Step 2: For the out-of-vocabulary (OOV) word-
s, use the basic vocabulary to segment them into
subwords. For subwords outside the basic vocabu-
lary, add them to the basic vocabulary. If an OOV
word has different segmentation strategies, deter-
mine by choosing the largest likelihood product of
subwords.

Step 3: Sort the expanded basic vocabulary, and
choose a top portion as the final vocabulary.

Let V denote the vocabulary of the corpus
produced by the CWS model. For each word
w € V, its frequency and likelihood are denot-
ed by n(w) and p(w), which satisfy p(w)
n(w)/ > ey n(w). Sort V by p(w), then choose
the top portion of the vocabulary with cumula-
tive coverage rate being P; (referred to as “top
P;”) to construct the basic vocabulary Vpasrc.
The rest of words in V' (“tail”) are denoted by
Vasic. To process V BasiC, segment each word
in Vgasic using words in Vpag7c. During this
process, a word might have different segmentation
strategies. To solve the segmentation ambiguity, let
S(w) = {wy, we, ...}, w; € Veasrc denote a seg-
mentation of word w € V gag7c with an ordered
sequence of token w;. We choose the segmenta-
tion strategy with the largest likelihood product,
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(23,296 words) to get the final vocabulary (17,589 words). Its coverage is
closeto 1.

Figure 2: Illustration of the proposed CWS framework for Chinese modern poetry.

i.e., argmaxg(y) [ [,es(w) P(w). If any word out-
side Vpasrc is found in the segmentation, add it
to Vpasrc. After all words in V gag7c are pro-
cessed, Vpasrc will be expanded to cover all the
corpus. Sort the expanded Vg 457¢ by its updat-
ed word likelihood and choose the top P; of the
vocabulary as the final vocabulary Vrry 1. The
process is described in Algorithm 1.

Algorithm 1 The proposed CWS Framework
Input: Training Corpus
Output: VFINAL
I: Acquire V' by THULAC, sort V by p(w),
choose top P; of V as Vpag1c, and its com-
plement as V gag7c.
for each w € Vgasrc do
Find all possible segmentations {S(w)}
S*(w) < argmaxg(y) [ [yesqw) P(W)
for each w* € S*(w) do
Add w* to Vgasro if w* §§ VBasic

A A R o

Update p(w). Sort Vpasrc by p(w), choose

top P of Vpasic as VrinaL
return Vernar

After all words in V gag7c are processed, all
sub-words outside Vg as5rc will be added to the
vocabulary. In this way, Vg a57¢ will be expanded
to cover all information in the corpus, and all OOV
words can be segmented into in-vocabulary sub-
words. All information will be kept during this
process with no “unknown” tokens. And in the
last step, only sub-words with a very low word
frequency that are rarely used will be filtered out
and replaced with “unknown” tokens. In this way,
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the final vocabulary will achieve a high coverage
rate with a suitable size. The entire process is
shown in Figure 2. It combines the CWS model
with frequency-based tokenization methods and
can generate a vocabulary with suitable size and
high coverage rate. In our case, the coverage rate
of the final vocabulary is close to 1.0 (larger than
1 — 107%, see Figure 1), with a vocabulary size
being 17,589.

Since we have two different training corpora,
we seek to leverage the word frequency feature
from both corpora. For Step 1, we choose the top
90% of the vocabulary from a) both corpora and
b) the fine-tuning corpus only, then merge them
as the basic vocabulary. This emphasizes the fine-
tuning corpus to benefit its generation task. The
size of basic vocabulary merged in Step 1 is 12,643.
After Step 2, the vocabulary size is expanded to
23,296. In Step 3, we drop words with a frequency
lower than a) 100 on both corpora and b) 10 on the
fine-tuning corpus and acquire the final vocabulary
with 17,589 words. By observation, the dropped
words in Step 3 are all extremely rare single-length
Chinese words.

3 The Diversity-aware Sampling

We train an auto-regressive Transformer language
model on the two collected corpus for generation
(see the appendices for the model details). As is
widely acknowledged, the decoding module plays
a crucial role in neural text generation. Stochas-
tic sampling methods such as nucleus sampling
(Holtzman et al., 2020), top-k sampling (Fan et al.,
2018; Holtzman et al., 2018) and temperature sam-



pling can generate texts with higher diversity than
traditional decoding methods such as beam search.
Recent advances such as MIROSTAT (Basu et al.,
2021) and typical sampling (Meister et al., 2023)
use adaptive filtering on top of these methods. How-
ever, in our model, we observe that traditional algo-
rithms occasionally generate boring and repetitive
poetry with low diversity, thus severely hurting the
quality of generated poetry.

! top q mass |
! |
! |
'
! |
! |
! |
! |
! |
! |
1

-4

Distribution
mmm Before Rescaling
mmm After Rescaling

Likelihood

I I l (R TET
Sorted Vocabulary
The high-likelihood part (top q) of the distribution is flattened.

Figure 3: Illustration of the proposed NS-FH algorithm,
which flattens and rescales the high-likelihood part of
the predicted distribution to emphasize less likely word-
s and increase the diversity of generated poetry.

Recent research has revealed that the low-
diversity issue can stem from the high-likelihood
part of the predicted distribution (Holtzman et al.,
2020; Basu et al., 2021), which is not fully lever-
aged by traditional sampling methods. We consider
the intuition for poetry composing that fluent po-
etry with too many high-likelihood words can be
boring (i.e., the boredom trap, Basu et al., 2021);
in contrast, semantically ambiguous poetry with
surprising and low-likelihood words can be cre-
ative and poetic (e.g., poems by James Joyce or
Marcel Proust). Inspired by this, we propose a
novel sampling algorithm to emphasize the less
likely words on the predicted distribution to in-
crease the diversity. We leverage the notion of
nucleus sampling (NS) by defining an additional
filtering parameter denoted by ¢ to identify the
high-likelihood part (“head”) of the vocabulary, de-
noted by V"¢ Then we propose to flatten and
evenly redistribute the probability mass for Ve,
to emphasize the “comparatively low likelihood”
words in the “head”. For the low-likelihood part
of the distribution (“tail”’), we adopt nucleus sam-
pling with parameter p (p > ¢) to truncate the “tail”
like the tradition. Stochastic sampling is conducted
on the flattened and rescaled distribution for all
sampling steps. The above method is referred to
as nucleus sampling with flattened head (NS-FH)
algorithm. The diversity gain of the algorithm is
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controlled by ¢, which determines the boundary of
Vhead The algorithm is illustrated in Figure 3.

The proposed algorithm has a close relationship
with nucleus sampling. Their truncation mecha-
nisms on the predicted distribution are identical-
ly based on the threshold {p, ¢} of the cumula-
tive probability density function. And our method
features in using an additional threshold ¢ to de-
termine another smaller portion of the predicted
distribution and flattening their probability densi-
ty function. And since g is also a threshold for
the cumulative probability density function, the
flattening manipulation will not affect low-entropy
distributions that only contain an “unquestionably
correct” word which takes most of the probability
mass, thus not hurting the fluency of the generat-
ed poetry. We later show in the empirical results
that the proposed method can closely follow the
behavior of nucleus sampling when using a small
value of g while exhibiting higher diversity when
setting a large value of ¢, achieving diversity-aware
sampling.

4 Demonstration and Evaluation

4.1 System Interface

The system interface and poetry example are shown
in Figure 4. We provide a plain mode and an ad-
vanced mode. For the plain mode, input the poetry
prompt, choose the diversity parameter with the
slider, and hit the “submit” button to get a gener-
ated poetry. By default, the system uses the pro-
posed NS-FH algorithm as the decoding method.
In the advanced mode, we implemented the three
golden sampling methods (nucleus sampling, top-k
sampling, and temperature sampling) as well as
two novel sampling methods (MIROSTAT by Basu
et al., 2021 and typical sampling by Meister et al.,
2023) for users to choose and compare.

4.2 TImpact of Sampling Algorithms

It is noteworthy that the performance of the sam-
pling algorithm is highly dependent on the sam-
pling hyperparameter. To illustrate and compare
their impact on the generated poetry, we take ad-
vantage of the quality-diversity trade-off feature
(Nadeem et al., 2020; Zhang et al., 2021; Basu
et al., 2021). By tuning the hyperparameter for one
sampling algorithm, the quality (fluency) metric
and the diversity metric of the generated poetry
form a trade-off curve in which an increase in the
diversity metric will decrease the fluency metric.
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Figure 4: The system interface and generated poetry sample of Lingxi.

Such a feature demands a holistic picture of the
trade-off curve by traversing the hyperparameter
space and evaluating automatic metrics on the gen-
erated poetry to reveal the nature of the algorith-
m. As a result, we leverage the trade-off feature
by aligning corresponding metrics on a 2D plane
throughout our evaluation.

Concretely, we use every poetry title from the
validation set as the input prompt for generation,
which results in 15,218 generations per sampling
algorithm per hyperparameter. We choose the flu-
ency metric as the perplexity (PPL) of generated
poetry (lower score indicates higher fluency but
more boredom). We then choose the following
three diversity metrics: the Zipf coefficient (Zipf,
1949; Newman, 2005) which reflects the sloping
tendency of the word frequency distribution (lower
score indicates a flatter distribution and higher di-
versity); the entropy of n-gram distribution (Zhang
et al., 2018) which reflects the diversity of n-grams
(higher score indicates less repeating n-grams and
higher diversity); the self-BLEU score (Zhu et al.,
2018; Holtzman et al., 2020) which reflects the
overlapping tendency among different generated
poetry passages (lower score indicates less over-
lapping and higher diversity). We calculate the
human-level metrics from the validation set as the
reference point.

Results for the fluency-diversity trade-off curves
are shown from Figure 5 to Figure 7. We show
regions around the human (reference) metric point
for a clear view (see Figure 10 to Figure 14 in
the appendix for full curves). Results show that
the human-level metric of Chinese modern poetry
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Figure 5: The trade-off curve for Zipf coefficient (diver-
sity |) against perplexity. Although all methods loose-
ly converge to the (reference) point, traditional
methods must greatly relax their sampling parameter-
s(p = 0.99, k£ = 2000,t > 0.9, m > 6, 7 = 0.99),
i.e., almost degrade to pure sampling to achieve human-
level metrics. With a small diversity parameter, our
method (NS-FH, ¢=0.20) has a similar trajectory to nu-
cleus sampling; with a large diversity parameter, our
method (NS-FH, ¢=0.60) exhibits higher diversity (low-
er curve) than other methods in most cases (only ex-
cept for typical sampling with 7 0.10), achieving
diversity-aware sampling.

suggests a high diversity requirement (low Zipf
coefficient, high entropy of n-gram, and low self-
BLEU score). To achieve human-level diversity,
traditional methods must greatly relax their sam-
pling parameter and almost degrade to pure sam-
pling (sampling on the original predicted distribu-
tion with no filtering) for maximum diversity. By
contrast, our method controls the trade-off curve
by tuning the diversity parameter g without fully
relaxing the filtering. When using a small value of
q = 0.20, our method closely follows the trajectory
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Figure 6: The trade-off curve for the entropy of 4-gram
distribution (Ent-4, diversity 1) against perplexity. All
methods exhibit close trajectories with each other and
converge to the (reference) point. Our method
( ) can also achieve the diversity upper
bound achieved by typical sampling with 7 0.1,
meanwhile its trade-off curve still stays close to the ref-
erence point.
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Figure 7: The trade-off curve for self-BLEU 5 (diver-
sity |) against perplexity. While all methods exhibit
close trajectories near the (reference) point, our
method ( ) achieves the highest diversity
boundary (lowest metric in the lower right region).

of nucleus sampling and converges to the reference
point; when using a large value of ¢ = 0.60, our
method achieves a comparable or higher diversi-
ty metric to traditional methods without deviating
from the reference point. These results indicate that
our method can achieve diversity-aware sampling
with good metric performance.

Note a very interesting behavior of the NS-FH al-
gorithm that by setting ¢ = 0.60 (colored in green),
i.e., the top 60% of cumulative probability mass of
the predicted distribution is completely flattened
and ignored, the trade-off curve does not drift away
from the human-level metric point (see the perfor-
mance degradation of sampling algorithms illustrat-
ed in Figure 3 by Nadeem et al., 2020), while even
achieving higher diversity metrics and boundaries
in most cases. This suggests that in our task with
a high requirement for diversity, the probability of

68

high-likelihood words on a “flat” distribution with
high entropy can be ignored. Completely flattening
the distribution and ignoring the predicted probabil-
ity of high-likelihood words can counter-intuitively
achieve comparable or better results with higher
diversity. By inference, such a method might be
suitable for other artistic generation tasks like mu-
sic or drawings that require high diversity.
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Figure 8: The trade-off curve for p(Ent-4 < 4.0) ({)

against perplexity. Similar to the results of previous

diversity metrics, our method achieves a lower metric

boundary than traditional methods (except for typical

sampling with 7 < 0.3) and still converges to the
(reference) point.

Also, note the stochastic nature of the sampling
methods, which yields a stochastic trajectory of
tokens with variational quality. Under the same
sampling parameter and conditions, the generated
poetry might occasionally be repetitive and wordy.
So we focus on the distribution of the entropy of
n-gram metric to investigate the repetition tenden-
cy. We calculate p(Ent-4 < n), which reflects the
chance that the generated poetry has the entropy of
n-grams lower than the threshold 7. Empirically,
we set n = 4 to get a meaningful observation. Re-
sults are shown in Figure 8. They show that naive
sampling parameters for traditional methods easily
result in more repetition, e.g., nucleus sampling
with p = 0.80 has p(Ent-4 < 4) ~ 0.24. Simi-
lar to previous results, traditional methods have to
greatly relax the filtering parameter or degrade to
pure sampling to approach human-level repetition
tendency. By contrast, our method with ¢ = 0.60
achieves a lower curve (less repetition chance) than
most methods and also stay close to the reference
point. This indicates that our method with a high
diversity parameter can grant less repetition as well
as maintain a close relationship of repetition ten-
dency to human behavior without fully relaxing the
filtering.



4.3 Rhyming Feature
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Figure 9: The trade-off curve for the entropy of
rhyming word distribution against the fluency metric.
Results show that our method has on-par rhyming per-
formance with all traditional methods.

We also consider an additional metric to re-
flect the rhyming feature of the generated po-
etry. Similar to the entropy metric, we calcu-
late the entropy of rhyming word distribution
by E{_ log Prhyme (SL‘)}, where Prhyme (x) is the
rhyming word frequency distribution (higher score
indicates higher diversity but less rhymed). Simi-
larly, we plot the fluency-rhyming trade-off curves
in Figure 9. The results show that our method
achieves on-par rhyming performance with all base-
line methods. It indicates that the flattening manip-
ulation of our method does not hurt the rhyming
feature of the generated poetry, despite that our
method flattens the top portion of the cumulative
probability mass of the predicted distribution.

Since rhyming is an important feature for com-
posing Chinese modern poetry, we provide an ad-
ditional function to control the rhyme of the gen-
erated poetry. In the advanced mode of LingXi,
we adopt a re-ranking and replacing mechanism
for rhyming. During the generation process, once
a [NEWLINE] symbol was generated, we try to re-
place its previous token with a rhyming one. We
create hypotheses by combining each token from
the vocabulary that fits the requirement of the cho-
sen rhyme with a [NEWLINE] token, recalculate
the average perplexity of the combined tokens (hy-
pothesis), and choose the hypothesis with the low-
est average perplexity to replace the generated one.
One issue is that there might be cases in which all
hypotheses have high perplexity (low likelihood).
So we set an additional threshold that the hypoth-
esis must have an average perplexity lower than
the threshold to trigger the replacement. If none of
the hypotheses meet the requirement of the thresh-
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old, the generation remains unrevised. The above
method can achieve a trade-off between rhyming
and fluency by tuning the perplexity threshold. Em-
pirically, we set the threshold to 50 to achieve a
good performance. Although the method cannot
guarantee that all generated lines of poetry meet the
rhyming requirement, it features in its flexibility to
plug into all decoding methods implemented in our
system without modifying the language model or
the algorithms.

5 Conclusion

We present Lingxi, a diversity-aware Chinese
modern poetry generation system. To address the
CWS issue, we propose a novel framework that
combines CWS with the frequency-based method,
which can create a vocabulary with a suitable size
and high coverage. To increase the diversity of gen-
erated poetry, we propose nucleus sampling with
flattened head (NS-FH) algorithm which achieves
controllable diversity with on-par or better perfor-
mance compared to traditional sampling methods.
The proposed sampling algorithm provides a new
approach to increase the diversity of neural text
generation via the decoding module, which might
be beneficial for artistic generation cases that have
high requirements for the diversity or novelty.
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A Model Configuration, Training Details
and Supplementary Results

Detailed configurations and parameters of our
model are listed in Table 1. For special to-
kens, the [TITLE] token is added directly af-
ter the title of each poetry passage in the fine-
tuning corpus to capture the title feature. The
[START-OF-PASSAGE] token is added before
the starting token of the first poetry line. We cre-
ate a replica for each poetry passage excluding
the title and [TITLE] token, and mix them with
the original corpus as data augmentation. The
[NEWLINE] token is added at the end of each poet-
ry line in replace of the newline character, and the
[END-OF-PASSAGE] token is added at the end of
each poetry passage. English words and letters are
assigned [UNK-EW] tokens. Other unknown word-
s and sub-words are assigned [UNK] tokens. For
poetry passages longer than the maximum context
length, we create training samples using a sliding
window with stride being half of the maximum
context length. We split train/validation/test sets
using the common ratio of 85%/7%/8% (token ra-
tio for the pre-training corpus, passage ratio for the
fine-tuning corpus).

The model is an auto-regressive Transformer de-
coder, using cross entropy as the training loss. The
training process is developed using the Hugging-
face library by Wolf et al. (2019). It achieves
monotonic convergence of perplexity (PPL) on the
validation set of the pre-training corpus at the end
of the pre-training steps. We choose the best fine-
tuning epoch of the model with the lowest PPL on
the validation set of the fine-tuning corpus as the
final model. For the generated poetry, their full
metric trade-off curves for all sampling hyperpa-
rameters and sampling algorithms are shown from
Figure 10 to Figure 14.
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Parameters Value
number of Transformer layers 24

number of Transformer attention heads 16
embedding size 1,024
vocabulary size 17,589
maximum context length 128
number of network parameters 330 million
pre-training epochs 20
fine-tuning epochs 10

batch size per GPU 32

number of training GPUs

pre-training learning rate

fine-tuning learning rate

learning rate decay

warm-up steps

optimizer

weight decay

PPL on validation set after pre-training
best fine-tuning epoch

best PPL on fine-tuning validation set

8 NVIDIA® GeForce® RTX 2080 Ti

2 x 1074

{1x107°,2x 107}

linear decay

1% of total steps

Adam optimizer (Kingma and Ba, 2014)
0.01

17.58

epoch 4, learning rate being 2 x 10°
16.75

full sampling hyperparameter space
for the trade-off curves from Figure 10
to Figure 14.

p € {0.5,0.6,0.7,0.8,0.9,0.95,0.99, 1}
q€{0.2,0.4,0.6},p >¢q

k € {10, 20, 50, 100, 200, 500, 1000, 2000 }

t € {0.6,0.7,0.8,0.9, 1.1}

m € {2,3,4,5,6}

7€ {0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,0.99}

Zipf Coefficient

Table 1: Model configuration, training details and sampling parameters
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Abstract

Scientific literature is always available in
Adobe’s Portable Document Format (PDF),
which is friendly for scientists to read.
Compared with raw text, annotating directly
on PDF documents can greatly improve
the labeling efficiency of scientists whose
annotation costs are very high. In this paper,
we present Autodive, an integrated onsite
scientific literature annotation tool for natural
scientists and Natural Language Processing
(NLP) researchers. This tool provides six
core functions of annotation that support
the whole lifecycle of corpus generation
including i)annotation project management,
ii)resource management, iii)ontology man-
agement, iv)manual annotation, v)onsite
auto annotation, and vi)annotation task
statistic. Two experiments are carried out
to verify efficiency of the presented tool.
A live demo of Autodive is available at
http://autodive.sciwiki.cn, and a video demo
http://autodive.sciwiki.cn/introVideo/introduce-
v1.0.mp4. The source code is available at
https://github.com/Autodive.

1 Introduction

Influential applications such as AlphaFold2
(Jumper et al.,, 2021), and mobile robotic
chemist(Burger et al., 2020) rely on high-quality
databases and domain knowledge, some of which
are constructed from scientific literature. The tradi-
tional method of building such databases still needs
the manual annotation of numerous professionals.
With the development of scientific research and the
enhancement of interdisciplinary integration, the
number of scientific articles has increased explo-
sively, which also requires the annotators who are
assigned to build the domain-specific database to
have a suitable background and are familiar with an-
notation of literature data. Some research attempts
to assist the manual annotation process with the

*Correspond Author
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intelligent natural language model, such as Named
Entity Recognition (NER) and Relation Identifica-
tion (RI). The intelligent method can automatically
extract knowledge from articles, and form high-
quality databases after expert proofreading (Cruse
et al., 2022; Yan et al., 2022). However, the per-
formance of the general model in specific fields
is not satisfactory, and the construction of a spe-
cific intelligent model needs high-quality databases.
Thus, An easy-to-use annotation tool with a graph-
ical user interface that allows the labeling of text
efficiently and consistently is crucial and necessary.

Annotation tools play a crucial role during
the database-making process in the field of biol-
ogy(Lopez-Fernandez et al., 2013), material(Corvi
et al., 2021), and chemistry(Swain and Cole, 2016).
Although the majority of released annotation tools
mainly focus on the annotation of multimedia such
as image and video, there are still text annotation
tools such as AnnlE(Friedrich et al., 2021), TS-
ANNO(Stodden and Kallmeyer, 2022) and Doc-
cano(Nakayama et al., 2018). However, most of
the tools need to convert the input file from PDF
format to plain text, which may cause additional
labor costs for resource preparation. Moreover, the
annotation of specific data required professionals
with knowledge of different fields. Compared with
raw text, annotating directly on PDF documents
conforms to the reading habits of the professionals
with the original images, tables and layout informa-
tion and can greatly improve the labeling efficiency
of them whose annotation costs are very high. We
refer to this need as Onsite Annotation, which
includes the abilities to display and direct annotate
on the original PDF documents.

To meet the needs of professionals on direct an-
notation, the new tool should support direct sci-
entific literature annotation in PDF format. That
means this tool should display the original liter-
ature in PDF format directly, so users can read
the complete PDF content in the annotation inter-
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face, where they annotate the entity and relation
of scientific literature through scheduled annota-
tion operation. In this way, this tool retains the
layout information of the original PDF literature
to fit the reading habits of annotators. Different
from traditional text annotation projects, scientific
annotation projects require annotation tools to pro-
cess long literature, annotate complex entities and
export appropriate annotation results to a formed
database.

Besides onsite annotation, integration is also a
valuable factor during the design of the tool. First,
the existing domain-specific ontology should be
easily integrated which can reduce the time costs
of ontology design. Second, the tool should be
well integrated with existing and new Named-entity
Recognition (NER) models flexibly. Third, integra-
tion with existing file systems or literature collec-
tions, such as Pubmend Central and self-organized
document folders, should also be valued. By inte-
grating with an existing data source, a researcher
can deploy this tool locally without leakage of un-
published or copyrighted documents.

Hence, we propose an open-sourced annotation
tool Autodive, with its contributions summarized
below:

(1) Onsite Annotation. Autodive supports on-
site annotation of PDF documents for professionals.
They can annotate directly on PDF documents, and
get instant visual feedback.

(2) Integration. Autodive can integrated exter-
nal modules that may assist the whole annotation
process, including corpus management, ontology
construction, manual and intelligent annotation.

(3) Domain Verified. The effectiveness has been
verified by two tasks, including catalytic material
annotation and scientific dataset annotation.

2 Architecture

The overall architecture of Autodive is shown in
Fig.1 with three layers which are Data Source,
Server Layer, and Frontend. The core component
of Autodive is the Server Layer. Data Source
Adapter can integrate specific Data Sources such
as Pubmed Central or File System with Autodive.
Three core server-side engines play important roles.
The first is the Regular Expression Parsing Engine.
It can help Autodive extract entities by predefined
regular expressions. The second is the Ontology
Management Engine. It can load and parse ontol-
ogy files with OWL format and save the designed
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Figure 1: Architecture of Autodive.

ontology to OWL or self-defined JSON files. The
third engine is the NER Model Management Engine.
It is a model base that is extendable and friendly to
newly trained NER models. The annotation engine
is the bridge between the server-side and the fron-
tend. This engine provides locating and feedback
of entities. Frontend is implemented mainly using
a progressive JavaScript framework Vue.js.

As shown in Fig.2, the complete literature in
PDF format is shown on the right part of the anno-
tation page of Autodive, where annotators can read
the literature and annotate the entity. Users click
the mouse to select words on the displayed PDF
document, and click the right mouse to select the
type of entities or relationships. When connecting
two annotated entities, users can annotate relation
of them. Shortcut-key annotation is allowed for
the increase of efficiency of the annotation project.
All identified or annotated entities and relations are
listed in the entity-label-list and relation-label-list
with predefined ontology.

3 Modules

Autodive integrates management, annotation, and
optimization through six modules and is specially
built for scientific literature annotation projects.
Users use the Project Management module to de-
velop and manage personalized annotation projects.
The Resource Management module allows users
to manage their own literature resources pool. The
Ontology Management module pre-defines the
knowledge ontology, which is defined and stan-
dardized by the annotation project administrator.
The basic components for annotating are the Man-
ual Annotation module and the Auto Annotation
module. Trained automatic annotation models are
saved in the background in order to improve the
productivity of manual annotation work. Finally,



Entity label Relatio Page: + 6/ 15 BERT: Pre-training of Deep Bidirectional Transformers for Language Understan oo oo
ding.pdf -7 -
label:
Resource L AR}
author Shorteut :A
( . QQH QNLI...x l COLAI STS- BI MRPC| RTE.
030 System MNLI-(m/me) ST2 KiE
pemmmmmEmEmEmEmEEEmm———— 1 392k 363k 108k 67k 8BSk 57K sk 25k
Ontology [ o 1 BILSTM...x 80.6/80.1 G T
1 l 1 BILSIM+ELMo+Attn  76.4/76.1 648 798 904 360 B
I | dataset @ teut :D ummom 82.1/81.4 703 874 913 454 800 ¢ £
H ! P e  Cl. Auto Annotatlon ;
------------------ BERT L axce 86.7/85.9 TLL 927 949 605 B6S iyyrieipuipiiasgecogeesssesnes sl
m Table 1: GLYE, C;;“—A ored by the evaluation server (ntg am m %
The number §elf GLUE...x |notes the number of ftraining ¢ mn is slightt AifFarant
model Shorteut :B
than the offiqfal SCot ser Wk 1GP STS-B,
8’ ] v Shortcut :M model, singlqtask. F1 scor e ed for STS-B, and
Permission (] = accuracy scores are reported for the ulhcr Tasks. We exclude entries that use BEKI as one of their components. @ @
> z ) =)
¥ | 3 3
LA s}
[ om} We use a batch size u[! GLUE..x Jne for 3  Wikipedia containing the answer, the task is to
® e G} epochs over the data for all asks: For cach _predict the answer text span in the passage
( organizatign Shortcut :0 task, we selected the best fine-tuning lear§ Dev..x | As shown in Figure 1, in the question an pas-...x =
— (among Se-5, 4e- BERT..X 'e-5) on the DEVSEL  ing task, we represent the input question and pas-
r A4 Additionally, for LaRGE We found that fine-  say a single packed wq\leme with lhe \|n\~
= . tuning was sometuiics unstable on small datasy ti the. 2 i she. nassasie.u
= B1. Auto Annotation by S0 we ran \L\ermlmw
- . e best moget-onthe Dev set. Wi C2. Manual Annotation
RE and dictionary we use fh .
- e fhe
=) form different fi¢ Choose label cl. St O ThE BASWER $pan 1S Computed ay i ot prod:
j-_-; sifier layer initiad T uct between T; and S followed by :wfmm\ over
= Resulfs are j'—-—-— Both  all of the words in the paragraph: P; = o =
S RERT" “I: ““’:‘ S5 The analogous formula is used for the end of the
Q N meon ?‘ oyt niNg cwer span. The score of a candidate span from =
. B2. Auto Annotation by B metics £ MM posion i to position ; i defined as T, + E-Tj,
< \ ’ "'”l (‘ _j‘l and the maximum scoring span where j > i is
NER model S ey chor A1 used as a prediction. The training objective is the
@ in terms of T ‘l“]' sum of the log-likelihoods of the correct start and
tention 1 ';;j end positions. We fine-tune for 3 epochs with a
GLUE...x F"‘ m”] learning rate of a batch size of 32
@ roetbod sl e Table 2 shows top leaderboard entries as well -
of 80.5, as results from top published systems (Seo et al.,
y y M 2017: Clark and Gardner, 2018; Peters et al.,
72.8 as of the d
v “‘1,AmeEQT * e [ SQUAD..x }.. 2018). The top results from the
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the results of both auto annotation(C1) and manual annotation(C2).

we created a Statistic View module for Autodive
to represent the overall progress of the annotation
project.

3.1 Project Management

The annotation lifecycle starts with the creation of
one annotation project. Autodive designs project
management module that includes project creation
and annotator administration. As shown in Fig.3(a),
users submit necessary information such as project
name while creating an annotation project. Do-
main information is also encouraged to fill out so
that the auto-annotation model can accelerate the
annotation.

There are three different kinds of roles. The cre-
ator of the project, also plays as the administrator,
has the ability to invite annotators. If the invitation
email is approved, invitees will be added straight
to the relevant annotation project as administrators
or annotators. The administrator also has the rights
to assign annotation tasks to project members.

3.2 Resource Management

For a literature annotation project, the initial and
critical step is to control which documents to be
annotated and where to find them. The quantity
and diversity of literature affect the quality of anno-
tation data, and therefore the accuracy of intelligent
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models. Autodive allows users to upload and man-
age their own literature resources pool, and form
a list of documents relating different annotation
projects by associating the literature resources with
them. Besides uploading PDF documents directly,
this tool also provides standard API (Application
Programming Interface) that can import scientists’
own literature resources.

After initialing the list of annotation resources,
the administrator can assign the annotation re-
sources to other annotators, and the annotators can
complete the follow-up task in the form of crowd-
sourcing, which is as shown in Fig.3(b).

3.3 Ontology management

Ontology means what kinds of entities and relations
to be annotated in the annotation project, which is
defined and controlled by the project administer to
fit task requirements. Well defined ontology can
enhance the efficiency of annotation. The process
of ontology design is shown in Fig.3(c). The first
basis component of ontology management is load
and design of one ontology. Considering the com-
plexity of the link between entity-labels, the same
relation-label category may distribute to numer-
ous entity-labels pairs, and multiple relation-labels
may distribute to the same entity-labels pair. The
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label-map will display everything mentioned above.
Autodive also allow users download the designed
ontology for subsequent research or application.

During the design process of ontology, Autodive
allow users upload the corresponding dictionary
and fill up the required regular expression. It is
advantageous to simplify some annotation projects
when the entity-label has a clear thesaurus to-be-
annotated terms or words that have a unified struc-
ture. Two display modes of ontology is shown in
Fig.4.
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3.4 Manual Annotation

The manual annotation of an entity in Autodive
can select raw text instead of drawing a bound-
ing box in PDF document, this mode is not like
PAWLS(Neumann et al., 2021). After selecting,
the user decides what kind of entity the text is. This
way of entity annotation is more precise, especially
in annotating text that has line wrap in document.
The manual annotation also provide a controlled
annotation of relationship. Annotator select two
annotated entity, then Autodive will recommend
possible relationship that pre-designed in ontology.
This recommendation step can also increase the
efficiency of annotation.

3.5 Auto Annotation

Autodive provides pre-annotation by three ways,
they are regular expression parsing, dictionary map-
ping, and external NER models. It is an evident
advantage for dictionary and regular expression an-
notation since they basically annotate "the proper
terms". However, when there are unavoidable out-
of-vocabulary (OOV) words in the to-be-annotated
literature, intelligent model annotation using exter-
nal NER models is a more effective choice.

It is evident that in various scientific research
domains, the model of private domain learned the
typical information during training, allowing it to
accurately recognize the label. Autodive uses the
Domain Extractor Loader and the Model Li-



B Abstract
Data is an effective for improv-
mg Ilz(' accuracy nfmndm image classifiers. However, cur-
ot = 'n implementations are manually de-
AutOAugme”t X e tlerml;z‘ a simple procedure called
AutoA to Iy search for imy
augmentation policies. In our implementation, we have de-
signed a search space where a policy consists of many sub-
policies, one of which is randomly chosen for each image
in each mini-batch. A sub-policy consists of two opera-
tions, each operation being an image processing function
such as translation, rotation, or shearing, and the probabil-
ities and magnitudes with which the functions are applied.
We use a search algorithm to find the bevt pahr\ such that
the neural neguark—ialde tha biol
on a target d§ CIFAR-10..x A
accuracy on CIFAR-10, CIFAR-|
(without additional de
accuracy of 83.5% w

data

CIFAR10

CIFAR-100

\magoth

1 s
al 0 3 mm[/ﬂrﬁm-—r*
record of 83.1%. On CIFAR=10, We u(/uu( an error rate 17/'
1.5%, which is 0.6% better than t| of-the-

mogene
e art. Augmentation policies we find' \mageNet X inween

datasets. The policy le ar/xcd on ImageNet transfers well to
crrago achieve sig, on other datasets, such as
rageN Oxford FIu' Stanford Cars X ford-IIT Pets, FGVC Air-
o craft, and Stanford Cars.

Figure 5: Auto annotation. A shows list of auto ex-
tracted labels.B displays instant auto annotation and
onsite feedback.

brary to choose specific domain prediction models.
When starting an annotation project, users should
select the corresponding field of the project. In
advance, we saved annotation models in several
scientific domains in model library. Furthermore,
when the project reaches unexcited fields, users
are prompted to select a model from the "generic
domain" and fill up the domain details.

One highlight function of the auto annotation
is Instant Auto Annotation. As shown in Fig.5,
the annotation results can be presented right on the
complete text with a single click. To support this
function, Autodive constructed a robot annotation
layer, and the annotation on the source document is
displayed in the same way as the manual annotation
results. The text parsing tool will first import the
text into the auto annotation model, and the model
will return the annotation results. The label will
then be filtered according to the ontology estab-
lished by the project, and it will be matched to the
precise spot on the document. The auto annotation
model adds a robot annotation layer to the litera-
ture display layer. The deep learning model will
undoubtedly take some time. Autodive chooses to
extract literature in advance during background free
time, saves the automatic annotation results in the
database, and then performs specific matching an-
notation based on the model domain and ontology
chosen by each announcer, reducing the waiting
time of specific users.

3.6 Statistic View

To help the administrator and annotator know the
status and progress of one annotation task, Auto-
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dive provides Personal View and Project View
in this module. In Personal View, the number and
percentage of current annotation task are provided
so that annotator can evaluate his/her task. Besides,
the number of annotated and auto-recognized en-
tity and relationship is also shown in the view. In
Project View, functions are provided to help admin-
istrator understand current progress of all annota-
tors and their assigned tasks, such as the distribu-
tion of annotated entity and relationship, number
and percentage of each annotator and his/her task,
and so on. In Project View, user can export the
corpus for further use.

4 Evaluation & Case Study

4.1 Annotation Tools Evaluation

We compared Autodive with other open sourced
annotation tools, including AnnlE(Friedrich et al.,
2021), Doccano(Nakayama et al., 2018), We-
bAnno(Yimam et al., 2013), INCEpTION(Klie
et al., 2018), PDFAnno(Shindo et al., 2018) and
PAWLS(Neumann et al., 2021), for annotation
function comparison.

In order to match the need of scientific litera-
ture annotation, we design the evaluation metrics
as bellows: The first is [A].Availability, which
includes [Al].Activity and [A2].Online Service.
The second is [B].Onsite Support, which in-
cludes [B1].Onsite PDF Display and [B2].Onsite
PDF Annotation. The third is [C].Function In-
tegration, which includes [CI].Integration with
File System, [C2].Integration with Ontology, and
[C3].Integration with Pre-annotation Model.The
last is other functions such as [D].Team Annota-
tion and [E].Statistics. A deeper description of
these metrics is given in Definition of Evaluation
Metrics.

The comparison results are shown in Tab.1. As
shown in Tab.1, Autodive is superior to most ac-
tive tools in the function of onsite PDF annotation.
PDFAnno, PAWLS, and INCEpTION have func-
tions for PDF annotation. However, PDFAnno has
not been maintained for over 3 years. Compared
with PAWLS, Autodive provides more integration
functions with file systems and NER models which
also depends on onsite annotation mode. Auto-
dive provides a different integration mode with
pre-annotation models and a more intuitive statis-
tics view when compared with the latest version of
INCEpTION.



Availability Onsite Integration Team | Statistics

Tools [A1] [A2] | [B1] [B2] | [C1] [C2] [C3]| [D] [E]
AnnlE - - - - - v - - -
Doccano v v - - v v url v v
WebAnno - - - - v v - - -
PDFAnno - - v' block - - - - -
PAWLS - v v’ block - v v - -
INCEpTION(*) v v v text v v url v -
Autodive(ours) | v (*) V v text v v v v v

Table 1: Function Comparison of Text Annotation tools. Autodive will remain active (A1) and expand to support
more formats, such as iamges and tables in documents. Onsite PDF Annotation (B2) have two different modes:
annotating by drawing a block(block) and annotating by selecting a raw text(text). Integration with Pre-annotation
Model (C3) have two different modes: directly using an external API(url) or integrated with a pre-trained model(v").
(*) the version of INCEpTION we compared is the latest stable version V26.8.

4.2 NER of Cu-based Electrocatalysts

A high-quality corpus of catalysts may assist do-
main scientists in the discovery of catalysts based
on a descriptor-optimization (Tran and Ulissi, 2018;
Zhong et al., 2020). In this case, a corpus of Cu-
based electrocatalysts for CO2 reduction has been
generated using the presented tool. At the begin-
ning of the process, one senior scientist creates an
annotation project and served as the administrator
of the project by Project Management Module.
After creating the project, the scientist finds the lit-
erature that needs annotation and assigns the litera-
ture to potential annotators using Resource Man-
agement Module. At the same time, he designs the
ontology of Cu-based electrocatalysts with this as-
sist of Ontology Management Module . There are
5 postgraduates with experience in experimental
catalysis who used the tool to construct the corpus
using Manual Annotation Module and Auto An-
notation Module. During the annotation process,
the administrator and annotators can view the rate
of progress at any time by Statistic View. After
annotation, the senior scientist exports the corpus
and review all the annotated entity and relationship.
In this real case, the corpus contains a collection
of 6,086 records extracted from 835 publications
with nine types of knowledge, including material,
regulation method, product, faradaic efficiency, cell
setup, electrolyte, synthesis method, current den-
sity, and voltage. This annotated corpus can be
accessed publicly(Wang, 2023)(Wang et al., 2023).

4.3 Auto Annotation of AI Dataset and Model

In this case, we try to demonstrate the ability of
auto annotation. A basic auto annotation project
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requires related model prepared and continuous
annotation data. In order to analyse the effect of
Auto Annotation Module quantitatively, we de-
signed an experiment with a poorly correlated pub-
lic dataset and increased proportion of annotated
data to evaluate the correctness of auto annotation,
as in a real annotation project. Firstly we trained
an annotation model using the SCiERC(Luan et al.,
2018) dataset that mainly focused on the field of
artificial intelligence. After deploying the model
to the Autodive backend, we chose a number of
abstracts from publications in the field of artificial
intelligence on paperswithcode.com to simulate the
automatic annotation effect. We designed ontology
with "Model" and "Dataset" entities. All data con-
tains 7,420 "Datasets" entities and 42,696 "Model"
entities.

Training and updating the NER model during the
annotation process helps fit the annotation project
and improve the correctness. Tab.2 displays the
results of this simulation. The zero-shot shows the
correctness without any "annotation" data. With
the updates of the auto annotation model through
increasing sample size, the increased correctness
of auto annotation module shows effectiveness of
Auto Annotation Module, which helps annotators
train their auto annotation models. As we can see,
well integrated auto annotation model might meet
the needs of scientific literature annotation, and it
may perform better in specific projects.

5 Related Work

Mariana Neves(Neves and Seva, 2021) gave a com-
prehensive review of existing document annotation
tools. It splits the criteria of document annotation


paperswithcode.com

Sample Size
zero-shot 0.2 0.5 0.8
0.32 0.55 0.82 0.90

Tools
Autodive

Table 2: Experiment Result

tools into four categories, which are publication,
technical, data, and functional. In this review, it
rates WebAnno(Yimam et al., 2013) as the best tool,
which also extends to a new human-in-the-loop tool
INCEpTION(KIie et al., 2018). It also mentioned
that the top two missing functions of current tools
are the support of document-level annotation, in-
tegration with existing corpus and pre-annotation,
especially model-based pre-annotation.

Kinds of new annotation tools are reported in
recent years. Many tools focus on specific tasks or
functions, such as TeamTat(Islamaj et al., 2020),
QuickGraph(Bikaun et al., 2022), DoTAT(Lin
et al., 2022) and FAST(Kawamoto et al., 2021).
Both task specified and common document an-
notation tools such as WebAnno(Yimam et al.,
2013), Doccano(Nakayama et al., 2018), An-
nlE(Friedrich et al., 2021) and TS-ANNO(Stodden
and Kallmeyer, 2022) need a pre-process that
convert document to pure text, which is a time-
consuming work. By consulting with domain ex-
perts, the converter process also causes confuses
reading, especially in the typeset document such as
scientific literature.

As for annotation tools for PDF docu-
ments, PDFAnno(Shindo et al.,, 2018) and
PAWLS(Neumann et al., 2021) are the two most
relevant tools with our present tool. PDFAnno con-
verts PDF documents into pure text without retain-
ing PDF structure information, whose annotation
mode is similar to our tool. However, it has not
been maintained for over 3 years. PAWLS is a re-
cent tool that supports PDF annotation with labels
and structure. It has the advantage of annotation
the meta or structural information by drawing a
bounding box rather than selecting raw text. Au-
todive is inspired by PAWLS in the requirement
of PDF annotation and surpasses it in integration
function and annotation mode.

6 Discussion

We created Autodive, a collaborative scientific lit-
erature annotation tool that offers a comprehen-
sive solution for the whole lifecycle of annotation,
especially for scientific literature annotation. In
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addition, we provide automated annotation for an-
notators and can integrated with a variety of NER
models. We found that Autodive can not only be
utilized for scientific literature, but also for any ed-
itable PDF file. Also, Autodive is released as an
open source project under Apache 2.0 license.

Autodive also has some limitations. First, accu-
racy of NER models. For text annotation projects,
a more accurate NER model can ensure the accu-
racy of auto annotation. Second, collision in team-
work. Reduce annotation disputes in annotation
projects caused by diverse knowledge perspectives
between annotators and obtain more accurate anno-
tation data. Third, there are PDF files that cannot
be changed. Some obsolete or illegible PDF docu-
ments are difficult to process and cannot be used in
the current Autodive version.

In our future project, we intend to expend the
scope of literature annotation to include graphics
and tables in addition to text. Additionally, au-
todive will support more file types, including the
ability to download in JSON/CoNLL format and to
upload plain text and pictures.
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A Definition of Evaluation Metrics

The definition of evaluation metrics among kinds
of annotation tools are shown belows.

[A] Availability. [A1] Activeness : The annota-
tion tool is still active and updated steadily. [A2]
Code Availability: The annotation tool is open
sourced.

[B] Onsite Support. [B1] Onsite PDF Display:
The annotation tool provides a complete display
with the structural information of the literature to
suit the reading habits of scientific annotators. [B2]
Onsite PDF Annotation: The annotation tool pro-
vides direct annotation on PDF documents, includ-
ing Text PDF Annotation (annotate text directly)
and Block PDF Annotation (annotate by drawing
frames).

[C] Function Integration. [C1] Integration
With File System (Resource Management): The
annotation tools has a file system which allows
resource management such as uploading files.
[C2] Integration With Ontology: The annota-
tion tool enables the definition of ontology such
as knowledge graph. [C3] Integration With Pre-
Annotation Model: The annotation tool offers pre-
annotation such as dictionary matching.

[D] Team Annotation: The annotation tool en-
ables team annotation and the management of an-
notation results for all.

[E] Statistics: The annotation tool provides
statistic view of project.

B Page Design

B.1 Project Management

Figure 6: Screenshot of project management. A is a
button of creating new annotation project. Once click
"New Project" button, user can input project and choose
pre-annotation model,just like C. B shows the list of
created annotation projects.
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B.2 Resource Management

Figure 7: Screenshot of resource management. A shows
the three steps of literature search and assign. B, C,
D gave different ways to find or import literature files,
such as direct search, using file tags or direct upload.

(O] =
o® =

Figure 8: Screenshot of annotation task assignment.
Highlighted part shows the function of assignment. Ad-
ministrator of one project have permission to assign
literature to different annotators.

B.3 Ontology Management

Figure 9: Screenshot of ontology management. A dis-
plays the list of all generated entities and relationships.
B visualizes the constructed ontology. C is the interac-
tive interface of entity design. In this interface, project
owner can define a regular expression or upload a dictio-
nary, so that Autodive can pre-annotate by the regular
expression or dictionary.



B.4 Annotation

@

A1 Auto Annotation by |
RE and dictionary

> B2. Manual Annotation

Figure 10: Screenshot of annotation. Similar to Fig.
4A1 and A2 demonstrate usage of three auto annotation
functions, while B1 and B2 show the results of both
auto annotation(B1) and manual annotation(B2).

B.5 Statistic View

A.Task Overview

B.Label Overview

C.Task Summary

Figure 11: Screenshot of Personal View. Personal view
allows annotator to see his/her own annotation status. A
shows an overview of assigned task, including number
of completed tasks, ongoing tasks and to-do tasks. B
shows all the number of annotated or extracted entities
and relationships. C shows a comparison between com-
pleted tasks and incomplete tasks on weekly view.

. |

A. Label Overview

B. Annotator Stastistics

Figure 12: Screenshot of Project View. Project view
allows administrator to see overall annotation status
and each annotator’s progress. A shows summarized
overview of all annotators. B shows each annotator’s
annotation progress.
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C Demo Access

A live demo of Autodive is available at
http://autodive.sciwiki.cn. The live demo pro-
vides two languages, English and simplified Chi-
nese, which depends on the language setting
of the web browser. It is allowed to con-
vert language via the "head" button in the top
right corner. We also provide a video demo
at http://autodive.sciwiki.cn/intro Video/introduce-
v1.0.mp4. The source code is available at
https://github.com/Autodive. We provide a test ac-
count in the live demo using username test and
password autodive. In this demo, we linked a re-
source library with dozens of open access (OA)
scientific literature.

To use Autodive in production environment,
users can also sign up with their own email ad-
dress, upload their own literature that needs annota-
tion, create personalized annotation project, assign
an annotator, and complete their annotation task.
Users can also deploy Autodive in their own server
with personal literature collections.


http://autodive.sciwiki.cn
http://autodive.sciwiki.cn/introVideo/introduce-v1.0.mp4
http://autodive.sciwiki.cn/introVideo/introduce-v1.0.mp4
https://github.com/Autodive/autodive-frontend

A Practical Toolkit for Multilingual Question and Answer Generation

Asahi Ushio and Fernando Alva-Manchego and Jose Camacho-Collados
Cardiff NLP, School of Computer Science and Informatics, Cardiff University, UK
{UshioA, AlvaManchegoF ,CamachoColladosJ}@cardiff.ac.uk

Abstract

Generating questions along with associated an-
swers from a text has applications in several
domains, such as creating reading comprehen-
sion tests for students, or improving document
search by providing auxiliary questions and
answers based on the query. Training models
for question and answer generation (QAG) is
not straightforward due to the expected struc-
tured output (i.e. a list of question and answer
pairs), as it requires more than generating a sin-
gle sentence. This results in a small number
of publicly accessible QAG models. In this pa-
per, we introduce AutoQG, an online service
for multilingual QAG, along with 1mqg, an all-
in-one Python package for model fine-tuning,
generation, and evaluation. We also release
QAG models in eight languages fine-tuned on
a few variants of pre-trained encoder-decoder
language models, which can be used online via
AutoQG or locally via Imqg. With these re-
sources, practitioners of any level can benefit
from a toolkit that includes a web interface for
end users, and easy-to-use code for develop-
ers who require custom models or fine-grained
controls for generation.

1 Introduction

Question and answer generation (QAG) is a text
generation task seeking to output a list of question-
answer pairs based on a given paragraph or sen-
tence (i.e. the context). It has been used in many
NLP applications, including unsupervised question
answering modeling (Lewis et al., 2019; Zhang
and Bansal, 2019; Puri et al., 2020), fact-checking
(Ousidhoum et al., 2022), semantic role labeling
(Pyatkin et al., 2021), and as an educational tool
(Heilman and Smith, 2010; Lindberg et al., 2013).
The most analysed setting in the literature, how-
ever, has been question generation (QG) with pre-
defined answers, as this simplifies the task and
makes the evaluation more straightforward.
Despite its versatility, QAG remains a challeng-
ing task due to the difficulty of generating compo-

Dante Gabriel Rossetti, was an English poet, painter, and member of the
Rossetti family. He founded the Pre-Raphaelite Brotherhood in 1848 with
William Holman Hunt and John Everett Millais. Rossetti was later to be the
main inspiration for a second generation of artists and writers influenced
by the movement, most notably William Morris and Edward Burne-Jones.

v

Question § Answer

Q: What was Dante Gabriel Rossetti's career?
A: poet, painter, and member of the Rossetti family.

Q: What group did Dante Gabriel Rossetti found in 1848?
A: Pre-Raphaelite Brotherhood

Q: Along with Edward Burne-Jones, who was influenced by the
Pre-Raphaelite Brotherhood?
A: William Morris

Figure 1: Anexample of question and answer generation
given a paragraph as context.

sitional outputs containing a list of question and
answer pairs as shown in Figure 1, with recent
works mainly relying on extended pipelines that
include several ad-hoc models (Lewis et al., 2021;
Bartolo et al., 2021). These works integrate QAG
into their in-house software, preventing models to
be publicly released, and their complex pipelines
make them hard to reproduce and use by practition-
ers.

In this paper, we introduce an open set of soft-
ware tools and resources to assist on the develop-
ment and employment of QAG models for different
types of users. We publicly release the following

I'EiSOl.lI‘CGS:1

« 1mqg,” a Python package for QAG model fine-
tuning and inference on encoder-decoder lan-
guage models (LMs), as well as evaluation
scripts, and a deployment API hosting QAG
models for developers;

' All the resources except for the datasets are released under
an open MIT license, while the datasets follow the license of
their original release.

Zhttps://github.com/asahi417/
Im-question-generation
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* 16 models for English, and three diverse mod-
els for each of the seven languages integrated
into our library, all fine-tuned on QG-Bench
(Ushio et al., 2022) and available on the Hug-
gingFace hub (Wolf et al., 2020);?

e AutoQG (https://autoqg.net), a website
where developers and end users can interact
with our multilingual QAG models.

2 Resources: Models and Datasets

Our QAG toolkit makes use of pre-existing mod-
els and datasets, fully compatible with the Hug-
gingFace hub. This makes our library easily ex-
tendable in the future as newer datasets and better
models emerge. In this section, we describe the
datasets (§ 2.1) and models (§ 2.2) currently avail-
able through 1mgg and AutoQG.
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Our toolkit integrates all QG datasets available in
QG-Bench (Ushio et al., 2022). QG-Bench is a mul-
tilingual QG benchmark consisting of a suite of uni-
fied QG datasets in different languages. In partic-
ular, we integrate the following datasets: SQuAD
(English), SQuADShifts (Miller et al., 2020) (En-
glish), SubjQA (Bjerva et al., 2020) (English),
JAQuAD (So et al., 2022) (Japanese), GerQuAD
(Moller et al., 2021) (German), SberQuAd (Efimov
etal., 2020) (Russian), KorQuAD (Lim et al., 2019)
(Korean), FQuAD (d’Hoffschmidt et al., 2020)
(French), Spanish SQuAD (Casimiro Pio et al.,
2019) (Spanish), and Italian SQuAD (Croce et al.,
2018) (Italian). QG-Bench is available through
our official 1mqg HuggingFace project page and
GitHub*.

Multilingual Datasets

2.2 Models

Aiming to make QAG models publicly accessible
in several languages, we used 1lmqg to fine-tune
LMs using QG-Bench (§ 2.1). First, we defined
a pipeline QAG model architecture consisting of
two independent models: one for answer extraction
(AE) and one for question generation (QG). During
training, the AE model learns to find an answer
in each sentence of a given paragraph, while the
QG model learns to generate a question given an
answer from a paragraph. To generate question-
answer pairs at generation time, the AE model

3https://huggingface.co/lmqg
*https://github.com/asahi417/
Im-question-generation/blob/master/QG_BENCH.md

87

first extracts answers from all the sentences in a
given paragraph, and then these are used by the
QG model to generate a question for each answer.
While not directly evaluated in this paper, we also
integrated other types of QAG methods such as
multitask and end2end QAG (Ushio et al., 2023),
all available via the 1mqg library (§ 3) as well as
AutoQG (§ 5).

As pre-trained LMs, we integrated T5 (Raffel
et al., 2020), Flan-T5 (Chung et al., 2022), and
BART (Lewis et al., 2020) for English; and mT5
(Xue et al., 2021) and mBART (Liu et al., 2020) for
non-English QAG models. The pre-trained weights
were taken from checkpoints available in the Hug-
gingFace Hub as below:

e t5-{small,base,large}

google/flan-t5-{small,base,large}

facebook/bart-{base, large}

google/mt5-{small,base}

facebook/mbart-large-cc25

All the fine-tuned QAG models are publicly
available in our official HuggingFace Hub. While
we initially integrated these models, users can eas-
ily fine-tune others using 1mqgg, as we show in § 3.

3 1mqg: An All-in-one QAG Toolkit

In this section, we introduce 1lmqg (Language
Model for Question Generation), a Python library
for fine-tuning LMs on QAG (§ 3.1), generating
question-answer pairs (§ 3.2), and evaluating QAG
models (§ 3.3). Additionally, with 1mgg, we build
a REST API to host QAG models to generate ques-
tion and answer interactively (§ 5). 1mqg is inter-
operable with the HuggingFace ecosystem, as it
can directly make use of the datasets and models
already shared on the HuggingFace Hub.

3.1 QAG Model Fine-tuning

Fine-tuning is performed via GridSearcher, a
class to run encoder-deocoder LM fine-tuning with
hyper-parameter optimization (see Appendix A for
more details). For example, the following code
shows how we can fine-tune T5 (Raffel et al., 2020)
on SQuUAD (Rajpurkar et al., 2016), with the QAG
model explained in § 2.2. Since we decomposed
QAG into AE and QG, two models need to be fine-
tuned independently.

from 1lmqg import GridSearcher


https://autoqg.net
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# instantiate AE trainer

trainer_ae GridSearcher(
dataset_path="1mqg/qg_squad”,
input_types="paragraph_sentence”,
output_types="answer",
model="t5-1arge")

# train AE model
trainer_ae.train()

# instantiate QG trainer

trainer_qg = GridSearcher(
dataset_path="1mqg/qg_squad”,
input_types="paragraph_answer"”,
output_types="question”,
model="t5-1arge")

# train QG model
trainer_qg.train()

The corresponding dataset, 1mqg/qg_squad,’
has as columns: paragraph_answer (answer-
highlighted paragraph), paragraph_sentence
(sentence-highlighted paragraph), question (tar-
get question), and answer (target answer). The
input and the output to the QG model are
paragraph_answer and question, while those
to the AE model are paragraph_sentence and
answer. The inputs and the outputs can be spec-
ified by passing the name of each column in
the dataset to the arguments, input_types and
output_types when instantiating GridSearcher.

3.2 QAG Model Generation

In order to generate question-answer pairs from
a fine-tuned QAG model, 1mqg provides the
TransformersQG class. It takes as input a path to
a local model checkpoint or a model name on the
HuggingFace Hub in order to generate predictions
in a single line of code. The following code snippet
shows how to generate a list of question and answer
pairs with the fine-tuned QAG model presented in
§ 2.2. TransformersQG decides which model to
use for each of AE and QG based on the arguments
model_ae and model.

from 1lmqg import TransformersQG

# instantiate model

model = TransformersQG(
model="1mqg/t5-base-squad-qg",
model_ae="1mqg/t5-base-squad-ae”

)

# input paragraph

x = """William Turner was an English
painter who specialised in watercolour
landscapes. One of his best known
pictures is a view of the city of

5https://huggingface.co/datasets/lmqg/qg_squad
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Oxford from Hinksey Hill."""

# generation
model . generate_qga(x)
L

(

"Who was an English painter
specialised in watercolour
landscapes?”,

"William Turner”

) ,
(
"Where is William Turner’s

view of Oxford?",
"Hinksey Hill."

)
]

3.3 QAG Model Evaluation

Similar to other text-to-text generation tasks,
we implement an evaluation mechanism that
compares the set of generated question-answer
pairs Q, {(¢*,a'), (% a%),...} to a refer-
ence set of gold question-answer pairs Q,
{(¢',a), (¢% a?),...} given an input paragraph
p. Let us define a function to evaluate a single
question-answer pair to its reference pair as

S(t(Qa CL), t((ja ZL))
“question:{q},answer:{a}”’

)
(@)

where s is a reference-based metric, and we com-
pute the F score as the final metric as below:

dg,a,q,a
t(q,a

P = zlfﬁp 3)
= mean( { (@meQ. (dq’“’q’a)} (q,a)eéc) ®
"= mean( [ (qgl)ixée (dq’a’q’&)} (q,a)ch) ©)

Conceptually, the recall (4) and precision (5)
computations attempt to “align” each generated
question-answer pair to its “most relevant” refer-
ence pair. As with traditional precision and recall
metrics, precision is aimed at evaluating whether
the predicted question-answer pairs are correct (or
in this case, aligned with the reference question-
answer pairs), and recall tests whether there are
enough high-quality question-answer pairs. Thus,
we refer to the score in (3) as the QAAligned F1
score. The quality of the alignment directly de-
pends on the underlying metric s. Furthermore,
the complexity of QAAligned is no more than the
complexity of the underlying metric, and invari-
ant to the order of generated pairs because of the
alignment at computing recall and precision.


https://huggingface.co/datasets/lmqg/qg_squad

Out-of-the-box, 1mgg implements two variants
based on the choice of base_metric s (used
for evaluation in § 4): QAAligned BS using
BERTScore (Zhang et al., 2019) and QAAligned
MS using MoverScore (Zhao et al., 2019). We se-
lected these two metrics as they correlate well with
human judgements in QG (Ushio et al., 2022). Nev-
ertheless, the choice of base_metric is flexible
and users can employ other natural language gen-
eration (NLG) evaluation metrics such as BLEU4
(Papineni et al., 2002), METEOR (Denkowski and
Lavie, 2014), or ROUGE;, (Lin, 2004).

With 1mqg, QAAligned score can be computed
with the QAAlignedF1Score class as shown in the
code snippet below:

from 1lmqgg import QAAlignedF1Score

# gold reference and generation
ref = [

"question: What makes X?, answer: Y",
"question: Who made X?, answer: Y"]
pred = [

"question: What makes X?, answer: Y",
"question: Who build X?, answer: Y",
"question: When X occurs?, answer: Y"]

# compute QAAligned BS

scorer QAAlignedF1Score(
base_metric="bertscore")

scorer.get_score(pred, ref)

# compute QAAligned MS
scorer = QAAlignedF1Score(
base_metric="moverscore"”

)

scorer.get_score(pred, ref)

4 Evaluation

We rely on the QAG models and datasets included
in the library (see § 2). The individual QG com-
ponents of each model (i.e. the generation of a
question given an answer in a paragraph) were ex-
tensively evaluated in Ushio et al. (2022). For this
evaluation, therefore, we focus on the quality of the
predicted questions and answers given a paragraph
(i.e. the specific answer is not pre-defined). For
each model, we fine-tune, make predictions and
compute their QAAligned scores via 1mqg.

4.1 Results

Monolingual evaluation (English). Table 1
presents the test results on SQuAD for seven En-
glish models based on BART, T5 and Flan-T5. The
QAG model based on BART] Arge proves to be
the best aligned with gold reference question and
answers among most of the metrics. As with other

89

Model QAAligned BS  QAAligned MS
BARTgase  92.8/93.0/92.8 64.2/64.1/64.5
BARTLARGE 93.2/93.4/93.1 64.8/64.6/65.0
TSsmaLL 92.3/92.5/92.1 63.8/63.8/63.9
T5BASE 92.8/92.9/92.6 64.4/64.4/64.5
T5LARGE 93.0/93.1/92.8 64.7/64.7/64.9
Flan-TS5smarr 92.3/92.1/92.5 63.8/63.8/63.8
Flan-T5gasg  92.6/92.5/92.8 64.3/64.4/64.3
Flan-TSparge 92.7/92.6/92.9 64.6/64.7/64.5

Table 1: QAAligned scores (F1/P/R) on the test set of
SQuAD dataset by different QAG models, where the
best score in each metric is shown in boldface.

Language QAAligned BS QAAligned MS
German  81.2/80.0/82.5 54.3/54.0/54.6
— Spanish 799/7175/82.6 54.8/53.3/56.5
2 French 79.7/77.6/821 53.9/52.7/55.3
Eﬁ Italian 81.6/81.0/82.3 55.9/55.6/56.1
E Japanese  79.8/76.8/83.1 55.9/53.8/58.2
Korean 80.5/77.6/83.8 83.0/79.4/87.0
Russian 77.0/73.4/81.1 555/53.2/583
German  76.9/76.3/77.6 53.0/52.9/53.1
- Spanish 80.8/78.5/83.3 55.3/53.7/57.0
%2 French 68.6/67.6/69.7 47.9/47.4/48.4
i’ Italian 81.7/81.3/82.2 55.8/55.7/56.0
s Japanese 80.3/77.1/83.9 56.4/54.0/59.1
Korean 71.3/76.4/783 77.5/76.3/79.0
Russian 77.0/73.4/81.2 55.6/53.3/58.4
German 0/0/0 0/0/0
Spanish 79.3/76.8/82.0 54.7/53.2/56.4
E French 75.6/74.0/77.2 51.8/51.0/52.5
g Italian 40.1/40.4/39.9 27.8/28.1/27.5
E Japanese 76.7/74.8/78.9 53.6/52.3/55.1
Korean 80.6/77.7/84.0 82.7/79.0/87.0
Russian 79.1/75.9/82.9 56.3/54.0/58.9

Table 2: QAAligned scores (F1/P/R) on the test set of
QG-Bench by different QAG models, where the best
score in each language is shown in boldface.

QG experiments and NLP in general, the larger
models prove more reliable.

Multilingual evaluation. Table 2 shows the test
results of three multilingual models (mBART,
mT5smarrL and mT5gasg) in seven languages other
than English, using their corresponding language-
specific SQuAD-like datasets in QG-Bench for fine-
tuning and evaluation.® In this evaluation, no single
LM produces the best results across the board, yet
QAG models based on mT5smarr, and mT5gasg
are generally better than those based on mBART.

®The result of mBART in German is zero. Upon further
inspection, we found that the fine-tuned answer extraction
module did not learn properly, probably due to the limited
size of the German dataset. TS5 models, however, proved more
reliable in this case.



Gold BARTB BARTL TSS TSB TSL F]’dl’l-TSs Flan-TSB
4.9 4.1 42 42 43 43 4.2 4.3

Table 3: Average number of generated question and
answer pairs per paragraph on the test set of SQUAD by
different QAG models.

Language Gold mT5smar, mTS5gasg  mBART
German 4.6 10.1 8.4 0.0
Spanish 1.3 4.6 4.8 4.7
French 1.3 49 3.6 5.4
Italian 38 4.7 4.6 2.5
Japanese 1.3 6.6 6.8 3.6
Korean 1.3 6.7 6.3 6.7
Russian 1.3 4.8 49 4.7

Table 4: The averaged number of generated question
and answer pairs per paragraph on the test set of QG-
Bench for each language.

4.2 Number of Generated Questions and
Answers

Table 3 and Table 4 show the averaged number of
generated question-answer pairs and compare it to
the number in the gold dataset. For English, there
is a small difference across all QAG models, with
all generating fewer pairs than the gold dataset,
but with a limited margin. For other languages,
however, there are clear differences across QAG
models, with the numbers of question-answer pairs
generated by the QAG models always being larger
than those in the gold dataset. When comparing
the number of pairs generated by the QAG models
with their QAAligned scores, in languages such as
German, Spanish, and Korean, QAG models that
generated a larger number question-answer pairs
achieved higher scores, not only recall-wise but
also generally for F1.

5 AutoQG

Finally, we present AutoQG (https://autoqg.net),
an online QAG demo where users can gener-
ate question-answer pairs for texts in eight lan-
guages (English, German, Spanish, French, Italian,
Japanese, Korean, Russian) by simply providing a
context document. We deploy the QAG models de-
scribed in § 2. In addition to the features described
above, the online demo shows perplexity computed
via 1Imppl,” a Python library to compute perplexity
given any LM architecture. This feature helps us
provide a ranked list of generation to the user. Al-
though we can compute perplexity for non-English

7https ://pypi.org/project/1lmppl
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AutoQG

Select LANGUAGE

9 B O cnolish ]

on the right top tab, T and click RUN to get question

Enter text or pres
Francis Bacon (28 October 19089 - 28 April 1992) was an Irish-born British
figurative painter known for his raw, unsettling imagery. Focusing on the human
form, his subjects included crucifixions, portraits of popes, self-portraits, and
portraits of close friends, with abstracted figures sometimes isolated in
geometrical structures. Rejecting various classifications of his work, Bacon said
he strove to render "the brutality of fact." He built up a reputation as one of the
giants of contemporary art with his unique style.

Exanple’ below to try sample document

[optional] Specify an answer from the

T5 SMALL v Default v Paragraph v

Generated QA Pairs

Copy to clipboard! O
What was Francis Bacon's profession?

Irish-born British figurative painter

Confidence: 8.22

What did Bacon say about his work?

he strove to render "the brutality of fact."”

Confidence: 6.21

What type of figures were sometimes isolated in geometrical
structures?

abstracted figures

Confidence: 6.19

Figure 2: A screenshot of AutoQG with an example of
question and answer generation over a paragraph.

generations based on the QAG models in each lan-
guage, it entails large memory requirements on the
the hosting server. As such, we compute a lexical
overlap between the question and the document as
a computationally-light alternative to the perplexity,
which is defined as:

N
L lanpl

(6)
lq|

where | - | is the number of characters in a string,
and g N p is the longest sub-string of the question
q matched to the paragraph p.

Figure 2 and Figure 3 show examples of the
interface with English and Japanese QAG, where
there is a tab to select QAG models, language, and
parameters at generation including the beam size
and the value for nucleus sampling (Holtzman et al.,
2020). Optionally, users can specify an answer
and generate a single question on it with the QG
model, as shown in Figure 4. A short introduction
video to AutoQG is available at https://youtu.be/
T6G-D9JtYyc.

6 Conclusion

In this paper, we introduced 1mgg, a Python pack-
age to fine-tune, evaluate and deploy QAG models
with a few lines of code. The library implements
the QAG task as an efficient integration of answer
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Figure 3: A screenshot of AutoQG with an example
of question and answer generation over a paragraph in
Japanese.

AutoQG ® B [ Enolish )
Write QA with AI

Select LANGUAGE on the right top tab, TYPE into
& answer gene

the text box, and click RUN to get question

ed by AL

Enter text or press "Exanple’ belaw to try sample documents
Francis Bacon (28 October 1909 - 28 April 1992) was an Irish-born British
figurative painter known for his raw, unsettling imagery. Focusing on the human
form, his subjects included crucifixions, portraits of popes, self-portraits, and
portraits of close friends, with abstracted figures sometimes isolated in
geometrical structures. Rejecting various classifications of his work, Bacon said
he strove to render "the brutality of fact.” He built up a reputation as one of the
giants of contemporary art with his unique style.

[optional] Specify an answer from the tex QAG Mod AG Type split

LUELIZ S LT T5 SMALL v Default v Paragraph v

Generated QA Pairs

Copy to clipboard! O

Who was an Irish-born British figurative painter known for his raw,
unsettling imagery?
Francis Bacon

Confidence: .28

Figure 4: A screenshot of AutoQG when an answer is
specified by the user.

extraction and question generation, and includes
automatic reference-based metrics for model eval-
uation. Finally, we showcase AutoQG, an online
demo where end users can benefit from QAG mod-
els without any programming knowledge. AutoQG
enables the selection of features going from differ-
ent models and languages to controlling the diver-
sity of the generation.

Limitations

The focus on this paper was introducing software to
make QAG models available to as many practition-
ers as possible, but there are a couple of limitations
in the models and evaluation metrics we proposed.

First, our released QAG models assume a para-
graph up to around 500 tokens as an input, and
longer documents can not be directly fed into the
models. Additionally, the released QAG models
were fine-tuned on questions that require one-hop
reasoning only, so they are unable to generate multi-
hop reasoning.

Second, the QAAligned score is a framework
to extend any NLG metric to match the prediction
to the reference when they are different in size,
where we employed two well-established metrics
(BERTScore and MoverScore) as underlying met-
rics. Since those underlying metrics are already
proven to be effective (Zhang et al., 2019; Zhao
et al., 2019; Ushio et al., 2022), we have not con-
ducted any human annotation for QAG specifically.
Nonetheless, an extended human evaluation could
help provide more insights on other limitations of
the model not detected by the automatic evaluation.

Ethics Statement

While the QAG models are fine-tuned on pre-
trained language models, which are known to con-
tain some toxic contents (Schick et al., 2021), an
internal check does not reveal any toxic genera-
tion. However, there is a potential risk that the
QAG model could generate toxic text due to the
underlying LMs.
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A Grid Search

To fine-tune LMs on QAG, one can use the
GridSearcher class of 1mqg, which performs LM
fine-tuning with a two-stage optimization of hyper-
parameter, a set of parameters to be used at fine-
tuning such as learning rate or batch size, as de-
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scribed in Figure 5. Let us assume that we want to
find an optimal combination of the learning rate and
random seed from a list of candidates [1e-4,1e-5]
and [0,1] for learning rate and random seed respec-
tively on QG as an example. We also assume a
training and a validation dataset to train a model
on the task and an evaluation score that reflects
a performance of a model (eg. BLEU4(Papineni
et al., 2002)), and we define a search-space as a set
including all the combinations of those candidates,
ie. {(le-4,0), (1e-4, 1), (1e-5, 0), (1e-5, 1)}. The
goal of the GridSearcher is to find the best com-
bination to train a model on the training dataset for
the target task over the search-space with respect
to the evaluation score computed on the validation
dataset.

Brute-force approach such as to train model
over every combination in the search-space can
be a highly-inefficient, so GridSearcher employs
a two-stage search method to avoid training for
all the combinations, while being able to reach
to the optimal combination as possible. To be
precise, given an epoch size L (epoch), the first
stage fine-tunes all the combinations over the
search-space, and pauses fine-tuning at epoch
M (epoch_partial). The top-K combinations
(n_max_config) are then selected based on the
evaluation score computed over the validation
dataset, and they are resumed to be fine-tuned until
the last epoch. Once the K chosen models are fine-
tuned at second stage, the best model is selected
based on the evaluation score, which is kept being
fine-tuned until the evaluation score decreases.

The dataset for training and validation can be any
datasets shared in the HuggingFace Hub, and one
can specify the input and the output to the model
from the column of the dataset by the arguments
input_types and output_types at instantiating
GridSearcher. For example, the following code
shows how we can fine-tune T5 (Raffel et al., 2020)
on question generation, a sub-task of QAG, with
SQuAD (Rajpurkar et al., 2016), where the dataset
Imgg/qgg_squad is shared at https://huggingface.
co/datasets/lmqg/qg_squad on the HuggingFace
Hub, which has columns of paragraph_answer,
that contains a answer-highlighted paragraph, and
question, which is a question corresponding to
the answer highlighted in the paragraph_answer.
We choose them as the input and the output to
the model respectively by passing the name of
each column to the arguments, input_types and

94

output_types.

from lmqg import GridSearcher

# instantiate the trainer
trainer = GridSearcher (
dataset_path="1mqg/qg_squad”,
input_types="paragraph_answer"”,
output_types="question",
model="t5-1large"”,
batch_size=128,
epoch=10,
epoch_partial=2,
n_max_config=3,
lr=[1e-4,1e-5],
random_seed=[0,1])

# train model
trainer.train()


https://huggingface.co/datasets/lmqg/qg_squad
https://huggingface.co/datasets/lmqg/qg_squad

OpenSLU: A Unified, Modularized, and Extensible Toolkit
for Spoken Language Understanding

Libo Qin'; Qiguang Chen?; Xiao Xu?, Yunlong Feng?, Wanxiang Che?
1School of Computer Science and Engineering
!Central South University, China
2Research Center for Social Computing and Information Retrieval
2Harbin Institute of Technology, China
lbgin@csu.edu.cn, {ggchen,xxu,ylfeng,car}@ir.hit.edu.cn

Abstract

Spoken Language Understanding (SLU) is one
of the core components of a task-oriented dia-
logue system, which aims to extract the seman-
tic meaning of user queries (e.g., intents and
slots). In this work, we introduce OpenSLU, an
open-source toolkit to provide a unified, mod-
ularized, and extensible toolkit for spoken lan-
guage understanding. Specifically, OpenSLU
unifies 10 SLU models for both single-intent
and multi-intent scenarios, which support both
non-pretrained and pretrained models simulta-
neously. Additionally, OpenSLU is highly mod-
ularized and extensible by decomposing the
model architecture, inference, and learning pro-
cess into reusable modules, which allows re-
searchers to quickly set up SLU experiments
with highly flexible configurations. OpenSLU is
implemented based on PyTorch, and released
at https://github.com/LightChen233/OpenSLU.

1 Introduction

Spoken Language Understanding (SLU), which is
used to extract the semantic frame of user queries
(e.g., intents and slots) (Tur and De Mori, 2011).
Typically, SLU consists of two sub-tasks: intent
detection and slot filling. Take the utterance shown
in Figure 1 as an example, given “Listen to Rock
Music”, the outputs include an intent class label
(i.e., Listen-to-Music) and a slot label sequence
(i.e.,0, 0, B-music-type, I-music-type).
Since intent detection and slot filling are highly
tied (Qin et al., 2021c), dominant methods in the
literature explore joint models for SLU to capture
shared knowledge (Goo et al., 2018; Wang et al.,
2018; Qin et al., 2019). Recently, Gangadhara-
iah and Narayanaswamy (2019) shows that, in the
Amazon internal dataset, 52% of examples contain
multiple intents. Inspired by this observation, var-
ious SLU works shift their eye from single-intent
SLU to multi-intent SLU scenario (Gangadhara-
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Figure 1: An example of spoken language understand-
ing. Listen-to-Music stands for the intent label while
{0, 0, B-music-type, I-music-type} denotes the
slot sequence labels.

iah and Narayanaswamy, 2019; Qin et al., 2020b;
Casanueva et al., 2022; Moghe et al., 2022).
Thanks to the development of neural network,
especially the successful use of large pretrained
models, remarkable success have been witnessed in
SLU. Nevertheless, there still lacks a unified open-
source framework to facilitate the SLU community.
In this work, we make the first attempt to introduce
OpenSLU, a unified, modularized, and extensible
toolkit for SLU, which aims to help researchers to
set up experiments and develop their new models
quickly. The main features of OpenSLU are:

e Unified and modularized toolkit. OpenSLU
is the first unified toolkit to support both
single-intent and multi-intent SLU scenarios.
Meanwhile, it is highly modularized by decou-
pling SLU models into a set of highly reusable
modules, including data module, model mod-
ule, evaluation module, as well as various
common components and functions. Such
modularization allows users to quickly re-
implement SLU baselines or develop their
new SLU models by re-using provided mod-
ules or adding new modules.

Extensible and flexible toolkit. OpenSLU is
configured by configuration objects, which is
extensible and can be initialized from YAML
files. This enables users can easily develop

Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics
Volume 3: System Demonstrations, pages 95-102
July 10-12, 2023 ©2023 Association for Computational Linguistics


https://github.com/LightChen233/OpenSLU

: (b) Model Module

; Classification || LSTM Classifier J
; Module [ Linear Classifier ]
i | Decoder = =

i Interaction [ Single Flow Interaction ]
i Module [ Bidirectional Flow Interaction J
i Non-Pretrained [ Self-Attention ][ BiLSTM ]
: Encoder [ GloVe Embedding ]
: Encoder

! Prerained || BERT ][ RoBERTa |
: Encoder [ DeBERTa ][ ]
- (aData Module

(e) Applications :. (0 Configuration ‘

Training J[ Prediction ]:: Executable Config- | |

ration Items

Visual Error Analysis

Items Automatic

|
N

Deployment Demo

__________________________________ : ' Completion
H (d) Logger X >
i - h arameter
H [ wandb.ai ][ fitlog ] i T ttamrsy .
EE [ Local file logging ] i i
: I:__________________________________________________________________II: YAML Flle i
; : Configuration

Command Line
Configuration

) EmaA ]

_________________________________________________________

Figure 2: An overall workflow of OpenSLU, which consists of (a) Data Module, (b) Model Module, (c) Evaluation
and Metrics, (d) Logger, (e) Applications and (f) Configuration.

their models by simply extending the configu-
rations. Additionally, we provide various in-
terfaces of various common functions or mod-
ules in SLU models, including Encoder and
Decoder module. Besides, the interfaces of
our toolkit are fully compatible with the Py-
Torch interface, which allows seamless inte-
gration and flexibly rewriting any sub-module
in the toolkit.

Visualization Tool. We provide a visualiza-
tion tool to help users to view all errors of the
model directly. With the help of visualization
tool, we can get a clearer picture: where we
are and where we should focus our efforts to
improve the performance of the model, which
helps to develop a more superior framework.

To our knowledge, this is the first unified, mod-
ularized, and extensible toolkit for SLU. We hope
our work can help researchers to quickly initiate ex-
periments and spur more breakthroughs in SLU'.

2 Architecture and Design

Figure 2 illustrates the overall workflow of
OpenSLU. In this section, we describe the (a) Data
Module (§2.1); (b) Model Module; (§2.2); (c) Eval-
uation and Metrics (§2.3) and other common mod-
ules (Logger, Applications and Configuration mod-
ule) (§2.4).

2.1 Data Module

OpenSLU offers an integrated data format
in the data module (see Figure 2(a)) for

'Video introduction about OpenSLU is available at https:
/lyoutu.be/uOXh47m_xhU.
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SLU models, which can be denoted as:
raw text — Preprocessor — Dataset —
DatalLoaderFactory — model input.

Given the input raw text, Preprocessor sub-
module first pre-process different raw texts to an
integrated .json! format that contains slot, text and
intent, which is formatted as:

{
"slot”: [List of Slot Valuel],
"text"”: [List of Text],
"intent”: [Intent Value]

}.

The Dataset sub-module offers a range of data
processing operations to support both pretrained
and non-pretrained models. For pretrained mod-
els, these operations include lowercase conversion,
BPE-tokenization, and slot alignment, while for
non-pretrained models, the sub-module handles
word-tokenization and vocabulary construction.

Finally, DatalLoaderFactory sub-model is used
for creating Datal oader to manage the data stream
for models.

2.2 Model Module

As shown in Figure 2(b), the overall model mod-
ule contains encoder module(§2.2.1) and decoder
module (§2.2.2).

2.2.1 Encoder

For the encoder module, we implement both non-
pretrained models and pretrained models. In non-
pretrained models, we offer the widely used SLU
encoders including self-attentive (Vaswani et al.,
2017; Qin et al., 2019) and BiLSTM (Hochreiter
and Schmidhuber, 1997; Goo et al., 2018; Liu et al.,


https://youtu.be/uOXh47m_xhU
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2020b) encoder. Additionally, we support auto-
load GloVe embedding (Pennington et al., 2014).

In pretrained models, OpenSLU supports various
encoders including BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2020a), ELECTRA (Clark
et al., 2020), DeBERTa,3 (He et al., 2021).

2.2.2 Decoder

Since slot filling and intent detection are highly
related, dominant methods in the literature em-
ploy joint models to capture the shared knowledge
across the related tasks (Goo et al., 2018; Wang
et al., 2018; Chen et al., 2019). To support the joint
modeling paradigm, the decoder in OpenSLU con-
tains two sub-modules: (1) interaction module for
capturing interaction knowledge for slot filling and
intent detection and (2) classification module for
the final prediction results.

Interaction Module. As summarized in Qin et al.
(2021c¢), the interaction module consists of two
widely used interaction types, including single flow
interaction and bidirectional flow interaction.

* Single Flow Interaction refers to the flow
of information from intent to slot in one di-
rection as illustrated in Figure 3(a). A series
of studies (Goo et al., 2018; Li et al., 2018;
Qin et al., 2019) have achieved remarkable
improvements in performance by guiding slot
filling with intent detection information.

Bidirectional Flow Interaction stands for
the bidirectional cross-impact between intent
detection and slot filling can be considered,
which is shown in Figure 3(b). Another series
of works (Wang et al., 2018; E et al., 2019;
Liu et al., 2019; Qin et al., 2021a) build the
bidirectional connection across slot filling and
intent detection to enhance each other.

Based on the two types of interaction, users can
easily design the interaction module and interaction
order via our provided classic interaction modules
and customized configurations.

Classification Module. It aims to transform hid-
den states after the interaction module into final
classification logits. There are two types of classifi-
cation modules supported by OpenSLU:

e MLP Classifier. Multi-Layer Perceptron
(MLP) Classifier is a fundamental classifica-
tion decoding algorithm. Nevertheless, the
method ignores the dependency across tokens.

97

Predicted Slot
4

Predicted Intent

Slot Classification

4

e Single Flow
Intent Classification Interaction

(a) Single Flow Decoder

Predicted Intent Predicted Slot

4 4
Intent Classification Slot Classification
A 4

~

Bidirectional Flow Interaction

(b) Bidirectional Flow Decoder

Figure 3: A brief illustration of Single Flow Decoder
(a) vs. Bidirectional Flow Decoder (b).

* LSTM Classifier. It indicates that we adopt
an LSTM classifier for the final prediction,
which has the advantage of modeling the de-
pendency of tokens (from left to right). How-
ever, it is an autoregressive classification mod-
ule for SLU, which cannot be parallel to speed
up the decoding prediction.

To improve the quality of SLU prediction results,
we also implement several SLU tricks, like teacher-
forcing and token-level intent detection (Qin et al.,
2019). Users can switch between different pre-
diction strategies by simply setting up the hyper-
parameter to improve performance.

2.3 Evaluation and Metrics

Following Goo et al. (2018); Qin et al. (2021c¢),
we support various metrics for SLU (shown in Fig-
ure 2(c)), including Slot F1 Score, Intent Accuracy,
Intent F1, and Exactly Match Accuracy (EMA).

 Slot F1 Score (Goo et al., 2018; Qin et al.,
2019) is used for assessing slot filling per-
formance. This metric is calculated as the
harmonic mean between precision and recall.

Intent Accuracy (Goo et al., 2018; Qin et al.,
2019) is a measure used to evaluate the accu-
racy of intent detection, based on the ratio of
correctly predicted intents.

Intent F1 Score (Gangadharaiah and
Narayanaswamy, 2019; Qin et al., 2020b) is
adopted to evaluate the macro F1 Score of the
predicted intents in the multi-intent detection.



python run.py \
--dataset atis \

python run.py \
--dataset atis \
--model slot-gated

--config_path config/dca_net.yaml

class NewDecoder(BaseDecoder):
def __init_ (self,
intent_classifier,

(a) Example for reproducing existing models.

(d) Example for run your own model.

slot_classifier,
interaction=None):

accelerate config

accelerate launch \
run.py \
--dataset atis \
--model slot-gated

self.config = config

(b) Example for multi-GPU finetuning.

python visualization.py \
--config_path visual.yaml \

--output_path outputs.jsonl return hiddens

class NewInteraction(BaseInteraction):
def _ init_ (self, **config):

def forward(self, hiddens: HiddenData):

intent, slot = self.func(hiddens)
hiddens.update_slot_hidden_state(slot)
hiddens.update_intent_hidden_state(intent)

self.int_cls = intent_classifier
self.slot_cls = slot_classifier
self.interaction = interaction

def forward(self, hiddens: HiddenData):

interact = self.interaction(hiddens)
slot = self.slot_cls(interact.slot)
intent = self.int_cls(interact.intent)
return OutputData(intent, slot)

(c) Example for visualization.

(e) Example for implementing a new encoder model.

(f) Example for implementing a new decoder model.

Figure 4: Example usage of OpenSLU.

¢ Exact Match Accuracy (Goo et al., 2018;
Qin et al., 2019, 2020b) takes intent detection
as well as slot filling into account simultane-
ously. This metric is calculated as the ratio of
sentences for which both the intent and slot
are predicted correctly within a sentence.

2.4 Common Modules

Logger. We provide a generic Logger compo-
nent to help users to track the process of model
building including wandb.ai, fitlog and local file
logging (see Figure 2(d)).

Applications. We provide complete scripts in the
Application (see Figure 2(e)) for training, predic-
tion, visual error analysis, and the final stage of
model deployment.

Configuration. As shown in Figure 2(f), our
toolkit employs Configuration module to man-
age the model configuration, training parameters,
and training and analysis data. We will introduce
more details in Section Toolkit Usage (§3).

3 Toolkit Usage

3.1 Reproducing Existing Models

For reproducing an existing model implemented by
OpenSLU on different datasets, users are required
only to specify the dataset and model by setting
hyper-parameters, i.e., model and dataset. Exper-
iments can be reproduced in a simple command
line instruction, as shown in Figure 4 (a). This
instruction aims to fine-tuning Slot-Gated (Goo
et al.,, 2018) model on ATIS (Hemphill et al.,
1990) dataset. With YAML configuration files, we
can modify hyper-parameters conveniently, which
allows users can reproduce various experiments
quickly without modifying the source code. In
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addition, we designed OpenSLU to work on a vari-
ety of hardware platforms. If the hyper-parameter
device is set to “cuda”, CUDA devices will be used.
Otherwise, CPU will be employed by default. As
shown in Figure 4 (b), we also support distributed
training on multi-GPU by setting hyper-parameters
and command line parameters.

3.2 Customizable Combination Existing
Components

As the model is designed as reusable modules,
users can easily reuse modules via the call of in-
terface or configuration files. More specifically,
for the interface, users can call common-used en-
coder and decoder modules in one line of code from
the pre-configured library. For configuration files,
users can combine existing component libraries
only through configuration files, thus creating a
customized model.

It can be useful for users in cross-cutting ar-
eas, such as biology, that are unfamiliar with using
Python code to create models, as it allows them to
create their own models without using any Python
code. Such features can potentially make it easier
to build and test models more rapidly. Similarly,
the customized model can be trained by specify-
ing the relevant configuration file path and running
simple command line instructions, as shown in Fig-
ure 4(d).

3.3 Implementing a New SLU Model

Since OpenSLU split the model into fine-grained
components, users can directly reuse modules
through configuration files. Specifically, when
users aim to implement a new SLU model, only a
few key innovative modules need to be rewritten
by users, including a specific Model class and 2
functions as follows:



Model ATIS SNIPS
Slot F1.(%) Intent Acc.(%) EMA(%) | SlotF1.(%) Intent Acc.(%) EMA(%)
Non-Pretrained Models
Slot Gated (Goo et al., 2018) 94.7 94.5 82.5 93.2 97.6 85.1
Bi-Model (Wang et al., 2018) 95.2 96.2 85.6 93.1 97.6 84.1
Stack Propagation (Qin et al., 2019) 954 96.9 85.9 94.6 97.9 87.1
DCA Net (Qin et al., 2021a) 95.9 97.3 87.6 94.3 98.1 87.3
Pretrained Models
Joint BERT (Chen et al., 2019) 95.8 97.9 88.6 96.4 98.4 91.9
RoBERTa (Liu et al., 2020a) 95.8 97.8 88.1 95.7 98.1 90.6
ELECTRA (Clark et al., 2020) 95.8 96.9 87.1 95.7 98.3 90.1
DeBERTa,3 (He et al., 2021) 95.8 97.8 88.4 97.0 98.4 92.7

Table 1: Main results of single-intent SLU. All baseline results are re-implemented by OpenSLU.

I
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m
el 1 |
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Figure 5: Main results of multi-intent SLU on EMA.
All baseline results are re-implemented by OpenSLU.

e __init__()function. This function aims for param-
eter initialization, global variable definition, and
so on. All modules can be inserted into the sys-
tem by configuring the __model_target _ hyper-
parameters, so as to quickly and automatically
build the model.

e forward() function. This function mainly focuses
on forward data flow and learning the parameters
according to the pre-defined configuration.

In most cases, rewriting Interaction mod-
ule is enough for building a new SLU model.
As shown in Figure 4(e), this module accepts
HiddenData data object as input and returns with
HiddenData data object. HiddenData contains
the hidden_states for intent and slot, and other
helpful information. With the advancement of
SLU research, patterns of decoders become in-
creasingly complex (Xing and Tsang, 2022; Cheng
et al., 2022). Therefore, to further meet the
needs of complex exploration, we provide the
BaseDecoder class, and the user can simply over-
ride the forward() function in class, which accepts
HiddenData as input data format and OutputData
as output data format, as shown in Figure 4(f).

4 Experiments

Extensive reproduction experiments are conducted
to evaluate the effectiveness of OpenSLU.
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4.1 Data Settings

In single-intent SLU, we employ two widely used
benchmarks including ATIS (Hemphill et al., 1990)
and SNIPS dataset (Coucke et al., 2018).

In multi-intent SLU scenario, we support
2 widely used datasets: MixATIS and MixS-
NPIS (Qin et al., 2020b), which are collected from
the ATIS, SNIPS by simple conjunctions, e.g.,
“and”, to connect sentences with different intents.

4.2 Result Reproduction

We implement various state-of-the-art SLU models.
For single-intent SLU methods, we re-implement
the following baselines: (1) Slot Gated (Goo
et al., 2018); (2) Bi-Model (Wang et al., 2018);
(3) Stack Propagation (Qinet al., 2019); (4) DCA
Net (Qin et al., 2021a); (5) Joint Bert (Chen
et al., 2019); (6) RoBERTa (Liu et al., 2020a); (7)
ELECTRA (Clark et al., 2020); (8) DeBERTa,3 (He
et al., 2021). For multi-intent SLU methods, we
adopt the following baselines: (1) AGIF (Qin et al.,
2020b); (2) GL-GIN (Qin et al., 2021b).

The reproduction results are illustrated in Ta-
ble 1, we observe that OpenSLU toolkit can repro-
duce the comparable results reported in previous
works, which verify the effectiveness of OpenSLU.
In addition, OpenSLU can outperform some re-
ported results in previous published work, which
further shows the superiority of OpenSLU. Mean-
while, the same trend can be observed in multi-
intent SLU setting, which is shown in Figure 5.

4.3 Visualization Analysis

According to a number of studies (Vilar et al., 2006;
Wau et al., 2019; Ribeiro et al., 2020; Paleyes et al.,
2022), model metrics tests alone no longer ade-
quately reflect the model’s performance. To help
researchers further improve their models, we pro-
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Figure 6: Visual analytics consists of three main functions including Error Distribution Analysis (a), Label Transfer

Analysis (b) and Instance Analysis (c).

vide a tool for visual error analysis including three
main parts: (a) error distribution analysis; (b) label
transfer analysis; and (c) instance analysis (see Fig-
ure 6). And the visual analysis interface can be run
with the command as shown in the Figure 4(c).

4.3.1 Error Distribution Analysis.

We provide error distribution analysis that presents
the number and percentage of label errors predicted
by the model. By viewing the error distributions,
the model can be easily analyzed and studied qual-
itatively (Caubriere et al., 2020). As a result, the
weaknesses of each system can be better under-
stood and improvements can be made to the model
in the future.

Take the error in Figure 6(a) as an example, a
large number of ‘atis_flight’ labels are incor-
rectly predicted compared with all other labels.
Therefore, we should pay more attention on how to
improve the performance of ‘atis_flight’ labels.

4.3.2 Label Transfer Analysis.

Label Transfer Analysis module first offers the per-
centage of incorrect predictions for each label and
provides the probability of being incorrectly pre-
dicted as each of the other labels to present a fine-
grained statistics for a better understanding of is-
sues such as invisible bias in the model (Wu et al.,
2019; Ribeiro et al., 2020).

For example, Figure 6(b) shows the details in
incorrect prediction on ‘B-fromloc.city_name’.
We observe 34% of ‘B-fromloc.city_name’ pre-
dict incorrectly and 77.3% of error labels are pre-
dicted as ‘0’. By having access to this information,

users can be better guided to improve their data
or label learning methods to prevent those error
predictions.

4.3.3 Instance Analysis.

In order to provide a better case study, OpenSLU of-
fers a instance-level analysis view by highlighting
error results and interactively checking all golden
labels (shown in Figure 6(c)). Such instance analy-
sis allows users to examine data on a case-by-case
basis in an intuitive way. This can be seen eas-
ily in Figure 6(c), where token ‘a’ is predicted as
‘B-fromloc.city_name’ instead of ‘O’.

Furthermore, we also deploy OpenSLU into the
Gradio? platform, which allows users to connect
the demo directly to the public network and access
it via the computer or mobile device.

5 Conclusion

This paper introduces OpenSLU, a unified, modular-
ized, and extensible toolkit for spoken language un-
derstanding. In our toolkit, we implement 10 mod-
els on both single- and multi-intent SLU settings,
both covering the categories of non-pretrained and
pretrained language models. Our toolkit can be eas-
ily applied to other SLU settings, which is extensi-
ble to support seamless incorporation of other ex-
ternal modules. To the best of our knowledge, this
is the first open-resource toolkit for SLU and we
hope OpenSLU can attract more breakthroughs in
SLU. In the future, we can extend OpenSLU to sup-
port cross-lingual (Qin et al., 2020a; Zheng et al.,
2022) and profile (Xu et al., 2022) SLU scenario.

Zhttps://www.gradio.app

100



Acknowledgements

This work was supported by the National Key R&D
Program of China via grant 2020AAA0106501 and
the National Natural Science Foundation of China
(NSFC) via grant 62236004 and 61976072. Libo
Qin is the corresponding author.

References

Inigo Casanueva, Ivan Vuli¢, Georgios Spithourakis,
and Pawet Budzianowski. 2022. NLU++: A multi-
label, slot-rich, generalisable dataset for natural lan-
guage understanding in task-oriented dialogue. In
Findings of the Association for Computational Lin-
guistics: NAACL 2022, pages 1998-2013, Seattle,
United States. Association for Computational Lin-
guistics.

Antoine Caubriere, Sahar Ghannay, Natalia
Tomashenko, Renato De Mori, Antoine Lau-
rent, Emmanuel Morin, and Yannick Esteve. 2020.
Error analysis applied to end-to-end spoken language
understanding. In ICASSP 2020-2020 IEEE Interna-
tional Conference on Acoustics, Speech and Signal
Processing (ICASSP), pages 8514-8518. IEEE.

Qian Chen, Zhu Zhuo, and Wen Wang. 2019. Bert
for joint intent classification and slot filling. arXiv
preprint arXiv:1902.10909.

Lizhi Cheng, Wenmian Yang, and Weijia Jia. 2022.
A scope sensitive and result attentive model for
multi-intent spoken language understanding. arXiv
preprint arXiv:2211.12220.

Kevin Clark, Minh-Thang Luong, Quoc V. Le, and
Christopher D. Manning. 2020. ELECTRA: Pre-
training text encoders as discriminators rather than
generators. In International Conference on Learning
Representations.

Alice Coucke, Alaa Saade, Adrien Ball, Théodore
Bluche, Alexandre Caulier, David Leroy, Clément
Doumouro, Thibault Gisselbrecht, Francesco Calta-
girone, Thibaut Lavril, et al. 2018. Snips voice plat-
form: an embedded spoken language understanding
system for private-by-design voice interfaces. arXiv
preprint arXiv:1805.10190.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171-4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Haihong E, Peiqing Niu, Zhongfu Chen, and Meina
Song. 2019. A novel bi-directional interrelated
model for joint intent detection and slot filling. In

Proceedings of the 57th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 5467—
5471, Florence, Italy. Association for Computational
Linguistics.

Rashmi Gangadharaiah and Balakrishnan
Narayanaswamy. 2019. Joint multiple intent
detection and slot labeling for goal-oriented dialog.
In Proceedings of the 2019 Conference of the
North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
564-569, Minneapolis, Minnesota. Association for
Computational Linguistics.

Chih-Wen Goo, Guang Gao, Yun-Kai Hsu, Chih-Li Huo,
Tsung-Chieh Chen, Keng-Wei Hsu, and Yun-Nung
Chen. 2018. Slot-gated modeling for joint slot filling
and intent prediction. In Proceedings of the 2018
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, Volume 2 (Short Papers),
pages 753-757, New Orleans, Louisiana. Association
for Computational Linguistics.

Pengcheng He, Jianfeng Gao, and Weizhu Chen. 2021.
Debertav3: Improving deberta using electra-style pre-
training with gradient-disentangled embedding shar-
ing. arXiv preprint arXiv:2111.09543.

Charles T. Hemphill, John J. Godfrey, and George R.
Doddington. 1990. The ATIS spoken language sys-
tems pilot corpus. In Speech and Natural Language:
Proceedings of a Workshop Held at Hidden Valley,
Pennsylvania, June 24-27,1990.

Sepp Hochreiter and Jiirgen Schmidhuber. 1997.
Long Short-Term Memory. Neural Computation,
9(8):1735-1780.

Changliang Li, Liang Li, and Ji Qi. 2018. A self-
attentive model with gate mechanism for spoken lan-
guage understanding. In Proceedings of the 2018
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 3824-3833, Brussels, Bel-
gium. Association for Computational Linguistics.

Yijin Liu, Fandong Meng, Jinchao Zhang, Jie Zhou,
Yufeng Chen, and Jinan Xu. 2019. CM-net: A novel
collaborative memory network for spoken language
understanding. In Proceedings of the 2019 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing and the 9th International Joint Conference
on Natural Language Processing (EMNLP-IJCNLP),
pages 1051-1060, Hong Kong, China. Association
for Computational Linguistics.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Dangi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2020a.
RoBERTa: A robustly optimized BERT pretraining
approach.

Zihan Liu, Genta Indra Winata, Zhaojiang Lin, Peng Xu,
and Pascale Fung. 2020b. Attention-informed mixed-
language training for zero-shot cross-lingual task-
oriented dialogue systems. Proceedings of the AAAI

101


https://doi.org/10.18653/v1/2022.findings-naacl.154
https://doi.org/10.18653/v1/2022.findings-naacl.154
https://doi.org/10.18653/v1/2022.findings-naacl.154
https://openreview.net/forum?id=r1xMH1BtvB
https://openreview.net/forum?id=r1xMH1BtvB
https://openreview.net/forum?id=r1xMH1BtvB
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/P19-1544
https://doi.org/10.18653/v1/P19-1544
https://doi.org/10.18653/v1/N19-1055
https://doi.org/10.18653/v1/N19-1055
https://doi.org/10.18653/v1/N18-2118
https://doi.org/10.18653/v1/N18-2118
https://aclanthology.org/H90-1021
https://aclanthology.org/H90-1021
https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.18653/v1/D18-1417
https://doi.org/10.18653/v1/D18-1417
https://doi.org/10.18653/v1/D18-1417
https://doi.org/10.18653/v1/D19-1097
https://doi.org/10.18653/v1/D19-1097
https://doi.org/10.18653/v1/D19-1097
https://openreview.net/forum?id=SyxS0T4tvS
https://openreview.net/forum?id=SyxS0T4tvS
https://doi.org/10.1609/aaai.v34i05.6362
https://doi.org/10.1609/aaai.v34i05.6362
https://doi.org/10.1609/aaai.v34i05.6362

Conference on Artificial Intelligence, 34(05):8433—
8440.

Nikita Moghe, Evgeniia Razumovskaia, Liane Guillou,
Ivan Vuli¢, Anna Korhonen, and Alexandra Birch.
2022. Multi3nlu++: A multilingual, multi-intent,
multi-domain dataset for natural language under-
standing in task-oriented dialogue. arXiv preprint
arXiv:2212.10455.

Andrei Paleyes, Raoul-Gabriel Urma, and Neil D.
Lawrence. 2022. Challenges in deploying machine
learning: A survey of case studies. ACM Comput.
Surv., 55(6).

Jeffrey Pennington, Richard Socher, and Christopher
Manning. 2014. GloVe: Global vectors for word
representation. In Proceedings of the 2014 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing (EMNLP), pages 1532-1543, Doha, Qatar.
Association for Computational Linguistics.

Libo Qin, Wanxiang Che, Yangming Li, Haoyang Wen,
and Ting Liu. 2019. A stack-propagation framework
with token-level intent detection for spoken language
understanding. In Proceedings of the 2019 Confer-
ence on Empirical Methods in Natural Language Pro-
cessing and the 9th International Joint Conference
on Natural Language Processing (EMNLP-1JCNLP),
pages 2078-2087, Hong Kong, China. Association
for Computational Linguistics.

Libo Qin, Tailu Liu, Wanxiang Che, Bingbing Kang,
Sendong Zhao, and Ting Liu. 2021a. A co-interactive
transformer for joint slot filling and intent detection.
In ICASSP 2021 - 2021 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing
(ICASSP), pages 8193-8197.

Libo Qin, Minheng Ni, Yue Zhang, and Wanxiang Che.
2020a. Cosda-ml: Multi-lingual code-switching data
augmentation for zero-shot cross-lingual nlp. In Pro-
ceedings of the Twenty-Ninth International Joint Con-
ference on Artificial Intelligence, IJCAI-20, pages
3853-3860. International Joint Conferences on Arti-
ficial Intelligence Organization. Main track.

Libo Qin, Fuxuan Wei, Tianbao Xie, Xiao Xu, Wanx-
iang Che, and Ting Liu. 2021b. GL-GIN: Fast and
accurate non-autoregressive model for joint multi-
ple intent detection and slot filling. In Proceedings
of the 59th Annual Meeting of the Association for
Computational Linguistics and the 11th International
Joint Conference on Natural Language Processing
(Volume 1: Long Papers), pages 178—188, Online.
Association for Computational Linguistics.

Libo Qin, Tianbao Xie, Wanxiang Che, and Ting Liu.
2021c. A survey on spoken language understanding:
Recent advances and new frontiers. In Proceedings
of the Thirtieth International Joint Conference on
Artificial Intelligence, IJCAI-21, pages 4577-4584.
International Joint Conferences on Artificial Intelli-
gence Organization. Survey Track.

Libo Qin, Xiao Xu, Wanxiang Che, and Ting Liu. 2020b.
AGIF: An adaptive graph-interactive framework for
joint multiple intent detection and slot filling. In
Findings of the Association for Computational Lin-
guistics: EMNLP 2020, pages 1807—-1816, Online.
Association for Computational Linguistics.

Marco Tulio Ribeiro, Tongshuang Wu, Carlos Guestrin,
and Sameer Singh. 2020. Beyond accuracy: Be-
havioral testing of NLP models with CheckList. In
Proceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 4902—
4912, Online. Association for Computational Lin-
guistics.

Gokhan Tur and Renato De Mori. 2011. Spoken lan-
guage understanding: Systems for extracting seman-
tic information from speech. John Wiley & Sons.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, L. ukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, volume 30. Curran Associates, Inc.

David Vilar, Jia Xu, L. F. D’Haro, and Hermann Ney.
2006. Error analysis of statistical machine translation
output. In International Conference on Language
Resources and Evaluation, pages 697-702.

Yu Wang, Yilin Shen, and Hongxia Jin. 2018. A bi-
model based RNN semantic frame parsing model for
intent detection and slot filling. In Proceedings of
the 2018 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, Volume 2 (Short Pa-
pers), pages 309-314, New Orleans, Louisiana. As-
sociation for Computational Linguistics.

Tongshuang Wu, Marco Tulio Ribeiro, Jeffrey Heer, and
Daniel Weld. 2019. Errudite: Scalable, reproducible,
and testable error analysis. In Proceedings of the
57th Annual Meeting of the Association for Compu-
tational Linguistics, pages 747763, Florence, Italy.
Association for Computational Linguistics.

Bowen Xing and Ivor Tsang. 2022. Co-guiding net:
Achieving mutual guidances between multiple intent
detection and slot filling via heterogeneous semantics-
label graphs. In Proceedings of the 2022 Conference
on Empirical Methods in Natural Language Process-
ing, pages 159—-169, Abu Dhabi, United Arab Emi-
rates. Association for Computational Linguistics.

Xiao Xu, Libo Qin, Kaiji Chen, Guoxing Wu, Linlin Li,
and Wanxiang Che. 2022. Text is no more enough!
a benchmark for profile-based spoken language un-
derstanding. In Proceedings of the AAAI Conference
on Artificial Intelligence, volume 36, pages 11575—
11585.

Bo Zheng, Zhouyang Li, Fuxuan Wei, Qiguang Chen,
Libo Qin, and Wanxiang Che. 2022. HIT-SCIR at
MMNLU-22: Consistency regularization for multi-
lingual spoken language understanding. In Proceed-
ings of the Massively Multilingual Natural Language
Understanding Workshop (MMNLU-22).

102


https://doi.org/10.1145/3533378
https://doi.org/10.1145/3533378
https://doi.org/10.3115/v1/D14-1162
https://doi.org/10.3115/v1/D14-1162
https://doi.org/10.18653/v1/D19-1214
https://doi.org/10.18653/v1/D19-1214
https://doi.org/10.18653/v1/D19-1214
https://doi.org/10.1109/ICASSP39728.2021.9414110
https://doi.org/10.1109/ICASSP39728.2021.9414110
https://doi.org/10.24963/ijcai.2020/533
https://doi.org/10.24963/ijcai.2020/533
https://doi.org/10.18653/v1/2021.acl-long.15
https://doi.org/10.18653/v1/2021.acl-long.15
https://doi.org/10.18653/v1/2021.acl-long.15
https://doi.org/10.24963/ijcai.2021/622
https://doi.org/10.24963/ijcai.2021/622
https://doi.org/10.18653/v1/2020.findings-emnlp.163
https://doi.org/10.18653/v1/2020.findings-emnlp.163
https://doi.org/10.18653/v1/2020.acl-main.442
https://doi.org/10.18653/v1/2020.acl-main.442
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2006/summaries/413.html
http://www.lrec-conf.org/proceedings/lrec2006/summaries/413.html
https://doi.org/10.18653/v1/N18-2050
https://doi.org/10.18653/v1/N18-2050
https://doi.org/10.18653/v1/N18-2050
https://doi.org/10.18653/v1/P19-1073
https://doi.org/10.18653/v1/P19-1073
https://aclanthology.org/2022.emnlp-main.12
https://aclanthology.org/2022.emnlp-main.12
https://aclanthology.org/2022.emnlp-main.12
https://aclanthology.org/2022.emnlp-main.12

SanskritShala: A Neural Sanskrit NLP Toolkit with Web-Based Interface
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Abstract

We present a neural Sanskrit Natural Language
Processing (NLP) toolkit named SanskritShala'
to facilitate computational linguistic analyses
for several tasks such as word segmentation,
morphological tagging, dependency parsing,
and compound type identification. Our systems
currently report state-of-the-art performance on
available benchmark datasets for all tasks. San-
skritShala is deployed as a web-based applica-
tion, which allows a user to get real-time analy-
sis for the given input. It is built with easy-to-
use interactive data annotation features that al-
low annotators to correct the system predictions
when it makes mistakes. We publicly release
the source codes of the 4 modules included
in the toolkit, 7 word embedding models that
have been trained on publicly available Sanskrit
corpora and multiple annotated datasets such
as word similarity, relatedness, categorization,
analogy prediction to assess intrinsic properties
of word embeddings. So far as we know, this
is the first neural-based Sanskrit NLP toolkit
that has a web-based interface and a number
of NLP modules. We are sure that the people
who are willing to work with Sanskrit will find
it useful for pedagogical and annotative pur-
poses. SanskritShala is available at: https://
cnerg.iitkgp.ac.in/sanskritshala. The
demo video of our platform can be accessed at:
https://youtu.be/x0X31Y9komw4.

1 Introduction

Sanskrit is a culture-bearing and knowledge-
preserving language of ancient India. Digitization
has come a long way, making it easy for people to
access ancient Sanskrit manuscripts (Goyal et al.,
2012; Adiga et al., 2021). However, we find that
the utility of these digitized manuscripts is limited
due to the user’s lack of language expertise and
various linguistic phenomena exhibited by the lan-
guage. This motivates us to investigate how we

Tt means ‘a school of Sanskrit’.

can utilize natural language technologies to make
Sanskrit texts more accessible.

The aim of this research is to create neural-based
Sanskrit NLP systems that are accessible through a
user-friendly web interface. The Sanskrit language
presents a range of challenges for building deep
learning solutions, such as the sandhi phenomenon,
a rich morphology, frequent compounding, flexible
word order, and limited resources (Sandhan et al.,
2022d; Krishna et al., 2021; Sandhan et al., 2021,
2019). To overcome these challenges, 4 prelimi-
nary tasks were identified as essential for process-
ing Sanskrit texts: word segmentation, morpholog-
ical tagging, dependency parsing, and compound
type identification. The word segmentation task
is complicated by the sandhi phenomenon, which
transforms the word boundaries (Sandhan et al.,
2022d). The lack of robust morphological analyz-
ers makes it challenging to extract morphological
information, which is crucial for dependency pars-
ing. Similarly, dependency information is essential
for several downstream tasks such as word order
linearisation (Krishna et al., 2019) which helps to
decode possible interpretation of the poetic compo-
sition. Additionally, the ubiquitous nature of com-
pounding in Sanskrit is difficult due to the implic-
itly encoded semantic relationship between its con-
stituents (Sandhan et al., 2022c). These 4 tasks can
be viewed as a preliminary requirement for develop-
ing robust NLP technology for Sanskrit. Thus, we
develop novel neural-based linguistically informed
architectures for all 4 tasks, reporting state-of-the-
art performance on Sanskrit benchmark datasets
(Sandhan et al., 2022c,d,a).

In this work, we introduce a neural Sanskrit NLP
toolkit named SanskritShala® to assist computa-
tional linguistic analyses involving multiple tasks
such as word segmentation, morphological tagging,
dependency parsing, and compound type identifi-
cation. SanskritShala is also deployed as a web

ZRoughly, it can be translated as ‘a school of Sanskrit’.
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application that enables users to input text and gain
real-time linguistic analysis from our pretrained
systems. It is also equipped with user-friendly in-
teractive data annotation capabilities that allow an-
notators to rectify the system when it makes errors.
It provides the following benefits: (1) A user with
no prior experience with deep learning can utilise
it for educational purposes. (2) It can function
as a semi-supervised annotation tool that requires
human oversight for erroneous corrections. We
publicly release the source code of the 4 modules
included in the toolkit, 7 word embedding models
that have been trained on publicly available San-
skrit corpora and multiple annotated datasets such
as word similarity, relatedness, categorization, anal-
ogy prediction to measure the word embeddings’
quality. To the best of our knowledge, this is the
first neural-based Sanskrit NLP toolkit that con-
tains a variety of NLP modules integrated with a
web-based interface.

Summarily, our key contributions are as follows:

¢ We introduce the first neural Sanskrit NLP
toolkit to facilitate automatic linguistic analy-
ses for 4 downstream tasks (§4).

* We release 7 pretrained Sanskrit embeddings
and suit of 4 intrinsic evaluation datasets to
measure the word embeddings’ quality (§5).

* We integrate SanskritShala with a user-
friendly web-based interface which is helpful
for pedagogical purposes and in developing
annotated datasets (§5).

* We publicly release codebase and datasets of
all the modules of SanskritShala which cur-
rently mark the state-of-the-art results.’

2 Related Work on Sanskrit NLP Tools

Recently, the Sanskrit Computational Linguistics
(SCL) field has seen significant growth in building
web-based tools to help understand Sanskrit texts.
Goyal and Huet (2016a) introduced the Sanskrit
Heritage Reader (SHR), a lexicon-driven shallow
parser that aids in the selection of segmentation
solutions. Samsadhani is another web-based tool
consisting of various rule-based modules (Kulkarni
and Sharma, 2019; Kulkarni et al., 2020; Sriram
et al., 2023). Recently, Terdalkar and Bhattacharya
(2021, 2022) introduced a web-based annotation

3https ://github.com/Jivnesh/SanskritShala

tool for knowledge-graph construction and a metri-
cal analysis.

In short, tools for NLP can be divided into two
groups: rule-based and annotation tools. Rule-
based tools have limitations such as not providing
a final solution, limited vocabulary coverage, and
lacking user-friendly annotation features. Anno-
tation tools, on the other hand, do not have the
recommendations of rule-based systems, relying
solely on annotators. To address these limitations,
a web-based annotation framework called SHR++
(Krishna et al., 2020c) was proposed. It combines
the strengths of both types of tools by offering all
possible solutions from rule-based system SHR for
tasks like word segmentation and morphological
tagging, allowing annotators to choose the best so-
lution rather than starting from scratch.

Our proposal, SanskritShala, goes a step fur-
ther by integrating a neural-based NLP toolkit that
combines state-of-the-art neural-based pre-trained
models with rule-based suggestions through a web-
based interface. Each module of SanskritShala is
trained to predict the solutions from the exhaustive
candidate solution space generated by rule-based
systems. Hence, it makes predictions in real time
using neural-based models that have already been
trained. Thus, a complete solution is shown to the
users / annotators, which was not possible in any
of the previous attempts.

Further, annotators can easily correct the mispre-
dictions of the system with the help of user-friendly
web-based interface. This would significantly re-
duce the overall cognitive load of the annotators.
To the best of our knowledge, SanskritShala is the
first NLP toolkit available for a range of tasks with
a user friendly annotation interface integrated with
the neural-based modules.

3 About Sanskrit

Sanskrit is an ancient language known for its
cultural significance and knowledge preservation.
However, it presents challenges for deep learning
due to its morphological complexity, compound-
ing, free word order, and lack of resources. San-
skrit’s intricate grammar, with its combination of
roots, prefixes, and suffixes, requires advanced al-
gorithms to analyze and understand. Compounding
adds another layer of complexity as multiple words
combine to form new words with unique mean-
ings (Krishna et al., 2016; Sandhan et al., 2022c).
The free word order in Sanskrit complicates tasks
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Translation: “Become a servant.” (b)

LemmaTag architecture in which multi-task learning formulation is leveraged to predict morphological tags and

lemmas by employing bidirectional RNNs with character-level and word-level representations.

(c) Proposed

ensembled architecture for dependency parsing integrated with the LCM pretraining. LCM is acronym for three
auxiliary tasks: Lemma prediction, Case prediction and Morphological tag prediction. (d) Toy example illustrating
the context-sensitive multi-task learning system: “aham pita-ambaram dharami” (Translation: “I wear a yellow
cloth”) where ‘pita-ambaram’ is a compound having Tatpurusa semantic class according to the context presented.

like parsing and understanding, requiring models to
comprehend meaning regardless of word placement
(Krishna et al., 2023, 2019). Moreover, Sanskrit
is considered a low-resource language, lacking ex-
tensive datasets and pre-trained models (Sandhan
et al., 2021). Overcoming these challenges necessi-
tates linguistic expertise, computational techniques,
and sufficient language resources. Developing spe-
cialized models to handle Sanskrit’s morphology,
compounding, and word order is essential. Creat-
ing annotated datasets, lexicons, and corpora will
also contribute to advancing research and appli-
cations in Sanskrit (Sandhan et al., 2022b, 2023).
Despite the obstacles, utilizing deep learning to ex-
plore Sanskrit benefits the preservation of cultural
heritage and facilitates a deeper understanding of
India’s literature and philosophy, while also push-

ing the boundaries of natural language processing.

4 A Neural NLP Sanskrit Toolkit

In this section, we describe SanskritShala, which
is a neural Sanskrit NLP toolkit designed to aid
computational linguistic analysis including various
tasks, such as word segmentation, morphological
tagging, dependency parsing, and compound type
identification. It is also available as a web appli-
cation that allows users to input text and obtain
real-time linguistic analysis from our pretrained
algorithms. We elucidate SanskritShala by first
elaborating on its key modules.

Word Tokenizer: Earlier lexicon-driven systems
for Sanskrit word segmentation (SWS) rely on
Sanskrit Heritage Reader (Goyal and Huet, 2016b,
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SHR), a rule-based system, to obtain the exhaus-
tive solution space for segmentation, followed
by diverse approaches to find the most valid so-
lution. However, these systems are rendered
moot while stumbling out-of-vocabulary words.
Later, data-driven systems for SWS are built us-
ing the most recent techniques in deep learn-
ing, but can not utilize the available candidate
solution space. To overcome the drawbacks of
both lines of modelling, we build a Transformer-
based Linguistically-Informed Sanskrit Tokenizer
(TransLIST) (Sandhan et al., 2022d) containing
(1) a component that encodes the character-level
and word-level potential candidate solutions, which
tackles sandhi scenario typical to SWS and is com-
patible with partially available candidate solution
space, (2) a novel soft-masked attention for prior-
itizing selected set of candidates and (3) a novel
path ranking module to correct the mispredictions.
Figure 1(a) illustrates the TransLIST architecture,
where the candidate solutions obtained from SHR
are used as auxiliary information. In terms of the
perfect match (PM) metric, TransLIST outperforms
with 93.97 PM compared to the state-of-the-art
(Hellwig and Nehrdich, 2018) with 87.08 PM.

Morphological = Tagger: Sanskrit is a
morphologically-rich fusional Indian language
with 40,000 possible labels for inflectional mor-
phology (Krishna et al., 2020b; Gupta et al., 2020),
where homonymy and syncretism are predominant
(Krishna et al., 2018). We train a neural-based
architecture (Kondratyuk et al., 2018, LemmaTag)
on Sanskrit dataset (Krishnan et al., 2020). Figure
1(b) illustrates the system architecture in which
multi-task learning formulation is leveraged
to predict morphological tags and lemmas by
employing bidirectional RNNs with character-level
and word-level representations. Our system trained
on the Sanskrit dataset stands first with 69.3
F1-score compared to the second position with
69.1 Fl-score on the Hackathon dataset (Krishnan
et al., 2020) leaderboard.*

Dependency Parser: Due to labelled data bot-
tleneck, we focus on low-resource techniques for
Sanskrit dependency parsing. Numerous strategies
are tailored to improve task-specific performance
in low-resource scenarios. Although these strate-
gies are well-known to the NLP community, it is

“Hackathon leaderboard: https://competitions.
codalab.org/competitions/35744#results

not obvious to choose the best-performing ensem-
ble of these methods for a low-resource language
of interest, and not much effort has been given to
gauging the usefulness of these methods. We inves-
tigate 5 low-resource strategies in our ensembled
Sanskrit parser (Sandhan et al., 2022a): data aug-
mentation, multi-task learning, sequential transfer
learning, pretraining, cross/mono-lingual and self-
training. Figure 1(c) shows our ensembled system,
which supersedes with 88.67 Unlabelled Attached
Score (UAS) compared to the state-of-the-art (Kr-
ishna et al., 2020a) with 87.46 UAS for Sanskrit
and shows on par performance in terms of Labelled
Attached Score.

Sanskrit Compound Type Identifier (SaCTI)
is a multi-class classification task that identifies
semantic relationships between the components of
a compound. Prior methods only used the lexi-
cal information from the constituents and did not
take into account the most crucial syntactic and
contextual information for SaCTI. However, the
SaCTI task is difficult mainly due to the implic-
itly encrypted context-dependent semantic relation-
ship between the compound’s constituents. Thus,
we introduce a novel multi-task learning approach
(Sandhan et al., 2022c) (Figure 1(d)) which in-
cludes contextual information and enhances the
complementary syntactic information employing
morphological parsing and dependency parsing as
two auxiliary tasks. SaCTI outperforms with 81.7
F1-score compared to the state-of-the-art by Kr-
ishna et al. (2016) with 74.0 F1-score.

5 Sanskrit Resources in SanskritShala

In this section, we describe 7 word embeddings pre-
trained on Sanskrit corpora and suit of 4 intrinsic
tasks datasets to assess the quality of word embed-
dings, followed by the description of web interface.

Pretrained word embeddings for Sanskrit:
There are two types of embedding methods: static
and contextualized. Table 1 shows how they are cat-
egorized based on the smallest unit of input to the
embedding model, such as character, subword, or
token level. The paper focuses on two token-level
word embeddings: Mikolov et al. (2013, word2vec)
and Pennington et al. (2014, GloVe). Word2vec is
the foundation for all subsequent embeddings and
works on the local context window, while GloVe
considers the global context. To address the OOV
issue, subword (Wieting et al., 2016; Bojanowski
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Figure 2: The web interface of the SanskritShala. At the bottom right, a rule-based chatbot is added to navigate
users on the platform to give users a user-friendly experience.
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Figure 3: (a) The candidate solution space generated by SHR for the word segmentation task and the predicted
solution by our pretrained model is recommended for the sequence ‘prabhiitanaranagena balenopavivesa ha’ using
a yellow highlight. (b) Morphological Tagger: For each word, we show possible morphological analyses suggested
by SHR as well as our system prediction in green if it falls in SHR’s candidate space, otherwise in orange.
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Figure 4: (a) Dependency parser: Interactive module for the dependency parsing task which directly loads predicted

dependency trees from our pretrain model and allows user to correct mispredictions using our interactive interface.
(b) Mlustration of compound identifier
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Class Input type Systems
Static character charLM
subword fastText
token word2vec, gloVe, LCM
Contextualized | character ELMo
subword ALBERT

Table 1: Overview of Sanskrit pretrained embeddings.

et al., 2017; Heinzerling and Strube, 2018) and
character-level (Kim et al., 2016; Jozefowicz et al.,
2016) modeling have been proposed. We also ex-
plore two contextualized embeddings: ELMo (Pe-
ters et al., 2018) and ALBERT (Lan et al., 2020),
a lighter version of BERT. We trained these 6 em-
bedding methods on Sanskrit corpora and made
the pretrained models publicly available (Sandhan
et al., 2023).> The following section describes our
proposed pretraining for low-resource settings.

LCM Pretraining: We propose a supervised pre-
training, which automatically leverages morpho-
logical information using the pretrained encoders.
In a nutshell, LCM integrates word representations
from multiple encoders trained on three indepen-
dent auxiliary tasks into the encoder of the neural
dependency parser. LCM is acronym for three aux-
iliary tasks: Lemma prediction, Case prediction
and Morphological tag prediction. LCM follows
a pipeline-based approach consisting of two steps:
pretraining and integration. Pretraining uses a se-
quence labelling paradigm and trains encoders for
three independent auxiliary tasks. Later, these pre-
trained encoders are combined with the encoder of
the neural parser via a gating mechanism similar to
Sato et al. (2017). The LCM consists of three se-
quence labelling-based auxiliary tasks, namely, pre-
dicting the dependency label between a modifier-
modified pair (LT), the monolithic morphological
label (MT), and the case attribute of each nominal
(CT). We encourage readers to refer Sandhan et al.
(2021, LCM) for more details.

Datasets: The quality of word embedding spaces
is evaluated through intrinsic and extrinsic methods.
This study focuses on intrinsic evaluation, which
involves assessing semantic and syntactic informa-
tion in the words without testing on NLP applica-
tions. It is based on works such as Mikolov et al.
(2013) and Baroni et al. (2014). These evaluations
require a query inventory containing a query word

Shttps://github.com/Jivnesh/SanskritShala/
tree/master/EvalSan

and a related target word. However, such query in-
ventories are not readily available for Sanskrit. To
address this, we annotated query inventories for 4
intrinsic tasks: analogy prediction, synonym detec-
tion, relatedness, and concept categorization. The
inventories were constructed using resources such
as Sanskrit WordNet (Kulkarni, 2017), Amarakosa
(Nair and Kulkarni, 2010), and Sanskrit Heritage
Reader (Goyal and Huet, 2016b; Huet and Goyal,
2013).

Web Interface: Figure 2 shows our Sanskrit-
Shala toolkit that offers interactive web-based pre-
dictions for various NLP tasks. The toolkit is
built using React framework, which makes it user-
friendly and easy to use. One of the tasks it handles
is the word segmentation task, which is built on
top of the web-based application called SHR++.
The SHR++ demonstration is depicted in Figure
3(a). The user inputs a Sanskrit string, which is
then sent in real-time to SHR for potential word
splits. The system prediction is then obtained from
the pretrained word tokenizer. The human annota-
tor is presented with the candidate solution space,
with the system prediction highlighted in yellow.
The toolkit also features a flask-based application
for morphological tagging, which takes user input
and scrapes possible morphological tags for each
word using SHR. As shown in Figure 3(b), the pre-
dictions of the pretrained morphological tagger are
displayed in green or orange, depending on whether
they are present in the candidate solution of SHR
or not. The user can also add a new tag if the ac-
tual tag is missing in the SHR solution space or
the system’s prediction. For the dependency pars-
ing module, we have built a react-based front-end.
The user input is passed to the pretrained model to
generate a dependency structure. As illustrated in
Figure 4(a), the front-end automatically loads the
predicted dependency tree and allows the user to
make corrections if there are any mispredictions.
Additionally, Figure 4(b) shows a flask-based ap-
plication for the compound type identifier, where
users can give input to the system through its web
interface. The final annotations can be downloaded
after each individual module. We plan to maintain
the progress of Sanskrit NLP and offer an overview
of available datasets and existing state-of-the-art
via the leaderboard for various tasks.

Interactive Chatbot: SanskritShala-bot is a rule-
based chatbot that makes it easy to automate simple
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and repetitive user requests, like answering fre-
quently asked questions and directing users to rele-
vant resources. It is also easier to set up and main-
tain than Al-powered chatbots, which are more
complicated. SanskritShala-bot is useful for ad-
dressing frequently asked standard queries. It helps
familiarize users with the platform by providing
them with information and guidance on how to use
it. It can answer questions about the platform’s
features, help users find their way around it, and ex-
plain step-by-step how to do certain tasks. This can
make it easier for users to get started and leading
to a better user experience.

6 Conclusion

We present the first neural-based Sanskrit NLP
toolkit, SanskritShala which facilitates diverse lin-
guistic analysis for tasks such as word segmenta-
tion, morphological tagging, dependency parsing
and compound type identification. It is set up as a
web-based application to make the toolkit easier to
use for teaching and annotating. All the codebase,
datasets and web-based applications are publicly
available. We also release word embedding models
trained on publicly available Sanskrit corpora and
various annotated datasets for 4 intrinsic evalua-
tion tasks to assess the intrinsic properties of word
embeddings. We strongly believe that our toolkit
will benefit people who are willing to work with
Sanskrit and will eventually accelerate the Sanskrit
NLP research.

Limitations

We plan to extend SanskritShala by integrating
more downstream tasks such as Post-OCR correc-
tion, named entity recognition, verse recommenda-
tion, word order linearisation, and machine transla-
tion. Improving the performance of existing tasks
would be important. For example, the current de-
pendency parser is very fragile (performance drops
by 50%) in the poetry domain.

Ethics Statement

Our work involves the development of a platform
for annotating Sanskrit text. We believe that this
platform will be useful for people who are willing
to work with Sanskrit for research and educational
purposes. We have ensured that our platform is de-
signed ethically and responsibly. We do not foresee
any harmful effects of our platform on any com-
munity. However, we caution users to use the plat-

form carefully as our pretrained models are not per-
fect, and errors can occur in the annotation process.
All our systems are built using publicly available
benchmark datasets, and we have released all our
pretrained models and source codes publicly for
future research. We are committed to transparency
and open access in our work, and we believe that
sharing our resources will benefit the wider NLP
community. We also acknowledge that NLP re-
search can have potential ethical implications, par-
ticularly in areas such as data privacy, bias and
discrimination. We are committed to continuing to
consider these ethical implications as we develop
our platform, and we welcome feedback from the
community on how we can improve our ethical
practices.
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Abstract

Systems that support users in the automatic
creation of visualizations must address sev-
eral subtasks - understand the semantics of
data, enumerate relevant visualization goals
and generate visualization specifications. In
this work, we pose visualization generation as
a multi-stage generation problem and argue that
well-orchestrated pipelines based on large lan-
guage models (LLMs) and image generation
models (IGMs) are suitable to addressing these
tasks. We present LIDA, a novel tool for gen-
erating grammar-agnostic visualizations and
infographics. LIDA comprises of 4 modules
- A SUMMARIZER that converts data into a
rich but compact natural language summary,
a GOAL EXPLORER that enumerates visualiza-
tion goals given the data, a VISGENERATOR
that generates, refines, executes and filters visu-
alization code and an INFOGRAPHER module
that yields data-faithful stylized graphics using
IGMs. LIDA provides a python api, and a hy-
brid USER INTERFACE (direct manipulation
and multilingual natural language) for interac-
tive chart, infographics and data story genera-
tion. Code and demo are available at this url -
https://microsoft.github.io/lida/

1 Introduction

Visualizations make data accessible by reducing
the cognitive burden associated with extracting in-
sights from large tabular datasets. However, vi-
sualization authoring is a complex creative task,
involving multiple steps. First the user must build
familiarity with the dataset (content and semantics)
and enumerate a set of relevant goals or hypothe-
ses that can be addressed using the data. Next,
users must select the right visualization representa-
tion (marks, transformations and layout) for each
goal. Finally, the user must implement the visu-
alization either as code or using available direct
manipulation interfaces. Each of these steps re-
quire expertise, and can be tedious as well as error

prone for users with limited visualization experi-
ence (novices). Existing research has sought to
address these challenges by automating the visual-
ization (AUTOVIZ) creation process, given a dataset
(Podo et al., 2023). Automation may occur in two
modes: i.) fully automated - the system automati-
cally generates visualizations relevant to the data
ii.) semi-automated - the user specifies their goals
and the system generates visualizations that address
these goals. The former mode is valuable for users
unfamiliar with the data and the latter is valuable
for users with some familiarity with the data and
the visualization task.

Consequently, a successful AUTOVIZ tool must
excel at each of several subtasks - understand the
semantics of the data, enumerate relevant visual-
ization goals and generate visualization specifica-
tions that meet syntax, design, task and perceptual
requirements of these goals (Podo et al., 2023).
Furthermore, given the target demographic (novice
users), such a tool must support the user by offering
NL (NL) interaction modalities (Mitra et al., 2022;
Narechania et al., 2020; Chen et al., 2022), affor-
dances to control system behavior and sense mak-
ing tools to understand and debug/verify system
behavior. While related work has addressed aspects
of the AUTOVI1Z task, there are several known limi-
tations (Podo et al., 2023) such as they: (i) rely on
heuristics that are limited in coverage, challenging
to craft and tedious to maintain (Wongsuphasawat
et al., 2017). (i1) require significant user interac-
tion to generate visualizations (Wongsuphasawat
et al., 2017; Moritz et al., 2018). (iii) implement
automated approaches that offer limited control
over system input and output (Dibia and Demiralp,
2019) (iv) require grammar (or chart type) specific
training data and model architectures (Dibia and
Demiralp, 2019; Luo et al., 2018) for each sub task,
(v) do not consider alternative chart representation
formats such as infographics.

Concurrently, advances in large foundation mod-
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Figure 1: LIDA generates visualizations and infographics across 4 modules - data summarization, goal exploration,
visualization generation and infographics generations. Example output from each module is shown.
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Figure 2: Example data-faithful infographics and associated style prompts generated with LIDA.

els (Bommasani et al., 2021) have shown state of
the art performance on a variety of creative tasks
such as multilingual text generation, code genera-
tion, image captioning, image generation, and im-
age editing. In this work, we argue that the vast
capabilities of these models can be assembled to ad-
dress the AUTOVIZ task, whilst addressing the lim-
itations of existing approaches. This work makes
the following contributions:

* We present a novel multi-stage, modular ap-
proach (Fig 1) for the automatic generation
of data visualization and infographics using
LLMs'. Specifically, we (i) Efficiently represent
datasets as NL summaries, suitable as ground-
ing context for an LLM to address visualization
tasks. (ii) Generate a set of visualization goals
using LLMs. Importantly, we leverage prompt
engineering to steer the model towards generat-

IThis work primarily utilizes the OpenAl gpt-3.5-turbo-x
line of models for text and code generation.
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ing correct visualization that follow best prac-
tices (see Appendix C). (iii) Apply LLMs to
generate grammar-agnostic visualization speci-
fication based on generated (or human provided)
goals. (iv) Provide a hybrid interface that sup-
ports traditional direct manipulation controls
(e.g., manually select which fields to explore)
and a rich multilingual NL interface to sup-
port user’s with varied skill/experience. (v) Ap-
ply text-conditioned image generation models
(IGM) models in generating stylized infograph-
ics that are both informative (generally faithful
to data), aesthetically pleasing, memorable and
engaging (see section 2.3).

* We introduce metrics for evaluating LLM-

enabled visualization tools, including a metric
for pipeline reliability (visualization error rate -
VER), and visualization quality (self-evaluated
visualization quality - SEVQ) (see section 4).



* We implement our approach in an Open Source
library - LIDA%. LIDA provides a python api,
a web api and a rich web interface useful for
research and practical applications.

Compared to existing AUTOVIZ approaches, LIDA
proposes an implementation that is simplified
(eliminates the need for subtask-specific mod-
els), general (can be adapted to generate visual-
izations in any programming language or gram-
mar), flexible (individual modules can be opti-
mized) and scalable (the system performance will
improve with advances in the underlying LLM).
Taken together, these contributions provide build-
ing blocks towards complex workflows such as
visualization translation, chart question answering
(with applications in accessibility of charts), auto-
mated data exploration and automated data stories.

To the best of our knowledge, LIDA is the first
tool to formulate visualization/infographic genera-
tion as a multi-step generation task and demonstrate
an end-to-end pipeline that addresses a variety of
subtasks.

2 Related Work

LIDA is informed by research on large foundation
models applied to creative tasks across modalities
such as text and images, and advances in automated
generation of visualizations and infographics.

2.1 Foundation Models for Creative Tasks

Advances in large transformer-based (Vaswani
et al., 2017) models trained on massive amounts
of data (terabytes of text and images) have led
to a paradigm shift where a single model demon-
strates state of the art task performance across mul-
tiple data modalities such as text, images, audio
and video. These models, also known as founda-
tion models (Bommasani et al., 2021), have been
shown to be effective for a variety of human cre-
ativity tasks. LLMs like the GPT3 series (Brown
et al., 2020), OPT (Zhang et al., 2022), PALM
(Chowdhery et al., 2022), LAMBDA (Cohen et al.,
2022) learn complex semantics of language allow-
ing them to be effective in tasks such as text sum-
marization, question answering. Code LLMs such
as Codex (Chen et al., 2021), AlphaCode (Li et al.,
2022), InCoder (Fried et al., 2022) show state of
the art performance on a suite of code intelligence
tasks. Finally, models such as CLIP (Radford et al.,

Zhttps://microsoft.github.io/lida/.

2021), DALLE (Ramesh et al., 2022, 2021) and La-
tent Diffusion (Rombach et al., 2022) have shown
state of the art capabilities on image generation
tasks such as image captioning, image editing, and
image generation.

In this work, we adopt insights from Program-
Aided Language models (Gao et al., 2022) - a setup
where LLMs generate programs as the intermedi-
ate reasoning steps, but offload the solution step to
a runtime such as a python interpreter. We lever-
age the language modeling capabilities of LLMSs in
generating semantically meaningful visualization
goals, and their code writing capabilities in gener-
ating visualization code which is compiled to yield
visualizations. These visualizations (images) are
then used as input to image generation models in
generating stylized infographics.

2.2 Automated Visualization (AUTOVIZ)

Extant AUTOVIZ research have explored multiple
approaches such as heuristics, task decomposition
or learning based approaches. Heuristics-based ap-
proaches explore properties of data in generating
a search space of potential visualizations (Wong-
suphasawat et al., 2017), ranking these visualiza-
tions based on quality attributes (Luo et al., 2018;
Moritz et al., 2018) and presenting them to the
user. For example, DeepEye (Luo et al., 2018)
enumerates all possible visualizations and classi-
fies/ranks them as “good” or “bad” using a binary
decision tree classifier while Voyager (Wongsupha-
sawat et al., 2017) uses heuristics to enumerate the
space of visualizations. However, heuristics can
be tedious to maintain, may have poor coverage
of the visualization space and does not leverage
information encoded in existing datasets. More
recent work has explored a task decomposition
approach where the AUTOVIZ process is decom-
posed into multiple tasks that are solved individu-
ally via specialized tools and aggregated to yield
visualizations (Narechania et al., 2020; Chen et al.,
2022; Wang et al., 2022b). For example NL4DV
(Narechania et al., 2020) implements a custom
query engine that parses natural language queries,
identifies attributes/tasks and generates Vega-Lite
specifications. A limitation of task decomposition
approaches is that they are bottlenecked by the
implementation performance for each step (e.g.,
limitations with models for disambiguating natural
language queries as seen in NL4DV (Narechania
et al., 2020)). Finally, end-to-end learning-based
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approaches seek to automatically learn mappings
from data directly to generated visualizations. For
example, Data2Vis (Dibia and Demiralp, 2019)
(the most relevant work to this study) uses a se-
quence to sequence model that implicitly addresses
AUTOVIZ subtasks by learning a mapping from
raw JSON data sampled from datasets to Vega-Lite
(Satyanarayan et al., 2017) specifications. Some
limitations of current learning approaches is that
they are limited to a single grammar, require cus-
tom models, custom paired training data and train-
ing objectives (Dibia and Demiralp, 2019; Luo
et al., 2018; Chen et al., 2022) for each supported
grammar, and do not provide a path to generating
infographics. Furthermore, they do not provide
mechanisms for fine-grained control of visualiza-
tion output or provide robust error detection and
recovery strategies.

LIDA addresses these limitations in several ways:

(i) Leverages patterns learned by LLMs from mas-
sive language and code dataset, applying this
knowledge to subtasks. (ii) Provides a single gram-
mar-agnostic pipeline that generates visualization
in multiple programming languages and visualiza-
tion grammars. (iii) Supports natural language
based control of generated visualizations. (iv) lever-
age emergent capabilities of large language models
such chain of thought reasoning to improve reliabil-
ity of generated text/code (Kojima et al., 2022; Wei
et al., 2022; Shi et al., 2022a), model calibration
(Kadavath et al., 2022) (predictions on correctness
probabilities of visualizations) as well as self-con-
sistency (Wang et al., 2022a) in ranking/filtering
results. (v) provides a mechanism for generating
infographics that are data-faithful and aesthetically
pleasing. (vi) supports a fully automatic mode
where an LLM is used to discover meaningful goal-
s/hypotheses (fields to visualize, questions to ask)
or a semi automatic mode where the user provides
a hypothesis and it generates a visualization.
By choosing to cast visualization/infographic gen-
eration as generation tasks that offloads core prob-
lem solving to LLMs and IGMs, LIDA simplifies the
design and maintenance of such systems.

2.3 Infographics Generation

Infographics (information graphics) are visual arti-
facts that seek to convey complex data-driven nar-
ratives using visual imagery and embellishments
(Harrison et al., 2015). Existing research has shown
that infographics are aesthetically pleasing, engag-

ing and more memorable (Tyagi et al., 2021; Harri-
son et al., 2015; Haroz et al., 2015), at no additional
cost to the user (Haroz et al., 2015). These prop-
erties have driven their applications in domains
like fashion, advertisemnt, business and general
communications. However, the creation of info-
graphics that convey data insights can be a tedious
process for content creators, often requiring skills
across multiple tools and domains. Research on
infographic generation have mainly explored the
creation of pictographs (Haroz et al., 2015) - replac-
ing the marks on traditional charts with generated
images and learning to extract/transfer styles from
existing pictographs (Shi et al., 2022b). In this
work, we extend this domain to exploring the gener-
ation of both visual marks as well as generating the
entire infographic based on natural language style
descriptions using large image generation models
such as DALLE (Ramesh et al., 2022, 2021) and
Latent Diffusion (Rombach et al., 2022). This ap-
proach also enables user-generated visual styles
and personalization of visualizations to fit user pref-
erences such as color palettes, visual styles, fonts
etc.

3 The LIDA System

LIDA comprises of 4 core modules - a SUMMA.-
RIZER, a GOAL EXPLORER, a VISGENERATOR
and an INFOGRAPHER (see Fig 1). Each module is
implemented in the LIDA github repo as a python li-
brary with an optional user interface (see Appendix
A).

3.1 SUMMARIZER

Stage 1 Stage 2

LLM / User Enrichment

S cars.csv > e A
= (description, semantic type)

statistics, samples ..

Atomic type, field ’

{"name":"cars.json",'file_name":"cars.json",'dataset_description":"A dataset
containing information about cars."'fields":[{"column":"Name",'properties":
{"dtype":"string",'samples":["amc concord dI";'amc ambassador
dpl",'plymouth cricket'], "num_unique_values" : 311, "semantic_type":
"car_model", "description":"The make and model of the car."}} ...

Figure 3: The SUMMARIZER module constructs a NL
summary from extracted data properties (atomic types,
field statistics) and an optional LLM enrichment (pre-
dicted field descriptions, semantic types).

LLMs are capable zero shot predictors, able to solve
multiple tasks with little or no guiding examples.
However, they can suffer from hallucination e.g.,
generating text that is not grounded in training data
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or the current task. One way to address this is to
augment (Mialon et al., 2023) the LLM with ground-
ing context. Thus, the goal of the summarizer is to
produce an information dense but compact > sum-
mary for a given dataset that is useful as grounding
context for visualization tasks. A useful context is
defined as one that contains information an ana-
lyst would need to understand the dataset and the
tasks that can be performed on it. The summary is
implemented in two stages (see Fig 3)

Stage 1 - Base summary generation: We ap-
ply rules in extracting dataset properties includ-
ing atomic types (e.g., integer, string, boolean) us-
ing the pandas library (McKinney, 2010), general
statistics (min, max, # unique values) and a random
non-null list of n samples for each column.

Stage 2 - Summary enrichment: The base sum-
mary is optionally enriched by an LLM or a user
via the LIDA ui to include semantic description of
the dataset (e.g., a dataset on the technical specifi-
cation of cars), and fields (e.g., miles per gallon for
each car) as well as field semantic type prediction
(Zhang et al., 2019).

3.2 GOAL EXPLORER

This module generates data exploration goals,
given a summary generated by the SUMMARIZER.
We express goal generation as a multitask genera-
tion problem where the LLM must generate a ques-
tion (hypothesis), a visualization that addresses the
question and rationale (see Fig 4). We find that
requiring the LLM to produce a rationale leads to
more semantically meaningful goals.

{"question": "What is the distribution of Miles_per_Gallon?",
"visualization": "Histogram of Miles_per_Gallon",

"rationale": "This tells us about the fuel efficiency of the cars in the
dataset and how it is distributed." }

Figure 4: A goal generated by LIDA is a JSON data
structure that contains a question, a visualization and a
rationale.

3.2.1 VISGENERATOR

The VISGENERATOR generates visualization speci-
fications and is comprised of 3 submodules - a code
scaffold constructor, a code generator and a code
executor.

Code scaffold constructor: Implements a library
of code scaffolds that correspond to programming

3Note: the summary must be compact in order to maximize
the limited context token budget of LLMs.

Implement a library of “code scaffolds" for
languages and grammars e.g., Python, Vega-Lite.

Complete code scaffolds based
on summary and goal.

Execute generated code,
parse results.

code generator |—>| code executor

code scaffold constructor }—)

import altair as alt
def plot(data):
chart = '''<stub>'''""
return chart
chart = plot(data)

import altair as alt
def plot(data):

chart =
alt.Chart(data).mark_point()

.encode(x="'Miles_per_Gallon'
,y='Cylinders')

return chart
chart = plot(data)

Figure 5: The VISGENERATOR module constructs vi-
sualization code scaffolds, fills a constrained section
(< stub >) and executes the scaffold.

languages and visualization grammars e.g., python
scaffolds support grammars such as Matplotlib,
GGPlot, Plotly, Altair, Seaborn, and Bokeh. Each
scaffold is an executable program that i.) imports
relevant dependencies ii.) defines an empty func-
tion stub which returns a visualization specification
(see Fig 5a).

Code generator: Takes a scaffold, a dataset sum-
mary, a visualization goal, and builds a prompt. An
LLM (applied in fill-in-the-middle mode (Bavarian
et al., 2022)) is then used to generate n candidate
visualization code specifications.

Code executor: Post-processes and executes* the
code specifications as well as filters the results.
LIDA implements several filtering mechanisms to
detect errors, each with latency tradeoffs: (i) gener-
ates a large sample for n with high temperature, dis-
card candidates that do not compile. (ii) apply self
consistency (Wang et al., 2022a) in LLMs where
multiple candidates are generated and the solution
with the highest consensus is selected. (iii) gener-
ate correctness probabilities (Kadavath et al., 2022)
for all candidates and selects the one with the high-
est probability. Note that the last two approaches
are computationally expensive (require multiple
forward passes through an LLM) and are not suit-
able for real time applications. The final output
is a list of visualization specifications (code) and
associated raster images.

3.2.2 VIZOPS - Operations on Generated
Visualizations

Given that LIDA represents visualizations as code,
the VISGENERATOR also implements submodules
to perform operations on this representation.

Natural language based visualization refine-
ment: Provides a conversational api to iteratively

4Execution in a sandbox environment is recommended.
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refine generated code (e.g., translate chart t hindi
. zoom in by 50% etc) which can then be exe-
cuted to generate new visualizations.
Visualization explanations and accessibility:
Generates natural language explanations (valuable
for debugging and sensemaking) as well as acces-
sibility descriptions (valuable for supporting users
with visual impairments).
Visualization code self-evaluation and repair:
Applies an LLM to self-evaluate generated code on
multiple dimensions (see section 4.1.2).
Visualization recommendation: Given some con-
text (goals, or an existing visualization), recom-
mend additional visualizations to the user (e.g., for
comparison, or to provide additional perspectives).

3.3 INFOGRAPHER

This module is tasked with generating stylized
graphics based on output from the VISGENERATOR
module (see Fig 2). It implements a library of vi-
sual styles described in NL that are applied directly
to visualization images. Note that the style library
is editable by the user. These styles are applied in
generating infographics using the text-conditioned
image-to-image generation capabilities of diffusion
models (Rombach et al., 2022), implemented using
the Peacasso library api (Dibia, 2022). An optional
post processing step is then applied to improve the
resulting image (e.g., replace axis with correct val-
ues from visualization, removing grid lines, and
sharpening edges).

3.4 USER INTERFACE

LIDA implements a user interface that communi-
cates with the core modules over a REST and Web-
socket api. The user interface implements several
views.

Data upload and summarization: This view al-
lows the user to upload a dataset and explore a
sample of rows in the dataset via a table view. A
data upload event triggers a call to the SUMMA-
RIZER and GOAL EXPLORER module and displays
a summary of the dataset and a list of potential
goals. This view also allows the user to option-
ally annotate and refine the generated summary or
curate fields used in the dataset.

Visualization view: This view allows the user to
optionally provide a visualization goal in NL (e.g.,
"what is the fuel efficiency per country?") or se-
lect a generated goal and then displays a generated
visualization . For each visualization, intermedi-
ate output from the models (underlying data sum-

mary, visualization specification, code scaffold) are
shown as explanations to aid in sensemaking, and
debugging(see Fig 9). This view also implements
the V1zOPSs capabilities described in Section 3.2.2
(e.g., See the interface for visualization evaluation
in Fig 10). Note that the NL interface inherits the
multilingual language capabilities of the underly-
ing LLM, enabling multilingual NL interaction.
Overall, the combination of these modules result
in a system that is able to implicitly address an
array of data visualization operations such as data
transformation, encoding, mark selection, styling,
layout, and annotation (Wang et al., 2022b).

4 Evaluation

4.1 Evaluation Metrics

Our initial evaluation of LIDA focuses on two high
level metrics - visualization error rates (VER) to pro-
vide signals on the reliability of the LIDA pipeline,
and self-evaluated visualization quality (SEVQ) to
assess the qguality of generated visualizations.

4.1.1 Visualization Error Rate (VER)

Visualization error rate is computed as the percent-
age of generated visualizations that result in code
compilation errors. This metric provides critical
insights into the reliability of the LIDA pipeline
and impact of changes to the system (e.g., prompt
engineering or scaffold update).

E
VER = — %100
T

Where: - E = Number of generated visualiza-
tions with code compilation errors, and - T' = Total
number of generated visualizations.

4.1.2 Self-Evaluated Visualization Quality
(SEVQ)

Recent work shows LLMs like GPT-4 encode broad
world knowledge (OpenAl, 2023), can assess the
quality of their output (Kadavath et al., 2022; Lin
et al., 2022) and can approximate human judge-
ments for tasks such as summarization (Liu et al.,
2023). Our observations applying GPT3.5/GPT-
4 to visualization tasks suggest similar results.
Specifically, GPT-4 has learned to encode some
visualization best practices and can apply these in
generating critiques of visualization code across
multiple dimensions. Thus, to evaluate visualiza-
tion quality, we compute an SEVQ metric by ap-
plying GPT-4 in assessing the quality of gener-
ated visualizations. Specifically, we task GPT-4
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with scoring generated visualization code (a nu-
meric value from 1-10 and a rationale) across 6
dimensions - code accuracy, data transformation,
goal compliance, visualization type, data encoding,
and aesthetics. These dimensions are informed by
existing literature on visualization generation/rec-
ommendation e.g., Wang et al. (2022b) outline 6
visualization tasks including data transformation,
encoding, marks, styling, layout and annotation,
while (Moritz et al., 2018) codify constraints for
visualization quality across expressivity (does it
convey the facts of the data) and effectiveness (is
the information more readily perceived compared
to other visualizations) criteria. Additional details
on prompts used for each dimension are provided
in Appendix B.

4.2 Evaluation Benchmark Settings

Our initial benchmark is based on 57 datasets
sourced from the vega datasets repository>. For
each dataset, LIDA is tasked with generating 5 goals
and 1 visualization per goal across multiple gram-
mars®. For reproducibility, we set temperature = 0
and number of samples n = 1 for the LLM. A
gallery of the generated evaluation visualizations
can be viewed on the LIDA project page.

4.3 Evaluation and Ablation Study Results

Visualization Error Rate | GPT-3.5, n=2280
Lo lib 95.79% | 2
matplotlib

EEm seaborn

o
©

o
o

Error Rate

<
IS

0.2

7.72%
5.61% o
0.0 F=

no_enrich

enrich schema
Summary Type

no_summary

Figure 6: Results from an ablation study on the impact
of data summarization strategies on visualization error
rate (VER) metric.

Overall, we find that LIDA is able to generate
visualizations with a low error rate (VER = 3.5%).
We also conduct an ablation study to inform on
the impact of the SUMMARIZER across the fol-

5https ://github.com/vega/vega-datasets

SLIDA is given a single try for each step. In theory, the
error rates can be driven to zero, by recursively applying the
visualization self-evaluation and self-repair modules.

lowing conditions - (i) no_enrich: a base sum-
mary with no enrichment (see Section 3.1), (ii) en-
rich: summary with LLM enrichment, (iii) schema:
only field names, i.e., schema as summary, and
(iv) no_summary: no summary. Results show that
including a summary leads to reduced error rate
compared to simply adding field names (schema)
as summary. We also find that enriching the base
summary with an LLM has less of an effect on
VER (with variations across visualization grammar),
and an expressive, well-represented grammar like
Seaborn having lower VER. These results are sum-
marized in Figure 6. We also find that the SEVQ
metric is valuable in identifying semantic quality
issues with generated visualizations. For example,
Fig 10 shows an example where the user has re-
quested a pie chart, and the LIDA self-evaluation
module critiques this visualization using the SEVQ
metric, providing a rationale for why a bar chart
is more effective (see Fig 10), with the option to
automatically repair the visualization.

5 Conclusion

In this work, we formulate visualization generation
as a multi-stage text (and code) generation problem
that can be addressed using large language mod-
els. We present LIDA - a tool for the automatic
generation of grammar-agnostic visualizations and
infographics. LIDA addresses limitations of cur-
rent automatic visualization systems - automatic
generation of hypothesis/goals given datasets, con-
versational interface for controllable visualization
generation and refinement, support for multiple vi-
sualization grammars using the same pipeline and
the ability to generate infographics. LIDA is effec-
tive compared to state of the art systems (see ex-
ample gallery of generated visualizations); it offers
a simplified system implementation and leverages
the immense language modeling and code genera-
tion capabilities of LLMs in implicitly solving com-
plex visualization subtasks. Finally, we introduce
metrics for assessing reliability (visualization error
rate - VER) and visualization quality (self-evaluated
visualization quality -SEVQ) for LLM-enabled vi-
sualization tools. We hope modules implemented
in LIDA will serve as useful building blocks in en-
abling complex creative workflows such as visual-
ization translation, chart question answering(with
applications in accessibility of charts), automated
data exploration and automated storytelling.
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6 Limitations

While LIDA demonstrates clear advances in how
we can support users in authoring visualizations
and infographics, there are several limitations that
offer a natural avenue for future research.

Low Resource Grammars: The problem formu-
lation introduced in LIDA depends on the under-
lying LLMs having some knowledge of visualiza-
tion grammars as represented in text and code
in its training dataset (e.g., examples of Altair,
Vega, Vega-Lite, GGPLot, Matplotlib, represented
in Github, Stackoverflow, etc.). For visualization
grammars not well represented in these datasets
(e.g., tools like Tableau, PowerBI, etc., that have
graphical user interfaces as opposed to code repre-
sentations), the performance of LIDA may be lim-
ited without additional model fine-tuning or transla-
tion. Furthermore, performance may be limited for
complex tasks (e.g., tasks requiring complex data
transformations) beyond the expressive capabilities
of specific grammars. Further research is needed
to: i.) study effects of strategies like task disam-
biguation ii.) impact of task complexity and choice
of programing language/grammar on performance.
Deployment and Latency: Large language mod-
els (e.g., GPT3.5 used in this work) are computa-
tionally expensive and require significant compute
resources to deploy at low latency. These costs can
prove to be impractical for real-world application.
In addition, the current setup includes a code ex-
ecution step which is valuable for verification but
increases deployment complexity (requires a sand-
box). Thus, there is opportunity to: i.) train smaller
capable LLMs (Touvron et al., 2023) finetuned on
a curated dataset of programming languages and
visualization grammars .ii) design vulnerability mit-
igation approaches such as limiting program scope
or generating only input parameters for visualiza-
tion grammar compilers.

Explaining System Behavior: The approach dis-
cussed in this paper simplifies the design of vi-
sualization authoring systems, but also inherits
interpretability challenges associated with large
language models. While LIDA offers intermedi-
ate outputs of the model (e.g., generated code and
specifications) as explanations, as well as post-hoc
explanations of generated code (see section 3.2.2),
there is a need for further research in explaining
system behavior (conditions when they are needed)
and providing actionable feedback to the user.
System Evaluation: Benchmarking LLM’s on cre-

ativity tasks can be challenging. While the current
study introduces metrics for evaluating reliability
(VER) and visualization quality (SEVQ) (see section
4), there is a need for more comprehensive bench-
marks on a variety of datasets and visualization
grammars. Furthermore, there are research oppor-
tunities to i.) study and quantify the capabilities of
LLMs in encoding and applying visualization best
practices ii.) conduct empirical studies that evalu-
ate model behavior, mapping out failure cases and
proposing mitigations iii.) qualitatively study the
impact of tools like LIDA on user creativity while
authoring visualizations.
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A The LIDA Library

LIDA is implemented as a python library with mod-
ules for each of the components described in Sec-
tion 3. The library is available on github’ and can
be installed using pip - pip install lida. The library
provides a python api, web api for integration into
other applications, and a command line interface. It
also provides a web-based user interface for users
to interact with LIDA (Fig 10, 9).

from lida.modules import Manager

lida = Manager ()
summary = lid "data/cars.csv")

1s(summary, n=1)

goals = lida.g

vis_specs = manager.generate_viz( summary=summary,
goal=goals[i])
charts = manager.execute_viz( code_specs=vis_specs,
data=manager.data, summary=summary)

11 print(charts)

Figure 7: Example usage of LIDA shows how to generate
a summary, visualization goals, code specifications and
execute the code to generate visualizations.

B Self-Evaluated Visualization Quality
(SEVQ) Prompts

For the SEVQ metric, we use GPT-4 to assess visu-
alization quality by scoring generated visualization

7https: //github.com/microsoft/lida
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Select a visualization library/grammar . .
[— it Generation Settings
—J Model: gpt-4-0314, n: 1, number of Temperature: 0 ...
Altair
Matplotlib

Seaborn g

GGPlot
Click or drag file to this area to upload

Upload .json or .csv files to generate a visualization.

(h Don't have data? Try any of the files below

[ stocks.csv ] [ cars.json ] [ wheat.json ] [ movies.json ] [ seattle-weather.csv ] [ sp500.csv ]

§ Data Summary

An enriched representation of the data (with predicted semantic types and descriptions)

seattle-weather.csv This dataset contains weather data for Seattle from 2012 to 2015.

 data summary | seattle-weather.csv

5 Date # Precipitation # Temp_max # Temp_min # Wind € Weather
date | date number | precipitation number | temperature number | temperature number | wind_speed category | weather_condition
The date of the weather The amount of precipitation in The maximum temperature in The minimum temperature in The wind speed in miles per hour.  The weather condition observed.
observation. inches. degrees Fahrenheit. degrees Fahrenheit. # Unique values: 79 # Unique values: 5
# Unique values: 1461 # Unique values: 111 # Unique values: 67 # Unique values: 55 min: 0.4, max: 9.5 | std: 1.438
min: 2012-01-01, max: 2015-12- 0, max: 55.9 | std: 6.680 min: -1.6 , max: 35.6 | std: 7.350 min: -7.1, max: 18.3 | std: 5.023 \ View samples
31 \ View samples
v View samples v View samples \ View samples

v View samples

View raw summary?

Figure 8: In the data upload section of the LIDA UI, users can select a grammar of choice and upload a dataset. A
dataset upload event triggers a goal generation as well as visualization generation tasks.

@& Visualization Generation

Select a goal above or describe a new visualization goal to generate a visualization.

What is the distribution of weather conditions observed as a pie chart

What is the distribution of weather conditions observed as a pie chart
What is the distribution of weather conditions observed as a pie chart

(@ How was this visualization created? See the specifications and code below.

What is the distribution of weather conditions observed as a pie chart
</> Python Code

rain W= rain
W sun
mm fog port as
mm drizzle import pandas as pd
= snow port matplotlib.pyplot as plt

f plot(data: pd.DataFrame):
snow weather_counts = datal['weather'].value_counts()
drizzle plt.pie(weather_counts, labels=weather_counts.index, autopc
fog t="%.2%%")
plt.title("What is the distribution of weather conditions o

bserved as a pie chart", wrap=True)

plt.legend(weather_counts.index, loc="best")
eturn plt;

GI Refine @ Explain © Evaluate @ Recommend!

Figure 9: The visualization generation section of the LIDA Ul enables the user to i.) specify their overall goal in
natural language and generate visualizations ii.) inspect, edit and execute generated code iii.) view the generated
visualization. iv.) perform operations on generated code e.g., refine, explain, evaluate and recommend visualizations.
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Use the evaluate visualization button below to generate self-evaluation scores for the chart.

%> Evaluate the chart.

The visualization has been evaluated across multiple dimensions. Select a dimension to view rationale for the score

bugs

aesthetics transformation

type
® score (out of 5): 2.00

encoding compliance

type

bugs

transformation

compliance

type

encoding

aesthetics

Type
While a pie chart can show the distribution of weather conditions, it is
2 O not the best choice for this type of data. A bar chart would be more
. effective in conveying insights, as it allows for easier comparison of

outof 5 categories and is less prone to misinterpretation.

R Auto Repair Chart.

Figure 10: The self-evaluation module in LIDA is used to evaluate/critique a generated visualization, providing
scores across 6 dimensions with rationale. In this case, the visualization contains a pie chart, and a bar chart is

recommended as an alternative.

code across the 6 task dimensions - code accuracy,
data transformation, goal compliance, visualization
type, data encoding, and aesthetics. These dimen-
sions are implemented as prompts to an LLM &,
which then generates a score between 1-10 for each
dimension. The final SEVQ score is the average of
the 6 scores. A sketch of the prompts used for each
dimension are enumerated in table 1.

C Design Reflections

Building a system that leverages foundation models
(text and images) involves engineering decisions
across a wide design space. In this section, we
briefly reflect on some of the design choices we
made for LIDA components and the tradeoffs we
considered.

C.1 Prompt Engineering

We explored multiple approaches to building
prompts that maximized the probability of the LLM
solving each subtask.

* SUMMARIZER: We found that improving the
richness of the summary (qualitative NL de-
scription, including semantic types) was criti-
cal to improved quality of generated goals and

8Exact prompts can be found at the project repository
https://github.com/microsoft/lida.

Dimension  Prompt

Code accu- Does the code contain bugs, logic errors,
racy syntax error or typos? How serious are the
bugs? How should it be fixed?

Data trans- Is the data transformed appropriately for

formation the visualization type?

Goal com- How well the code meets the specified visu-

pliance alization goals?

Visualization Considering best practices, is the visualiza-

type tion type appropriate for the data and intent?
Is there a visualization type that would be
more effective in conveying insights?

Data encod- Is the data encoded appropriately for the

ing visualization type?

Aesthetics Are the aesthetics of the visualization ap-

propriate and effective for the visualization
type and the data?

Table 1: Summary of the evaluation dimensions and the
corresponding prompt sketches.

visualization code. Implementation wise, we
began with a manually crafted summary of the
data (see Section 3.1), and then enriched it via
calls to an LLM and optional user refinement
of the summary.

* GOAL EXPLORER: Providing few shot exam-
ples in the prompts where fields and rationale
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are linked via symbols (e.g., plot a histogram
of field X vs Y to show relationship between X
and Y) nudges the model to use exact dataset
field names, and minimizes the occurrence of
hallucinated fields. Prompt engineering also
provides mechanisms to bake in visualization
best practices e.g. avoid pie charts, apply vi-
sualization best practices, Imagine you are
a highly experienced visualization specialist
and data analyst.

* VISGENERATOR: Casting visualization code
generation as a fill-in-the-middle problem (as
opposed to free-from completion) ensures the
model to generates executable code focused
on the task. For example, in Fig 5, the model
is instructed to generate only the < stub >
portion of the code scaffold. We also note that
the degrees of freedom alloted to the model
(e.g., specifying how much of the scaffold
to complete) can influence its ability to add
tasks with varied complexity. For example, a
scaffold that allows the model generate data
preprocessing code (and includes libraries like
statsmodels etc) allows the model to address
tasks that require steps such as data transfor-
mation, sampling and statistical analysis be-
fore generating visualizations etc.

* Overall, we found that setting a low temper-
ature (¢t = 0; generating the most likely visu-
alization) coupled with a per-grammar code
scaffold provided the best results in terms
of yielding code that correctly compiles into
visualization specifications and faithfully ad-
dresses the subtask. We also explored prompt
formulations that addressed multiple tasks to
minimize costs (latency and compute). For
example, summary enrichment is a single call
where the LLM must generate dataset descrip-
tions, field descriptions and semantic types.

C.2 Infographic Generation

We found that setting a low strength parameter
(0.25 < strength < 0.45) for the latent diffusion
model (image-to-image mode) and using parsimo-
nious style prompts resulted in stylized images that
were faithful to the general structure of the origi-
nal visualization, minimizing distorted or irrelevant
imagery. This sort of controlled generation is nec-
essary to avoid the distraction (Haroz et al., 2015)
that can arise from superfluous imagery in info-
graphics.

C.3 Natural Language Interaction

(i) HYBRID INTERFACE: Providing a hybrid in-
terface that allows traditional direct manipulation
steps in creating visualizations (e.g., selecting
which fields to use), paired with a NL interface
allows users to leverage existing mental models
with traditional visualization tools as well as the
NL affordances of LIDA. (ii) NL INTERACTION
MODES: Beyond generating a base visualization,
we also enable operations on generated visualiza-
tion code (e.g., refinement, explanation, evaluation,
recommendation). This builds on insights from
Mitra et al. (2022) who propose multi-turn dialog
interfaces for visualization authoring towards re-
solving ambiguities.
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Reference Visualization Generated stylized infographics
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Figure 11: The LIDA infographer module supports the generation of data-faithful infographics. Each infographic is

conditioned on a generated visualization as well as natural language style tags which can be used to customize the
appearance of the chart.
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Abstract

Metaphoric expressions are a special linguis-
tic phenomenon, frequently appearing in ev-
eryday language. Metaphors do not take their
literal meanings in contexts, which may cause
obstacles for language learners to understand
them. Metaphoric expressions also reflect the
cognition of humans via concept mappings, at-
tracting great attention from cognitive science
and psychology communities. Thus, we aim
to develop a computational metaphor process-
ing online system, termed MetaPro Online',
that allows users without a coding background,
e.g., language learners and linguists, to eas-
ily query metaphoricity labels, metaphor para-
phrases, and concept mappings for non-domain-
specific text. The outputs of MetaPro can be
directly used by language learners and natural
language processing downstream tasks because
MetaPro is an end-to-end system.

1 Introduction

Metaphors are frequently used in our everyday lan-
guage. Relevant statistics (Cameron, 2003; Martin,
2006; Steen et al., 2010) found that about one-third
of sentences in corpora contain metaphors. It is pos-
sible to use approximately six metaphors during a
minute of speaking (Geary, 2011).

Metaphors are a non-negligible linguistic phe-
nomenon for linguistic learners and researchers.
On the other hand, Lakoff and Johnson (1980) ar-
gued that metaphors are not just a linguistic phe-
nomenon, because metaphors also reflect human
cognition. Human perceptions of LOVE are not
complete without metaphors, e.g., love is a journey,
magic, attraction, madness, nurturance”, etc.

There are two important research domains in
computational metaphor processing: linguistic and
conceptual. The former area focuses on the surface

* The work was done when he worked at Ruimao Tech.
'Website: https://metapro.ruimao.tech/
*Italics denotes metaphors.
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(a) Fine-tuning-based sentiment analysis.

Given the sentence "the comedian convulsed the children", what is its sentiment polarity?
You can make a guess, if you are not very sure.

Sentiment polarity refers to the overall sentiment or emotional orientation expressed in a
sentence. In the given sentence, "the comedian convulsed the children," it is difficult to
determine the exact sentiment polarity without additional context. However, based on the
information provided, it is reasonable to make an inference that the sentence might have a

negative sentiment polarity.

The word "convulsed" typically denotes a strong, uncontrollable movement or shaking,
which is often with negative
When applied to the phrase "the children," it could suggest an undesirable or negative effect
on the children. However, it's important to note that sentiment analysis can be context-

dependent, and a more precise assessment would require additional information or a larger

uch as distress, discomfort, or iliness.

context.
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(c) Machine translation.

Figure 1: Errors in current Al applications, caused by a
metaphoric expression.

realization of metaphors, e.g., metaphor identifica-
tion and interpretation.

The motivation is that metaphors do not take
their literal meanings in contexts, which may cause
difficulties for language learners and machines to
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MetaPro 2.0: A Computational Metaphor Processing System

Citation

The comedian convulsed the children.

Contact us: metapro@ruimao.tech

Metaphor Identification:

The comedian convulsed_METAPHOR the children .

Metaphor Interpretation:

The comedian amused the children .

Conceptualization:

The comedian convulsed_$$PoS[VBD]Target [amuse |PLEASURE]
Source[convulse|TROUBLE]$$ the children .

Concept Mapping:

pleasure is trouble.

Search Chinese poems: www.wensousou.com

Figure 2: MetaPro Online.

understand the real meanings of metaphors (Cam-
bria et al., 2017). As seen in Figure 1 (a), given the
metaphoric expression, “the comedian convulsed
the children”, a sentiment classifier yields an incor-
rect negative label for the sentence. In Figure 1 (b),
the generative Al seems to explain why such an
error occurs — “The word ‘convulsed’ typically de-
notes a strong, uncontrollable movement or shak-
ing, which is often associated with negative con-
notations”. Al notes that “convulsed” triggers the
negative prediction for the sentence based on its
literal meaning. Figure 1 (c) demonstrates that
literally translating a metaphor into another lan-
guage may cause interpretation difficulties because
of cultural differences. For example, the given
sentence is translated as “the comedian caused the
children convulsions” in Chinese, which carries
a very different meaning from the real English
meaning. Thus, a linguistic metaphor processing
system (Mao et al., 2022) aims to automatically
identify metaphors and paraphrase them into their
literal counterparts to mitigate the interpretation
barrier for users.

Conceptual metaphor processing focuses on
identifying and mapping source and target con-
cept domains of metaphors. The motivation is
to understand the cognition of humans from their
metaphoric expressions. For example, given a
metaphoric expression, “she attacked his argu-

ment”, Lakoff and Johnson (1980) argued that con-
ceptually the ARGUMENT concept (target domain)
is mapped to a WAR concept (source domain). One
uses WAR to metaphorically describe ARGUMENT,
reflecting strategies, attack, and defense behaviors
associated with ARGUMENT. Lakoff and Johnson
(1980) also believed that these concepts naturally
frame our thinking and behaviors when arguing.
Researchers can study cognition from metaphor
concept mappings (see Section 6). Thus, a concep-
tual metaphor processing system aims to automati-
cally generate source and target concept agents for
a metaphor to represent the concept mappings.

Many previous works focused on metaphor
identification tasks (Mao et al., 2019; Feng and
Ma, 2022), metaphor interpretation tasks (Shutova,
2010; Mao et al.,, 2018), and concept map-
pings (Rosen, 2018; Ge et al., 2022). However,
these methods cannot process metaphors from end
to end. We proposed an end-to-end metaphor identi-
fication and interpretation method, the first version
of MetaPro (Mao et al., 2022), where metaphoric
single words can be paraphrased into their literal
counterparts, and metaphoric multi-word expres-
sions can be explained with clauses. However, a
programming package cannot be easily used by
non-programmers, e.g., language learners and lin-
guistic researchers. On the other hand, automatic
concept mappings have not been achieved on the
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Given the sentence "the comedian amused the children", what is its sentiment polarity? You
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In the given sentence "the comedian amused the children," the sentiment polarity is likely
positive. The verb "amused" implies that the comedian provided entertainment or enjoyment
to the children. Generally, amusement is associated with positive emotions, such as laughter,
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Figure 3: Correct outputs after MetaPro pre-processing.

sentence level, although we proposed a concept
mapping method on the word-pair level in the work
of Ge et al. (2022). Thus, we aim to develop a
computational metaphor processing online system,
MetaPro Online, allowing users without a coding
background to easily query metaphoricity labels,
metaphor interpretations, and concept mappings
for non-domain-specific text.

As seen in Figure 2, given a query sentence, “the
comedian convulsed the children”, MetaPro can
identify “convulsed” as a metaphor. Then, the sen-
tence is paraphrased as “the comedian amused the
children” for interpretation. The source concept is
TROUBLE. The target concept is PLEASURE. Then,
the concept mapping is represented as PLEASURE
IS TROUBLE. We can also observe that the sen-
timent analysis classifier, the generative Al, and
the machine translation system can all yield satis-
fying outputs after using the paraphrased sentence
in Figure 3. The concept mapping “PLEASURE
IS TROUBLE”, generated by MetaPro, implies that
extreme happiness can be accompanied by trou-
ble, e.g., causing the children convulsions. Such

Metaphor Interpretation: That negotiation was a hot potato , upsetting both parties ,
where "a hot potato” means that any subject which several
folks are talking about and which is frequently argued.

[«——— upsetting

Concept Mapping:
FEELING

S1. any subject which several folks...

4 A
[ Paraphrasing ] [ Sense pairing ]
3

Conceptualization

ILL_HEALTH [«— hurting hot potato

Metaphor Identification: hot potato, hurting hot potato

[ Metaphor identification ][ MWE identification ]

Input: That negotiation was a hot potato, hurting both parties.

D Metaphor identification module D Metaphor interpretation module

D Concept mapping module

Figure 4: The framework of MetaPro. MWE denotes
multi-word expressions.

implicit meanings can be used for analyzing hu-
man cognition because metaphors are stimulated
by subjective experiences (Grady, 1997).

2 Related Work

According to the survey of Ge et al. (2023),
there have been metaphor identification (Mao
et al., 2019; Feng and Ma, 2022), interpreta-
tion (Shutova, 2010; Mao et al., 2018), and con-
cept mapping (Rosen, 2018; Ge et al., 2022) re-
search works in the computational linguistics com-
munity, while readily used end-to-end systems for
supporting downstream applications are rare. Mar-
tin (1990) presented a metaphor interpretation sys-
tem named Metaphor Interpretation, Denotation,
and Acquisition System (MIDAS). The system was
developed to answer metaphorical queries about
Unix. Narayanan (1997) proposed a Knowledge-
based Action Representations for Metaphor and
Aspect (KARMA) system. The system is based
on hand-coded executing schemes for motion-verb
concept reasoning in an economic domain. Barn-
den and Lee (2002) proposed a first-order logic
rule-based system for concept mapping analysis in
the mental state description domain. However, the
limited manual rules in the aforementioned works
cannot be used for analyzing text from a broader
domain. Mao et al. (2022) proposed a non-domain-
specific end-to-end system for metaphor identifica-
tion and interpretation. They evaluated the system
on a sentiment analysis task. However, it cannot
generate concept mappings and does not provide a
graphical user interface for non-programmers.
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3 MetaPro

The user interface of MetaPro Online is succinct.
There is just an input window and a processing
button (see Figure 2). The back-end consists of
three modules: metaphor identification, metaphor
interpretation, and concept mappings. The overall
framework can be viewed in Figure 4.

First, the metaphor identification module detects
metaphors on the token level, given an input sen-
tence, e.g., “that negotiation was a hot potato, hurt-
ing both parties”. Next, the metaphor interpreta-
tion module paraphrases the identified metaphoric
single-word expressions (e.g., “hurting” means
“upsetting”). It explains metaphoric multi-word ex-
pressions with clauses (e.g., “where ‘a hot potato’
means that any subject which several folks are talk-
ing about and which is frequently argued”). Fi-
nally, the concept mapping module abstracts the
source (“ILL_HEALTH”) and target (“FEELING”)
concepts of a metaphor via the lemma of the origi-
nal metaphoric word (“hurt”) and the lemma of its
paraphrase (“upset”), respectively. The mapping
is represented as “a target concept is a source con-
cept” (e.g., FEELING IS ILL_HEALTH). The current
version of MetaPro Online cannot paraphrase and
conceptualize metaphoric multi-word expressions.
Thus, we explain them via clauses and omit their
concept mapping generations.

We introduce each module below at the concept
level to help readers understand the mechanisms
of MetaPro Online. Since MetaPro is an ensem-
ble system combining three research outcomes, we
omit the algorithmic details here. One may refer to
our previous works, Mao and Li (2021); Mao et al.
(2022); Ge et al. (2022), to understand the tech-
nical details of metaphor identification, metaphor
interpretation, and concept mapping modules, re-
spectively.

3.1 Metaphor identification

The used algorithm of our metaphor identification
module was first proposed in the work of Mao and
Li (2021). We embed this algorithm into MetaPro
Online because it achieved state-of-the-art perfor-
mance on token-level metaphor identification tasks.

Metaphor identification is a binary classification
task, classifying a word as metaphoric or literal.
Our metaphor identification module uses a multi-
task learning framework, simultaneously learn-
ing sequential metaphor identification and Part-of-
Speech (PoS) tagging tasks. The motivation is that

previous works (Wu et al., 2018; Su et al., 2020)
found PoS tags are effective features for learning
metaphor identification. Thus, we introduced the
learning of PoS tagging as an auxiliary task to fuse
the features learned from PoS tagging.

To boost the multi-task learning framework, we
also proposed a novel soft-parameter sharing mech-
anism, Gated Bridging Mechanism (GBM) in the
work of Mao and Li (2021). The intuition is that
GBM allows useful information from a neighbor
tower to pass through the gate and fuse with hid-
den states learned in the private tower, while the
gates filter out the useless information. We demon-
strated the effectiveness of the proposed multi-task
learning model on both metaphor identification and
aspect-based sentiment analysis tasks.

3.2 Metaphor interpretation

The algorithm for the metaphor interpretation mod-
ule of MetaPro was first proposed in the work
of Mao et al. (2022). We embed this algorithm
into MetaPro because it can paraphrase metaphoric
single-word expressions and explain metaphoric
multi-word expressions. The paraphrases and
explanations help users understand the intended
meanings of metaphors and can be processed by
other downstream natural language processing sys-
tems because the outputs of the interpretation mod-
ule are also natural language.

Given an identified metaphor, if the metaphor
is a single-word expression, RoOBERTa-large (Liu
et al., 2019) and WordNet (Fellbaum, 1998) are
used for paraphrasing the metaphor. We masked
out a metaphor token and used the masked word
prediction of RoBERTa to predict the probability
distribution of candidate words. The candidate
words are sourced from the WordNet hypernyms
and synonyms of the lemma of the metaphor, pro-
viding paraphrase constraints for a metaphor. The
hypothesis is that a metaphor can be paraphrased
into one of its hypernyms and synonyms (Mao
et al., 2018). The word forms of the candidate
words are aligned with the original metaphor. In
the work of Mao et al. (2022), we developed a word
form alignment dictionary, e.g., {..., ‘upset’:
{‘VBG’: ‘upsetting’, ‘VBD’: ‘upset’, ...},
...} by parsing a Wikipedia dump. Thus, a lemma
can map to any form, given a Penn Treebank PoS
label (Marcus et al., 1993).

Mao et al. (2022) also developed a dictionary-
and rule-based algorithm to identify metaphoric
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multi-word expressions. They did not use a neural
network model, because the identified metaphoric
multi-word expressions are finally mapped to their
dictionary explanations for metaphor interpretation.
The dictionary- and rule-based algorithm can di-
rectly identify and map them to their dictionary
explanations without using another model for map-
ping. In order to improve the generalization ability
of this algorithm, Mao et al. (2022) developed two
feature sets, namely a lemma feature set that con-
sists of the lemmas of multi-word expressions and a
triplet feature set that consists of dependency triplet
features. Both feature sets can map features with
the corresponding multi-word expressions. An in-
put sentence is pre-processed with lemmatization
and dependency parsing first. If features from any
feature sets are the subsets of the pre-processed sen-
tence, the corresponding multi-word expressions
are detected. If there is an overlap between an iden-
tified multi-word expression and metaphoric tokens
given by the metaphor identification module, the
multi-word expression is explained via a clause by
using its selective dictionary explanation. The final
metaphor interpretation output integrates the para-
phrases of single-word metaphors and metaphoric
multi-word expressions. The word form of a para-
phrase was aligned with the original metaphor dur-
ing the candidate word preparation stage.

3.3 Concept mapping

The used algorithm of our concept mapping module
was first proposed in the work of Ge et al. (2022).
We embed this algorithm into MetaPro, because
it can abstract concepts for words. The effective-
ness of the abstracted concepts has been proved in
metaphor identification and human evaluation.

The conceptual metaphor theory was proposed
by Lakoff and Johnson (1980). They empirically
summarized some examples of concept mappings
to explain their theory. However, there is no the-
oretical research to explain how to conceptualize
metaphors and generate mappings. For example, it
was not clearly defined, if a target concept should
be abstracted from the paraphrase or the context
word of a metaphor. By viewing concept mapping
examples given by Lakoff and Johnson (1980);
Lakoff (1994), evidence from both sides can be
observed. Thus, we choose to generate target con-
cepts from the paraphrases of metaphors. The
source concepts are given by the original metaphor.

Another challenge is there is no theoretical re-

search about what the abstractness level of a con-
cept agent should be to represent a word, to our
best knowledge. Thus, we follow the hypothesis
of Ge et al. (2022) that an appropriate concept agent
should represent the main senses of a word.

We developed a conceptualization algorithm
based on WordNet and a statistical knee point algo-
rithm (Satopaa et al., 2011) in the work of Ge et al.
(2022). First, a word, e.g., a metaphor or a para-
phrase, was aligned to its nominal form via Word-
Net and a gestalt pattern matching algorithm (Rat-
cliff and Metzener, 1988). Next, given a noun, we
retrieved all hypernym paths from the noun node
to the root node. Different paths represent different
senses of the noun. The hypernyms on different
levels of a path denote concepts with different ab-
stractness levels because WordNet is a conceptually
structured knowledge base. Next, the hypernyms
on each path are rated by a linear score function.
A higher score denotes that the hypernym is more
abstract. The overall score of a hypernym is given
by the sum of the hypernym scores on all its dis-
tributed paths. Next, we computed the knee point
with the overall scores of all hypernyms. A hyper-
nym is selected as a concept agent if it covers the
same number of senses as the knee point hypernym
and it is more concrete (a lower score) than the
knee point hypernym. Otherwise, the knee point
hypernym is selected as the concept agent.

Based on the above method, we can compute a
source concept with a metaphor, and a target con-
cept with a paraphrase. Then, the concept mapping
is given by “a target concept is a source concept”.

3.4 Training data and lexical resources

We use VU Amsterdam Metaphor Corpus (Steen
etal., 2010) as the data source to train the metaphor
identification module. The training set combines
the training and validation sets prepared by Leong
et al. (2018), including nominal, verbal, adjective,
and adverb metaphors from conversations, fiction,
academic text, and news. For the statistics of the
dataset, please view the work of Mao et al. (2022).

Metaphor paraphrases are based on WordNet
and masked word predictions. Thus, no training
set is required for learning metaphor paraphrases.
The metaphoric multi-word expression interpre-
tation is a dictionary- and rule-based algorithm.
The feature and explanation dictionaries contain id-
iomatic multi-word expressions that were sourced
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from The Idioms’and the collection of Agrawal
et al. (2018). We have defined 3,560 lemma pairing
features and 3,470 dependency triplet pairing fea-
tures for 3,050 idiomatic multi-word expressions
in the work of Mao et al. (2022). On average, each
multi-word expression has 2.7 explanations.

The concept mapping module is based on a sta-
tistical learning algorithm, using WordNet as the
only lexical resource. Thus, we do not use any
training set to learn concept mappings.

4 Supporting Downstream Tasks

MetaPro was used as a text pre-processing tech-
nique, where the metaphor interpretation outputs
were fed into sentiment analysis classifiers instead
of the original inputs. We observe that MetaPro
improved the performance of Vader (Hutto and
Gilbert, 2014), AllenNLP sentiment analysis4, and
Azure sentiment analysis5 on a financial news head-
line sentiment analysis task (Cortis et al., 2017) by
1.5%, 2.2%, and 4.7% accuracy, respectively, com-
pared with the results given by the original news
headlines (Mao et al., 2022). On the other hand,
we also observe that using MetaPro-generated con-
cept mappings as features could bring a classifier
extra gains in accuracy (+1.1% and +1.9%) for a
depression detection task (Han et al., 2022). The
benchmarking dataset was from the work of Shen
et al. (2017). More importantly, the concept map-
ping features help the classifier explain the com-
mon concept mappings between depressed and non-
depressed groups. Besides the accuracy gains, this
is particularly helpful for cognitive science because
MetaPro provides an automatic solution for ana-
lyzing concept mapping patterns via metaphors at
scale.

Detailed performance benchmarking of different
technical components of MetaPro with state-of-
the-art baselines on diverse evaluation tasks and
datasets can be viewed from the works of Mao and
Li (2021); Mao et al. (2022); Ge et al. (2022).

5 Evaluation

Besides the performance improvements and ex-
plainability enhancements in downstream tasks,
we also qualitatively evaluate the practicality
of MetaPro according to the criteria proposed
by Shutova (2015) in the following sections. She

3https ://www.theidioms.com/
4https ://allennlp.org/
5https ://azure.microsoft.com

proposed to evaluate a computational metaphor pro-
cessing system from two aspects, namely the levels
of analysis and applicability.

5.1 Levels of analysis

Linguistic metaphor. = MetaPro has the ca-
pacity to analyze various forms of linguistic
metaphors, encompassing both conventional and
novel metaphors, including single- and multi-word
expressions. It possesses the capability to handle
a diverse range of linguistic metaphors without re-
striction on specific syntactic constructions, thus
offering a comprehensive approach to metaphor
processing.

Conceptual metaphor. MetaPro can abstract
source and target concepts from original single-
word metaphors and paraphrases, respectively.
However, the current version is incapable of con-
ceptualizing metaphoric multi-word expressions
and metaphoric sentences.

Extended metaphor. The current version of
MetaPro cannot process extended metaphors on
the document level, due to the training set of the
metaphor identification module does not contain ex-
tended metaphors. We cannot find a helpful dataset
to study extended metaphors to our best knowledge.
Metaphorical inference. The current version of
MetaPro cannot process metaphorical inference
on the document level, because we cannot find a
helpful dataset to study metaphorical inference to
our best knowledge.

5.2 Applicability

Task coverage. MetaPro can identify metaphors
and interpret them from both linguistic and concep-
tual perspectives.

Easily to integrate. The outputs of metaphor inter-
pretation and concept mapping modules are natural
language. Thus, MetaPro can be integrated with
other natural language processing systems.
Unrestricted text. MetaPro can process unre-
stricted real-world natural language text. The cur-
rent version cannot directly process emojis and
spelling errors commonly appearing on social me-
dia. The maximum input length is 512 tokens after
Byte-Pair Encoding (Radford et al., 2019). For ef-
ficient computing, we set up the maximum input
length as 300 characters for MetaPro Online at the
current version.

Be open-domain. MetaPro is not domain-specific.
The training data for metaphor identification were
sourced from VU Amsterdam Metaphor Corpus,

132


https://www.theidioms.com/
https://allennlp.org/
https://azure.microsoft.com

including diverse topics, different genres, and con-
cept domains. Our metaphor interpretation is based
on a pre-trained language model, trained with open-
domain text without fine-tuning. The used knowl-
edge bases, e.g., WordNet and multi-word expres-
sion dictionaries, offer general semantic knowledge
of English words.

Task and knowledge dependency. Current
metaphor interpretation and concept mapping mod-
ules of MetaPro depend on WordNet and multi-
word expression processing dictionaries. This is
because we cannot find a large annotated dataset
to train neural network models to achieve the func-
tions from end to end in a supervised fashion. We
use WordNet for supporting the task of paraphras-
ing metaphors because simply using a medium size
pre-trained language model can hardly yield satisfy-
ing results in the context of unsupervised learning.
Word class and syntax diversity. The inputs of
MetaPro are sentences with diverse syntactic con-
structions. The current version of MetaPro targets
to identify, interpret and conceptualize open-class
metaphors. It also explains metaphoric multi-word
expressions that contain other PoS. We focus on
open-class metaphors because they contain richer
semantic information than closed-class ones. This
is more helpful for downstream tasks.

6 Use Case

Besides the examples in Figures 1 and 3, we re-
ported the use cases of MetaPro in sentiment anal-
ysis in the work of Mao et al. (2022). For example,
given “Rio Tinto CEO Sam Walsh rejects fears over
China growth, demand”, the three examined classi-
fiers yielded incorrect “negative” predictions. This
is probably because “fears” and “reject” likely ap-
pear in negative contexts. However, after MetaPro
paraphrasing the original input as “Rio Tinto CEO
Sam Walsh eliminates concerns over China growth,
demand”, the classifiers can yield correct “positive”
predictions.

Han et al. (2022) reported the use cases in de-
pression detection, where concept mappings are
additional features besides the original text. They
believe that metaphor concept mappings reflect the
inner world of people because they were not ex-
plicitly presented in the text. For example, they
found that LEVEL IS IMPORTANCE is a representa-
tive concept mapping for depressed people. This
may result in more stress, if a person frequently
maps an objective measure in the LEVEL concept

to a subjective feeling concept, e.g., IMPORTANCE.

7 Conclusion

We proposed MetaPro online in this work, which
is a computational metaphor processing online sys-
tem. Compared with previous works, MetaPro can
identify metaphors, paraphrase them into their lit-
eral counterparts, and generate concept mappings
from end to end. The system can process unre-
stricted and non-domain-specific English text. The
user interface is very friendly to non-programmers.
Thus, it can help language learners to understand
the real meanings of English metaphors. We also
demonstrated the performance improvements of
using MetaPro on downstream Al applications,
e.g., using MetaPro to automatically obtain con-
cept mappings from social media posts to study
cognitive patterns exhibited by individuals diag-
nosed with depression. The above use cases show
that MetaPro has huge application potential in di-
verse domains.

However, the current version cannot paraphrase
and conceptualize metaphoric multi-word expres-
sions, which is important for sentic comput-
ing (Cambria et al., 2022). It cannot process non-
English text, extended metaphors, and metaphori-
cal inference as well. We will fill this gap in future
work and strive to enhance the precision and infor-
mation processing capacities of MetaPro by devel-
oping more advanced algorithms, thereby provid-
ing enhanced support for linguistic and cognitive
science research endeavors.

Ethics and Broader Impact Statement

This article follows the ACL Code of Ethics. We
comply with the licenses of all used datasets. Al-
though there was no sensitive data used for training
our models or developing our knowledge bases in
MetaPro, we encourage all downstream applica-
tions can honor the ethical code for conducting
linguistic and cognitive research. The broader im-
pacts include but are not limited to using the tool
to study the cognitive patterns of a certain group
of people or a person, and using this tool to falsify
original text. According to Mao et al. (2023), there
are certain biases in pre-trained language models.
We cannot guarantee that MetaPro can yield unbi-
ased outputs, because it depends on a pre-trained
language model. Besides, MetaPro is not a perfect
system. The errors generated by MetaPro may also
introduce biases for downstream applications.
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Abstract

In this work, we present DIAGRAPH, an open-
source ! graphical dialog flow editor built on
the ADVISER toolkit. Our goal for this tool
is threefold: 1) To support subject-experts to
intuitively create complex and flexible dialog
systems, 2) To support rapid prototyping of di-
alog system behavior, e.g., for research, and
3) To provide a hands-on test bed for students
learning about dialog systems. To facilitate
this, DIAGRAPH aims to provide a clean and
intuitive graphical interface for creating dialog
systems without requiring any coding knowl-
edge. Once a dialog graph has been created,
it is automatically turned into a dialog system
using state of the art language models. This al-
lows for rapid prototyping and testing. Dialog
designers can then distribute a link to their fin-
ished dialog system or embed it into a website.
Additionally, to support scientific experiments
and data collection, dialog designers can ac-
cess chat logs. Finally, to verify the usability
of DIAGRAPH, we performed evaluation with
subject-experts who extensively worked with
the tool and users testing it for the first time, re-
ceiving above average System Usability Scale
(SUS) scores from both (82 out 100 and 75 out
of 100, respectively). In this way, we hope DI-
AGRAPH helps reduce the barrier to entry for
creating dialog interactions.

1 Introduction

Dialog systems have gained much attention in re-
cent years as they offer a convenient way for users
to access information in a more personalized man-
ner, or accomplish tasks through an intuitive nat-
ural language interface. Traditionally, they need
to understand user input, track information across
multiple dialog turns and choose a system response.
These tasks can either be performed in a modular
manner or as an end-to-end approach where user

*Both authors contributed equally
lhttps ://github.com/DigitalPhonetics/diagraph
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Figure 1: Left: Dialog editor with tutorial graph; Right:
Debugging window with chat and variable explorer.

input is directly mapped to system output. How-
ever, regardless of approach, state-of-the-art ap-
proaches to dialog systems largely rely on neural
methods (Chen et al., 2017). While these meth-
ods have generally shown improvements to dialog
performance and generalizability across multiple
dialog domains, they rely on the availability of suffi-
cient training data which can be work-intensive and
expensive to collect. Additionally, their decision-
making often remains a black-box, which can make
them unsuitable for highly sensitive domains, e.g.,
medical or legal contexts, where it is critical that
dialog designers can maintain careful control over
the system’s behavior.

Although multiple toolkits have been developed
to speed up the creation of dialog systems (Bohus
and Rudnicky, 2009; Lison and Kennington, 2016;
Ultes et al., 2017; Zhu et al., 2020; Li et al., 2020),
and this has accelerated progress in the field, to the
best of our knowledge all toolkits currently used
for research require users to be able to write code
in order to customize pre-implemented models for
new domains or datasets.

However, this overlooks the fact that technical
experts are not the only parties interested in creat-
ing dialog systems. Domain experts, or researchers
from other disciplines, who may not have a tech-
nical background, may also be interested in using
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dialog systems for a variety of goals. For example,
domain experts might want to design a controlled
production system. Researchers, e.g. psychologists
or linguists, might want to design pilot studies or
easily conduct research on interactions with a di-
alog system. Additionally, an interface to quickly
setup data collection, e.g., to bootstrap an Al based
dialog system or quickly iterate on user feedback,
can accelerate dialog research or deployment.

To this end, we propose DIAGRAPH (figure 1):
an open-source, graphical software for designing di-
alog flow graphs which are automatically converted
into dialog systems. In this way, we hope it will
serve as a good alternative to closed-source com-
mercial options. Our goal for this tool is threefold:
1) To support subject-area experts to intuitively cre-
ate and deploy complex and flexible dialog systems,
2) To support users, e.g., researchers, to easily and
rapidly prototype and evaluate dialog systems or
user behaviour, and 3) To provide a hands-on test
bed for students learning about dialog systems. We
evaluate DIAGRAPH with all three user groups and
demonstrate its usability and practical usefulness
by 1) Working with the department for business
travel a University, 2) Performing a usability study
where participants were asked to design or alter
a dialog system in less than 30 minutes, and 3)
Teaching a workshop on dialog systems and pro-
gramming concepts to high school students.

2 Related Work
2.1 Dialog System Toolkits

In recent years, several toolkits have been devel-
oped to aid in the creation of dialog systems. Toolk-
its like RavenClaw (Bohus and Rudnicky, 2009),
provide basic functionality, letting developers focus
solely on describing the dialog task control logic.
More recent toolkits include OpenDial (Lison and
Kennington, 2016) — incorporating probabilistic
rules and integration of external modules — and Py-
Dial (Ultes et al., 2017) — a multi-domain dialog
toolkit, for building modular dialog systems. Ad-
ditionally, ConvLab (Lee et al., 2019; Zhu et al.,
2020) and ADVISER (Ortega et al., 2019; Li et al.,
2020) are modern toolkits, incorporating state of
the art models in their implementations. In its re-
cent update (Zhu et al., 2020), the developers also
integrated evaluation and analysis tools to help de-
velopers debug dialog systems.

However, while these toolkits have accelerated
dialog system research, their code-based interfaces

can be prohibitively complex for non-technical
users and do not lend themselves to quick prototyp-
ing or education. While the ADVISER toolkit still
uses a code-based interface for designing dialog
systems, we chose to use it as the backend for DI-
AGRAPH due to the low overhead and flexibility
of the toolkit.

2.2 Dialog Flow Designers

Recently, there has been research into efficiently
navigating dialogs based on flow diagrams, such as
work by Raghu et al. (2021), who investigate learn-
ing dialog policies from troubleshooting flowcharts
and Shukla et al. (2020) who learn a dialog policy
from a dialog flow tree designed using Microsoft’s
graphic design tool. However, we are not aware of
any well-fleshed out open-source tools for creating
such graphs. Even though such dialog designer
tools have become popular in industry with compa-
nies including Microsoft?, Google3 and Amazon*
offering such services, the lack of open source alter-
natives impedes research around such graph/flow-
based systems. Therefore, by providing a freely
available alternative, we hope to make dialog sys-
tem creation easier for researchers, domain experts,
and educators.

To the best of our knowledge, the only open-
source graphic-based dialog designer was created
by Koller et al. (2018) as an educational tool to
interface with Lego Mindstorms robots. While the
authors show that it was well received by school
and university students, its narrow scope does not
address the needs of users such as subject-area ex-
perts or researchers. To this end, we create and pub-
lish DIAGRAPH: a general-purpose, open-source,
graphical dialog designer built on the ADVISER
toolkit.

3 Design Principles

The goal of the dialog designer is to allow for the
intuitive creation of dialog systems with any level
of technical knowledge. To this end, we design
DIAGRAPH around the following principles:

User Friendliness To accommodate all three
user groups, the software needs to be intuitive to
operate without any previous programming expe-
rience. Thus, we try to keep interactions simple,

2https ://powervirtualagents.microsoft.com

3https://cloud.google.com/dialogflow ?hl=de

*https://aws.amazon.com/de/lex/
chatbot-designer/
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expression to output a personalized message

e.g., dragging a connection from one node to the
next to define dialog flow. We additionally try to
only use icons and keyboard/mouse shortcuts com-
monly used in other programs, e.g., right clicking
to get a context menu or typing ctrl+f to search.
Finally, we include several features to help keep an
overview even in complex graphs, e.g., a mini-map,
text search and tags.

Flexibility To meet the needs of all user groups,
we provide features for designing arbitrarily com-
plex dialog systems. To personalize dialog outputs,
we provide a template language which can be used
to generate expressions based on previous user in-
puts and/or external data tables. To control dialog
flow, we allow the storage of user inputs in vari-
ables, the creation of hidden variables, e.g. for loop
counters, and blocks to split the dialog flow based
on conditional logic.

Transparency Finally, we design DIAGRAPH
to be transparent for all user groups, making it
easy to understand the dialog structure and debug
unintended behaviors. To this end, we provide a
debugging view (figure 1) which can be opened in
parallel to the dialog graph. Here, users can test
out the different branches of their dialog as well
as verify that the content of variables is correct at
every turn. In this way, students can gain a deeper
understanding of how the dialog system processes
and researchers/subject-area experts can ensure that
their dialog systems provide the correct outputs to
end-users.

4 DIAGRAPH Software

DIAGRAPH is an open-source graphical software
for designing dialog systems. The software con-
sists of a web frontend and a python backend built
on the ADVISER (Li et al., 2020) dialog system
toolkit. DIAGRAPH enables users to design dialog
systems by representing each turn as a node in a
graph of the dialog flow. For each node, the dialog

designer can define the text which the dialog sys-
tem will give to the end-user and where applicable,
the possible end-user responses. Nodes can then
be connected to form complex dialog flows. Each
node or answer can only be connected to a single
follow-up node, but a single follow-up node may
be reached by multiple previous nodes. Addition-
ally, cycles (loops) can be created by connecting
a node to a node earlier in the graph, allowing for
more complex dialog logic.

4.1 Nodes

The dialogs created with DIAGRAPH are built us-
ing five types of nodes (see Fig. 2), which can
define even complex system behavior, such as stor-
ing variables, accessing data tables, and performing
logical operations.

User Response Nodes are the fundamental build-
ing blocks of the dialog graph and allow branching
dialog flow. These nodes provide a dialog system
utterance and a finite set of possible end-user an-
swer prototypes. During runtime, a node of this
type expects end-user input, which will then be
matched against the list of its answer prototypes.
The prototype most similar to the end-user’s in-
put will then be selected as the user intent, and
the dialog will progress to the node connected to
that answer. In case the intent recognition fails for
some end-user inputs, designers may update a user
response node to include answer synonyms that
connect to the same follow-up node as the original
answer prototype.

Information Nodes give information to the end-
user without asking for input, acting as linear dia-
log flow. They are useful for presenting informa-
tion, such as hints, to end-users when a decision
from the end-user is not necessary. In this way,
they can be used to split up long system answers
into shorter, easier to read chunks to avoid over-
whelming the end-user. Since Information Nodes
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do not require end-user input, they can be directly
connected to a single follow-up node.

Variable Nodes allow asking for user input and
storing it in variables. They are similar to User Re-
sponse Nodes in that they allow a dialog designer
to define a system utterance and that they expect a
response from the end-user. However, in contrast
to User Response Nodes, the dialog designer does
not define a set of prototypical end-user responses,
but rather the general type of expected answer and
the name of the variable which will store the value.
Supported types include number, text, and Boolean.
The user response is then stored inside this vari-
able and can be used either to fill a template (see
4.1.1) or as part of more complex logical control.
Variable nodes, like Information Nodes, can only
be connected to a single follow-up node, but the
values stored within the variable can be accessed
at any point later in the dialog.

Variable Update Nodes are a way for dialog
designers to either update the value of existing vari-
ables or create hidden variables which can be used
to control the dialog flow, e.g., as loop counters.
They do not provide output to the end-user.

Logic Nodes are purely used for dialog flow con-
trol, allowing to branch to follow-up nodes based
on the values of variables, e.g. a number exceeding
a certain threshold. This node does not provide
any output to the end-user. Given a variable, Logic
Nodes allow dialog designers to define a series of
logical conditions based on the value of a variable.
Each of the conditions can then be connected to
a different follow-up node, personalizing the dia-
log based on previous end-user input. For more
complex logic, Logic Nodes can also be connected
to each other to define branches that require more
than one condition or more than one variable.

4.1.1 Node Editor and Template System

In order to allow dialog designers to change the di-
alog system output, we incorporated the TinyMCE
editor’. This allows dialog designers to visually
format dialog system text, and include tables, links,
or images. Additionally, the interface of TinyMCE
is similar to that of common word processing soft-
ware, reducing the barrier of such formatting.

We also provide a minimal template syntax (see
Fig. 3) which can be used within a node to personal-
ize system output based on previous input from an

Shttps://www.tiny.cloud

File Edit View Insert Format Tools Table Help
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In {COUNTRY}}, you are entitled to recieve {{EXPENSES.PER_DIAM(COUNTRY)}}
Euros minus the cost of any complimentary food you were offered.

Figure 3: An example of the node editor, using the tem-
plate syntax, which can be used to personalize output.

end-user and/or values from external tables which
can be re-uploaded as information changes. Using
the template syntax, for example, could allow dia-
log designers to create a single node, linked to an
uploaded table which returns the per diam for a user
based on the length of stay and the country of travel
they have given. This can greatly simplify dialog
graphs, both in terms of reducing the total number
of nodes and answers needed (a single node instead
of one for each country and duration) as well as in
the ease of updating the graph as policies change
(uploading a new table instead of editing nodes).
The template syntax allows for the following op-
erations, which can combined together to create
arbitrarily complex templates: 1) referencing the
value of a variable, 2) performing mathematical
operations, and 3) referencing a value from an up-
loaded table.

4.2 Navigation Features

As dialog graphs can become quite large for com-
plicated domains, one important aspect of our tool
is helping users to maintain an overview of the
whole graph as well as to find individual nodes.

Mini-Map To keep track of how the section of
graph they are working on at the moment fits into
the bigger picture of the entire dialog, we provide
a mini-map of the whole graph in the bottom right
corner of the editor, highlighting the portion cur-
rently visible.

Search We provide a search panel with fuzzy
matching to help find and update specific nodes in
the graph. The user can click on a result to jump to
the corresponding node, which will be highlighted
and placed at the center of their screen. Addition-
ally, as weblinks may change or need updating
with more frequency than other types of informa-
tion, we provide a similar panel where all weblinks
are listed alphabetically.

Tags and Filtering Additionally, dialog design-
ers can create tags and add them to any node in
the dialog graph. Each tag will be assigned a color
text and displayed as text at the bottom of the node
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Figure 4: Graph management dashboard. Users can
create/delete, edit, and share their dialog systems.

(see figure 2). The color coding helps to visually
tell what category or categories a node belongs
to which can help with grouping. Users can filter
which tags are visible in the graph at a time, allow-
ing them to hide graph sections not relevant to what
they are currently working on.

4.3 Debugging

To test a dialog graph before releasing it, we pro-
vide a parallel debug window next to the dialog
graph editor with an interactive instance of the
corresponding dialog system. Dialog designers
can then directly try out different inputs and verify
whether the dialog flow works as intended. To sim-
plify understanding of the dialog flow, the editor
window will pan to and focus on the node currently
displayed in the chat window. Any changes to the
dialog flow in the editor will be immediately avail-
able in the chat, starting from the next dialog turn.
Additionally, dialog designers can use the debug
panel to view the values of all variables active in the
dialog and ensure their correctness at every turn.

4.4 Managing Graphs

Dialog designers can manage their graphs from a
central page 4. Here they can choose create new di-
alog systems or edit/delete existing ones. Addition-
ally, they can download user interaction log data or
get a link to their finished dialog system. This link,
which can be distributed or embedded, points to
a non-editable chat window (figure 5) where end-
users can interact with the current version of the
dialog system.

5 Implementation Details

5.1 Dialog System

Once the dialog graph has been defined, it can
instantly be used as a fully functioning dialog sys-
tem. The dialog system communication backend
is based on the ADVISER toolkit (Li et al., 2020),
which defines an abstract service class from which
dialog modules can inherit. All modules which in-
herit from this service class can communicate with
each other using a publish-subscribe framework. In

Hi, thanks for testing out this dialog designer tool!

This is an example of an information node, you can use it o tell a user something without expecting a response.

a system output, and the expected responses from a user. Behind the
sssss atc ut o the closest response you define!

1 would like more help please

What would you like to know?

+ How to create/connect nodes
- Navigating/searching

Figure 5: Embeddable/shareable chat window.

comparison to the communication protocol imple-
mented in ADVISER, the backend of DIAGRAPH
has been modified by attaching a user id to each
message sent. In this way, the dialog systems cre-
ated with DIAGRAPH can support an arbitrary
number of end-users concurrently. The full system
consists of two new modules: a policy and a natu-
ral language understanding unit (NLU). The policy
navigates users through a dialog graph, choosing
a next step based on the NLU output, which maps
user input to one of the pre-defined answer can-
didates. As the dialog nodes themselves define
the system output, there is no need for a natural
language generation unit.

Currently, DIAGRAPH was designed for cre-
ating text-based dialogs. However, it would also
be possible to create a spoken dialog system, e.g.
by incorporating ADVISER’s text-to-speech and
automatic speech recognition modules, which can
communicate with the other DIAGRAPH services.
This functionality is not included in the default
DIAGRAPH distribution.

5.1.1 Natural Language Understanding

The natural langauge understanding unit (NLU) is
based on a state-of-the-art, multilingual similarity
model (Reimers and Gurevych, 2019) for User Re-
sponse Nodes and regular expressions for Variable
Nodes. As User Response Nodes have a fixed set
of prototypical answers and the goal is to match the
user input to one of these answers, a large language
model performs well. For variable nodes, however,
the input space must be restricted according to the
variable’s type: e.g., a boolean variable should not
be allowed to assume values other than true or false.
Therefore, we use regular expressions to guarantee
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that variable values conform to their specified type.

5.1.2 Dialog Policy

The dialog system’s behaviour, the policy, is pri-
marily defined by the dialog designer based on how
they construct their dialog graph. DIAGRAPH is
by default configured to use a rules-based policy
that will traverse the provided graph turn-wise, be-
ginning from the start and taking the following
actions depending on the current node type:

» User Response Nodes: The policy will output
the system utterance, wait for user input, and
then consider which prototypical answer best
matches the user input(as determined by the
NLU module). Finally, it will proceed to the
node connected to that answer.

Information Node: The policy will output the
system utterance and transition to the con-
nected node.

Variable Node: The system will output the
system utterance, wait for user input, store it
in the associated variable, and then traverse to
the connected node.

Variable Update Node: The system will not
output any text, but update the associated vari-
able according to the specified rule. Then, it
will move on to the connected node.

Logic Node: The system will not output any
text, but evaluate each logical condition based
on the value of the associated variable. The
system will then proceed to the node con-
nected to the matched condition.

As an alternative to the handcrafted policy, the
graphs generated from DIAGRAPH could be ex-
ported and directly used to train a reinforcement
learning (RL) policy, as proposed in our earlier
work (Vith et al., 2023). In comparison to the
handcrafted policy included in the standard distri-
bution of DIAGRAPH, the RL policy adapts to the
amount of information in a given user query to ei-
ther navigate the end-user through the dialog tree
node by node or skip extraneous nodes once the
user intent can be inferred.

5.2 Editor

The DIAGRAPH frontend is implemented in React,
using the React Flow © library to help smoothly ren-
der nodes and edges as they are moved around the

6https://reactflow.dev
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screen. As graphs can be quite large, we focused
on efficiency of rendering for the frontend, trying
to keep both the amount of memory needed to run
the editor and the amount of external libraries to a
minimum. In this way, the editor can seamlessly
support graphs with hundreds of nodes, in terms of
creating or updating nodes, as well as in terms of
fluid navigation. The dialog nodes created in the
frontend are automatically stored in the backend
database, which is updated every time informa-
tion about the node (position, text, connections,
associated answers, etc.) is changed. Keeping the
frontend store and the backend database synced
ensures that the handcrafted policy is always up
to date with the state of the graph displayed in the
editor. For handling the database connections, user
authentication, (re)starting the dialog system, and
serving a compiled version of the front end, we use
the python toolkit Django 7.

6 Evaluation

To evaluate the usefulness of our software, we
tested its usability in three different scenarios 1)
to create a real-world dialog system in a complex
domain, 2) to rapidly prototype dialog systems, 3)
to teach students about programming and dialog
systems.

6.1 Complex Real-World Domain

As a first test, we worked with three subject-area
experts from a university travel reimbursement de-
partment, to create a dialog system to help employ-
ees navigate travel planning and reimbursement.
None of the experts had previous experience with
chatbots, but hoped to offload common questions to
the chatbot in order to have more time for complex
cases and processing reimbursements.

Given the complexity of the domain and the im-
portance of providing legally correct information, it
served as a good test of DIAGRAPHs full function-
ality. To create the dialog system, the subject-area
experts first generated a set of frequently asked
questions and then worked with us to sort them
into categories and dialog sequences. Once they
had a clear picture of how they wanted to group
information, they were provided with an interactive
tutorial and user manual for the system. After a col-
laborative phase to implement the first version of
the dialog graph, the experts were left alone to ex-
pand and update it, resulting in a final version with

7https://www.djangoproject.com
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194 nodes and a maximum depth of 32. The dia-
log system defined by this graph was then released
for university employees as an additional option
for answering travel related questions. During the
initial test phase, approximately 2000 dialogs were
conducted by university employees, each lasting
roughly 5.9 turns

At the end of the collaboration, the experts were
asked provide feedback about the experience via
the System Usability Scale (Brooke, 1996), a ten
item Likert scale for measuring user interfaces.
They were also asked to give free-form feedback
about their positive and negative impressions. DI-
AGRAPH received largely positive feedback with
an average SUS score of 82 (highest possible 100;
average 69 (Bangor et al., 2009)). Experts appreci-
ated its user friendliness, how well dialogs could
be specified, and the freedom for creative design
the tool promoted.

This use-case highlights that the dialog designer
can provide the level of control needed for highly
complex and sensitive domains and be deployed in
real-world scenarios.

6.2 Rapid Dialog System Design

In a second test, we investigated DIAGRAPH as
a tool for rapidly creating dialog systems. We col-
lected 19 participants and asked them to take 15-30
minutes to create and test a new dialog system of
their own design. Participants were provided with
a tutorial in the form of an interactive dialog graph
and an example dialog of a digital ice cream seller.
In contrast to the previous scenario, participants
were not provided any in person instruction. De-
spite the lack of additional instruction and short
interaction time, all participants were able to suc-
cessfully develop a variety of dialog systems.
After interacting with DIAGRAPH, participants
were also asked to fill out the 10 item SUS ques-
tionnaire and provide free-form feedback on things
they liked or disliked about the tool. When eval-
uating the survey results, DIAGRAPH was given
an average SUS score of 75 (out of a possible 100)
indicating above average usability. This was also
reflected in the comments, where the software was
described as “fun!" and “intuitive to use", although
the tutorial dialog was generally seen as too long.
As results from the SUS can be considered to
generalize when tested with at least 12 partici-
pants(Brooke, 2013), and because all users were
able to create dialog systems in such a short time,

our results confirm that DIAGRAPH provides an in-
tuitive interface which allows for rapid prototyping
of dialog systems.

6.3 Educational Tool

Finally, we held a workshop on dialog systems with
a group of six high school aged students to explore
how DIAGRAPH could be used in an educational
setting. Students were given a 45 minute long in-
troduction to dialog systems and programming con-
cepts. Following the theoretical introduction, they
were given a 30 minute interactive tutorial — on
how to create a chatbot for selling icecream with
the DIAGRAPH tool — and then allowed to create
and test their own dialog systems. The experience
was rated fun and engaging by all participants (1.5
on a six-point Likert scale from very engaging to
not at all engaging). All participants who left free-
form feedback further indicated that they enjoyed
the experience and/or felt that they learned a lot
from it. Although not all participants had previous
coding experience, all students were able to suc-
cessfully create their own dialog graphs by the end
of the half hour, each of which involved some type
of logical operation or loop condition.

This experiment suggests that in addition to be-
ing easy to use, DIAGRAPH has potential as a
teaching tool for dialog systems and for program-
ming concepts.

7 Conclusion and Future Work

In this paper we have presented DIAGRAPH: an
open-source graphic interface for designing dialog
systems supporting either rules-based or RL-based
dialog graph navigation. DIAGRAPH provides an
intuitive way for subject-area experts to create com-
plex dialog systems, users to rapidly prototype dia-
log interactions, and students to learn about dialog
systems — regardless of the user’s level of technical
background. Our user evaluation shows that DIA-
GRAPH was considered easy to use for all three
use cases and users generally considered working
with the tool an intuitive and fun experience.

In the future, we hope to extend our tool with
the ability to query web APIs and to allow dialog
designers to define expected inputs for variable
nodes using custom regular expressions in order to
increase flexibility even further. By releasing this
software as open-source, we hope to make dialog
design more accessible and to spark more research
in controllable dialog policies.
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disco: a toolkit for Distributional Control
of Generative Models

German Kruszewski*
Naver Labs Europe

Abstract

Pre-trained language models and other gener-
ative models have revolutionized NLP and be-
yond. However, these models tend to reproduce
undesirable biases present in their training data.
Also, they may overlook patterns that are im-
portant but challenging to capture. To address
these limitations, researchers have introduced
distributional control techniques. These tech-
niques, not limited to language, allow control-
ling the prevalence (i.e. expectations) of any
features of interest in the model’s outputs. De-
spite their potential, the widespread adoption of
these techniques has been hindered by the dif-
ficulty in adapting the complex, disconnected
code. Here, we present disco, an open-source
Python library that brings these techniques to
the broader public.!

1 Introduction

The advent of pre-trained generative models has
had a paradigm-shifting impact in Natural Lan-
guage Processing (Radford et al., 2019b; Brown
et al., 2020; Raffel et al., 2020), but also in other
fields such as Speech Processing (Nguyen et al.,
2022), Code Generation (Chen et al., 2021), Com-
puter Vision (Ramesh et al., 2021; Rombach et al.,
2022; Yu et al., 2022), among others. The common
thread in these models is that of training a probabil-
ity distribution over a given space of interest (text,
images, audio, etc.) using large corpora, which can
then be used to generate samples in this space. In
particular, in NLP, these models have found appli-
cations not only in traditional tasks such as sum-
marization (Radford et al., 2019b), but also opened
new capabilities through few-shot learning (Brown
et al., 2020). However, the models may suffer from
deficiencies stemming both from replicating some
patterns in the training data that are not desirable
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!Available at https://github.com/naver/disco, and

installable by pip install disco-generation. Demo
video at https://vimeo.com/800847322/9848219f33.
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Figure 1: Overview of disco’s workflow.

such as offensiveness (Gehman et al., 2020) or un-
equal treatment (Cao et al., 2022), but also from
failing to replicate other more desirable patterns
which are also present in the data but are hard to
capture by the neural network model, such as truth-
ful information (Lin et al., 2022). For these rea-
sons, there is a growing interest in controlling the
generations to align with human values (Ouyang
et al., 2022; Askell et al., 2021). Khalifa et al.
(2021) proposed a comprehensive framework to
tackle these issues that they coined “Generation
under Distributional Control” or GDC. This frame-
work builds on the idea introduced by Parshakova
et al. (2019b) that we can decouple the problems
of describing the target distribution representing
the aligned generative model (i.e., the what) from
the problem of approximating it (i.e., the how). In
particular, they design the target distribution by
fixing the desired expectations of some features
of interest while avoiding catastrophic forgetting,
and approximate it using the DPG algorithm (Par-
shakova et al., 2019a). Yet, other target distri-
butions are possible. For example, Korbak et al.
(2022b) showed that Reinforcement Learning from
Human Feedback or RLHF (Ziegler et al., 2019;
Bai et al., 2022; Ouyang et al., 2022) could also be
framed as approximating a well-defined target dis-
tribution, highlighting the generality and flexibility
of the distributional approach. Here, we present
disco, a user-friendly library that provides devel-
opers, researchers, and practitioners easy access to
state-of-the-art distributional control techniques. In
what follows, we provide an overview of the GDC
theoretical framework and its associated techniques
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before introducing the toolkit, with an overview of
some design choices and a quick tour of its capa-
bilities. We then suggest possible applications and
apply disco to three experimental use cases.

2 Background

Let’s assume a pre-trained generative model a(-)
that defines a probability distribution over a sam-
ple space X such that we can efficiently compute
the probability a(x) for any element x € X'. Un-
der the GDC framework, controlling the generative
model amounts to defining a new probability dis-
tribution p*(x) to sample from. This probability
distribution is such that 1. it meets the control con-
ditions: given a vector of n pre-defined real-valued
functions (or features) ¢(x) = [¢i(x)]i=1..n de-
fined over x € X, p* is constrained such that
each moment (i.e. expectation) j; = E;p+¢i(x)
matches a desired value f1;; and 2. it avoids catas-
trophic forgetting: p* is the distribution that min-
imizes KL divergence from a among all distribu-
tions p’ € C satisfying the previous constraints
p* = argminy, ¢ Dx1,(p',a). For example, if a
is an English language model, ¢;(x) is a binary
classifier detecting that a sentence topic is “sports”
and ¢9(x) is another binary classifier that detects
whether a sentence mentions a female character,
and we set ;13 = 1 and gz = 0.5, then p* will be a
new language model that minimally deviates from
a and such that all generated sentences speak about
sports and 50% mention a female character.
Khalifa et al. (2021) show that p* can be rep-
resented by an energy-based model (EBM) P(x),
i.e. a function that assigns a positive score to ev-
ery x, such that p*(z) = P(x)/Z where Z =
Y wex P(x). P(z) can take either of the follow-
ing two forms:
pointwise constraints: If we have binary features
¢i(x) € {0,1} and z; = 1, then,

PPoint () = q(z) H di(x) (1)

distributional constraints: More generally, we
can express

PEU (3 X)) = a(x) exp(ATo(z)). (2)

where A is a parameter vector of coefficients s.t.
the resulting normalized distribution p®s" respects
the desired constraints on the features’ moments.
Finding the vector A in Eq. 2 is done through a

training process by which A is initialized to a ran-
dom value, and then updated by gradient descent
on minimizing Leoet(\) = D1 (p*(+), 55U (;; N)),
with gradient

v/\Ecoef()\) = Em,\,pdislr(,;/\)¢($) — [ 3)

and where the moments E, _aise(..y) () are com-
puted through self-normalized importance sam-
pling (SNIS; Owen, 2013) using a(-) or any other
proposal distribution (Parshakova et al., 2019b;
Bengio and Senecal, 2008).

2.1 Approximating p with an auto-regressive
model

Once we have defined our target distribution p rep-
resented as an EBM P, we would like to use it
for generation. Unfortunately, the EBM represen-
tation does not allow us to efficiently sample from
it because it is not in an auto-regressive form. Yet,
we can train an auto-regressive model my to ap-
proximate p(x) = P(x)/Z with the DPG algo-
rithm (Parshakova et al., 2019b), which minimizes
the forward KL divergence from the target distribu-
tion Dxr,(p, mg), or equivalently, the cross-entropy,
obtaining the following gradient term:

1 P(x

VoLcr(0) = 7 Equ(.)q(x))V(; log g ().
4

Here ¢(-) is a distribution from which we can
generate samples: We can set g(x) = my(x)
(on-policy version DPG,,;,), or alternatively use
any other distribution (off-policy version DPG,g)
(DPG; Parshakova et al., 2019a). The latter per-
mits to improve the training stability by keeping
a frozen version of 7y as a proposal ¢ and only
update it when we are confident that Dgr,(p, mg)
has improved (KL-adaptive DPG; Khalifa et al.,
2021). Recently, Go et al. (2023) introduced f-
DPG, which generalizes DPG to minimizing any
f-divergence for approximating the target distribu-
tion. The family of f-divergences includes forward
KL divergence, Jensen-Shannon, total variation dis-
tance (TVD), reverse KL, among others. Given a
convex “generator” function f such that f(1) = 0,
the gradient of the f-divergence D (7g||p) (in the
on-policy version) is given by:

Zmg ()
P(z)

VQ,Cf(G) = ExNﬂ-af/ < ) V@ 10g7T9(SU).

®)
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When f/(t) = —%, we recover the forward KL,
Dx1,(p, mg), objective of the original DPG algo-
rithm. When f’(t) = 1 + logt, we obtain an
optimizer of the reverse KL, Dkt (7, p). Alter-
natively, setting f/(t) = log t%, recovers the
gradient of the Jensen-Shannon divergence, and
f/(t) = 1[t > 1] — 3 yields the gradient of the
total variation distance. Finally, we note that a
constant “baseline” B can be subtracted from the
[/ (Zmg(x)/P(x)) term in Eq. 5 to reduce the gra-
dient’s variance (Korbak et al., 2022b; Go et al.,
2023).

2.2 Further approximating p with
Monte-Carlo sampling

Training the model 7y in the above-described fash-
ion can lead to a high-quality approximation of
p but, often, it will not exactly match it. One
way to further approximate the target distribution
is to use quasi-rejection sampling (QRS; Eikema
et al., 2022). This method consists in sampling
from a proposal ¢(x) (e.g., q(z) = my(z)) and
keeping only accepted samples with probability
min(1, P(x)/(Bq(x))), where 3 is a tunable pa-
rameter. The authors show that the f-divergence of
the sampling distribution to the target distribution
p is a monotonic function of 5. In other words,
increasing [ can only improve (or maintain) the
sampling fidelity, although at the cost of lower ef-
ficiency due to fewer accepted samples. Further-
more, they show that for any chosen 5 we can
estimate the corresponding acceptance rate and di-
vergence to p for any f-divergence.

2.3 Controlling conditional models

So far we have restricted our discussion to un-
conditional models. However, many NLP prob-
lems are modelled as conditional probability dis-
tribution a(x|c) that takes some variable context
c as input. Korbak et al. (2022a) proposed the
following generalization of GDC to conditional
models. They consider a distribution over con-
texts 7(c) and a map from a context ¢ to a target
EBM P, with corresponding normalized distribu-
tion p. = P./Z. where Z, = ) Pe(), which
is respectively defined for pointwise and distribu-
tional constraints, as follows:

P () = a(zle) [ | oia, ), (6)

PET(2\) = a(z|c) exp(\ - d(z,¢).  (7)

The model is then fine-tuned to optimize the
loss function Leond(0) = Ecur CE(pe(+), mo(+|c)).
Whereas Korbak et al. (2022a) only explored target
distributions with pointwise constraints, for disco
we also include distributional constraints. For this,
we need to estimate the parameters A, which we do
by generalizing to the conditional case the deriva-
tion of Eq. 3:

VaLeoer (A) = EenrBanp. ()02, ¢) = 1. (8)

2.4 RL with KL penalities

Another popular approach, seemingly competing
with CDG, is Reinforcement Learning from Hu-
man Feedback or RLHF. This approach involves,
first, learning a reward function r(z) that approxi-
mates human judgments, and second, fine-tuning
the model 7y to maximize the reward while penal-
izing departure from the original a(z).

71'9(.%‘)

JRLKL(Q) = Emwﬁe T’(iL') — Blog a(x>

©)

Interestingly, Korbak et al. (2022b) showed that this
objective is equivalent to minimizing the reverse
KL divergence to the target distribution:

prubr(z) o a(z) exp(r(x)/pB). (10)

Notably, Go et al. (2023) show that this target dis-
tribution could not only be approximated through
the reverse KL divergence but also any other f-
divergence, including forward KL and Jensen-
Shannon, leading to different trade-offs in terms
of expected reward and diversity. In particular,
reverse KL tends to produce models with higher
alignment levels as measured by the expected re-
ward at the cost of lower diversity in the final model.
On the other hand, the forward KL leads to lower
alignment but preserving more diversity. Jensen-
Shannon strikes a good balance in-between the two.

3 Design and implementation

disco is a Python toolkit based on PyTorch (Paszke
et al., 2019) that abstracts away most of the details
described in the previous section in a simple three-
step workflow (Figure 1). It depends on the Trans-
formers (Wolf et al., 2020) library, which allows it
to load models seamlessly from the HuggingFace
hub. The toolkit is organized around two fundamen-
tal classes of entities: Samplers and Scorers (see
Figure 2). These entities are defined by exposing
the methods sample () and score (), respectively.
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Figure 2: disco simplified class diagram. Dashed lines
represent abstract entities.

As their name suggests, sample () draws samples
from the underlying distribution, whereas score ()
computes a numerical score for each given sam-
ple. PositiveScorers are Scorers that are known
to only return positive scores because of which
they also provide the log_score() method. An
entity can independently be a Sampler or a Scorer.
However, we ask the generative models that we
wish to control to support both the Sampler and the
Scorer interface, further stipulating that the score
of a sample corresponds to its sampling probabil-
ity and is differentiable. We denote such classes
Distributions. For example, a language model is
encapsulated in an LMDistribution object, sup-
porting both operations:

base = LMDistribution("gpt2")
samples, logprobs = base.sample()
samples_logprobs = base.log_score(samples)

sample () also returns log_probs that are consis-
tent with log_score () for efficiency reasons.

Expressing preferences To express either point-
wise or distributional preferences, Distributions
support the constrain() method, which given
a list of features ¢;(z) and their corresponding
moments [i;, returns a representation of the tar-
get distribution that respects the constraints while
deviating minimally from the original model.”
Features can be defined using the Scorer class,
which accepts a function or a lambda abstrac-
tion taking a sample s and a context c as argu-
ments and returning a score. An important class of
features are boolean features, represented by the
BooleanScorer class. While general features can
only be used to define distributional constraints,

2The X coefficients are approximately computed through
importance sampling and SGD, both of which can be tuned
by setting the number of samples employed and the SGD
parameters when calling constrain().

boolean features can also be used to define point-
wise constraints. For example, we can score the
presence of the string “amazing” in the sample s,
as follows:

amazing = BooleanScorer(
lambda s, c: "amazing" in s.text)

Conditional features can be expressed simply by
taking the context ¢ into account. Next, we can
define an EBM with a pointwise constraint re-
quiring that all our samples must include (the
string) “amazing” by setting the target moment
of a BooleanScorer feature to 1:

target = base.constrain([amazing], [1.0])

Distributional constraints are enforced by specify-
ing any real-valued target moment or using non-
binary features. Finally, an RLHF-like target dis-
tribution with regularization parameter beta and
a reward scorer can be defined in the following
way.

target = base * ExponentialScorer([reward],
[1./betal)

In all cases, the resulting target is a Posi-
tiveScorer representing the target distribution as
an EBM. Crucially, it is not an instance of Distri-
bution since it does not allow sampling.

Fine-tuning the model To tune a Distribution to
approximate the target EBM so that we can use it
to generate samples, disco provides a set of Tuner
classes, notably the DPGTuner and FDPGTuner
for the unconditional case, and CDPGTuner and
FCDPGTuner for the conditional case. The dif-
ference between using vanilla DPG/CDPG and f-
DPG/ f-CDPG for tuning is that whereas the for-
mer are restricted to minimizing the KL divergence
to the target, f-(C)DPG can be used to minimize
any f-divergence (defaulting to Jensen-Shannon,
which often works well in practice).

model = LMDistribution("gpt2", freeze=False)

tuner = DPGTuner(model, target)
tuner.tune()

Note that we treat the unconditional case as a par-
ticular instance of the conditional one in which
there is a single fixed context, the reason why
(F)DPGTuner is also a (F)CDPGTuner. Condi-
tional tuning only requires further specifying a
distribution of possible contexts on which the
model will be conditioned. This is done with
a ContextDistribution, such as for instance
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the DatasetContextDistribution, which sam-
ples contexts from HuggingFace Datasets (Lhoest
et al., 2021). The Tuner reports a number of
metrics that are useful to monitor the training
progress. A number of Logger classes are pro-
vided to keep track of these metrics, including
JSON, W&B, Neptune or custom loggers. One
of the most important reported metrics includes
the estimate of the model’s divergence to the tar-
get, [k1/js/tv]_target_model, as measured
by KL, JS or TV, respectively, one of which is typi-
cally the quantity being optimized. Other metrics
can include the features moments and the diver-
gence from the base model if they are requested.

Improving the approximation with MC sam-
pling After the tuning is done, model is now a
better approximation to the target EBM, but it is
not guaranteed to perfectly match this distribution.
While further training can improve the situation,
another alternative is using Quasi-Rejection Sam-
pling (QRS; Eikema et al., 2022), a Monte-Carlo
sampling technique that allows to trade-off sam-
pling efficiency for a higher fidelity to the target
distribution —a higher value of beta yields a bet-
ter approximation at a higher computational cost
by retaining a smaller fraction of samples.

sampler = QuasiRejectionSampler(

target, model, beta=0.5)
samples, log_scores = sampler.sample()

The computational cost and the quality of the ap-
proximation will also depend on the proposal distri-
bution (the closer the proposal is to the target, the
higher quality can be obtained at a lower computa-
tional cost). Notably, we can estimate both quality
in terms of divergence to the target or the expecta-
tion of a feature of interest and computational cost
in terms of the expected acceptance rate for any
given proposal distribution and value of beta:

estim = QuasiRejectionSamplerEstimator(
target, model)

beta = 0.5
ar_at_beta = estim.acceptance_rate_at_beta(beta)
kl_at_beta = estim.divergence_at_beta(beta, KL)

amazing_at_beta = estim.feature_moment_at_beta(

beta, amazing)

4 Applications

disco enables a number of possible applications,
of which here we list only a few.

Compilability/style constraints on code genera-
tion Language models trained on clean code data

can still generate code that does not compile or,
even if it does, can fail to meet style standards.
Korbak et al. (2021, 2022a) showed that it was pos-
sible to effectively improve code generation models
on both accounts by using pointwise constraints on
the result coming from the Python compiler and of
an off-the-shelf linter.

Limiting hallucinations Seq2seq models such
as those used in summarization or NMT have a
common failure mode by which they generate in-
formation not originally present in the source doc-
ument (aka “hallucinations”). Entity-level factual
consistency (Nan et al., 2021) is a family of mea-
sures that detect whether produced entities were
included in the source, and whether they are part
of the target in the dataset. Korbak et al. (2022a)
showed that GDC could be successfully applied to
improve on these metrics. Below, we reproduce
part of the experiments.

Debiasing language models GDC can address
bias in language models by defining a feature de-
tecting a population of interest, and setting the tar-
get moments of the feature to the desired value.
Khalifa et al. (2021) experimented with reducing
gender bias, while Go et al. (2023) use this tech-
nique to balance the “regard” score among different
religious groups.

5 Showcase experiments

This section presents a selection of experiments
to showcase a few use cases of disco, along with
code snippets illustrating their implementation.

5.1 Amazing experiment

In this simple experiment, initially introduced
in Khalifa et al. (2021), we want all samples
from the GPT-2 (small) language model (Rad-
ford et al., 2019a) to contain the string “amaz-
ing”. The following code shows how to
tackle this task in disco. We experiment with
different batch sizes (n_samples_per_step €
{27 28 29 210 911 9121 while controlling the to-
tal number of gradient steps (n_gradient_steps
€ {2° x 1000, 2* x 1000, 2% x 1000, 2% x 1000,
21 x 1000, 2° x 1000}) so that the total number of
samples remains constant. sampling size and
scoring_size only affect speed and are set to the
maximum value that fits in the GPU memory.

base = LMDistribution("gpt2", device="cuda")
amazing_scorer = BooleanScorer(

148



N
(%))

g 20 batch size
e — 128
< 15 — 256
g10 — 512
é | 1024
—— 2048
5 % fr~f
NS I Lo 4096
0 1000 2000 3000 4000
samples (x 1024)
0.6
o
£
3 0.4
€
@
B
0.2
0.0
0 1000 2000 3000 4000

samples (x 1024)

Figure 3: Divergences to the target distribution (top)
and proportion of “amazing” samples during tuning
(bottom), for various batch sizes.

lambda s, c: "amazing" in s.text)
target = base.constrain(
[amazing_scorer], [1])
model = base.clone().freeze(False)

tuner = DPGTuner (model, target,
n_gradient_steps=1000,
n_samples_per_step=4096,
sampling_size=64,
scoring_size=64)
tuner.tune()

Results Figure 3 shows the KL divergence of the
model to the target distribution (top) and the pro-
portion of sequences containing “amazing” (bot-
tom). The former is the optimized metric, sub-
suming the percentage of “amazing” sequences
and, importantly, the divergence from the original
distribution. Although small batch sizes seem to
give good enough results for the “amazing” feature,
their divergences are almost off the chart, indicat-
ing model degradation. On the other hand, the
model trained with batch size 4096 has a KL of
1.47 nats and generates “amazing” samples 57% of
the time (from an initial frequency of about 0.1%).
Additionally using QRS (beta = 0.02) retains just
10% of the samples, but gets us to 0.08 nats and
generates 100% “amazing” samples. For illustra-
tive purposes, some randomly generated samples
are presented in the Appendix.

5.2 Don’t hallucinate entities

Here we replicate the setting described in Kor-
bak et al. (2022a) on improving entity-level fac-
tual consistency (Nan et al., 2021). Specifi-

cally, we constrain a T5 (small) model (Raffel
et al.,, 2019) so that all named entities appear-
ing in the summary also appear in the source,
with at least 4 entities appearing in the summary.
Given a function NER(x) that returns a set of
named entities implemented with the SpaCy (Hon-
nibal et al., 2020) pre-trained named entity rec-
ognizer, we build two features: no_new_entity,
and min_four_entities, which given a sample
x and a context ¢, compute NER(z) C NER(c)
and |NER(x)| > 4, respectively. We train us-
ing a CDPGTuner that samples source documents
from the first Sk documents in the CNN / Dai-
lyMail (Nallapati et al., 2016) dataset, via a
DatasetContextDistribution.
base = LMDistribution("t5-small",

auto=AutoModelForSeq2SeqlLM, device='"cuda")
target = base.constrain(

[no_new_entity, min_four_entities],

(1, 11

model = base.clone().freeze(False)

contexts = DatasetContextDistribution(
dataset="cnn_dailymail", subset="1.0.0",
split="train[:5000]", key="article",
prefix="summarize: ")
tuner = CDPGTuner (model, target,
context_distribution=contexts,
n_gradient_steps=1000,
n_samples_per_step=32,
context_sampling_size=32,
sampling_size=8,
scoring_size=8)
tuner.tune()

Results We use beam search to sample
summaries x for source documents c in the
test set. Their entity-level factual consis-
tency, measured by precision to the source
(NER(z) [\ NER(c)|/|NER(c)]), improves
from .91 to .94, and recall to the target ¢
(INER(z) (| NER()|/|NER(#)|) goes from .26 to .45.
Notably, the summaries’ ROUGE-L score also
slightly improves, from 0.257 to 0.268. Example
summaries are presented in the Appendix.

5.3 The entertainer

In this experiment we want to control the per-
sonality type of a BlenderBot (Roller et al.,
2021) chatbot according to Myers&Briggs dimen-
sions (Myers and Myers, 1995) (Extraverted/In-
troverted, iNtuitive/obServant, Thinking/Feeling,
Judging/Prospecting), targeting a “spontaneous and
generous” ESFP? type. Specifically, we use a
pre-trained classifier to assess personality types*

3)https ://www.16personalities.com/esfp-personality

4https ://huggingface.co/spaces/seduerr/personality
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Responses to “What’s the best piece of

advice you’ve ever been given?” E § F P

before tuning

mine is staying confident. It’s tough though

when I dont really have advice sometimes 0.6 036 062 034

There’s probably so many. I love helping
people get better. By giving them informa- 0.48 0.24 0.47 0.62
tion and securing they can better themselves

after tuning

Human beings do not belong to a single

. 0.86 0.84 0.72 0.5
continent

I’d have to say knowledge and dedication

-
are definitely what keep me from failing. 0.64 076 08 065

Table 1: Personality Type ESFP score for BlenderBot’s
samples, before and after tuning

and built a PersonalityTypeScorer that re-
turns the score of any chosen dimension. We
use the facebook/blenderbot-400M-distill
seq2seq model from the HuggingFace hub. We set
the target moments to 0.8 on each of the “E”, “S”,
“F”, and “P” personality dimensions. To prompt
the model with relevant context, we use a list of
“icebreaking” utterances collected from the web’
to build a ContextDistribution, which is used
both when estimating the coefficients of the EBM
and for fine-tuning the model using a CDPGTuner.
base = LMDistribution(
"facebook/blenderbot-400M-distill",
auto=AutoModelForSeq2SeqlLM,
device="cuda")
contexts = ContextDistribution(
"data/icebreakers.txt")
target = base.constrain(
[PersonalityTypeScorer(t)
for t in "ESFP"], [0.8] * 4,

context_distribution=contexts)
model = base.clone().freeze(False)

tuner = CDPGTuner (model, target,
context=contexts,
n_gradient_steps=2000,
n_samples_per_step=512,
context_sampling_size=8,
sampling_size=128,
scoring_size=128)

tuner.tune()

Results We improve the moments of the di-
mensions of interest, as follows: E: .59 — .64,

S:.42 — .56, F: .55 — .69, P: .48 — .56. Some
samples are shown in Table 8 and in the Appendix.

6 Related works & Conclusion

disco is the first toolkit to bring GDC techniques to
a wide audience. Such techniques build on a solid
theoretical framework based on the separation be-
tween the design of the target distribution and its

5ht‘cps ://museumhack.com/list-icebreakers-questions

approximation. Thanks to this elegant approach,
users can first focus exclusively on defining the con-
trol conditions by setting the desired expectations
of features of interest. Then, they can use the tools
provided in disco (like the f-(C)DPG and the QRS
algorithms) to generate content meeting the desired
conditions. Notably, GDC subsumes other frame-
works such as RLHF, which can be seen as a par-
ticular case (see Sec. 2.4). For this reason, disco
has a wider scope than other related toolkits such
as RL4LM (Ramamurthy et al., 2022), which cen-
ters on RL methods only. Nevertheless, there is a
large space for cross-pollination between RL-based
frameworks and disco because of similarities in the
underlying algorithms (Korbak et al., 2022b). For
example, disco incorporates the baseline technique
from RL to reduce the gradients’ variance and in-
crease training stability and efficiency. Likewise,
there are many points of contact between the two
paradigms that remain to be explored in the future
which can further enhance disco.
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Broader impact

The techniques made broadly accessible by disco
have the potential to address many existing chal-
lenges of language models and other generative sys-
tems such as bias, factual consistency, toxicity, just
to name a few. disco is a very general framework
that allows to control the prevalence of any feature
that can be represented as a function from a sample
to a numerical score (for example, a classifier’s
score, a reward function or any other metric of the
text). Because of this generality disco can adapt
to a wide range of use cases and changing values
and demands. However, the concrete results will
depend on how the controlled features are quanti-
fied, on which disco is completely unopinionated.
The crucial work of deciding how to best design
relevant features and their target moments is a task
the user will have to undertake. On the other hand,
the users now have the power to focus exclusively
on this latter question and relegate the algorithmic
problems of controlling the model to match their
desiderata to disco.
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A Additional example generations

GPT-2 base model

X 'I just read the information that this made a lot of people feel so
ashamed they hadn't heard anything about the existing government and I'm
very proud of that,' he said. 'I believe it

X Reasons for showing up further after guessing. Fiber optic cables could
be cheap to deploy but at least they cover a lot of ground. VR Fitness on
Facebook:\n\nI've started modeling a concept

X Like every other generation is awash in data, from sedan cars to it's
internal combustion engine, we have a new problem with the world: Lattes
fluctuate from year to year because of

X Write down every magic stone found in the cave. Decide what level to take.
1) Find Adamantite orders in what spell the game sets up 1) Name yourself
spell numbers 2) Discover further

X \nPosted by Soumitai on May 01, 2015 at 7:57 am | Permalink\n\nRating\n\nl
Related\n\nMust Someone Build It There is no way ANONYMOUS

X By choosing a brand name - including Audi or Powerleague, DeMarcus
Atlanta's full name should go with national advertising.\n\nAron's fifth,
retiring Chicago Bulls future Hall of Famer is

X Gothic Witch Queens: Hound of Innocence Acts 1 Acheryl Solde - Thieves
Don't Approach Me Act, The monsters are gone, Sonofie, The Ghost Just
Broke the

X In the interview before the Charlottesville rally, he argued for those who
oppose arming the so-called alt-right:\n\nFirst of all, I happen to just
strongly disagree with the anti-Second

X Sophie Pottle has been playing guitar and lead singer of the band Zoey
Emaleigh since 2008. Cast in the role of Flaming Bob this year, Jayne has
very less of

X 'He could have died,' said the ex-German intelligence officer in his mind.
'He didn't want to be hunted, or forced into liberty.' Other former German
officers had once and legendary former

Table 2: Random samples extracted from the gpt2 base model, scored for whether the string “amazing” is present or
not.
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Fine-tuned model with DPG to include “amazing” (batch size 4096)

v"  Say thanks by giving speetuh323 a tip and help them continue to share
amazing Things with the Thingiverse community.\n\nStep 1:<|endoftext|>

X ers should consider FB2; a DB2, and x3.\n\nThis build is essentially a
4 full run DB2 (see later post) with some pretty good changes to see how
easy

v~ 1022) October 7, 2016\n\nlIt's amazing. As amazing as it might have
been, the undefeated Boston College Utes do do this despite the Hahn-1
& Carlston refs more

v’ Amazing Review.\n\nl outline of design shown below\n\nTo conclude Was
their first (pun intended). Cards look alike really No issues with the
endosing front. And the car itself looks nice

v/ amazing - 4 of this.\n\nUpdate: They have added some changes to update
your ~/.amazingrc file\n\nAnyway.\n\nAnd they can detect your smoth
status, too'

v~ It was amazing how transformed Caitlyn is at the moment in Stephane's
third birthday. I led her to make an amazing face at the election.
\spverbThe people closest to her had no idea it was

v~ For pretty bad reason, we've been hearing a lot about the unlevel GameClip
for a while... spending weeks whipping up info in bulk, sharing amazing
new features, and playing it to nuts

X One of the things that wobble around town when I use it is that I
sometimes end up being incredibly bad at explaining to others why they're
doing it. So here's what I've learned,

v~ Artwork and design are equally important and thus perplexing. I always
don't create boring design for anyone that can't go otherwise around the
office. An amazing pair of shoes because of their delicate detailing

X a clearly beneficial single meaning. It began in five minutes with ones of
Neil de Grasse Tyson, which is surprising, given where he went from here.
Here it comes in three steps:\n\n

Table 3: Random samples extracted from the model fine-tuned with DPG (batch size 4096) on the objective that all
sequences should contain “amazing” while minimally diverging from the origin
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QRS (beta=0.02) with a DPG-tuned proposal (batch size 4096)

v~ Sandbox 20 exclusive\n\nThursday, May 5, 2011 Main Theme - Masjidn 14 A
probably amazing theme that is pretty memorable. And it's shipped with 20
coolest and last exclusive skins

v~ "Remember the Did Ya Wanna Look So Good?" that Randall offered to Griffin
and Cartman E\'Brien. "Remember the amazing reveille you brought my
friends?"\n\nGod bless them.

v" 500 years ago, Times Mouse was celebrated for notasting and giving minrs
their gift birds from America.\n\nWith "Ten Thousand Saints," Times Mouse
amazingly took holiday every year since 1983 now that

v~ GODNS\n\n"Free love is an amazing truth." -President Franklin D.
Roosevelt\n\nGODNAMES\n\nCares about the other., Astonishing.\n\nCONGRE

v~ Viticos Crystallographie is now available as an experimental 8ish
compendium.\n\nREAD MORE >>\n\nThe last chance, in the last few years &
amazingly beautiful, at doing

v" I know I missed out on the amazing (or at least a little impressive!)
gradient experience, but here it is in action. It'll make either seat you
taller or shorter and seems pretty much synchronized

v~ Can Brewing Company Bottle Collection hold up?\n\n\nSince back in 2007 we
have been sharing amazing Tank series for some of our styles out in the
world:\n\nBig Barrel Wit - A range of

v’ Cast & Crew Episode 77 Welcome to Cast & Crew Episode 77. This 44 minute
podcast brings we funny figures and some great hosts like on but very
lovable dreams. Featuring Ghostbusters have had amazing paydays

v~ Honey! It is absolutely amazing!! in a whole good way! People are not
talking so much about, you know, strawberries, health check, growing
organ. I'm signing off. It's

v~ There are perks and payments for top players and promotions: we can rest
assured that you will agree to receive us all you want in addition to our
amazing Golden Key Card, VIP offsite events, contests

Table 4: Random samples extracted using QRS with parameter beta=0.02 on the target distribution in which all
sequences contain the string “amazing” using a DPG fine-tuned model (batch size 4096) as a proposal.
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Original article

(CNN)Seventy years ago, Anne Frank died of typhus in a Nazi concentration camp at the age of 15. Just
two weeks after her supposed death on March 31, 1945, the Bergen-Belsen concentration camp where
she had been imprisoned was liberated — timing that showed how close the Jewish diarist had been to
surviving the Holocaust. But new research released by the Anne Frank House shows that Anne and her
older sister, Margot Frank, died at least a month earlier than previously thought. Researchers re-examined
archives of the Red Cross, the International Training Service and the Bergen-Belsen Memorial, along with
testimonies of survivors. They concluded that Anne and Margot probably did not survive to March 1945 —
contradicting the date of death which had previously been determined by Dutch authorities. In 1944, Anne
and seven others hiding in the Amsterdam secret annex were arrested and sent to the Auschwitz-Birkenau
concentration camp. Anne Frank’s final entry . That same year, Anne and Margot were separated from
their mother and sent away to work as slave labor at the Bergen-Belsen camp in Germany. Days at the
camp were filled with terror and dread, witnesses said. The sisters stayed in a section of the overcrowded
camp with no lighting, little water and no latrine. They slept on lice-ridden straw and violent storms
shredded the tents, according to the researchers. Like the other prisoners, the sisters endured long hours at
roll call. Her classmate, Nannette Blitz, recalled seeing Anne there in December 1944: "She was no more
than a skeleton by then. She was wrapped in a blanket; she couldn’t bear to wear her clothes anymore
because they were crawling with lice." Listen to Anne Frank’s friends describe her concentration camp
experience . As the Russians advanced further, the Bergen-Belsen concentration camp became even more
crowded, bringing more disease. A deadly typhus outbreak caused thousands to die each day. Typhus is
an infectious disease caused by lice that breaks out in places with poor hygiene. The disease causes high
fever, chills and skin eruptions. "Because of the lice infesting the bedstraw and her clothes, Anne was
exposed to the main carrier of epidemic typhus for an extended period," museum researchers wrote. They
concluded that it’s unlikely the sisters survived until March, because witnesses at the camp said the sisters
both had symptoms before February 7. "Most deaths caused by typhus occur around twelve days after the
first symptoms appear," wrote authors Erika Prins and Gertjan Broek. The exact dates of death for Anne
and Margot remain unclear. Margot died before Anne. "Anne never gave up hope," said Blitz, her friend.
"She was absolutely convinced she would survive." Her diary endures as one of the world’s most popular
books. Read more about Anne Frank’s cousin, a keeper of her legacy .

Base T5 summary

typhus is an infectious disease caused by lice that breaks out in places with poor hygiene. a deadly typhus
outbreak caused thousands to die each day. typhus is an infectious disease caused by lice that breaks out
in places with poor hygiene.

Fine-tuned TS5 summary

Anne Frank and her older sister, Margot, died at least a month earlier than previously thought. researchers
re-examined archives of the Red Cross, the International Training Service and the Bergen-Belsen Memorial.
they concluded that Anne and Margot probably did not survive to March 1945.

Table 5: Summaries generated using bream search with beam size 5 from the T5-small model and from the one
fine-tuned with the objective of producing at least 4 named entities that are in the source document, as described in
Section 5.2. Highlighted in purple are the named entities in the text recognized by SpaCy.
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Original article

(CNN)The FBI charged a Philadelphia woman on Thursday with trying to travel overseas to fight for ISIS.
She’s one of three women arrested this week on terror charges. Two New York women were also taken
into custody. An FBI complaint cites numerous social media messages dating back to August 2013 that
were sent by Keonna Thomas, 30, also known as "Young Lioness" and "Fatayat Al Khilafah." One Twitter
message said, "If we truly knew the realities ... we all would be rushing to join our brothers in the front
lines pray ALLAH accept us as shuhada [martyrs]." Another said, "When you’re a mujahid [violent jihadi
fighter] your death becomes a wedding." The FBI said Thomas purchased an electronic visa to Turkey on
March 23. Turkey is known as the easiest place from which to enter Syria and join ISIS. An ISIS manual
advises recruits to buy round-trip tickets to vacation spots such as Spain and then purchase tickets for
their real destination once they arrive overseas, the FBI said. On March 26, Thomas purchased a ticket
to Barcelona, with a March 29 departure and an April 15 return to the United States, the complaint said.
It’s not clear when or where she was arrested. She was charged with knowingly attempting to provide
material support and resources to a designated foreign terrorist organization. She could be sentenced to 15
years in prison. On Thursday, Noelle Velentzas, 28, and her former roommate, Asia Siddiqui, 31, were
arrested in New York and accused of planning to build an explosive device for attacks in the United States,
federal prosecutors said. In the past 18 months, the Justice Department’s National Security Division has
prosecuted or is prosecuting more than 30 cases of people attempting to travel abroad to join or provide
support to terrorist groups. Of those cases, 18 allegedly involve support to ISIS. "The terrorist threat is
more decentralized, more diffuse, more complicated," Homeland Security Secretary Jeh Johnson told
reporters Thursday. "It involves the potential lone wolf actor, it involves the effective use of social media,
the Internet."

Base TS5 summary

a woman is charged with trying to travel overseas to fight for ISIS. she’s one of three women arrested this
week on terror charges. two new york women were also taken into custody.

Fine-tuned TS5 summary

the FBI charged a Philadelphia woman with trying to travel overseas to fight for ISIS. Keonna Thomas,
30, also known as "young Lioness" and "Fatayat Al Khilafah" two new york women were also taken into
custody.

Table 6: Summaries generated using bream search with beam size 5 from the T5-small model and from the one
fine-tuned with the objective of producing at least 4 named entities that are in the source document, as described in
Section 5.2. Highlighted in purple are the named entities in the text recognized by SpaCy.

157



Original article

(CNN)President Barack Obama tied himself to the mast of a nuclear deal with Iran even before he became
the Democratic candidate for president. Reaching a good, solid agreement with Iran is a worthy, desirable
goal. But the process has unfolded under the destructive influence of political considerations, weakening
America’s hand and strengthening Iran. Obama’s political standing and his historic legacy in foreign
policy are so deeply intertwined with reaching an accord with Iran that if the deal ultimately collapses, he
may fear that historians will conclude that his legacy in global affairs collapsed with it. There is a reason
one gets the feeling that it is the United States and not Iran that is the more eager, even desperate, side in
these talks, even though Iran is the country whose economy was sent into a deep chill by international
sanctions; the country whose only significant export, oil, lost more than half of its value in recent months.
The reason is that Obama has a huge political stake in these negotiations. The President may insist that
the United States will choose no deal over a bad deal, but few people truly believe he has a credible Plan
B. Few believe it, particularly in the Middle East and notably among America’s Arab friends, who hold
the view that Iran is running circles around the United States and outplayed Obama. As the writer David
Rothkopf aptly put it, "Iran is having a great Obama administration." That’s a belief that has already
started shaking up the region. Saudi Arabia has said that it will pursue nuclear weapons if it believes
Iran has not been stopped, and there is little doubt that other countries among Iran’s Muslim rivals will
do the same. In fact, the notion that Obama is not handling the Iranian threat effectively is contributing
to a new war in Yemen, where Saudi Arabia and other Arabs are trying to push back against gains by
Iran’s allies. We can trace it all back to the Democratic primaries in 2007, when then-Sen. Obama said
he would meet Iran’s leaders "without preconditions," leading his rival, Hillary Clinton, to call the idea
"Irresponsible and frankly naive." As the years of his presidency unfolded, and the Middle East started
coming apart, finding a deal with Iran started to look like the one major foreign policy achievement Obama
might leave behind. The political imperative started to intrude in strategic considerations on an issue
that is of transcendent importance to world peace. The framework agreement announced on Thursday
came two days after Obama’s March 31 deadline. The U.S.-imposed deadline served only to pressure the
United States, and the French ambassador very publicly decried as a "bad tactic." That bad tactic was
a political move, a push to produce some sort of result, however vague, to protect the talks from critics.
Again, a solid agreement that ensures Iran will not produce nuclear weapons would be a most welcome
development. But the agreement so far does not look promising. It certainly shows the final outcome
will differ greatly from what Obama had vowed. In a presidential debate in 2012, Obama described a
crystal clear goal for negotiations. "The deal we’ll accept is they end their nuclear program. It’s very
straightforward.” Nobody is talking about Iran ending its nuclear program. Not even close. Iran will be
allowed to keep one-third of its more than 6,000 centrifuges. That’s not a small symbolic number. And it
does not appear as though any of its nuclear facilities will be dismantled, although Fordow will contain
no nuclear materials. Iran has insisted all along that its nuclear program has only civilian uses. The fact
is that Iran has a well-established record of lying and concealing the elements of its nuclear program
to U.N. inspectors. And the U.N. agency chief says that has not stopped. A couple of weeks ago, with
days left until the negotiating deadline, U.N. nuclear chief Yukiya Amano said Iran is still stonewalling.
"We are still not in a position to conclude that all nuclear material in Iran is [for a] peaceful purpose," he
warned. The negotiations’ starting point is that I[ran would like to have the bomb and the international
community wants to delay that as much as possible — and preferably, forever. The world only learned
about Iran’s secret facilities at Arak and Natanz after dissidents raised the alarm. Iran, we have learned
repeatedly, is very good at lying to international inspectors. It is well-established that it has had something
to hide about its nuclear program. It is well-established that many of Iran’s neighbors don’t trust it and are
anxious about the U.S.-led international dealings with Iran. It is well-established that Iran has engaged
in international terrorism and in destabilizing the region. It is also clear that it took harsh international
sanctions and a collapse in oil prices to bring Iran to the negotiating table. It was Iran that had the most to
lose from a failure of talks. But political considerations turned the United States into the supplicant. The
framework agreement starts lifting those indispensable sanctions much too soon...
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Original article (cont.)

...Nuclear enrichment will continue, although at a lower level. Iran officially, legally, becomes a nuclear
threshold state, with the capability to make the final dash to a bomb within a "breakout" period of one
year, the time when presumably inspectors would discover violation and allow the rest of the world to act.
Even the Fordow facility, conveniently inside a fortified bunker in a mountain, will remain in existence,
though "converted" to a nuclear "research facility" And without nuclear material on site. International
sanctions lifting will begin almost immediately. Its nuclear infrastructure will remain largely in place,
even if operating at a reduced pace, giving Iran much of what it wanted. With Iranian forces gaining
ground in Arab lands and Iranian commanders declaring the destruction of Israel "nonnegotiable" and
threatening Saudi Arabia, this deal does not look reassuring. Obama is right that a diplomatic solution
is the most desirable option. But the deal so far looks like (another) win for Iran. It introduces enough
restrictions that it could give the President the political cover he wants, but it does not do enough to make
the world safe from nuclear proliferation and more potentially catastrophic instability in the Middle East.

Base TS summary

sally kohn: if deal collapses, he may fear historians will conclude his legacy collapsed with it. kohn: if
deal collapses, u.s. will choose no deal over a bad deal, but few believe it. kohn: if deal collapses, u.s.
will pursue nuclear weapons if it believes Iran has not been stopped.

Fine-tuned TS5 summary

president Barack Obama tied himself to the mast of a nuclear deal with Iran even before he became
the Democratic candidate for president. if the deal collapses, he may fear historians will conclude that
his legacy in global affairs collapsed with it. the notion that Obama is not handling the Iranian threat
effectively is contributing to a new war in Yemen, where Saudi Arabia and other Arabs are trying to push
back against gains by Iran’s allies.

Table 7: Summaries generated using bream search with beam size 5 from the T5-small model and from the one
fine-tuned with the objective of producing at least 4 named entities that are in the source document, as described in
Section 5.2. Highlighted in purple are the named entities in the text recognized by SpaCy.
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Additional responses to “What’s the best piece of advice you’ve ever been given?” E S F P

before tuning

My best advice would be to study hard, I overschedule my classes a lot. 039 035 0.62 048

Definitely the best. Knowing how to do something effectively so I don’t have to feel 0.21 0.38 0.37 0.35
unsure of answers on the road.

That it is a jump from my everyday life to be completely independent always withmy 048 04  0.72 0.63
money.

I am not sure that I have answered all that so far... But I will say, I learned thatitis 0.71 0.92 0.83 041
impossible to fail an exam without the right approach.

I think it would probably be all of the advice I had! Particularly given that I was given the 0.73 044 0.74 0.52
step by asking my best friend for advice, which he then retired from the military to quit
smoking and was willing to get me back on my feet!

Not that I know of but I keep talking about my parents’ divorce symptoms and cuttingout 0.63 03  0.69 0.53
custody.

I just took a job in residence space and got 6 months of paid vacation from it! 0.7 0.3 0.7 0.53

It is some things like going to the dentist or having great insurance. I keep my fingers 0.6 0.14 0.62 0.62
crossed that they catch a glitch.

I think the best advice I've got is to take things fairly literal. So if something goes wrong 0.67 036 0.7 0.58
and a mistake happens, it’s not enough.

Mine is staying confident. It’s tough though when I don’t really have advice sometimes, 0.69 0.33 0.58 0.36
even though I’ve been here 14 years.

after tuning

Yes you can never be too careful. Never give up on trying. So what steps does your advice 048 0.9 0.7 0.72
on improving your diet and nutrition?

I would need to go one with the best military advice. The military lifestyle comes with  0.59 036 045 0.69
tough history and I have been expressed with great disputes lol

Oh, I'd go with my father who taught me to not over educate. He does not care what 0.65 0.79 0.77 0.47
anyone else thinks. I like to see that people do well.

Maybe to look inside herself to understand the means of self-employment? It mightbe 0.69 0.67 0.51 0.72
too much for me, but it may be helpful. A standard goal is to meet your expectations for
success. I wish you well.

I really like people of higher quality showing their knowledge of their subjects, as much  0.63 0.26 0.88 0.88
as I may be receiving gifts.

That’s great! And you are approaching the most respectable answer of all time. Theone 0.51 0.71 091 0.61
that may give you the best advice is knowledge!

When I first came to tell the stories I was working at, the anticipation increased on the 0.77 0.59 0.75 0.64
meeting before I even started. It felt good to use all my knowledge but then I realized as a
customer I could hardly do my own work.

I think saying, "but really only time, you need to work hard to succeed" and to not giveup 0.7  0.61 0.77 0.53
entirely even when you know you have it.

I’d have to say knowledge and dedication are definitely what keep me from failing. 0.64 0.76 0.8 0.65

I’ve had so many long years of what some people might call being decent to them. Ever 0.87 0.81 0.5 0.74
since I found people I knew when I graduated high school I kind of crushed on them and
let them know I was still here. Contributing to their faith in life was something I found.

Table 8: Personality Type ESFP score for BlenderBot’s randomly obtained samples, before and after tuning with the
objective of producing responses with 0.8 score on average in each of the ESFP dimensions.
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Abstract

Hyperparameter optimization is an important
but often overlooked process in the research of
deep learning technologies. To obtain a good
model, one must carefully tune hyperparame-
ters that determine the architecture and train-
ing algorithm. Insufficient tuning may result
in poor results, while inequitable tuning may
lead to exaggerated differences between mod-
els. We present a hyperparameter optimization
toolkit for neural machine translation (NMT)
to help researchers focus their time on the cre-
ative rather than the mundane. The toolkit
is implemented as a wrapper on top of the
open-source Sockeye NMT software. Using
the Asynchronous Successive Halving Algo-
rithm (ASHA), we demonstrate that it is pos-
sible to discover near-optimal models under a
computational budget with little effort.!

1 Introduction

Deep learning models are difficult to train. Al-
though they achieve impressive results on many
tasks, non-trivial amounts of effort are required
for selecting appropriate hyperparameters, such as
the number of layers, vocabulary size, embedding
dimension, and optimization algorithm. This trial-
and-error process is necessary for each task, do-
main, or language. Further, the rapid development
of new neural network architectures implies that
this hyperparameter optimization process will only
become more expensive.

Currently, hyperparameter optimization tends to
be performed manually by researchers in an ad hoc
fashion, using scripts put together independently.
The lack of open-source support tools means that
the level of rigor in hyperparameter optimization
may vary widely. This poses two risks:

1https ://github.com/kevinduh/sockeye-recipes3
(code), https://cs.jhu.edu/~kevinduh/j/demo.mp4
(video demo)

1. Insufficient exploration of the hyperparame-
ter space may lead to poor results, killing an
otherwise promising research idea.

2. Inequitable allocation of compute resources
for hyperparameter optimization of one model
over another may lead to exaggerated results
differences and misleading conclusions.

The importance of documenting the hyperparam-
eter optimization process in research has already
been widely recognized and is included as an item
under the “Responsible NLP Checklist"? required
for paper submissions in the field. To support these
efforts, we believe it will be beneficial to develop
open-source tools to improve the hyperparameter
optimization process itself.

This paper presents a hyperparameter opti-
mization toolkit for NMT research. It enables
researchers to easily explore the hyperparame-
ter space of various NMT models based on the
PyTorch codebase of AWS Sockeye framework
(Hieber et al., 2022). One simply specifies (1) the
desired set of hyperparameter options to search,
(2) the compute resource constraints, and (3) the
training data paths, then the toolkit will plan and
execute an automatic hyperparameter optimization
and return the best model discovered. The toolkit
implements the Asynchronous Successive Halv-
ing Algorithm (ASHA) (Li et al., 2020), which is
well-suited for commodity off-the-shelf distributed
grids.

In the following, we first give an overview of the
toolkit (Section 2) and hyperparameter optimiza-
tion algorithm (Section 3). Then, the case study in
Section 4 illustrates how the toolkit can help a re-
searcher search over thousands of hyperparameter
configurations with ease. Finally, Section 5 dis-
cusses our design choices, hopefully serving as a

2ht’cps: //aclrollingreview.org/
responsibleNLPresearch/
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Figure 1: An overview of the sockeye-recipes3 hyperparameter optimization toolkit

reference for those who want to implement similar
toolkits for different NLP software.

2 Usage Overview

Our hyperparameter optimization toolkit is named
sockeye-recipes3, since it cooks up different
models by training models with the AWS Sock-
eye NMT framework, version 3. An overview is
shown in Figure 1. For concreteness, let us sup-
pose the researcher in Figure 1 wants to run a rigor-
ous hyperparameter optimization to obtain a strong
Transformer baseline for a new dataset.

Step 1:  The researcher designs a hyperparameter
search space for his/her model. Table 1 shows some
common hyperparameters for Transformers, but the
toolkit is flexible to incorporate any user-defined
hyperparameter. This hyperparameter space is ex-
pressed as a YAML file, e.g. space.yaml:

transformer_model_size: [256, 512, 1024]
transformer_attention_heads: 8
transformer_feed_forward_num_hidden: [1024, 2048]

The snippet above indicates that the researcher
wishes to explore three choices for model size, one
choice for attention head, and two choices for a
feed-forward number of hidden units. The Carte-
sian product of all these choices forms the full
hyperparameter space.

Step 2: sockeye-recipes3 samples from the
full hyperparameter space to generate a set of bash
files called hpm files. Each hpm file represents a
specific hyperparameter configuration and encap-
sulates all the information needed to train a model.
This includes not only hyperparameter settings but
also paths to training and validation data. For ex-
ample, configl.hpm might train a model with:

transformer_model_size=256

transformer_attention_heads=8
transformer_feed_forward_num_hidden=1024
train_data=~/data/wmt.train.de-en.bitext
validation_data=~/data/wmt.dev.de-en.bitext

The set of hpm files represents all the hyperpa-
rameter configurations to be explored by the hy-
perparameter optimization algorithm. Rather than
randomly sampling a subspace, one can also gener-
ate the full Cartesian product or manually edit some
hpm files based on prior knowledge. Depending on
the researcher’s usage scenario, this set typically
numbers from tens to thousands.

Step 3:  Once the researcher is ready, he/she starts
the ASHA program with resource specifications
such as the number of concurrent GPUs to use and
the number of checkpoints per training run. This
Python code dispatches the training processes as
standard Sockeye jobs to a distributed grid.> ASHA
will attempt to efficiently train as many models as
possible given the computational constraints. It is
a bandit learning method that automatically learns
when to stop a not-so-promising training run in
order to allocate resources to other hyperparameter
configurations. Details are in Section 3.

Step 4: The results of all Sockeye training runs
dispatched by ASHA are stored on disk. Each
hpm file will have a corresponding subdirectory
with the output log of a Sockeye training pro-
cess. This makes it easy to replicate or continue
any training runs in the future, with or without
the sockeye-recipes3 toolkit. Ultimately, the re-
searcher can pick out the best model from the set
for further experimentation.

3The dispatch in sockeye-recipes3 is currently imple-
mented for the Univa Grid Engine (UGE) but is easily extend-
able to other similar grid management software like SLURM.
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Figure 2: Illustration of Successive Halving

Additional features: (a) Metric: The toolkit’s
default is to find models with high BLEU on the
validation set. This can be changed to any user-
specified metric. Also, we have devised a multi-
objective version of ASHA to enable joint opti-
mization of accuracy and inference speed based on
Pareto optimality (Marler and Arora, 2004).

(b) Analysis: After an ASHA run, one may wish
to see if there are certain trends in hyperparameters,
e.g. are some more important than others? This
introspection can be helpful in understanding the
model or designing future hyperparameter spaces.
We have included a tool for posthoc analysis using
Explainable Boosting Machines (Deb et al., 2022).

3 Hyperparameter Opt. with ASHA

Problem: Suppose we have N hyperparameter
configurations (hpm files) and a max compute bud-
get of B, measured in terms of the total number
of training checkpoints available. Let us select n
configurations for actual training, where n < N.
If each configuration is allocated the same budget,
then each would be trained up to B/n checkpoints.
When N is large, we have an untenable problem:

* If we choose n to be large (close to V), then
B/n will be small, indicating that each config-
uration is only trained for a few checkpoints.
Most models likely will not have converged.

* If we choose n to be small (despite NV being
large), then configurations that are chosen are
trained well (large B/n) but the majority of
configurations are not even trained at all.

The only solution is to allocate each configura-
tion with a variable budget: i.e. train promising

configurations for more checkpoints and terminate
the not-so-promising ones prior to convergence.
This is an intuitive idea that has probably been per-
formed countless times by researchers by tracking
learning curves in a manual fashion.

Successive Halving: The Successive Halving Al-
gorithm (Jamieson and Talwalkar, 2016) imple-
ments this intuition algorithmically, and is illus-
trated in Figure 2. Suppose we choose n = 4
hyperparameter configurations to explore and the
total budget is B = 7 checkpoints. We begin by
first training each configuration up to checkpoint
1 and measuring their validation accuracy. The
configurations with lower accuracies at this point
(config3, config4) are deemed not-so-promising
and are terminated. The remaining half (configl,
config?) are trained longer, and validation accuracy
is measured again at checkpoint 2. Again, half of
the configurations are terminated and the other half
is “promoted" to be trained longer; this is done
successively until the total budget is reached.

The main assumption of Successive Halving is
that learning curves of different configurations are
comparable and that the relative ranking of vali-
dation accuracy at intermediate checkpoints corre-
lates to that at convergence. This is an assumption
that cannot be proved but is likely reasonable in
most cases with the proper setting of checkpoint
intervals.

ASHA: In practice, the Successive Halving Al-
gorithm as described above has a bottleneck at each
checkpoint: we need to wait for all configurations
to return their validation score before deciding the
best half to promote. The actual time that a con-
figuration needs to reach a checkpoint depends on
many factors such as GPU device type and model
size. So we may end up waiting for the slowest
training run, causing poor grid utilization.

To address this, an Asynchronous Successive
Halving Algorithm (ASHA) is introduced (Li et al.,
2020). The idea is to promote a configuration as
soon as it is guaranteed to be in the top half, without
waiting for all configurations to return with their
checkpoints’ validation accuracy. For example in
Figure 2, suppose three configurations (e.g. config2,
config3, config4) have already returned an accuracy
for checkpoint 1. We are then safe to promote the
best one out of the group (config2) without waiting
for configl to return since config? will be among
the top half regardless of configl’s accuracy.
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Name & Description

\ Settings ‘

Architecture Hyperparameters

transformer_attention_heads - # of heads

num_layers - for "encoder:decoder”

transformer_model_size - size of model/embeddings

transformer_feed_forward_num_hidden - # units in feedforward layer

{256, 512, 1024}
8
{1024, 2048}
{6:6, 8:4,4:4, 6:2}

Data Pre-processing Hyperparameters

bpe_symbols_src - # of BPE symbols on source side
bpe_symbols_trg - # of BPE symbols on target side

{5k, 10k, 30k}
{5k, 10k, 30k}

Training Hyperparameters

optimized_metric perplexity
initial_learning_rate: initial rate for ADAM optimizer {0.0002, 0.001, 0.002}
embed_dropout - dropout rate for source:target embeddings .0:.0
label_smoothing 0.1

seed - random initialization seed {1, 2}
Hardware-related Hyperparameters

batch_size - # of words in batch 4096
checkpoint_interval - #batches before saving checkpoint to disk 4000

Table 1: Hyperparameter space used in the case study. The settings in red font are searched over, while others are
held fixed. In total, we will explore 3 X 2 x 4 x 3 X 3 x 3 x 2 = 1296 configurations.

Please refer to the original papers on ASHA, Suc-
cessive Halving, and a variant called Hyperband
(Li et al., 2016) for more detailed analyses. We
focus on ASHA in sockeye-recipes3.

4 Case Study

Goal: To illustrate how sockeye-recipes3
works in practice, we show a case study on building
a strong Transformer baseline for a new Telugu-to-
English dataset. Our initial training set consists of
900k lines of bitext obtained from public sources
via the OPUS portal (Tiedemann, 2012). This is
augmented with 7 million lines of back-translated
data obtained by running a reverse system (English-
to-Telugu NMT trained on 900k) on web-scraped
news from the Leipzig corpus (Goldhahn et al.,
2012). 3000 lines are held out from the initial train-
ing set to serve as the validation set.

Given this setup, our goal is to run hyperparame-
ter optimization on a standard Transformer archi-
tecture to obtain the best possible model according
to validation BLEU. This model can serve as a
strong baseline for any future NMT experiment
based on the same dataset. Since this is a low-
resource language pair that is relatively unexplored
in the research community, we opt to search a large
hyperparameter space.

Hyperparameter space: Our space.yaml file is
defined according to the options listed in Table 1.
While any user-defined hyperparameter is possible,
sockeye-recipes3 exposes the most common op-
tions. We explore a total of 1296 configurations.

ASHA run: We run ASHA using the resource
settings in Table 2. The reduction rate decides
the fraction of configurations that are promoted
each time: a factor p=2 reduction rate corresponds
to “halving”, but in practice, one can choose to
be more or less aggressive. We also specify the
number of GPUs that can be used concurrently by
ASHA: here, it will dispatch jobs asynchronously
up to that limit of G=40.

Finally, the settings for a min, max, and per-
rung checkpoints are NMT-specific modifications
we found useful for ASHA. In Figure 2, halv-
ing is performed at each checkpoint, or at each
“rung" in ASHA terminology. It is convenient to
give NMT researchers the flexibility to choose the
exact schedule: here, we decide that each con-
figuration is trained for at least r=5 checkpoints
(corresponding to 5 x 4000 batches due to the
checkpoint_interval in Table 1) before we per-
form successive halving at the first rung. Thereafter,
each configuration is trained for u=2 checkpoints
before successive halving is performed. Finally, no
configurations will be trained with more than R=25
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Reduction rate. Top 1/p promoted | p=2
# of GPUs available G=40
min checkpoints per model =5
#checkpoints per config per rung | u=2
max checkpoints per model R=25

Table 2: ASHA settings for case study

checkpoints regardless of other ASHA settings; this
small number of maximum checkpoints will proba-
bly not obtain state-of-the-art results but is suitable
for the purpose of discovering several good configu-
rations. The researcher may first inspect the ASHA
results to identify several promising configurations,
then manually train them for longer.*

Figure 3 samples a few learning curves (out of
the 1296 configurations in total) to demonstrate
how ASHA works in practice. The top figure is
analogous to Successive Halving in Figure 2, while
the bottom figure shows how the asynchronous
dispatch occurs over time.

Comparison with grid search: To confirm
whether ASHA finds good models, we also run a
grid search on the same 1296 configurations, train-
ing each with up to 25 checkpoints. This corre-
sponds to a total cost of 25 x 1296 = 32,400. In
comparison, the ASHA run in our case study costs
60% less at 9066 checkpoints in total.

Table 3 confirms that ASHA can find good mod-
els that are found by an exhaustive grid search. For
example, the maximum BLEU score by grid search
is 20.3, and while this model is terminated at rung 4,
the final model discovered by ASHA has a competi-
tive BLEU score of 20.1. In our experience, ASHA
is effective at finding a set of reasonable models at
a fraction of the computational cost; if we desire
the best possible model, nothing can replace the
manual effort of an experienced researcher.

5 Design

sockeye-recipes3 is designed with two princi-
ples: (1) All NMT codes, such as a researcher’s
proposed extension of the Sockeye framework, are
encapsulated in separate conda environments. (2)
All hyperparameters and data paths (for baseline
and proposed methods) are explicitly specified in
hpm files, and stored together with each sockeye

*The best model discovered has 8 encoder layers, 4 decoder
layers, 1024 model size, 2048 feedforward size, 10k source
subwords, 30k target subwords, and achieves 35.6 spBLEU
on the FLORES101 devtest (Goyal et al., 2022).

rung | ckpt | config | budget || med | max
0 5 1296 | 6480 0.3 | 203
1 7 648 7776 || 17.2 | 20.3
2 9 324 8424 || 189 | 20.3
3 11 162 8748 || 194 | 20.3
4 13 81 8910 || 19.7 | 20.3
5 15 40 8990 || 19.7 | 20.1
6 17 20 9030 || 19.7 | 20.1
7 19 10 9050 || 19.8 | 20.1
8 21 5 9060 || 19.8 | 20.1
9 23 2 9064 || 20.0 | 20.1
10 25 1 9066 || 20.1 | 20.1

Table 3: ASHA vs. Grid search: Each row lists the # of
configurations explored in each rung, # of checkpoints
(ckpt) trained so far per configuration, and accumulated
budget (total checkpoints). The med/max columns are
median/max BLEU scores among the configurations
explored if they were trained to completion in a grid
search. For example, in rung 2, 324 configurations were
explored by ASHA and trained up to 9 checkpoints. If
they were trained up to the full 25 checkpoints and their
BLEU scores were collected, the median would be 18.9
and the max would be 20.3. ASHA preserves many
of the top configurations that would be found by grid
search.

training run. This means that it is easy to replicate
or continue any training run by referring to (1) and
(2). ASHA dispatches will run Sockeye training for
u checkpoints at a time, so a job will automatically
return the GPU resource at the end of each rung.

The ASHA implementation is a Python script
that sits on a single server and regularly checks the
status of Sockeye training runs on the distributed
grid setup. The pseudocode is shown in Algo-
rithm 1. The script keeps track of configurations
that are training or paused at a checkpoint. When
there is an idle GPU, it will decide whether to ex-
plore a new hpm or promote an existing one. The
dispatch is a job submission command that starts a
Sockeye train process on a GPU node. It depends
only on the conda-environment provided, so it is
easy to optimize different NMT implementations
by exchanging the environment while keeping sim-
ilar space.yaml, leading to equitable tuning.

6 Related Work

ASHA and variants can be viewed as bandit algo-
rithms that balance exploration (trying new con-
figurations) with exploitation (training the current
configurations for longer). They obtain efficiency
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Figure 3: Learning curves for a random sample of configurations in ASHA. The y-axis is the validation BLEU
score. The top figure, where the x-axis represents # of checkpoints, is analogous to Figure 2 and shows which
configurations are promoted. The bottom figure represents the same configurations plotted against wallclock time
on the x-axis; this illustrates the asynchronous nature of ASHA. Observe that configurations are not started in sync,
and long plateaus indicate when ASHA decided to pause the configuration at a checkpoint to allocate GPUs for

other ones.

Algorithm 1 ASHA pseudocode

while budget remains do
for all ¢ € configs do
s = check_state(c) o still training or at checkpoint?
end for
for all g € idle GPU do
h= get_hpm(conﬁ gS) > Explore new or promote?
dispatch(h, g, conda-env)
end for
pause for m minutes
end while

> Sockeye train()

by early stopping. Another class of methods are
“blackbox" optimizers, e.g. Bayesian Optimiza-
tion and Evolutionary Methods (Feurer and Hutter,
2019): they treat hyperparameters as input features,
observed accuracy as output targets, and train a
proxy model to predict new hyperparameters that
are worth sampling. These two classes of methods
can be combined (Falkner et al., 2018); this is po-
tentially future work. Several benchmarks provide
comparisons of state-of-the-art (Zhang and Duh,
2020; Zoller and Huber, 2021).

Neural Architecture Search (Elsken et al., 2019)
is related to hyperparameter optimization but fo-
cuses more on fine-grained choices (e.g. changing
skip connections at different layers). This is an
active area of research, but out-of-scope for our
purpose of improving NMT experimentation.

There are some existing toolkits like Vizier
(Song et al., 2022) and Ray Tune (Liaw et al., 2018),
which are suitable for those wanting general rather
than application-specific solutions.

7 Conclusions

There is a progression of toolkit development that
enables researchers to do better work. Deep learn-
ing toolkits like PyTorch and Tensorflow made
it easy to exploit GPU hardware. Application-
specific toolkits like Sockeye and Fairseq build on
top of that, and enabled researchers to quickly pro-
totype new ideas. Further on top, we believe that
hyperparameter optimization toolkits and experi-
ment management toolkits in general will further
help advance the speed and rigor of research.

We presented sockeye-recipes3, an open-
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source hyperparameter optimization toolkit for
NMT research. Our hope is this will relieve some
of the mundane aspects of manual hyperparame-
ter tuning so that researchers can focus on more
creative activities. A rigorous and automated hy-
perparameter optimization process will also lead to
more trustworthy experiment results.

Limitations

Scope of support: The sockeye-recipes3
toolkit only supports the AWS Sockeye NMT
framework. It is suitable for researchers who plan
to implement and test out different NMT models in
PyTorch using Sockeye’s codebase. It is not meant
to be extensible to hyperparameter optimization
methods for other frameworks in NLP. The reason
is that each toolkit has its own nuanced error mes-
sages and hyperparameter definitions, so it is easier
to do design a focused toolkit.

No guarantees: In general, hyperparameter opti-
mization methods give no theoretical guarantees;
there is always an aspect of uncertainty. For exam-
ple, there is no guarantee that ASHA will keep the
top configurations if the learning curves do not fol-
low our assumptions. One may be more conserva-
tive by setting more checkpoints per rung in ASHA,
but this decreases the potential for efficiency.

Manual design: sockeye-recipes3 does not
fully automate the entire model-building process.
The researcher still needs to design the hyperpa-
rameter space for each task. This search space is
critical for the success of ASHA that follows. One
may imagine a transfer learning (or meta-learning)
approach where hyperparameter spaces from simi-
lar tasks are borrowed, but this is currently an open
problem.

Ethics Statement

Automated hyperparameter optimization can lead
to efficiencies in model building, but we need to
be cognizant that there is also a risk of excessive
optimization. The user needs to design what is a
reasonable search space: for example, would it be
worthwhile to optimize over many different ran-
dom initialization seeds or over small differences
between model sizes?

Excessive optimization poses three risks: First,
one may select models that “overfit", though this
can be ameliorated by proper choices of validation
sets. Second, hyperparameter optimization gives an

advantage to research teams with large compute re-
sources; ASHA and similar methods are not useful
on grids with less than e.g. 10 GPUs.

Third and perhaps more important, the computa-
tion may be wasteful. “Green AI" is an important
call-to-arms for the research community: hyperpa-
rameter optimization is a double-edged sword in
that proper usage leads to efficiency while exces-
sive usage leads to wastefulness.

For example, to quantify the COze emissions in
our case study, we estimate that ASHA and grid
search spent a total of 3050 hours on GPU compute
node. Our grid contains a mix of NVIDIA TITAN
RTX, GeForce RTX 2080 Ti, and Tesla V100. In
future versions of sockeye-recipes3, we plan to
track power use individually for all jobs but let
us assume an average power consumption of 250
watts, for a total of 0.762MWh. If we assume
carbon efficiency” is at 432 kg COse per MWh,
data center power usage effectiveness (PUE) is 1.5,
and there are no additional offsets for renewable
energy, we end up with:

0.762 MWh 432kg 1.5
1 X NMWh X I = 494 kg COqe (1)

This corresponds to the COqe of driving a car for
2000km or burning 247kg of coal. Ideally, we will
eventually reach an understanding as a community
of what amount of use is appropriate or excessive.
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Abstract

Live video streaming has become an important
form of communication such as virtual confer-
ences. However, for cross-language communi-
cation in live video streaming, reading subtitles
degrades the viewing experience. To address
this problem, our simultaneous dubbing proto-
type translates and replaces the original speech
of a live video stream in a simultaneous man-
ner. Tests on a collection of 90 public videos
show that our system achieves a low average
latency of 11.90 seconds for smooth playback.
Our method is general and can be extended to
other language pairs.

1 Introduction

Live video streaming over the Internet has become
a very important form of communication in human
society. It has many advantages such as fast, not
constrained by distance, economical and safe.

If the language barrier (Ahmad Abuarqoub,
2019) can be broken down in live video stream-
ing, it will greatly promote global communication.
However, the current common solution to cross-
language live video streaming is to use automatic
simultaneous interpretation (Miiller et al., 2016;
Wang et al., 2016; Franceschini et al., 2020; Bojar
etal., 2021) to display translated subtitles. Reading
subtitles at the bottom of the screen is uncomfort-
able and degrades the viewing experience (Wiss-
math et al., 2009).

Our simultaneous dubbing prototype aims to
help live video streaming break down language
barriers. Our prototype translates and replaces the
original speech of a live video stream, creating a
seamless viewing experience in the target language.
Table 1 summarizes what our system is. Our sys-
tem consists of a complete simultaneous interpre-
tation system and a simplified automatic language
dubbing system (Furukawa et al., 2016; Yang et al.,
2020; Oktem et al., 2019; Federico et al., 2020). By

Feature LD Ours
Speech Recognition
Machine Translation
Low Latency
Text-to-Speech
Duration Match
Audio Rendering
Lip Sync

Live Streaming Vv

< Z
L K
L

Table 1: Comparison of automatic simultaneous inter-
pretation (SI), automatic language dubbing (LD) and
our system.

combining these two technologies, it gains a novel
ability of live video streaming in a target language.

Tests on a collection of 90 public videos show
that the live streaming from our system achieves a
low average latency of 11.90 seconds and meets a
smoothness criterion. Therefore, our system can
be widely used in fields such as news broadcast-
ing, conferences and education. Furthermore, our
method is general and can extend to other language
pairs.

The main contributions of our work include,

* implementing a first simultaneous dubbing
prototype for multi-language live video
streaming;

* developing evaluation metrics for the latency,
smoothness and duration matching of simulta-
neous dubbing;

* proposing an adaptive playback method to bal-
ance latency and smoothness.

The rest of this paper is organized as follows.
First, Section 2 reviews related works. Then, Sec-
tion 3 describes our method for implementing si-
multaneous dubbing. After that, Section 4 tests
our system on a collection of 90 public videos in
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Figure 1: Implementation of simultaneous dubbing using automatic speech recognition (ASR), sentence segmenta-
tion (SS), machine translation (MT), text-to-speech (TTS) and adaptive playback.

terms of latency, smoothness and duration match-
ing. Finally, Section 5 concludes this paper with a
description on future works.

2 Related Works

Automatic simultaneous interpretation and auto-
matic language dubbing are the two topics most
closely related to our work.

2.1 Automatic Simultaneous Interpretation

Simultaneous interpretation is a hot topic. Due to
space limitations, we only review some selected
practical systems.

Professor Alex Waibel from the Karlsruhe In-
stitute of Technology (KIT) demonstrates a simul-
taneous interpretation system that automatically
translates lectures from German to English in 2012
(Figure 2a) '. The transcripts are shown on the left
part of the window and the translation is shown
below.

Microsoft Meetings pilots live translated subti-
tles in 2022 (Figure 2b) 2. With this new feature,

"https://www.youtube.com/watch?v=GHeHiPh3u@s

2https://techcommunity.microsoft.com/t5/
microsoft-teams-public-preview/now-in-public-
preview-live-translated-captions-in-meetings/m-
p/3620055

users can select a translation language for live sub-
titles. This feature helps users fully participate in
meetings where the spoken language may not be
their most comfortable language to use. Google
Meet has a similar feature 3.

Wang et al. (2022) demonstrate a multimodal
simultaneous interpretation system that annotates
translation with speakers (Figure 2¢). Due to the
delays in the process of simultaneous interpretation,
it is sometimes difficult for users to trace the trans-
lation back to speakers. Thus, the system explicitly
presents “who said what” to users.

Our work differs from these related works by
presenting translation as dubbing, whereas related
works present translation as subtitles. We believe
our method can be incorporated into these related
works to bring better services to users.

2.2 Automatic Language Dubbing

Automatic Language Dubbing commonly operates
on entire video (Yang et al., 2020; Oktem et al.,
2019; Federico et al., 2020) whereas our work op-
erates on video streams and generates output in
low latency. In addition, due to the complexity of
the task, manually correction and adjustment are
3https: //workspaceupdates.googleblog.com/

2022/01/1ive-translated-captions-in-google-meet-
generally-available.html
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Figure 2: Automatic simultaneous interpretation (SI) and language dubbing (LD) systems.

often required, such as VideoDubber (Figure 2d) 4,
whereas our work is fully automatic.

3 Methods

Our prototype accomplishes simultaneous dubbing
through three main steps as (Figure 1),

1. Segmenting the source video stream into
video clips that contain one single sentence
using automatic speech recognition (Hinton
et al., 2012; Graves and Jaitly, 2014) and
sentence segmentation (Sridhar et al., 2013;
Iranzo-Sanchez et al., 2020). For automatic
speech recognition, we use the Transformer-
based (Vaswani et al., 2017) acoustic model
and the seq2seq criterion (Sutskever et al.,
2014; Synnaeve et al., 2019) implemented in
Flashlight (Pratap et al., 2019)°. For sentence
segmentation, we replace the backbone net-
work of CytonNSS (Wang et al., 2019)° with
Transformer to improve accuracy.

Generating a translated speech waveform for
each sentence using machine translation (Bah-

*https://app.videodubber.com/?source=hp_dub_
it_now

Shttps://github.com/flashlight/flashlight/
tree/main/flashlight/app/asr

6https://github.com/arthurxlw/cytonNss

171

danau et al., 2014; Stahlberg, 2020) and text-
to-speech (Wang et al., 2017; Ren et al.,
2019). For machine translation, we use the
Transformer model implemented in Open-
NMT (Klein et al., 2017) 7. For text-to-
speech, we modify the official implementa-
tion of VITS (Kim et al., 2021) 8 to generate
speech waveforms from speaker embeddings
to match the original voice, similar to (Jia
et al., 2018).

. Playing the images and the translated
speech waveforms using an adaptive playback
method.

The main challenge of simultaneous dubbing is
that the output of sentence segmentation (Step 1)
and machine translation (Step 2) is irregular in time,
but video streaming is constantly consuming data.
For example, in the source stream, someone speaks
a sentence for about 15 seconds. The system then
spends another 5 seconds generating the translated
speech waveform. This results in a 20-second data
gap in the output stream.

The adaptive playback method addresses this
challenge while maintaining low latency (Figure 3).

7ht'cps: //github.com/OpenNMT/0penNMT-py
Shttps://github.com/jaywalnut310/vits
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Figure 3: Behaviors of adaptive playback method.

The speed of the playback changes according to the
size of the data accumulated in the playback buffer,
formulated as,

{ 1.0 ifz <@,
speed =

a ifz >0, 0

where z is the amount of data accumulated in the
playback buffer. The playback acceleration o > 1
and the buffer size threshold # are parameters that
control latency and smoothness (Section 4.2).

4 Evaluation

Our system is tested on a collection of 90 public
videos of Japanese interviews, speeches, presenta-
tions and lectures. The total running time of the
collection is approximately 21 hours 45 minutes.
The tests are run on a desktop computer equipped
with one Intel Xeon E5-2630 V3 CPU and two
Nvidia Quadro RTX 4000 GPUs.

The test results are shown in Table 2. The per-
formance of our system is evaluated in terms of
latency (Section 4.1), smoothness (Section 4.2) and
duration matching (Section 4.3).

Our system presets three modes, Fast, Balance
and Quality, for different trade-offs of speed and
quality. Users can select the mode according to the
application. Table 3 lists the parameters for each
mode. Table 7 shows grid search for the buffer
size threshold and playback acceleration for the
fast mode.

4.1 Latency

Latency is the delay between the input video stream
and the output video stream. It is calculated by

comparing the start time of each source sentence
in the input stream with that of the corresponding
translation, formulated as,
N%Cﬂ
Zi:ﬂt r-ri,s - E,o

Latency = N ) (2)
sent

where Ngen s number of the sentences, 7; , and
T; s are the start times of original waveform and
synthesized translated waveform, respectively. Ta-
ble 5 gives an example with a latency of 9.8.

The fast mode on our system achieves an aver-
age latency of 11.90 seconds (Table 2). This is rel-
atively fast as the maximum duration of sentences
in each video averages 10.76 seconds and the maxi-
mum delay of the generated translated speech aver-
ages 15.59 seconds on the whole dataset (Table 4).
It is difficult to reduce the latency too much below
this value while maintaining smooth video stream-
ing.

4.2 Smoothness
The smoothness of the output stream is measured
by,

» # Stall : the average number of stalls per
minute.

e S. Dur.
minute.

: the total duration of stalls per

This follows the researches on assessing the qual-
ity of Internet video streaming (Pastrana-Vidal
et al., 2004; Qi and Dai, 2006; Moorthy et al., 2012;
Seufert et al., 2014; Garcia et al., 2014; Bampis
et al., 2017; Zhou et al., 2022)
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Mode | Latency Smoothness Duration Match
(s)* #Stalll  S.Dur.(s)* | Fit (%)T D.Fit(%)! D.Ex.(%)?'
Fast | 11.90 1.21 2.55 89.32 71.43 154.03
Balance | 12.90 0.71 1.71 90.60 75.50 146.67
Quality | 14.12 0.49 1.38 91.50 78.43 126.16

Table 2: Evaluation Results.* the smaller the better. T the higher the better. (s) seconds.

Mode Playback MT
Buf.(s) Acc. | # Models
Fast 5.0 x 1.06 1
Balance 7.0 x 1.04 2
Quality 9.0 x 1.02 3
Table 3: Paramteres
Video Max Dur.(s) Max Delay(s)
1 13.45 15.05
2 10.66 16.80
3 9.97 16.40
4 11.81 17.40
87 9.09 14.20
88 8.88 14.45
89 8.81 13.00
90 10.86 18.05
Average 10.76 15.59

Table 4: Maximum duration and processing delay per
sentence for each video stream using one machine trans-
lation model.

Users tend to tolerate up to three short one-
second stalls, or one long three-second stall accord-
ing to the crowdsourcing-based studies (HoBfeld
etal., 2011). The fast mode of our system is slightly
better than this guideline, while the balance mode
and the quality mode are well above this guideline
(Table 2).

The smoothness of the streaming is influenced
by the buffer size threshold and the acceleration in
the adaptive playback module. We perform grid
search for these two parameters for the fast mode,
balance and quality mode, respectively. Table 7
shows the search result for the fast mode. To speed
up the search, we record the ready time of each
sentence and simulate on the playback module.

4.3 Duration Matching

Language dubbing requires that the duration of
each translated speech waveform matches the dura-
tion of its source sentence. The duration matching

is measured as,

* Fit (%) : the percentage of the translated
speech waveforms that fit in their original du-
rations, formulated as,

NFit

— x 100%, 3)
N Fit + Nj Exceed !

where Ngjr and Ngxeeeq 18 the number of trans-
lated speech waveforms that fit and exceed the
original durations, respectively.

* D. Fit (%) : the average percentage of the
durations for the translated waveforms that
fit the original durations, formulated as,

NFit

> % x 100%, )

. 1,0
=1 ’

where D; ; < D; ,, and they are the durations

of synthesized waveforms and original wave-
forms, respectively.

* D. Ex. (%): the average percentage of the
durations for the synthesized waveforms that
exceed the original durations, formulated as,

N Exceed

Djs
> 5 X 100%, (5)
j=1 J,0

where D s > D, .

Table 6 shows an example of measuring duration
matching.

Our system meets the requirement by trying mul-
tiple translation candidates for each source sen-
tence. In the fast mode, our system uses the best
three candidates that are generated by a machine
translation model. In the quality mode, our system
employs three machine translation models, that is,
nine translation candidates. Table 2 shows that by
increasing the number of translation models, the
Fit and D. Fit percentages increase and D. Ex. de-
creases percentage accordingly.
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No. Source Sentence Translation Time (s)
Start. Play. Delay
1 KF¥ZHE AMBE ILE Introduction to Univer- 1.8 11.1 9.3
T 7T 2w 7 7L+ sity Education Chapter 9:
Tr—r 3 Academic Presentation
2 N—hk 7+ —DiF Part Four. 6.0 153 9.3
Iz £9
3 ZOoO#FTII 7L Y Inthis lecture, we'll start 92 185 9.3
VT =3 32D L with a presentation.
HIZ>WT ¢ 3
LEX9
4 FFHERIMEILLT Be sure to do the pre- 153 247 9.4
LEL x> practice first.
5 PBEHET—~ATTD Youcandoitaloneinthe 183 29.8 115
W\ D T X F L % room, soit’s important to
N5 TASLZENK talkto them first.
$FTT
Average 9.8

Table 5: Example of measuring latency. Start time and Playback time are measured at the beginning of sentences
and translations, respectively.

No. Source Sentence Translation Duration(s) Dur. Match. (%)
Sour. Trans. Fit D.Fit D.Ex.
1 — N hrT& =D 1wasable to make a gen-  4.97 4.18 Yes 84.1
Y H [l [0 £ & 7 eral contract, and each
L > &9 A T9 X timel made a presenta-
1 tion with seven compa-
nies, right?
2 AY¥—RTFT—hKAJK We meet for thirty min- 3.45 3.01 Yes 87.2
W7 2T =+ rh 5  utes to an hour each time
—FEf 9 >£ 5 T\ in the form of a speed
CATT X date.
3 2oL ZICHEIIHR That's when I was prepar- — 3.70 302 Yes 983
M7 EHICK 54 ing to become a world-
zL &L class author.
4 HARTHLHEMEDLP S lalsohaveatrackrecord 3.05 334 No 109.5
LIZIZ\WIF % A L < inJapan,solthink I'll be
T ERES & almost able to do it.
5 ¥HABAMEITH%H Of course, I'm not 100 5.43 346 Yes 63.7
5 DIF L LWt & percent sure, but some-
BElXZ oM 1+ times my friends can also
T<NBZEHLHSH  helpme.
L
Average 80.0 79.1 109.5

Table 6: Example of measuring duration matching.
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Buffer size threshold (seconds)
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0
a. Latency (seconds)
x1.00 | 14.66 14.66 14.66 14.66 14.66 14.66 14.66 14.66 14.66 14.66 14.66
x1.01 | 13.22 13.22 13.23 13.26 13.32 1341 13.54 13.72 1392 14.13 14.30
x1.02 | 12.59 12.59 12.61 1266 1274 12.87 13.05 13.28 13.54 13.83 14.08
x1.03 | 12.19 1220 1223 1228 12.39 1254 1275 13.00 13.31 13.64 13.94
x1.04 | 11.90 11.91 1195 12.02 12.13 1231 1253 12.82 13.14 13.50 13.83
x1.05 | 11.69 11.70 11.73 11.81 11.94 12.13 1237 12.67 13.02 13.39 13.74
x1.06 | 11.50 11.52 1156 11.64 11.78 1198 1224 1255 1292 13.30 13.67
x1.07 | 11.35 11.37 1141 11.50 11.65 11.86 12.13 1246 12.83 13.23 13.61
b. # stalls (per minute)
x1.00 | 042 042 042 042 042 042 042 042 042 042 042
x1.01 | 0.66 0.68 066 064 062 058 053 051 047 045 043
x1.02 | 098 1.00 095 091 084 074 066 058 052 048 045
x1.03 | 128 128 122 114 102 090 077 065 056 050 046
x1.04 | 154 153 145 134 119 1.03 087 072 061 052 048
x1.05| 1.83 180 166 152 134 114 094 078 064 053 049
x1.06 | 2.11 2.08 1.91 1.70 149 124 1.02 082 067 056 0.50
x1.07 | 241 232 212 187 160 134 1.08 087 069 0.57 0.50
c. Total duration of stalls (seconds per minute)

x1.00 | 127 127 127 127 127 127 127 127 127 127 127
x1.01 1.69 167 166 162 158 152 146 140 135 132 130
x1.02 | 220 217 211 203 1.91 1.78 1.65 1.53 143 136 132
x1.03 | 272 266 256 240 222 201 1.81 1.64 150 140 134
x1.04 | 324 314 298 276 250 222 196 1.73 1.56 143 1.36
x1.05 | 3.76 361 339 310 276 242 210 182 1.61 1.47 1.38
x1.06 | 426 4.07 378 342 301 260 222 191 1.66 149 1.39
x1.07 | 476 451 416 372 325 277 234 198 1.71 1.52 1.41

Table 7: Grid search for the optimal buffer size threshold (0.0 - 10.0 seconds) and playback acceleration (x1.00 -
x1.07) for the fast mode. The criteria are: a. Latency is as small as possible. b. # stalls < 3 times per minute. c.

Total duration of stalls < 3 seconds per minute.

Our system chooses the longest translated speech
waveform within the original duration among the
candidates. If all the waveforms exceed the orig-
inal duration, our system will choose the shortest
one and truncate its excess to avoid overlapping
with the next sentence. Our system does not ad-
just speech rate as it makes the sound weird and
degrades viewing experience.

We have tried controlling the output length of
machine translation, similar to (Lakew et al., 2019),
but for our Japanese-English language pair, the
translation quality drops a lot. We think the reason
is that these two languages are so different that the
translation cannot be enforced to have a similar
length with the source sentence.

5 Conclusion

This paper presents our Japanese-to-English simul-
taneous dubbing prototype. The system enables
low-latency and smooth live video streaming in the
target language. We believe this technology will
find widespread use in global communications.

In the future, we plan to add optical character
recognition to our system. Video streaming often
displays some text, such as the slides that appear in
a lecture. Text in video streaming is an important
source of information for viewers. Therefore, we
hope that by recognizing and translating the text
in video streaming, our system can provide users
with a complete viewing experience in the target
language.
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Abstract

We present Visual Knowledge oriented Pro-
gramming platform (VisKoP), a knowledge
base question answering (KBQA) system that
integrates human into the loop to edit and de-
bug the knowledge base (KB) queries. VisKoP
not only provides a neural program induction
module, which converts natural language ques-
tions into knowledge oriented program lan-
guage (KoPL), but also maps KoPL programs
into graphical elements. KoPL programs can
be edited with simple graphical operators, such
as “dragging” to add knowledge operators and
“slot filling” to designate operator arguments.
Moreover, VisKoP provides auto-completion
for its knowledge base schema and users can
easily debug the KoPL program by checking its
intermediate results. To facilitate the practical
KBQA on a million-entity-level KB, we design
a highly efficient KoPL execution engine for
the back-end. Experiment results show that
VisKoP is highly efficient and user interaction
can fix a large portion of wrong KoPL programs
to acquire the correct answer. The VisKoP on-
line demo', highly efficient KoPL engine?, and
screencast video® are now publicly available.

1 Introduction

Knowledge Base Question Answering (KBQA)
aims to find answers to factoid questions with an
external Knowledge Base (KB). Researchers have
fully explored the KBQA (Lan et al., 2021) task
and the most common solution is to convert user-
posed natural language questions into KB query
programs via semantic parsing and then give a fi-
nal result by executing queries on the KB, such
as SPARQL (Mihindukulasooriya et al., 2020; Gu
et al., 2021), A-DCS (Wang et al., 2015; Shin et al.,

* Equal contribution.
' Corresponding author.
'demoviskop.xlore.cn (Stable release of this paper) and
viskop.xlore.cn (Beta release with new features).
2https ://pypi.org/project/kopl-engine
3https://youtu.be/zAbJtxFPTXo

i Question: How many countries share borders with both Germany and France? !
g
Semantic Parsing
Find
France
Find
Germany

-
FilterConcept KoPL Program
country :
Figure 1: Semantic parsing results for natural language
question “How many countries share borders with Ger-

o o]
many and France?” given by state-of-the-art model

trained on KQA Pro. Errors are marked in red color.

Relate

shares border with
backward

statement is subject of
forward

country

Relate H FilterConcept

2021), and KoPL (Cao et al., 2022a,b). Recently,
many KBQA systems (Hoffner et al., 2013; Cui
et al., 2016; Abdelaziz et al., 2021; Chen et al.,
2021) that implement those advanced semantic
parsing algorithms in an online environment, have
been developed.

Although semantic parsing methods have gained
considerable achievement, there is still no guaran-
tee to precisely parse every user-posed question
given the limitations of current machine learning
techniques. Figure 1 demonstrates an example
of semantic parsing results by the state-of-the-art
KBQA model (Cao et al., 2022a). As the posed
question does not follow the identical distribution
of the training dataset adopted by the semantic pars-
ing model (Shaw et al., 2021; Yin et al., 2021), it is
falsely parsed with the Or operator, which should
be an And operator, causing the structure error of
the KB query. Meanwhile, it is extremely difficult
for the semantic parsing model to correctly predict
all the knowledge elements in a question (Cao et al.,
2022b). As shown in the example, the “shares bor-
der with” relation is falsely predicted as a “state-
ment is subject of ” relation, causing an argument
error in the KB query. However, existing KBQA
systems do not provide easy access to manipulat-
ing the KB query programs and thus users cannot
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intervene in the query execution.

Fortunately, several program-based KB query
languages for complex reasoning consisting of
modularized operators have come up, making
KBQA easy to visualize (Ansari et al., 2019; Saha
et al., 2019). With applicable visual representation
of KB queries, intended users are capable of identi-
fying errors in the programs generated by semantic
parsing and correct them. Based on these observa-
tions, we raise a natural question: How to design a
visualized KBQA system that eases users to inspect
and debug those KB query programs?

Presented System. We demonstrate Visual
Knowledge oriented Programming (VisKoP) plat-
form, an interactive, visualized and program-based
KBQA system. VisKoP provides an interactive
knowledge oriented programming environment, al-
lowing users to monitor and debug the KB queries
with graphical operators. In comparison with exist-
ing KBQA systems, VisKoP is easier to use due to
its following characteristics:

¢ Knowledge oriented programming. VisKoP is
the first KBQA system to support Knowledge ori-
ented Programming Language (KoPL) (Cao et al.,
2022a). As a program-based KB query language,
KoPL provides modularized program style for
users to interact with knowledge elements, within
its wide range of knowledge operators. Besides,
KoPL can be converted into various different KB
query languages via GraphQ IR (Nie et al., 2022).

* Visualized interface. VisKoP maps program-
ming with KoPL into a series of graphical
operations— “dragging” to add new knowledge
operators, “connecting” the knowledge opera-
tors to add dependencies, and “slot-filling” to
specify knowledge arguments.

* Interactive programming and debugging. We
use semantic parsing algorithms to convert natu-
ral language questions into KB queries, whose ex-
ecution gives not only the final answers, but also
intermediate results of each knowledge operator,
which facilitates debugging. Meanwhile, auto-
completion for KB schema (e.g.,relation, concept,
and attribute) provided by VisKoP assists users
that are unfamiliar with the KB schema.

» High efficiency. We develop a high performing
KoPL engine for VisKoP’s back-end. It executes
KoPL on a million-entity level KB in less than

200 milliseconds, which can hardly be sensed
next to the network latency.

We conduct user study and find that with the help
of the visualized programming interface, users can
find the correct answer in an average 110.6 seconds,
which alleviates the problem caused by error-prone
semantic parsing algorithms. Meanwhile, our ef-
ficiency study shows that the execution engine is
significantly faster than the original KoPL engine
and Virtuoso by 16x and 5Xx, respectively.

Contributions. (1) We design a visualized
knowledge oriented programming platform for
KBQA, which integrates human into the loop to
write and debug KB queries. (2) We implement a
high performing KoPL execution engine that scales
KoPL to an up-to-date million-entity-level KB.

The development and deployment of VisKoP
validates the effectiveness of allowing questioners
to monitor the error in the KB queries. The visual
programming platform provides external human
guidance on the neural program induction model,
and potentially improves the robustness the system.

2 Preliminaries

2.1 Knowledge Base

As defined by KoPL (Cao et al., 2022a), KB con-
sists of 4 kinds of basic knowledge elements:
Entities are unique objects that are identifiable in
the real world, e.g., Germany.
Concepts are sets of entities that have some char-
acteristics in common, e.g., Country.
Relations depict the relationship between entities
or concepts. Entities are linked to their concepts
via relation instance of, while concept hierarchy is
organized via relation subclass of.
Attributes link entities to data value descriptions,
e.g., day of birth. Attributes can be further classfied
into 4 types: date, year, string, and numbers.
These knowledge elements are further organized
into 3 kinds of structured representation in triplets:
Relational knowledge are triplets organized as
(head entity, relation, tail entity).
Literal knowledge are triplets organized as (entity,
attribute, value).
Qualifier knowledge are bound with relational or
literal knowledge to specify under which condi-
tion they are true. The qualifiers are organized as
(relational/attribute knowledge, attribute, value).
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Figure 2: The overall system architecture of VisKoP.

2.2 Knowledge Base Question Answering

KBQA provides a natural-language-based interface
for users to access knowledge in the KB. It inputs a
natural language question ¢ = {q1, ..., ¢, }, where
¢; is the i™ word, and outputs the answer utterance
a. The answer is either the knowledge elements
(e.g., entity name) in the KB, or the result of a
combination of logical or algebraic operations per-
formed on the knowledge elements.

2.3 KoPL

KoPL stands for knowledge oriented programming
language consisting of 26 different knowledge oper-
ators. Natural language questions can be presented
as KoPL programs, which are constructed as con-
nected knowledge operators. Each operator has
two categories of input: operator argument(s), and
dependency input(s). Operator arguments are in-
structions on how to perform the operator, which
are usually determined by the semantics of the
question; Dependency inputs are outputs of pre-
vious knowledge operators that are linked to the
current operator. For example, in Figure 1, oper-
ator Relate(shares border with, forward) has two
arguments—shares border with and forward, while
the dependency input comes from the Find operator.
KoPL programs can be executed on the background
KB to obtain the answer. More details are included
in Appendix A.

One essential characteristic of KoPL is that, as
modularized knowledge operators, the intermediate
result of each operator is preserved and can thus
be inspected and debugged. Given the modularity
and inspectability of KoPL, we design the VisKoP
platform, as described below.

3 The VisKoP Platform

The implementation of our VisKoP platform fo-
cuses on 4 designing principles:
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I. Graphical Element Visualization: User-
posed questions should be parsed into the KoPL
program, and shown as graphical elements.

II. Interactive Programming: The system
needs to enable users to edit and correct the KoPL
program with knowledge schema auto-completion
and intermediate results demonstration.

II1. Highly Efficient Execution: The system
should support large scale KBs for practical usage
with low execution latency.

IV. Transparent Execution: The execution foot-
print of each operator should be preserved for in-
spection within interactive programming.

In particular, the first two principles are under-
taken by the interactive programming interface in
the front-end and the last two principles are under-
taken by the highly efficient KoPL program execu-
tion engine in the back-end. The overall architec-
ture of VisKoP is shown in Figure 2.

The implemented VisKoP is deployed as an
openly available website!. The highly efficient
KoPL execution engine is also provided as an open-
source Python extension toolkit?.

3.1 Interactive Programming Interface

Graphical Element Visualization. VisKoP al-
lows users to ask natural language questions and
parse them into KoPL programs instead of writing
KoPL programs from scratch. The process is car-
ried out by a neural program induction module, as
shown in Figure 2, whose backbone is a sequence-
to-sequence pre-trained language model. Here we
choose BART (Lewis et al., 2020) as the backbone
and fine-tune it on the KQA Pro dataset (Cao et al.,
2022a). It accepts natural language questions as in-
put, and output the KoPL program in the depth first
search order. The KoPL programs are converted to
meet the format of sequence generation.

VisKoP visualizes KoPL program as a tree struc-
ture in the editing panel, where the nodes in the



tree are knowledge operators with arguments. Ar-
gument inputs are modeled as filling slots in the
knowledge operators and dependency inputs are
modeled as directed edges between different knowl-
edge operators. We define 3 kinds of graphical
actions that users may take within the KoPL pro-
gram: dragging to add new operators, linking to
indicate knowledge elements flow, and slot-filling
to designate arguments of the knowledge operators.
Interactive Programming. For users that are
less skilled at KoPL programming or less familiar
with the schema of the underlying KB, VisKoP im-
plements a series of auxiliary functions. Firstly, the
KB schema is mainly associated with arguments
of the knowledge operators. VisKoP helps to auto-
complete knowledge elements via string matching
when users try to fill in the argument slots. Next,
to ensure the grammatical correctness of the KoPL
program whose users submit to run, we implement
linking legitimacy checking. VisKoP warns users
when the the submitted program is not a tree or
the dependency is illegal (e.g., The output of the
Count operator cannot be input to the QFilterStr
operator). Finally, intermediate execution results
of each knowledge operator are returned from the
back-end and presented on the visualized interface
where users may debug their KoPL program.

3.2 Highly Efficient KoPL Engine

The highly efficient KoPL engine is responsible for
most parts of the back-end by reading the KoPL
program as input and outputing the answer.

Highly Efficient Execution. KoPL program ex-
ecution should be highly efficient for supporting
large-scale KBs. Towards this goal, we adopt three
implementation strategies: inverted indices con-
struction, knowledge operators merging, and data
structure optimization.

The first step is to construct inverted indices,
which maps different types of attribute values and
relations to their involved entities. These inverted
indices prevent knowledge operators from enumer-
ating over all the entities in the KB to recall corre-
sponding knowledge elements. Subsequently, the
great deal of time consumed by the engine to filter
out entities satisfying certain constraint from the
overall KB comes to our attention. This is repre-
sented by consecutive FindAll operator and filter-
ing operators (e.g., FilterStr). We propose to merge
the two consecutive operators and construct corre-
sponding inverted indices. Finally, for all key-value

pair data structures, we use the running time of the
questions in the KQA Pro dataset on the million-
entity level KB as the metric, to greedily search
out the optimal storage structure. The searching
space contains hash map, red-black tree, trie tree,
and ternary search tree.

Transparent Execution. Showing the interme-
diate results in the front-end requires the execution
engine to preserve the outputs of each operator in
the KoPL program and use them to monitor the be-
havior of the knowledge query. Meanwhile, users
can debug the input KoPL program by inspecting
the intermediate results to locate the bug.

4 Usage Example

4.1 Interactive Programming Interface

The online website of VisKoP is illustrated in Fig-
ure 3. We give an example of how to interact with
the system to obtain the correct answer by question-
ing “How many countries share borders with both
Germany and France?”, which cannot be correctly
parsed by the semantic parsing algorithm.

Neural program induction. VisKoP accepts
KB queries in natural language. The users input
the question in the input box on the top of the
website. Clicking on the button parses
the natural language question into its corresponding
KoPL program, to be displayed on the editing panel
at the bottom of the website. The predicted answer
is shown by clicking the button in the top
of the editing panel. Here, VisKoP provides the
common functionality as a KBQA system.

KoPL program debugging. As shown by Fig-
ure 3, users can easily identify two errors. One
issue comes from the structural aspect. The an-
swer should be counted on the intersection of two
sets of country, each sharing border with Germany
and France, respectively. To replace the operator
Or with the operator And, users may first click on
the Or operator for selection, and then press the
backspace key to delete it. The And operator is
added by selecting Add in the drop-down box and
clicking on the (1) button. By linking the new op-
erator to its dependency operators and the output
operator, users can easily fix the structural error.

The other issue is the falsely recognized argu-
ment for the Relate operator. The desired countries
should share borders with Germany, rather than the
statement is subject of relation. The relation name
specified by the KB schema is auto-completed in
the pop-up drop down box, as shown in Figure 4.
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Figure 3: Screenshot of the interactive programming interface of VisKoP. When user tries to parse “How many
countries share borders with both Germany and France?”, the semantic parsing algorithm falsely predict the Or
operator, and one of the argument inputs of the Relate operator. This further results in the wrong answer “17”. We
marked this errors in the red box, and put the correct graphical elements in the nearby green box.
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Figure 4: Left: Screenshot of the auto-completion in
slot-filling. Right: Screenshot of the intermediate result
of the And operator, which shows the satisfied countries.

The intermediate result of each knowledge oper-
ator is a powerful tool to diagnose the KoPL pro-
gram. It also serves as an interpretation to the
question’s answer. By expanding the intermediate
result of the And operator, as shown in the right part
of Figure 4, we are able to know which countries
are taken into account.

4.2 KoPL Engine

The high performing KoPL engine incorporated
in the back-end is developed as an independent
extension for Python. It provides one line installa-
tion code from the command line by running “pip
install kopl-engine”. Users can execute the
KoPL program using the scripts provided at the
end of this section.

Users are first required to provide the KB in
JSON file per the request by KoPL*. The execution

4https://kopl.xlore.cn/en/doc/4_hellowor1d

engine is initialized by converting the KB into data
structure in the memory and constructing all the in-
dices. Before executing the KoPL program, the en-
gine parses the program represented in Python data
structure (See Appendix B for the data structure
introduction.) into the data structure used inside
the engine. After that, users can call the forward
method of the engine to get execution results.

1 from kopl_engine import engine

> # Knowledge base preparation

3 kb = engine.init("kb.json")

4 # Data structure conversion

5 p = engine.parse_program(program)
6 # Program execution with

7 # intermediate result tracing

8 result = engine.forward(

9 kb, p, trace=True)

5 Evaluation

We evaluate the execution efficiency of the back-
end KoPL engine. We also perform user study and
case study to examine the limitations of VisKoP.

5.1 Efficiency

KB preparation. VisKoP is deployed on a million-
entity-level KB extracted from Wikidata. In partic-
ular, we use the original Wikdiata dump’ and only

Shttps://dumps.wikimedia.org/wikidatawiki/
entities/latest-all. json.bz2
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keep the entities that have a Wikipedia page. The
statistics is shown in Table 1.

# Relation # Attribute
1,080 1,352

# Entity
6,284,269

# Concept
68,261

Table 1: Statistics of the knowledge base.

Experimental setup. We use the training data
of KQA Pro (Cao et al., 2022a) as the test-bed,
which contains 94,376 quries in both KoPL and
SPARQL program. We compare VisKoP against
the original KoPL engine released by Cao et al.
(2022a). We also compare it with Virtuoso for the
SPARQL queries. All experiments are conducted
on a single Intel Xeon 5218R CPU with 1.0TB
RAM. We use wall time as the comparison metric.

KoPL
1775.8 ms

Virtuoso

535.1 ms

Engine ‘ VisKoP
Wall Time | 111.5 ms

Table 2: Running time averaged over all the queries.
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Figure 5: Running time distribution.

The averaged running time is reported in Table 2.
VisKoP is almost 16 x faster than the original KoPL
engine and 5 x faster than Virtuoso executing equiv-
alent SPARQL queries. We also show the running
time distribution of VisKoP and Virtuoso in Fig-
ure 5. VisKoP is faster than Virtuoso because: (1)
The distribution peak of VisKoP comes smaller
than Virtuoso; (2) The maximum running time of
VisKoP is much smaller than Virtuoso.

5.2 User Study and Case Study

We manually annotate 20 natural language ques-
tions which cannot be correctly answered without
user correction and ask 6 different users to use
VisKoP to find the answer. After users interact with
VisKoP, the accuracy rate reaches 65.8%, with an
average of 110.7 seconds per question and a me-
dian of 68.0 seconds. These results indicate that

integrating human into the loop significantly broad-
ens the boundaries of the KBQA system’s capabili-
ties. Meanwhile, apart from knowledge elements
not included in the KB, there are still questions
that are extremely difficult to answer due to their
obscure knowledge elements. For example, to an-
swer “How many video game is SONY published
in 2020?77, one need to find the Sony Interactive
Entertainment entity rather than the Sony, which
also occurs in the KB and our testers can hardly
find the Sony Interactive Entertainment entity.

6 Related Works

In general, KBQA methods can be grouped into
two categories: 1) semantic parsing (Berant et al.,
2013; Yih et al., 2015; Cheng et al., 2017; Liang
et al., 2017; Ansari et al., 2019; Cao et al., 2022b),
which translates natural language questions into
logical forms, whose execution on the KB achieves
the answer; 2) information retrieval (Bordes et al.,
2014; Xu et al., 2016; Miller et al., 2016; Shi et al.,
2021; Zhang et al., 2022), which ranks the entities
from the retrieved question-specific sub-KB to get
the answer. Our VisKoP falls into the semantic pars-
ing category. Specifically, VisKoP translates a ques-
tion into the multi-step program, pertaining to the
neural program induction (NPI) paradigm (Lake
et al., 2015; Neelakantan et al., 2017; Liang et al.,
2017; Wong et al., 2021; Cao et al., 2022a).

The main challenge of NPI is that question-
program parallel data are expensive to obtain and
the program’s huge search space makes the learning
challenging. Existing works tackle this issue only
by learning from question-answer pairs with vari-
ous reinforcement learning techniques (Liang et al.,
2017; Saha et al., 2019) or synthesizing question-
program data to alleviate the data scarcity prob-
lem (Cao et al., 2022a; Gu et al., 2021). In this
paper, our VisKoP proposes a different solution to
this task by integrating humans into the program
induction loop, providing external human guidance
to program induction model, and potentially im-
proving the system robustness.

Compared with other KBQA systems, including
ReTraCk (Chen et al., 2021), SEMPRE (Berant
et al., 2013), TRANX (Yin and Neubig, 2018),
DTQA (Abdelaziz et al., 2021), our VisKoP is the
first to enable users to interact with the system via a
visual platform and intermediate results checking.
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7 Conclusion and Future Work

We demonstrate VisKoP, a KBQA platform that al-
lows users to monitor, edit, and debug KB queries.
VisKoP is also accompanied with a highly efficient
engine that scales KoPL execution to a million-
entity-level KB. In the future, it is intriguing to
allow users to customize the KB. It is also impor-
tant to provide guidance for users to recognize the
true knowledge elements in the large scale KB.

Limitations

As a KBQA system, VisKoP is still highly depen-
dent on the correctness and broad knowledge cover-
age of the background KB. It is extremely difficult
to find the correct answer when the relevant knowl-
edge elements are unincluded or incorrect in the
KB. Also, if there are confusing knowledge ele-
ments, as we mention in Section 5.2 that users can
hardly identify the Sony Interactive Entertainment
entity, it is difficult for users to correct the KoPL
program.

Ethics Statement

Intended Use. VisKoP is designed for users to
edit their knowledge base queries with graphical
elements.

Potential Misuse. As we count, there are
339,531 human female entities and 1,458,903
male entities in total. It can lead to gender bi-
ased answers on the grounds that a number of fe-
males do not exist in the KB. This problem stems
from the imbalanced data (Wikidata), and can be
solved when Wikidata includes more female en-
tities. Therefore, it’s important to allow users to
debug the knowledge base in future work.

Data. The VisKoP is built on a high-quality sub-
set of Wikidata, which attributes to the intelligence
of the crowd.

User Study. The participants in the user study
part are volunteers recruited from graduate stu-
dents majoring in engineering. Before the user
study experiments, all participants are provided
with detailed guidance in both written and oral
form. The only recorded user-related information
is usernames, which are anonymized and used as
identifiers to mark different participants.
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A KoPL Definition

The functions used in this paper are the same as
those mentioned in Cao et al. (2022a), so we will
not devote a great deal of space for details. The
specific meaning of each function can be found
in (Cao et al., 2022a) or on our website ®. Here
we only briefly introduce the philosophy of these
operators:

Query Operators find and return the knowledge
elements in the KB by matching their names. e.g.,
Find returns the corresponding entities according
to the input entity name.

Filter Operators take a set of knowledge elements
as input, and keep the knowledge elements that
satisfy the given conditions as output. e.g., Filter-
Concept takes a set of entities as input and output
entities that belong to a given concept.
Verification Operators are used to determine
whether the output of the previous function has
some relationship to the given value. This type
of operators is often used to answer judgement
questions. e.g., VerifyNum can judge whether the
function output is greater than (less than, equal to)
a given value.

Selection Operators select some knowledge ele-
ments from the output of previous function under
the given condition. e.g., SelectAmong can select
the entity with the largest or smallest value of an
attribute from a given set.

Set Operators do inter-set operations on the output
of two functions. e.g., And can take the union of
two sets.

B KoPL Program Format

In python, each knowledge operator is represented
as a Dict in Python with three keys: function
corresponds to the name of the knowledge opera-
tor. inputs corresponds to the argument inputs of
the knowledge operator. And dependencies corre-
sponds to the dependency inputs of the knowledge
operator. For example, KoPL program in Figure 3
can be represented as:

6https://kopl.xlore.cn/en/doc/Z_function.html

I program = {[

2

3 "function”": "Find",

4 "inputs"”: ["France"],

5 "dependencies”:[-1,-1]

6 } ’

7 A

8 "function"”: "Relate"”,

9 "inputs”: ["shares border with", "
backward"],

10 "dependencies”:[0]

ll } ’

12 {

13 "function”: "FilterConcept”,

14 "inputs"”: ["country"],

15 "dependencies”:

16 [1]

17 } ’

18 {

19 "function”": "Find",

20 "inputs"”: ["Germany"],

21 "dependencies”:[]

22 } ’

23 {

24 "function”: "Relate",

25 "inputs”: ["statement is subject
of","forward”"],

26 "dependencies”: [3]

27 } ’

28 {

29 "function”: "FilterConcept",

30 "inputs”: ["country"],

31 "dependencies”: [4]

32 },

13 {

3 "function”: "Or",

35 "inputs": [1],

36 "dependencies”: [2,5]

\\7 } ’

38 {

39 "function”: "Count",

10 "inputs": [1],

41 "dependencies”:[6]

2 }

43 ]}

C Questions for User Study

We list the 20 questions used in the user study and
the corresponding answers in Table 3.
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Question

Correct Answer

How many Olympic Games has LeBron James competed in?

What is the name of the company that makes the game "The Legend of Zelda"?

How many teams have both LeBron and Kobe played for?
Is China more than 9.7 million square kilometres in size?
Which is the largest province in China by area?

How many countries are there in the European Union?
How many times has Federer won a tennis competition?
Which country is Google headquartered in?

How many international airports are there in Germany?
Who is lighter, the iPhone X or the Samsung S10?

Which is the highest of all the mountains in South America and Africa?
How many video game is SONY published in 2020?
Who is the next president after Barack Obama?

At which college did Geoffrey Hinton get his degree?
How many people have won the Nobel Prize in Physics?
What award did Lawrence win for The Hunger Games?
How many states does the United States contain?

Which is the highest mountain in Asia?

What year was the team owned by Jordan founded?

In which country is Nikon headquartered?

3

Nintendo

1

No

Qinghai

27

29

United States of America
15

Samsung Galaxy S10
Aconcagua

566

Donald Trump
University of Edinburgh
186

MTYV Movie Award for Best Female Performance
50

Mount Everest

1988

Japan

Table 3: 20 questions used for user study.
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Abstract

English is acknowledged worldwide as a mode
of communication. However, due to the ab-
sence of realistic practicing scenarios, students
learning English as a foreign language (EFL)
typically have limited chances to converse and
share feedback with others. In this paper, we
propose PEEP-Talk, a real-world situational
dialogue-based chatbot designed for English
education. It also naturally switches to a new
topic or situation in response to out-of-topic
utterances, which are common among English
beginners. Furthermore, PEEP-Talk provides
feedback score on conversation and grammar
error correction. We performed automatic and
user evaluations to validate performance and
education efficiency of our system. The results
show that PEEP-Talk generates appropriate re-
sponses in various real-life situations while pro-
viding accurate feedback to learners. Moreover,
we demonstrate a positive impact on English-
speaking, grammar, and English learning anx-
iety, implying that PEEP-Talk can lower the
barrier to learning natural conversation in effec-
tive ways.

1 Introduction

In the era of globalization, English is used as a
worldwide international language (Kramsch, 2014).
A number of countries have incorporated the ac-
quisition of foreign language communication skills
into their lifelong learning objectives (Luna Scott,
2015). Altalbe and Wilkinson (2013) have iden-
tified several areas, including education, tourism,
and business, where direct communication with
people is crucial, and conversation skill is consid-
ered as the most essential of the various language
competencies.

However, students learning English as a foreign
language (EFL) do not have sufficient opportunities
to practice real-life English conversations (Jdetawy,
2011). To address this issue, recent technologies
such as smart speakers and conversational models

have been applied in English education (Tai and
Chen, 2020; Alsadoon, 2021; Li et al., 2017). In
particular, chatbots have shown promising results
in improving the communication skills and learning
motivation of students (Fryer and Carpenter, 2006).
Despite their potential, existing chatbot-based
educational platforms face several challenges in
providing effective language learning experiences.
These chatbots employ hand-crafted and pattern-
matching rules, limiting their communication abil-
ity and responding appropriately to out-of-situation
utterances (Tyen et al., 2022; Kim et al., 2019). Fur-
thermore, as smart speakers and conversational Al
models are not fully considered for educational pur-
poses (Terzopoulos and Satratzemi, 2020; Ji et al.,
2022), they cannot cover various topics in real-life
activities or provide educational feedback.

To address these challenges, we propose PEEP-
Talk, a situational dialogue-based chatbot for En-
glish education. It consists of a conversation mod-
ule, context detector (CD), and grammar error cor-
rection (GEC) modules. The conversation mod-
ule generates proper utterances considering the
given situations with our proposed dataset, called
SITUATION-CHAT. It covers a variety of real-
world situations. To address the previous chatbots’
inability to interact with dialogue out of topic or sit-
uation, the CD module changes the situation when
the conversation digresses from the current situa-
tion. PEEP-Talk also provides feedback on learn-
ers’ utterances with the situation similarity score,
linguistic acceptability score, and grammar error
correction.

We quantitatively verified the performance of
each module of PEEP-Talk and conducted a user
study to verify its effectiveness in English educa-
tion in a real-world environment. To the best of
our knowledge, there have been few attempts in
NLP research to conduct a user study that veri-
fies the performance and satisfaction of integrated
modules. The comprehensive evaluation of PEEP-
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Talk demonstrates the potential of our situational
dialogue-based chatbot and feedback approach for
effective English education. We deploy our method-
ology on a demo site. The code and dataset' are
publicly available to facilitate further studies.

2 Chatbots for English Education

The field of language learning has been revolution-
ized by the emergence of chatbots. While previous
computer-assisted language learning (CALL) sys-
tems have provided lessons and practice in writing,
vocabulary, grammar, and other areas, they have
limitations in that learners eventually need an ac-
tual human, such as a teacher or a colleague, to
practice conversation (Chapelle, 2005). Chatbots
have the potential to bridge this gap in CALL sys-
tems, as they offer more natural conversation and
feedback similar to that of human instructors (Kim
etal., 2019).

Commercial chatbots for English education
have become increasingly popular, including Andy,
Mondly Speak Now, Duolingo, and Babbel. Andy
is a virtual tutor application that aids users in
learning English, while Mondly features language
lessons in various situations with a virtual teacher.
Speak Now uses Al-driven virtual avatars as in-
structors for learning English. Duolingo offers gam-
ified language lessons and has incorporated chat-
bots into its system, while Babbel features chatbots
as part of its teaching methodology. The features
of these existing chatbots for English education are
also shown in Table 1.

However, one of the main problems with current
English education chatbots is that they are unable
to provide a genuinely free and natural conversa-
tion experience. Many chatbots rely on rule-based
systems that are limited in generating diverse and
spontaneous responses to user input (Fryer and Car-
penter, 2006; Kim et al., 2019). As a result, learners
often feel frustrated and disconnected from the lan-
guage they are trying to learn (Fryer and Nakao,
2009). Additionally, these chatbots may struggle to
understand idiomatic expressions, provide person-
alized feedback, and recognize situational contexts.
Without engaging in meaningful and contextually
relevant conversations, learners may struggle to de-
velop the communication skills necessary for real-
life interactions in English-speaking environments.

lhttps ://github.com/metterian/peep-talk

features

URL

Al-based  Situation Feedback
Andy X X X andychatbot . com
Mondly X X X mondly.com
Speak Now X 4 X speaknow.ai
Duolingo v X v duolingo.com
Babbel X X 4 babbel.com
PEEP-Talk v v v peeptalk.us

Table 1: Comparison of chatbots for learning English.
Al-based (not rule-based), Situation (use of situational
dialogues), and Feedback (provision of learner feed-
back)

3 PEEP-Talk

We introduce PEEP-Talk and discuss its motivation
and unique features in §3.1. Then, we present the
SITUATION-CHAT in §3.2, which contains di-
verse and situational expressions. The overall archi-
tecture of PEEP-Talk, including its three modules -
conversation, context detector (CD), and GEC, is
described in §3.3. Finally, §3.4 covers PEEP-Talk’s
deployment.

3.1 Why PEEP-Talk?

While existing chatbot-based educational platforms
have shown promising results in improving stu-
dents’” communication skills and motivation to
learn English (Jia and Ruan, 2008; Fryer and Car-
penter, 2006; Haristiani, 2019), they still face sev-
eral challenges in providing a practical language
learning situation. One of the significant limitations
of these chatbots is their inability to interact with
utterances out of topic or situation. Additionally,
smart speakers and conversational AI models are
not fully optimized for educational purposes, as
they cannot cover various topics in real-life activi-
ties or provide feedback on grammar errors.

To address these challenges, we propose PEEP-
Talk, a situational dialogue-based chatbot for En-
glish education. PEEP-Talk is designed to generate
contextually appropriate utterances using our pro-
posed dataset, called SITUATION-CHAT. Fur-
thermore, the context detector (CD) module en-
ables PEEP-Talk to identify and adapt to changes
in conversation topics, providing a more natural
and engaging learning experience. The grammar
error correction (GEC) module provides instant
feedback to learners to improve their linguistic ac-
curacy.

PEEP-Talk’s situational dialogue-based ap-
proach and dataset with diverse situations offer
an effective language learning experience for EFL
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learners. PEEP-Talk aims to address the limitations
of existing chatbot-based educational platforms and
provide an interactive and engaging English educa-
tion environment.

3.2 The SITUATION-CHAT Dataset

This section presents the SITUATION-CHAT
dataset, a situational dialogue-based dataset for
English learning. An example of this dataset is
shown in Figure 1. The dataset contains various sit-
uation dialogue such as asking for directions, talk-
ing with friends in school, and company interviews,
among others. To construct our dataset, we follow
the definition of a situational dialogue in Klinghof-
fer (2008). Situational dialogue is a learning ap-
proach where learners participate in role-playing
through a routine activity, allowing for a more nat-
ural and engaging conversation. This approach has
been shown to enhance the learners’ communica-
tion skills, as it allows them to practice real-life
scenarios (Klinghoffer, 2008).

To construct our proposed dataset, We adopted
AI hub ?’s dialog corpus, a Korean-English transla-
tion corpus that contains conversations in a variety
of contexts across multiple domains. This corpus
is composed of division (domain), predefined situa-
tions, and dialogue history. To develop a situational
dialogue-based conversational Al, the contextual
information of predefined situations is insufficient.
Therefore, we employ human annotators to write
additional descriptions for the predefined situations.
A details of this process is provided in Appendix A.

The dataset contains 16,298 dialogues with
65,192 utterances for the training set and 1,000 dia-
logues with 4,000 utterances for the validation and
test sets, respectively. Each turn in the dataset has
an average length of 14 words, and it includes 303
different situations covering various domains, in-
cluding shopping, traffic, and travel. The statistical
details of the dataset are written in Appendix A.3.

3.3 Overall Architecture

The architecture of PEEP-Talk consists of three
modules: the conversation module, the context de-
tector (CD) module, and the grammar error cor-
rection (GEC) module. The conversation module
generates responses that are conditioned on the sit-
uation and the dialogue history. The CD module
checks the user’s input to determine its appropri-

>The AI Hub, which can be accessed at https://aihub.
or.kr is a public data platform operated by the government.

Situation

| want to exchange currency.
| need a check.
| am traveling.

Dialogue History

Division1: Travel/Shopping
Division2: Airport

A: Hello. Can | change some
money to dollars right now?

B: Sure. How much do you
need?

A: Roughly 1000 dollars for a
business deposit.

B: All right. | can help you right
away.

Figure 1: Example of the SITUATION-CHAT.

ateness in the topic or situation and provides feed-
back scores. The GEC module corrects grammati-
cal errors in the conversation. Figure 2 provides an
overview of the PEEP-Talk architecture.

3.3.1 Conversation Module

Compared to existing rule-based educational sys-
tems, the conversation module provides a more nat-
ural and diverse conversation experience to learners
by employing DialoGPT (Zhang et al., 2019), a pre-
trained language model trained on dialog corpus. It
is further fine-tuned on our SITUATION-CHAT
for learning situational expressions following the
methodology presented in Wolf et al. (2019b). The
input to the conversation module includes the situ-
ation, dialogue history, and candidate answers.

3.3.2 Context Detector Module

The primary objective of CD module is to provide
feedback on learners’ responses when the conver-
sation has deviated from the given situation. The
main challenge that commercial chatbots face for
English education is their inability to respond to
inappropriate input from English beginners, in-
cluding EFL learners (see Appendix H). Begin-
ners often make linguistic errors or speak topics
or situations that are out of topic in their conver-
sations (Al Hosni, 2014; Sermsook et al., 2017),
which the commercial chatbots are not equipped
to handle appropriately. The CD module addresses
this problem by checking the user’s utterance to de-
termine its appropriateness in the topic or situation
and whether it is linguistically natural.

The CD module gives situation similarity and
linguistic acceptability scores on dialogue and
switches dialogue situations. The situation similar-
ity score measures the similarity of the user’s input
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Conversation Module

SituationChat

Inputs

Context Detector + GEC Module

Situation : “Situation in which currency exchange
and traveler's checks are required.”

Situation

®

Dialogue Corpus

)

Transformer

(=)
CHOME

Situation

Dialogue
History

Human: The sales increase do faster
than the previous product.

PEEP-Talk: Why don't we speak
different topic?

Situation Similarity . 16.53
Linguistic Acceptability: 47.553

Figure 2: An overview of the modules in PEEP-Talk.

Models Validation Test
PPL Hits@l PPL Hits@1

Profile Memory 42.79 0.078 45.02 0.069
Lost In Conversation - 0.168 - 0.152
GPTsmarr 12.41 0.849 12.74 0.839
GPT-2spa1L 12.50 0.839 12.56 0.848
DialoGPTsparr 12.35 0.850 12.55 0.856
DialoGPTyeprum 14.77 0.884 13.89 0.864
DialoGPTLARGE 11.15 0.889 12.04 0.877

Table 2: Experimental results for validation and test
set of SITUATION-CHAT. PPL denotes perplexity
and Hits@1 denotes the correct identification of the
gold answer among 19 randomly sampled utterance
candidates.

to the current situation (detailed in Appendix B),
while the linguistic acceptability score checks the
grammatical correctness of the user’s input. The
CD module utilizes XLNet (Yang et al., 2019), fine-
tuned on MRPC (Dolan and Brockett, 2005) and
CoLA datasets (Wang et al., 2019), respectively.

The CD module suggests a new situation if the
situation similarity score is under a certain thresh-
old. Furthermore, as shown in Figure 2, learners
can see the feedback score of the CD module during
the conversation. Switching situation and real-time
feedback helps to enhance the learner’s understand-
ing of appropriate language use in different situ-
ations and promote their overall communication
skills.

3.3.3 GEC Module

To provide accurate and efficient English gram-
mar feedback to English learners, a deep learning-
based GEC module has been integrated into PEEP-
Talk in the form of a REST API. Specifically, we
have adopted the approach described in Park et al.
(2020), which uses a sequence-to-sequence (S2S)
model. This approach is based on a noise sequence

PEEP-Talk

Situation

CD Score

Select the situation
Situation Similarity

81.32%

T 0%

Linguistic Acceptability

91.74%

0%

Talking about symptoms -
Grammar Error Correction
I have a fever.
Talk to the chatbot
| have an fever.

-

| have an fever.

‘Your temperature is rising, so did you have a meal that
recently?

Figure 3: A screenshot of our demo website. Learners
can choose various situations from the select box and
receive responses. Grammatical errors are corrected and
highlighted. The feedback scores are shown in the CD
Score.

to denoise sequence (NS2DS) model, incorporat-
ing the copy mechanism (Gu et al., 2016). Notably,
this method has been validated using commercial
data and has been successfully applied in actual
services. With this method, our GEC module en-
sures accurate and helpful real-time feedback on
the learners’ grammar errors.

3.4 Deployment

The proposed PEEP-Talk is deployed through the
web to render it easier for more people to access our
system. We used HuggingFace (Wolf et al., 2019a)
and TextAttack (Morris et al., 2020) library for de-
veloping modules. We use FastAPI to make all our
modules as a REST API, then we build the web ap-
plication® with the Streamlit library. A screenshot
of our demo website is shown in Figure 3.

3http://peep’calk.us
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Situation .
Model Fluency Consistency Engagingness
Human 4.54 4.51 4.63
Profile Memory 2.78 1.79 2.25
GPT-2smarL 2.54 3.11 3.44
DialoGPT arcE 3.78 3.92 4.13

Table 3: Results of human evaluation of conversation
module. Human indicates the gold utterance of the test
set annotated by humans.

4 Experiments

In this section, the effectiveness of the conversa-
tion module is verified through several automatic
evaluation metrics and human evaluation. Also, we
analyze CD and GEC modules in Appendix D and
Appendix D.3 respectively.

4.1 Verification of Conversation Module

4.1.1 Quantitative Analysis

Method To empirically verify the conversation
module in situational dialogue, we compare ex-
isting baselines and our model with the ability to
generate and select the proper utterances. We uti-
lize Profile Memory (Dinan et al., 2019) and Lost
In Conversation as our baselines. For our model,
GPT (Radford et al., 2018), GPT-2 (Radford et al.,
2019) and DialoGPT (Zhang et al., 2019) are ex-
ploited and fine-tuned on our data. Experimental
settings are described in Appendix C. Furthermore,
perplexity, and Hits@]1 score indicating the correct
identification of gold answers among 19 randomly
sampled utterance candidates are used.

Results The experimental results of the conver-
sation module are presented in Table 2. The ex-
periment is conducted on validation and test sets
of SITUATION-CHAT. DialoGPT4rcE exhibits
the best performance with a perplexity of 12.04
and Hits@1 score of 0.877. This suggests that Di-
aloGPT is more effective in generating and select-
ing appropriate responses in situational dialogue
than the other models and baselines. Therefore, the
results suggest that DialoGPT can be a promising
model for situational dialogue. The experimental
settings and details are provided in Appendix C.

4.1.2 Qualitative Analysis

Method We evaluate the effectiveness of PEEP-
Talk in providing contextualized responses in var-
ious situations properly. The data of 30 situa-
tions are randomly selected from the test set of
SITUATION-CHAT. For comparison with exist-

ing methodologies, we select DialoGPT4gE fine-
tuned on our proposed dataset, DailyDialog (Li
et al., 2017), and the English education chatbots
Andy and Speak Now.

Results Table 4 presents the results of the qual-
itative analysis. In the “Asking for directions” sit-
uation, PEEP-Talk gives a specific and helpful re-
sponse, while DailyDialog’s response lacks useful
information. In “Requesting packaging”, PEEP-
Talk informs the customer about the availability
of containers and demonstrates knowledge about
the establishment, while DailyDialog’s response is
unhelpful. In the “Stopping credit card” situation,
PEEP-Talk is straightforward in asking for neces-
sary information, whereas Andy provides an un-
solicited introduction. In “Pharmacy”’, PEEP-Talk
provides a practical solution by recommending a
medicine, while DailyDialog and Speak Now pro-
vide generic responses. PEEP-Talk shows that it
can provide informative and helpful responses tai-
lored to the situation at hand.

4.1.3 Human Evaluation

To validate the quality of the conversation mod-
ule fine-tuned with SITUATION-CHAT, we con-
ducted a human evaluation. First, fluency, situa-
tional consistency, and engagingness are measured
as shown in Appendix E. We set the response
level on a Likert scale (Likert, 1932) from 1 to
5. The evaluators are asked to evaluate the quality
of the 150 randomly chosen model-generated ut-
terances chosen from the test set of SITUATION-
CHAT. The evaluators comprise English instruc-
tors, a teaching assistant, and three people with
bachelor’s degrees in English literature*. Table 3
reports the evaluation results. The result shows that
DialoGPTagge exhibits the highest score in all
factors and is the most similar to the human level,
indicating the potential of our model for providing
a more natural and engaging conversation experi-
ence for English learners.

5 User Evaluation

To verify the performance and satisfaction of PEEP-
Talk as an English education tool, we conducted a
user evaluation, which is rarely performed in NLP
research. While other research often concludes
their evaluation with human evaluation, we go fur-
ther by actually operating our system and verifying
its effectiveness in real-world English education.

*They were paid $0.4 per dialogue evaluation.
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Situation & Previous utterance | PEEP-Talk | DailyDialog | Andy | Speak Now
Asking for directions « ; ; ;
“Can you tell me how to get to You can take the train to the City Hall Station “I can’t, I'm not a train driver.” | “Okay” “Good Man.”

the nearest train station?” if you go out exit number 2 on the 2nd.”

“You can, but we don’t have a container
for soup dishes.”

Requesting packaging
“Can I get the leftovers to go?”

“I’m sorry, I don’t have
any leftovers.”

“Sure, will you

write me later?” “T'm looking at you”

ftoppmg credit card . “Yes, please tell me your social security number | “I lost my credit card and “ " oy s -
Hello? I lost my credit card and o H » T see Let’s keep going.
. " and the card number of the person who used it. I am calling to report the loss.
I am calling to report the loss.
Pharmacy “Oh, You hurt m
“I caught a bad cold. I cough a “Take this cold medicine pill three times a day.” | “I hope you feel better soon!” “Got it” ! y

lot and have a high fever.”

feelings”

Table 4: Comparison of PEEP-Talk with other conversational agents in different situations

Adj.
Group Mean SD Mean F(1,32) p
] Exp. 241 051 258
Accuracy 267 062 264 077 018
o0 Commu- “Exp. 276 066 279 .
= *
2 nication Ctrl. 203 070 260 04 003
g meaton  Cul 29 070 260
2 Exp 293 062 281 X
g Fluency cl. 259 o062 267 26 00
= Compre- “Exp. 335 049 347 .
en *
F  hension Ctrl. 333 049 330 398 0.04
Maturity of ~ Exp. ~ 2.71 059 298 . -
the language  Ctrl. 3.07 070 294 12.52 0.00
Exp 7222 895 6451 N
Grammar o 6528 1206 6380 0 004
Learning Exp 2.89 0.33 3.04 N
anxiety Crl. 308 061 34 292 004

Table 5: Analysis of covariance of English-speaking
performance, grammar, and learning anxiety for the two
groups. Adj. Mean = adjusted mean. Exp. = experimen-
tal group with 18 people; Ctrl. = control group with 17
people. *p < 0.05.

Method The users evaluation consisting of as-
sessments in English speaking, grammar, English
learning anxiety, and user satisfaction. In order to
conduct the evaluation, we divided participants into
experimental and control groups, with 18 and 17
people respectively. They perform pre-test and post-
test before and after practicing with our system.
The experimental group used PEEP-Talk for 30
minutes per day for a period of two weeks, while
the control group did not use any language learning
tools during the evaluation period. Participants in
both groups were consisted of women in their twen-
ties who are native Korean speakers and university
graduates.They are composed of those who speak
EFL. The details of the experimental design can be
found in Appendix F.

Results Based on the analysis of covariance (AN-
COVA) results in Table 5, the experimental group
shows better performance in most dimensions of
English speaking, except for accuracy, indicating
that PEEP-Talk improves learners’ overall speak-

ing skills. In terms of grammar, the experimental
group had a higher adjusted mean (64.51) com-
pared to the control group (63.80), and the F-test
result (F'(1,32) = 2.78, p < 0.05) indicates a sig-
nificant difference in the grammar skills between
the two groups. The English learning anxiety score
was lower for the experimental group (adjusted
mean = 3.04) than the control group (adjusted mean
= 3.14). We conclude that PEEP-Talk has a pos-
itive impact on English-speaking, Grammar, and
English learning anxiety after only two weeks of
use.

5.1 PEEP-Talk Satisfaction Survey

We conduct satisfaction surveys to collect learners’
satisfaction in a real English teaching environment.
(presented in Appendix G). The survey results indi-
cate that most users are satisfied with PEEP-Talk,
with more than 70% of respondents finding the re-
sponse of the chatbot natural and contextual. More-
over, 70 to 80% of respondents indicated that sit-
uational dialogue is educationally beneficial for
conversational English and that grammar correc-
tion is helpful. However, the CD module receives a
relatively low satisfaction rate of 46%, possibly due
to the module switching the situation even when
the user wished to continue talking about a specific
situation.

6 Conclusion

In this paper, we propose PEEP-talk, an English
education chatbot that allows learners to practice
real-life conversations and receive feedback. Our
research, pioneering in the realm of situational
dialogue-based chatbots, was substantiated through
rigorous qualitative and quantitative experiments.
Furthermore, through user evaluations and satis-
faction surveys, we confirmed that our method en-
hances educational efficiency and reduces learn-
ing anxiety for EFL learners in real-world English
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teaching environments. This research is pivotal as
it introduces a novel approach to chatbot-based En-
glish education, enhancing learning efficiency and
engagement. In the future, we will also integrate ad-
ditional features, such as learner progress tracking
and an administrative dashboard for personalized
instruction.

Limitations

This study has certain limitations. Firstly, the effec-
tiveness of the CD module in detecting inappropri-
ate input needs improvement. Secondly, the current
version of PEEP-Talk covers only a limited num-
ber of topics and situations, warranting an exten-
sion of the dialogue dataset. Thirdly, the observed
improvement in English speaking ability may not
be entirely attributable to PEEP-Talk, as external
factors such as daily English speaking practice out-
side the experiment could also have contributed.
Moreover, the participant pool was relatively small,
suggesting a need for future studies with larger and
more diverse groups. Lastly, PEEP-Talk’s current
limitation to text-based interactions highlights an
area for development, as incorporating voice inter-
actions could further enhance the user experience.
Future research could also investigate the correla-
tion between linguistic acceptability and speaking
and grammar performance.

Ethical Statement

We uphold the ethical principles outlined by the
ACL Code of Ethics in our research. The public
dataset used in our study was obtained from a na-
tionally operated and managed AT Hub>. Prior to
training the DialogGPT model, we followed the
preprocessing steps outlined in Zhang et al. (2019)
to remove offensive language using syntax match-
ing against large blacklists and excluded subreddits
that are likely to contain offensive content. To fur-
ther prevent generating offensive content, we will
exclude tokens in a list of several stopwords using
Hatebase®. Furthermore, we ensure the privacy of
our users by not collecting any personal data and
only providing responses based on the situations
that the learners have selected. We prioritize the
ethical considerations of our study to maintain the
integrity of our research and prevent any potential
harm.

5https://aihub. or.kr
6http: //hatebase.org
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A SITUATION-CHAT Dataset
A.1 Dialogue Corpus Collection

The dialogue corpus comprises division 1, division
2, predefined situations, and dialogue history. Di-
visions are domain information in a hierarchical
structure, and predefined situation refers to a short
description of the situation (e.g., “hospital admis-
sion situation”, “car accident situation”). Dialogue
history is composed 4-turns dialogue of speaker A
and B in each situation. We only use English data
from the Korean-English parallel dataset. Further
information regarding this corpus is provided in
Table 6.

With the aid of a professional English instructor,
we select situations and dialogue histories from the
dialogue corpus, such as “taking a taxi” or “asking
to take a picture”. Consequently, 330 situations
out of 2,779 situations from dialogue corpus are
selected with a total of 73,192 dialogue histories.

Domain information about dialogue sentences

Divisionl . .
e.g.) Lectures, news, discussions, etc.

Specialty information to subdivide Division 1

Division2 N .
1vision e.g) Office, school, meetings, etc.

One-line description of the situation

Predefined situation .
e.g.) Exchange opinions

Korean-English Conversation on Situations

Dialogue histor: . .
S Y e.g.) How is the market’s reaction to the released product.

Table 6: Information and examples of dialogue corpus.

A.2 Situation Annotation

As shown in Figure 4, predefined situation in the di-
alogue corpus includes only one sentence to explain
the situation. Therefore, the situational information
is augmented with various virtual descriptions. For
example, to describe the situation of currency ex-
change as shown in Figure 5, the dialogue history
and the information of the domains are used to gen-
erate the sentences that describe the given situation.
With four human annotators’, at least 2 and 5 sen-
tences were generated for one predefined situation.

Specifically, we provide domain information,
predefined situation, and conversation history and
human annotators follow these rules when annotat-
ing the situations: (i) The subject of the sentence
should be preferably in the first person. (ii) A de-
scription of the situation that should be inferred
from the given information. In addition, they gen-
erated sentences in under 15 words.

"They were paid $0.2 per one situation; they had a Bache-
lor’s degrees in English linguistics

Dialogue Corpus

Division1: Travel/Shopping

Division2: Airport

Predefined Situation : “Situation in which
currency exchange and traveler's checks are
required.”

A: Hello. Can | change some
money to dollars right now?

B: Sure. How much do you
need?

A: Roughly 1000 dollars for a
business deposit.

B: All right. | can help you right
away.

Figure 4: Example of dialogue corpus.

Annotated situation

| want to exchange currency.
| need a check.
| am traveling.

Figure 5: Example of annotated situation.

A.3 Dataset Statistics

The statistics of the entire dataset and doamins are
presented in Table 7 and Figure 6, respectively.

Category Train  Valid  Test
Division 1 5 5 5
Division 2 38 32 30
# Situations 248 42 40
# Dialogues 16,298 1,000 1,000
# Utterances 65,192 4,000 4,000

Table 7: Statistics of SITUATION-CHAT. In case of
the situations, they are separated into unseen ones for
each other.

Office Meeting
Home School
Food Court __ Department
___Restaurant
Entertainments

Airport

Traffic
Shopping

Travel
N Hospital

Figure 6: The domains of situations in SITUATION-
CHAT.
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B Situation Similarity Score

We utilize semantic textual similarity (STS) to mea-
sure the situation similarity score by comparing the
user’s input and utterances of the predefined situa-
tion to determine it is out of situation (topic). Each
predefined situation in SITUATION-CHAT con-
tains an average of 480 utterances. The STS scores
are computed with the user’s input and every utter-
ance belong to the predfined situation dialogue data
as shown in Figure 7. We use the maximum value
of STS scores as the situation similarity score.

Dialogue History

Pre-defined Situation : “Situation in which
currency exchange and traveler's checks are
required.”

A: Hello. Can | change some 0.897
money to dollars right now?

B: Sure. How much do you 0.246
need?

A: Roughly 1000 dollars for a 0.181
business deposit.

B: All right. | can help you right 0.045
away.

A: I'd like to exchange Korean 0.877
won for dollars.

B: Okay, how much would you 0.677
like to exchange?

A: I'd like to exchange 200,000won, 0.064
but what's the exchange rate?

B: It's 1,219 won per dollar with 0.027
no preferential exchange rate.

User Input

Hello. Can | exchange some money? —_

Figure 7: Example of scoring the situation similarity.
We score the STS for pairs of the user’s input and ut-
terances of the predefined situation in SITUATION-
CHAT, then we consider the maximum score as the
situation similarity. In the figure, the score represents
the STS.

C Experimental Setting of Conversation
Module

The experimental models used are based on Con-
vAI2’s methodologies, which are similar to the pro-
posed approaches and publicly available. The base-
line model of ConvAlI2 is Profile Memory, while
the state-of-the-art models are TransferTransfo and
Lost In Conversation, which respectively achieved

the best results in the automatic and human evalua-
tion.

Fine-tuning Details The detailed fine-tuning set-
ting in this study is as follows. We trained our
model on one GeForce RTX 8000 GPU for 18
hours with batch size of 8 and 2 epochs following
the fine-tuning method of TransferTransfo(Wolf
et al. (2019b)). We set the random seed as 42. Fur-
ther, the Adam optimizer (Kingma and Ba, 2014)
is employed and with learning rate set to con-
verge from 6.25¢ — 5,51 = 0.9, 82 = 0.999 to
0. Further, all layers are set with a dropout of
0.1 and a ReLU activation function. In terms of
the number of model parameters, GPT has 117M,
GPT'stALL has 124M, DialoGPTSMALL has 124M,
DialOGPTMED]UM has 355M and DialoGPTLARGE
has 774M of trainable parameters.

Decoding details Beam search with the size
of 4 and N-gram filtering methods are used dur-
ing the generation process. The final beam is
ranked according to the scala combination of the
length-normalized utterance probability and next-
utterance classification score. In addition, increas-
ing the importance of the next-utterance classifica-
tion score produces utterances more closely related
to the conditioned situation sentences; however, the
diversity of the dialogue is reduced.

D Verification of CD Module

The performance of the feedback on dialogue and
the switching situation of CD module is verified.
The experimental results of the two functions are
shown in Table 9. The linguistic acceptability of
feedback on dialogue is estimated using the valida-
tion and test set of CoLA. Further, the performance
of switching situations using situation similarity of
CD module is evaluated based on CEEU. Specifi-
cally, pre-trained transformers are adopted, and a
test set of SITUATION-CHAT is evaluated with
1,000 situations in the experiments.

D.1 Experimental Setting

The CD module is trained on two datasets: Mi-
crosoft research paraphrase corpus (MRPC) and
corpus of linguistic acceptability (CoLA). The
training set of MRPC consists of 3,260 pairs, while
the validation and test sets consist of 408 pairs re-
spectively. For CoLA, the training set consists of
7,551 sentences, while the validation and test sets
consist of 1,000 sentences each. These datasets are
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used to evaluate the performance of the CD mod-
ule in terms of situation similarity and linguistic
acceptability.

We use TextAttack (Morris et al., 2020) for this
experiment. We fine-tuned the MRPC dataset for
situation similarity and the CoLA dataset for lin-
guistic acceptability. We use pre-trained language
models, which are BERT (Devlin et al., 2018), AL-
BERT (Lan et al., 2019), RoBERTa (Liu et al.,
2019), and XL Net (Yang et al., 2019). We set the
seed as 42. The experimental settings are presented
in Table 8.

Model Epoch  Batch LR SeqlLen  # Params
= BERT 5 16 2e-05 256 110M
% ALBERT 5 32 2e-05 128 12M
2 RoBERTa 5 16 3e-05 256 125M
7 XLNet 5 32 5e-05 256 117M
.2 BERT 5 32 2e-05 128 110M
2 ALBERT 5 32 3e-05 128 12M
%  RoBERTa 5 32 2e-05 128 125M
3  XLNet 5 32 5e-05 128 117M

Table 8: We denote situation similarity as Situation,
linguistic acceptability as Linguistic, the learning rate
as LR, sequence length as SeqLen, and the number of
trainable parameters as # Params.

Metric We propose CEEU metric to verify the
situation switching function of the CD module. The
conversation module generate the response based
on dialogue history as shown in Figure 2. We in-
put an utterance of out-of-situation in a random
conversation turn in dialogue history, and measure
whether the CD module detected it correctly.
Details of the corresponding procedures are de-
scribed in Algorithm 1. SITUATION-CHAT de-
noted as D, contains a dialogue history H,, ; for
each situation n and a given turn ¢. Specifically,
H; ; comprises gold answer utt; ¢, and utterance
candidates utt;; extracted from the different sit-
uation j. Once CD module correctly predicts the
inclusion of the gold answer in a dialogue history,
it is classified as a true positive (tp); otherwise,
as a false negative (fn). Similarly, dialogue histo-
ries containing distractors are also classified into
true negative (¢n) or false positive (fp), based on
the model judgment. Eventually, the accuracy is
estimated based on the entire test set, where the
number of utterances classified to the positive label
and the negative label is set to be the same ratio.

D.2 Results

Table 9 presents the experimental results of the CD
module, which are evaluated by the CEEU met-

Algorithm 1 CEEU
Require: CDyjodute = {MRPC}

15 Sp ¢ {S1,...,8. |1 <n < |D|}

20 /% S, is the situation. %/

3: /% |D| is the number of dialogues. */

4: t€{1,2,3}

5: Hyy < {uttn 1, uttno, ... utts, |1 <n<|D|}
6: /% utt; is an utterance at turn t of nth dialogue. */
7: procedure CEEU(S,,, H,, +)

8: fori < 1,ndo

utti,t
9: Hiy+— Hij—1+ or
utt; ¢ where i # j

10: /% uttj is randomly chosen from other dialogues. x/
11: ContextScore < C'Djodute(Si, Hi t)
12: if utt; ¢ in H; ; then

13: if ContextScore > 50 then

14: tp+—tp+1

15: else

16: fm+e— fn+1

17: else if utt; ; in H; ; then

18: if ContextScore > 50 then

19: tn < tn+1
20: else
21: fp+— fo+1

tp +in

return Acc <+
tp+tn+ fp+ fn

ric for situation similarity and the CoLLA dataset
for linguistic acceptability. We fine-tune four pre-
trained language models, including BERT, AL-
BERT, RoBERTa, and XLNet. The highest CEEU
score is achieved by XL.Net with a score of 0.628.
The highest linguistic acceptability is achieved by
BERT and XLNet with CoLA validation scores of
0.812 and 0.851 and CoLA test scores of 0.820 and
0.870, respectively.

Module Model CEEU CoLA GLUE BLEU
Valid  Test
BERT 0476 0812 0.820
D ALBERT 0484 0728 0.736
RoBERTa 0623 0.739 0.755
XLNet 0.628 0851 0.870

GEC  Park et al. (2020) 5812 73.82

Table 9: Experimental results of CD module and GEC
module. CEEU is used to evaluate situation similarity.
We measure linguistic acceptability using valid and test
set of CoLA. The performance of the GEC module is
evaluated based on GLUE and BLEU.

D.3 Verification of GEC Module

The experimental result of GEC module is pre-
sented in Table 9. The performance of the GEC
module is evaluated based on the GLUE (Napoles
etal.,2015) and BLEU (Papineni et al., 2002) score.
Further, the NS2DS (Park et al., 2020) is used as
the experimental model, and Park et al. (2020) is
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Dimension 4 3 2 1
Uses sentence structure, Uses sentence structure, Uses sentence structure, Uses sentence structure,
Accuracy vocabulary, and grammar vocabulary, and grammar vocabulary, and grammar vocabulary, and grammar

correctly without errors

correctly with few errors

correctly with several errors

correctly (many errors)

Communication

Communicates thoughts and
be understood without errors

Communicates thoughts and

be understood with few errors.

Communicates thoughts and

be understood with several errors.

Not able to communicate
thoughts or be understood

Communicates clearly

Fluency and smoothly

hesitation

Communicates clearly
and smoothly with a little

Not able to communicate
clearly or smoothly

Able to communicate
with some prompts

Understands most verbal
cues and mostly responding

Understands and always

Comprehension X
responds appropriately

appropriately

Understands some verbal
cues and sometimes
requiring prompts

Not able to understand
verbal cues or to respond

Includes details beyond
the minimum requirements
(word-choice/expressions/
gestures)

Maturity of the language

Includes details beyond
the minimum requirements

Includes minimal or no
details beyond the
minimum requirements

Not able to utilize the
language well

Table 10: Five dimensions of English-speaking performance evaluation.

referred to for the experimental results.

E Human Evaluation Measures

We ask the following additional questions to the
evaluators to assess the quality of the model-
generated utterances.

* Fluency: Fluency of the dialogue on a scale
from 1 to 5, where 1 is “not fluent at all”, 5 is
“extremely fluent”, and 3 is “fine”.

* Situation Consistency: Situation consistency
on a scale of from 1 to 5, where 1 is “not
maintained at all”, 5 is “well maintained”, and
3 is “fine”.

* Engagingness: Engagingness disregarding
fluency from 1 to 5, where 1 is “not engaging
at all”, 5 is “extremely engaging”, and 3 is
“fine”.

F Details of User Evaluation

F.1 English-speaking Performance

To measure English-speaking performance, we re-
cruited two English teachers who graduated with
degrees in English education as evaluators. Follow-
ing Chien et al. (2020), we modified the method-
ology to measure five dimensions: Accuracy, com-
munication, fluency, comprehension, and maturity
of language. Each dimension was evaluated on a
scale of 1 to 4, with 1 being the lowest and 4 being
the highest. Table 10 provides a description of each
dimension. The inter-rater reliability for the evalu-
ators on the English speaking ability had a cohen’s
kappa value of 0.58 (p < 0.001).

F.2 English Grammar Test

For the Grammar evaluation, we use multiple-
choice questions to evaluate the participants’
knowledge of English grammar rules. The ques-
tions cover a range of topics, such as verb tenses,
prepositions, and articles. We administer a gram-
mar test consisting of 20 items for both the pre-test
and post-test.

F.3 English Learning Anxiety Scale

The measure for English learning anxiety, which
consists of 33 items, was adapted from the For-
eign Language Classroom Anxiety Scale (Horwitz
et al., 1986) with a 5-point Likert-type rating, such
as “I never feel quite sure of myself when I am
speaking in my foreign language class.” A higher
rating indicates higher English learning anxiety.
The Cronbach’s alpha of the measure was 0.95.

G PEEP-Talk Satisfaction Surveys

Question

Are you satisfied with the overall performance
of PEEP-Talk?

Do you think situational dialogue is helpful
for conversational learning?

Are you satisfied with the result of the context
detector module?

Are you satisfied with the performance of the
grammar error correction module?

Do you think the chatbot’s conversation is natural
and contextual?

Table 11: Questions of PEEP-Talk satisfaction survey.

We conduct user satisfaction surveys on our plat-
form. Five questions are selected to ask users to
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evaluate on a Likert scale(Likert, 1932) of “satis-
fied”, “neither agree nor disagree”, and “dissatis-
fied”. The survey questionnaires are listed in Table
11. We show the results of the survey in Figure 8.

As a result of the survey, most people express
satisfaction with the performance of PEEP-Talk,
and more than 70% of the respondents answer that
the utterances of the chatbot are natural and con-
textual. Also, 70% to 80% of respondents answer
that situational dialogue is educationally beneficial
for conversational English, and grammar correc-
tion is helpful. However, the satisfaction of the CD
module is 46%, which is relatively low. We spec-
ulate that this is due to the CD module switching
topics, even if the user wants to talk more about a
particular situation.

PEEP-Talk satisfaction survey results

B Dissatisfied [ Neither agree nor disagree Satisfied
Q1
Q2
Q3
Q4
Q5
0% 25% 50% 75%

Percentage of Responses

Figure 8: Results on the PEEP-Talk satisfaction survey
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G.1 Response Comparison

Table 12 presents a qualitative analysis of the performance of PEEP-Talk in comparison with DailyDialog,
Andy, and Speak Now. In each situation, PEEP-Talk provided responses that were contextually appropriate
and reflected a natural conversation flow, indicating its potential to be an effective tool for real-world
English education. In contrast, the responses generated by the other chatbots sometimes appeared to be
unrelated to the topic or situation, suggesting that they may not be suitable for use in English education.

Situation ‘ PEEP-Talk ‘ DailyDialog ‘ Andy ‘ Speak Now
Bookstore I know, I am looking I know. I'm iust
There are so many for a good Korean . Ju Do you like to travel? | I’'m Okay.

new books this month.

novel these days.

impatient.

Requesting packaging
Can I get the leftovers to go?

You can, but we don’t
have a container for
soup dishes.

I’'m sorry, I don’t
have any leftovers.

Sure, will you write
me later?

I’m looking at
you

At the art museum
Which way should I go to see
the special exhibition hall?

If you go to the right,
you’ll see the entrance
of the exhibition hall.

I think you have to
go to the main hall.

Is it a good place?

Oh, You hurt
my feelings

Customer service
I ordered sweet potatoes to go

I’m sorry, but you can’t

I don’t think you

My name is Andy.

on a diet, but there were some exchange or refund food . I’'m okay.
. can exchange them. What is your name?
rotten ones included, can I get that has already been sent.
them exchanged?
Returning I bought a case and
I bought a cell phone case and | I am sorry but cell phone it’s not pretty so I Got it Oh, You hurt
it’s not pretty so I want to geta | cases are non-refundable. want to get a refund. my feelings
refund. english haiku bot
Find product .
I’m looking for a lotion for dr; If you want to use it as a
. & . Y base, I recommend this I use moisturizer. I see Glad to hear that.
skin, is there a cosmetic that is . . .
. lotion for oily skin.
not too sticky?
Travel agency I think it’s about the
How much is a cheap flight I heard it is about 80 dollars . . . s .
same price as a flight Got it Let’s keep going.

from Incheon to New York
airport?

if you depart from here.

to the US from the UK.

Clothing store
I want to buy these clothes,
can I try it on first?

You can try it on in the
change room, were you
not able to find it?

I don’t think you can
buy them, but you
can buy the shirt.

To buy these clothes
is a great goal.

What color is
your hair?

Job interview
Please tell me about your
previous job experiences if any.

I worked in a bookstore
as a part-time job and
had a lot of free time.

I have a few. I’ve been
in the service for a few
years.

As you know my name
is Andy and I want to
help you in learning
English.

Let’s keep going.

IT/computer Thank you! I'm so
Is this the IT department? Yes, which program I’'m not sure what you happy to hear that, ,
., . ., R . I’'m Okay.
The program isn’t working, isn’t working? mean. I love talking to
please check it. you too
Daily Conversation I can’t €0 home often
It seems like you can’t go home g I've been home for a . Thanks. Have a
. because I have too many Got it .
often ever since you moved out . few months now. nice day.
friends who are also students.

from home.

I don’t think so. I think
Inquiring about prices Yes, we have sales clothes don’t ¢ .m SO. t n

L they are just a limited Isee Great. Man.

Are there clothes on sale now? | on this side separately. . .

time thing.
Duty-free shop
I was told that the cigarettes I heard that too, but I’ve never seen a duty Okay I don’t understanding

are really cheap if bought
at duty-free shops.

isn’t it just cigarettes?

free shop that has them.

what you are saying.

Table 12: Comparison of the utterances generated by PEEP-Talk, DailyDialog Andy, and Speak Now.
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H Example Conversations

We show a sample conversations of Andy, Speak Now, and PEEP-Talk.

H.1 Conversations between Humans and PEEP-Talk (Ours)

PEEP-Talk (Ours) Conversation 1

Situation: At the cosmetic store
Human:  What are some products on sale today?
PEEP-Talk:  We also have a 10 percent discount on lotion and toner.
Human:  This is the product I am using, and do you still sell it?
PEEP-Talk:  We do, but we only have a small amount left.
Human:  I'd like to buy a set of cosmetics.
PEEP-Talk:  I'll go get it for you.
Human:  Thank you. Have a nice day
PEEP-Talk (Ours) Conversation 2
Situation:  Evaluating food taste
Human: [ heard that salmon salad is really famous at this restaurant.
PEEP-Talk:  Really? I love salmon salad . I also heard that the Stir-Fried mushrooms are also very famous
Human:  Then, shall we order a salmon salad and a pizza and share them?
PEEP-Talk: I don’t think I can eat Pizza alone. Let’s order some more and share them.
Human:  Today the weather is good.
PEEP-Talk:  You are right. The temperature is good and the wind is good.
Human:  Good.
PEEP-Talk: —Situation switch required—
PEEP-Talk:  Why don’t we speak another situation? please, click the different situation!
PEEP-Talk (Ours) Conversation 3
Situation:  Situations diagnosed in the hospital
Human: [ have a headache
PEEP-Talk:  When did the headache start?
Human: [ started having symptoms last week.
PEEP-Talk: It seems you have a persistent headache.
Human:  And I have chills and fever.
PEEP-Talk: [ think we need to do a detailed examination.
Human:  Yes, thank you. Where is it going to take a place?
PEEP-Talk: I will go to the central nervous system and tell you the location.
Human:  Okay. Thank you
PEEP-Talk:  Here is a paper with a magnet attached to it . please follow me.
PEEP-Talk (Ours) Conversation 4
Situation:  School life
Human:  Professor, when will you hand out the midterm results we took last week?
PEEP-Talk: I am writing them now . do you want them by any chance?
Human:  Could you please tell us the highest and lowest scores in advance?
PEEP-Talk:  The students usually get an 85 on the Midterms and the lowest is 70 points.
Human:  Okay. Thank you
PEEP-Talk:  You're welcome . Let me know if you have any questions.
Human:  How do we decide the groups? Will you be randomly assigning them?
PEEP-Talk: I will assign them based on how many friends are in the class.
Human:  How many people are assigned per group?
PEEP-Talk: I will assign 5 people to a group of 15.

Table 13: Example conversations between humans and our proposed PEEP-Talk. It is able to not only converse in a
certain real-world situation but also can switch the situation or topic when the users input the utterance predicted as
it is out of the situation (Conversation 2).
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H.2 Conversations between Humans and Andy

Andy Conversation 1

Andy: Hello.
Human:  Good morning.
Andy: My name is Andy. What is your name?
Human: My name is Jun.
Andy:  That’s great! I am happy for you.
Human:  What are you doing?
Andy: [ was doing some exercises. I always feel sleepy and sad without physical activity.
Human:  Me too. I have to work out in the morning and evening.
Andy: Interesting.
Andy Conversation 2
Andy:  Where are you from?
Human: [ came from Canada.
Andy: Isita good place?
Human: [ like a fencing.
Andy:  Oh, I want to visit it now
Human:  Come here. Anytime.
Andy:  Nice. Do you have brothers or sisters?
Human:  Yes.
Andy:  And I have a little sister. She studies modern art in Rome. She is very creative person. I'm sure
she will become a famous artist.
Andy Conversation 3
Andy:  Hi, Jun. What’s up
Human:  How are you?
Andy: I'mdoing great, thank you my friend.
Human:  What do you think of the Lakers this season?
Andy:  It’s very sunny!
Human:  This team is too old. We need new blood.
Andy:  Yes, I'm completely fool
Human:  All our family members always have been supporting the same team.
Andy:  Nice. Do you know any jokes?
Andy: No
Andy Conversation 4
Andy:  How do you think cities will change in the future?
Human:  Nothing much, just thinking about the good old days when I was a kid. How about you?
Andy:  I'm doing great, thank you!
Human:  That’s great to hear! I hope you have a great rest of your day! :)
Andy: [ understand. Of all the people in history that have reached 65 years of age, half of them are
living right now.
Human:  Wow, that’s a lot of people to live with. Do you have any siblings?
Andy:  Yeah, amazing. What's your father like?
Human: He’s a great man. He’s always been there for me when I needed him the most.
Andy:  Got it. Can you tell about your parents?

Table 14: Example conversations between humans and Andy. The responses of Andy are restricted and cannot cover

a variety of topics.
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H.3 Conversations between Humans and Speak Now

Speak Now Conversation 1

Speak Now:  What’s up. Did you have breakfast?
Human:  No, I haven’t yet.

Speak Now:  Oh, I'm sorry to hear that. Do you like seafood.
Human: Yes. I like shrimp.

Speak Now:  How we should go to Busan someday to eat seafood. Do you like meat?
Human: Yes, I like it.

Speak Now:  Good. We should eat meat someday. What’s your favorite food?
Human: My favorite food is sushi

Speak Now:  How we have same taste. Do you like breads?

Speak Now Conversation 2

Speak Now:  What’s up. Did you have breakfast?
Human: Yes, I ate 15min ago.

Speak Now:  I'm doing okay man. What would you like to talk about today?
Human: Let’s talk about cars

Speak Now:  No. I'm not sure about that. We Should talk about something else.
Human:  Why don’t we talk about colors?

Speak Now:  No. I can not understand. Have you ever went study aboard?
Human:  No. I have not. But, I want to go further day.

Speak Now:  Oh. Should Have you ever been to England?

Speak Now Conversation 3

Speak Now:  Did you Sleep well, last night?
Human: Ididn’t sleep very well

Speak Now:  Oh. I sorry to hear that. Do you like drinking alone?
Human:  No, I did not like alcohol

Speak Now:  What’s your favorite alcoholic drink?
Human: 1did not like alcohol

Speak Now:  Have you invested in Bitcoin before?
Human: No, I have not

Speak Now: A lot of people lost money for that. What would you like to talk about today?
Human: [ want to talk about soccer,

Speak Now: I don'’t like topic. Let’s try different one

Speak Now Conversation 4

Speak Now:  Hey Dude did you sleep well last night
Human: [ did sleep well

Speak Now: Do you like your Boss?
Human: No I don’t like my boss

Speak Now: I understand you I think most people do. Are you satisfied your job?
Human:  No I do not satisfy my job .

Speak Now: I understand you it can always be fun. Which country are you from?
Human: I came from Korea

Speak Now:  How you live in a good place Where do you live?

Table 15: Example conversations between humans and Speak Now. We used free conversation mode of Speak Now.
As Speak Now uses hand-crafted rules and pattern matching when making the utterances, the utterances are limited
to its own pre-built templates.
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Abstract

Despite the latest improvements on machine
translation, professional translators still must
review and post-edit the automatic output to
ensure high-quality translations. The research
on automating this process lacks an interac-
tive post-editing environment implemented for
this purpose; therefore, current approaches do
not consider the human interactions that occur
in real post-editing scenarios. To address this
issue, we present OpenTIPE, a flexible and ex-
tensible framework that aims at supporting re-
search on interactive post-editing. Specifically,
the interactive environment of OpenTIPE al-
lows researchers to explore human-centered
approaches for the post-editing task. We re-
lease the OpenTIPE source code! and showcase
its main functionalities with a demonstration
video? and an online live demo.?

1 Introduction

Recent advances in Machine Translation (MT) and
the adoption of neural architectures (Bentivogli
et al., 2016) led to significant improvements in
translation quality aspects such as fluency or ade-
quacy (Bentivogli et al., 2016; Bojar et al., 2017).
Despite these advancements, MT is not yet on a
par with human performance (L4ubli et al., 2018;
Toral, 2020) and human post-editors need to edit
the MT output to obtain high-quality translations
that also adapt to a specific domain and style.

To reduce the manual efforts, the research com-
munity proposed to automate this process and im-
plemented Automatic Post-Editing (APE) models
that automatically learn post-editing rules from re-
vised translations (do Carmo et al., 2020). The
use of these models is specially indicated in envi-
ronments where the MT system that generates the
translations is not accessible for retraining (Chatter-
jee et al., 2015). To date, the automatic corrections

"Link to GitHub repository.

2https ://youtu.be/G3Hb8_hnKIk
3https ://www.opentipe-demo.com

generated by the state-of-the-art APE models still
require proofreading, so there is no solution that
fully automates the translation process. In fact, the
post-editing task remains mostly manual in produc-
tion workflows.

Instead of fully automating the post-editing
task, Escribe and Mitkov (2021) suggest that post-
editing would greatly benefit from human-centered
approaches that leverage the post-editor’s correc-
tions and their interactions with the translation in-
terface. For example, APE models could improve
over time by incrementally learning from human
corrections (Chatterjee et al., 2017).

While human-computer interaction has been ex-
plored in MT with the help of translation frame-
works such as CASMACAT (Alabau et al., 2013),
there is no such interactive environment designed
for the post-editing task (do Carmo et al., 2020;
Escribe and Mitkov, 2021). Therefore, current
research in Interactive Post-Editing (IPE) is lim-
ited to simulate the human interaction by feed-
ing pre-existing corrections to the post-editing pro-
cess sequentially (Ortiz-Martinez and Casacuberta,
2014; Chatterjee et al., 2017; Negri et al., 2018a).
Additionally, human corrections are scarce and
these approaches often rely on synthetic post-edited
datasets such as eSCAPE (Negri et al., 2018b). Al-
though these artificial settings enabled valuable
research in this field, they lack the human interven-
tion as in real-world post-editing scenarios.

In this paper, we present OpenTIPE, an open-
source framework that enables research on post-
editing in an interactive environment. In particular,
OpenTIPE implements the following main features:

» Easy-to-use interface that allows users to au-
tomatically translate a text and post-edit it.
To support the user during the post-editing
process, the tool provides automatic post-
editing suggestions from an APE model,
which can be directly applied to the revised
translation (see Section 3.1).
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* Collection of human data, such as user
corrections and post-editing feedback (e.g.
whether the automatic suggestions were ap-
plied). The collected data is a valuable re-
source to incrementally improve APE models
in a continuous feedback loop (Section 4).

* Logging of post-editing activity, such as the
user inactivity, and the time at the start and
end of the post-editing task. The implemented
logging allows researchers to measure post-
editing efforts and evaluate the post-editor ex-
perience on different settings (Section 4).

* Modular and extensible microservice archi-
tecture using Docker containers,* which facil-
itates the extension and implementation of ad-
ditional services (e.g. translation or APE mod-
els) and features (e.g. new logging activity or
user interface design). Section 3 describes the
OpenTTPE architecture in detail.

To the best of our knowledge, this is the first inter-
active environment designed to facilitate research
on IPE. We hope that OpenTIPE fosters further re-
search in this field that can be applied to improve
the overall post-editing experience.

2 Related Work

Most of the related work focuses on implementing
APE approaches to automate the post-editing task.
However, these approaches do not enhance human-
computer interaction. In fact, human-centered ap-
proaches have been only explored in MT settings.
In this section, we first summarize the work on
APE and their online approaches, which simulate
the post-editor behaviour by implementing contin-
uous streams of corrections. We then describe the
research on interactive MT, which is the most in-
line with this work.

Automatic Post-editing The annual WMT con-
ference® has been hosting shared tasks on APE
since 2015, going through both statistical and neu-
ral MT eras (Junczys-Dowmunt, 2018; do Carmo
et al., 2020). An important finding is that the per-
formance of APE models are highly influenced by
the quality of the MT output, hence improving neu-
ral MT translations is particularly challenging for
these models. Additionally, automatic metrics such
as TER (Snover et al., 2006) and BLEU (Papineni

4https ://www.docker.com
5https ://www.statmt.org/wmt22/

et al., 2002) cannot always reflect the improve-
ments of the APE models, and researchers need
to conduct manual evaluations to gain insights on
the quality of the APE output (Akhbardeh et al.,
2021). Nevertheless, APE models are an essential
component in translation workflows, where the MT
system is used as a black box and its parameters
are not available for retraining. In this setting, it
would be beneficial to leverage human feedback
to gradually improve the performance of the APE
model in place.

Online APE To simulate human post-editions,
APE models apply online learning methods that
feed continuous streams of data to the model.
While online methods have been previously
adopted in phrase-based APE (Ortiz-Martinez and
Casacuberta, 2014; Simard and Foster, 2013; Chat-
terjee et al., 2017), only Negri et al. (2018a) apply
online learning to neural APE. Specifically, Negri
et al. (2018a) iterate over a pre-existing dataset of
corrections, updating the model parameters on the
fly for every instance. Similar works address online
learning in neural MT. For example, Kothur et al.
(2018) update the model parameters one sentence
at a time as in Negri et al. (2018a). In contrast,
other approaches avoid updating the model param-
eters and retrieve sentences with similar contexts
from a translation memory during decoding (Gu
et al., 2018; Wang et al., 2021).

Interactive MT In professional translation en-
vironments, human experts benefit from using
computer-assisted translation technologies (i.e.
CAT tools). For example, translation memories
store previously-approved translations, so they can
be reused later on. To further investigate the human-
computer interaction in translation workflows, re-
searchers proposed several frameworks for phrase-
based MT (e.g. Transtype2 (Esteban et al., 2004)
and CASMACAT (Alabau et al., 2013)) and neural
MT (Knowles and Koehn, 2016; Santy et al., 2019).
However, these technologies are not optimal to in-
vestigate human interaction in post-editing, and
therefore there is a lack of research in this area.
For example, CASMACAT offers alternative trans-
lation suggestions that come from an MT system,
whereas our work integrates the output of an APE
model. Similarly to the prior work in interactive
MT, we implement automatic logging strategies
to collect user interactions during the post-editing
process for further analyses.

209


https://www.docker.com
https://www.statmt.org/wmt22/

Docker Compose

Frontend (Vue Webapp) Request trans-
lation and APE

4+——Return data

¢ The Ul of the system

¢ Provides a text-editor
for manual editing
and displaying Send user events and

suggestions. manual edits
e Captures user >
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Backend API (Flask)

¢ Provides an API
with which the
frontend
communicates
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Persist created
and collected
data
—_——) Translation User
and APE interaction
data events

|
Authenticate requests—J

Sign-in users

Request machine
translations

N

Firebase Authentication

LRequest automatic post-edit suggestions-l

MT Service APE Service

Figure 1: Overview of the OpenTIPE system architecture, which follows a microservice pattern, and the communi-
cation between the different components. Each blue box in the diagram represents a separate Docker container.

3 The OpenTIPE Framework

OpenTIPE implements a microservice architecture,
consisting of independent services that are orches-
trated with Docker Compose.® The advantages
of this architecture are twofold. First, it enables
separation of concerns. That is, each service imple-
ments its own function and runtime environment,
reducing code complexity and errors. Second, its
flexibility, as services can be easily replaced.

The main components of the OpenTIPE imple-
mentation are the frontend, which provides the
graphical user interface to translate and post-edit
texts, and the backend services: the backend API,
MT and APE services, and data storage. Addition-
ally, OpenTIPE supports user authentication with
Firebase.”® Figure 1 illustrates the overall architec-
ture of OpenTIPE and the interaction between the
different services. In the following, we describe
the technical details of each component.

3.1 Frontend

The frontend implements the user interface of
OpenTIPE, which currently consists of two main
views: (1) the translation and (2) post-editing view
(Figure 2). The translation view allows the user to
add the text to translate and select different trans-
lation options. In particular, the user can choose
among the available source and target languages,
and define the translation of specific terms (see

6https ://docs.docker.com/compose/
7https://firebase.google.com/docs/auth
8 Authentication can be entirely disabled if necessary.

Section 3.4 for more details on the use of lexical
constraints). In the post-editing view, the user can
edit the automatic translation with the support of
the post-editing suggestions from the APE model.

To facilitate its deployment, we adopt a web-
based design. More specifically, we use VuelS, a
lightweight JavaScript framework, and build the
frontend as a single-page application.” This imple-
mentation runs entirely in the browser and decou-
ples the backend business logic from the user inter-
face, enhancing separation of concerns. To obtain
the translations and the automatic post-editing sug-
gestions, the frontend application communicates
with the backend API (see Section 3.2).

An important feature of the user interface is its
rich-text editor, which is implemented using the
Tiptap framework.!? The main strength of the Tip-
tap framework is its extensibility, allowing us to
easily customise and add additional features. We
write the entire frontend application in TypeScript'!
and host it statically using NGINX'? in its corre-
sponding docker container.

Document-level Post-editing Computer-assisted
translation technologies typically organise the
translation task in individual sentences. The human
translator then addresses the document sentences
one at a time, which helps to speed up the transla-
tion process. However, prior work reported that er-
rors in current high-quality MT systems are harder

*https://vuejs.org
Ohttps://tiptap.dev

11https: //www. typescriptlang.org
12ht’cps: //www.nginx.com
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So teuer ist keine andere Schokolade der Welt

Der 32-jahrige hat aus einer luxuriosen Schokolade ein
neues Produkt entwickelt, das seinesgleichen sucht. Seine
Zutaten sind: 68-prozentige Grand-Cru-Schokolade, eine
Prise Safran und etwas Orangenkristall mit Crunch. «Das
Ergebnis ist eine Geschmacksexplosion». Fiir diese
Schokoladentafeln werden nur die besten Naturprodukte
verwendet. Das Ergebnis sei eine Symbiose mit rauchigem

Aroma, das man sich auf der Zunge zergehen lassen konne.

Der Kakao kommt aus dem kleinen Dorf Chuao in
Venezuela, in dem Kakao schon seit 400 Jahren angebaut
wird. Dieser Kakao wird von den Bauern jedes Jahr nur sehr
begrenzt produziert und die Ernte entsprechend umkampft.
Mettler ist es gelungen, sich eine gewisse Menge zu sichern,
obwohl man sich normalerweise bis zu 19 Jahre vor dem

Kauf anmelden muss, damit man von der Ernte etwas erhalt.

Kt Copy translated text

Aucun autre chocolat au monde n'est aussi
cher

Ce jeune homme de 32 ans a créé un nouveau produit &
partir d'un chocolat de luxe qui n'a pas son pareil. Ses
ingrédients sont Chocolat Grand Cru & 68%, une pincée de
safran et un peu de cristal d'orange avec du croquant. "Le
résultat est une explosion de godt". Seuls les meilleurs
produits naturels sont utilisés pour la fabrication de ces
tablettes de chocolat. Le résultat serait une symbiose a

I'aréme fumé que I'on peut laisser fondre sur la langue.

Le cacao provient du petit village de Chuao au Venezuela, ou
le cacao est cultivé depuis 400 ans. Ce cacao n'est produit
que de maniére trés limitée chaque année par les cultivateurs
et la récolte est par conséquent disputée. Mettler a réussi a
s'assurer une certaine quantité, alors qu'il faut normalement

s'inscrire jusqu'a 19 ans avant l'achat pour recevoir quelque

Le résultat serait une symbiose a I'aréme fumé
que l'on peut laisser fondre sur la langue.

Ce cacao n'est produit que de maniére trés
limitée chaque année par les cultivateurs et la
récolte est par conséquent disputée.

Ce cacao n'est produit que de maniére trés
limitée par les agriculteurs chaque année et la
récolte est donc disputée.

chose de la récolte.

Figure 2: Post-editing view of OpenTIPE. The view shows the source text on the left, the post-editing area in the
middle, which initially contains the MT output, and the APE suggestions on the right side. The user can discard
or apply the suggestions to the revised text. The interface implements highlighting features to identify aligned
source-target sentences and the differences between the translation and the corresponding APE suggestions. Users
can click on the ‘Copy translated text’ button to save the current status of the revised translation locally.

to spot when focusing on isolated sentences instead
of the whole document (L#ubli et al., 2018). Ad-
ditionally, a professional translator, who took part
in our observation-based study (see details in Sec-
tion 5), confirmed us the importance of document-
level post-editing. We therefore display the entire
document without segmentation in the post-editing
view and offer highlighting features, which help the
user to identify aligned sentences in the source and
the target (see Figure 2). Nevertheless, the backend
deals with the source, translation, and post-edited
texts as independent sentences,? so it is possible
to modify the user interface and display separate
pairs of source-target sentences instead.

3.2 Backend API

The backend API acts as bridge between the fron-
tend and the backend services (i.e. the database,
the MT and APE models), defining the necessary
endpoints to allow them to communicate and share
resources. Specifically, it first provides the frontend
with the automatic translations and post-editing
suggestions from the MT and APE services, respec-
tively (Section 3.4). Second, it stores the resulting
post-editing metadata such as human post-edits and
user interactions to the database (Section 3.3).
The API is based on Flask, a framework de-

3We refer the reader to Section 4 for more details on the
format and structure of the data.

211

signed to build lightweight web applications,'* and

implemented in Python.!> It is the only backend
service that is accessible from the internet. Thus, if
authentication is enabled, it connects to Firebase to
validate and authenticate the incoming requests.

3.3 Data Storage

The data storage is based on MongoDB, a popular
document-oriented NoSQL database.'® The main
strengths of MongoDB are its high performance
and flexibility. In contrast to relational databases,
MongoDB can support different data structures.
Therefore, researchers can easily extend and mod-
ify the current implementation to fulfill their needs.

We divide the storage of the collected data, that
is, the post-editing metadata and the logging of
the user interactions, into two logical databases.
Section 4 describes the data collection and its rep-
resentation in more detail.

3.4 Translation and Post-editing Models

The OpenTIPE framework uses MT and APE mod-
els to obtain automatic translations and post-editing
suggestions, respectively. We build these models in
independent Docker containers, so they can be eas-
ily replaced. The current implementation of the MT

Yhttps://flask.palletsprojects.com/en/2.2.x/
15https: //www.python.org
16ht’cps: //www.mongodb . com
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mtText apeText hpeText apeAccepted
The Bremen town musicians  Town musicians of Bremen Town musicians of Bremen true

The Bremen town musicians  The Bremen town musicians  Town musicians of Bremen false

Town musicians of Bremen Town musicians of Bremen Town musicians of Bremen false

The Bremen town musicians  Town musicians of Bremen The town musicians of Bremen false

The Bremen town musicians  Town musicians of Bremen The Bremen town musicians false

Table 1: Examples of different values of the textSegments properties for a single sentence object (srcText: ‘Die
Bremer Stadtmusikanten’). If there is no automatic suggestion (i.e. second and third rows), apel'ext contains the
mtText. The value of hpeT ext is the final version of the sentence even if there is no correction.

service supports the use of the DeepL. API'7 and

Huggingface'® or Fairseq Neural MT models."”

APE and Lexical Constraints In this post-
editing environment, we consider the MT model
as a black box and the improvements should be ap-
plied to the APE model. As an example, we release
a simple APE implementation, an encoder-decoder
architecture as in Correia and Martins (2019). In
contrast to multi-source architectures, Correia and
Martins (2019) use a single encoder whose input is
the concatenated source and MT translation.?”

Since post-editors are often required to use trans-
lation dictionaries, we extend the APE implemen-
tation to allow lexical constraints. That is, we can
enforce the APE model to use specific translations
for particular terms. To do so, we follow the ap-
proach described in Bergmanis and Pinnis (2021),
which also handles the generation of the correct
morphological inflection in the APE output.?! This
is specially important when translating into an in-
flected language, such as French. The approach
augments the APE training data with the lemma
of nouns and verbs such that the model learns to
copy and inflect. For example, given the source
text ‘the improvement’, we would augment it with
the noun lemma in the target language (e.g. ‘the
improvement retouche’). As in Bergmanis and Pin-
nis (2021), we use the pre-trained Stanza models
for lemmatization and part-of-speech tagging.?> To
define the translation constraints, the user can pro-
vide them in a file or introduce manual entries in
the dictionary view of the user interface. During in-
ference, we only augment those terms in the source
for which the user specified a translation.

17https://www.deepl .com/docs-api

18https://hugging1°ace.co/models

19https ://github.com/facebookresearch/fairseq/
blob/main/examples/translation/README.md

20https://github.com/deep—spin/OpenNMT—APE

2 Jon et al. (2021) propose a similar approach to enforce
lexical constraints and generate the corresponding inflection.

22https ://github.com/stanfordnlp/stanza

key description

srcLang Language code of the source text.

trgLang Language code of the target text.

user Dict Array of the manual translation entries
defined by the user in the user interface.

selectedDicts  Array of the predefined dictionaries se-
lected by the user.

textSegments  Array of sentence objects. Each sentence

object contains the corresponding values
for the source sentence (srcT'ext), MT
translation (mt7'ext), automatic post-
editing suggestion (apeText), revised
version (hpeT'ext), and a boolean indi-
cating whether the automatic suggestion
was accepted (ape Accepted).

Table 2: Description of the JSON object properties
that define a post-edited document. See examples of
sentence objects from textSegments in Table 1.

4 Data Collection and Representation

Human post-edited data is a valuable resource to
improve APE models. However, this is a scarce re-
source and researchers are often dependent on syn-
thetic datasets. Therefore, the collection of human
data is an important aspect of this IPE environment.
Researchers can then leverage the data to imple-
ment human-in-the-loop approaches and assess the
performance of different APE settings. Our imple-
mentation of OpenTIPE collects (1) human post-
edited translations and (2) user interactions with
the post-editing environment and it stores them
as JSON objects in the MongoDB database (Sec-
tion 3.3). The rest of this section describes the rep-
resentation of these data in more detail.

Human Post-edited Translations We collect
the human corrections together with additional
relevant information, such as the corresponding
source, MT output and use of translation dictionar-
ies. OpenTIPE deals with the data at sentence-level,
aligning sentence quartets of source, MT transla-
tion, APE suggestion, and proofread version. The
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data is represented as a JSON object that defines
the properties listed in Table 2. OpenTIPE captures
and stores this data in the database when the user
triggers the end of a revised version. That is, when
the user copies the post-edited text using the copy
keyboard shortcut or clicks on the ‘Copy translated
text’ button of the user interface (see Figure 2).
Note that different revisions of the same source
text can be stored at different times.

User Interaction Logging We also record the
user interactions with OpenTIPE in our database.
This data can be used to evaluate different APE
settings and the user experience with the editor.
We currently log five types of events: IdleEvent,
ActiveEvent, Accept Event, Reject Event, and
CopyFEvent together with the timestamp and user
identifier.”> The pair of events IdleFvent and
Active Event indicate the time intervals with user
activity and inactivity. Specifically, we record an
Idle Event when the user does not interact with
the interface for a minute and an Active Event
with any interaction after being idle (e.g. mouse
click, scrolling). The event types Accept Event
and Reject Event are triggered when the user ap-
plies or discards automatic suggestions, respec-
tively. Finally, CopyEvent indicates that the user
copied a post-editing revision locally.

5 Usability Study

We perform a user study to assess the usability
of the OpenTIPE user interface. In particular, we
conduct a controlled observation with a profes-
sional translator and a survey-based assessment
with eight non-professional translators. The lat-
ter are academics between 21 and 30 years old
(62.5% are male and 37.5% female), who indi-
cated that they frequently use translation services,
such as DeepL>* and Google Translate.>> While the
observation-based setting allows us to get insights
on the interactions of an expert with the tool, the
survey-based assessment gives us a general subjec-
tive view of the user interface usability.

In both settings, all participants saw the interface
of OpenTIPE for the first time during the study. We
start the study explaining its purpose to the partici-
pants. In the observation-based setting, the profes-
sional translator is aware that he is being observed

BThe logging can be easily extended with new event types.
24https ://www.deepl.com/translator
25https ://translate.google.com

during the process.?® We then provide them with a
text to translate and the following instructions:

1. Translate the provided text using OpenTIPE.

2. Improve the automatic translation. For exam-
ple, (a) apply automatic suggestions where
needed or (b) rephrase the first sentence and
split it in two sentences.

3. Save the final translation locally.

Furthermore, we ask the participants of the
survey-based setting to fill in a questionnaire. The
questionnaire consists of a set of questions as de-
fined in the System Usability Scale (SUS) (Brooke,
1996) and three additional qualitative questions
about what they liked the most and what features
they think are missing or could be improved.

The OpenTITPE user interface obtained an aver-
age SUS score of 90, being 85 the lowest among the
participants.”’ These results indicate that all partic-
ipants evaluated the interface as excellent (Bangor
et al., 2008). This is also confirmed with the an-
swers to the qualitative questions. In fact, most of
them stated that what they liked the most about the
interface was its simplicity. Similarly, we observed
that the professional translator used the interface as
expected and could perform all tasks effortlessly.

6 Conclusion

We presented OpenTIPE, the first interactive frame-
work that aims at supporting the research of human-
centered approaches for post-editing. In contrast to
research in machine translation, human-computer
interaction has been only simulated for the post-
editing task, since there was no interactive environ-
ment available for this purpose. OpenTIPE follows
a microservice architecture such that it can be easily
extended and adapted to other models or features.
Additionally, it collects human post-editing data
and the user interactions with the interface. These
data are key to implement human-in-the-loop ap-
proaches that learn from human corrections over
time. We expect this work to foster future research
on interactive approaches that enhance the perfor-
mance of the post-editing process. We are excited
to explore this direction in future work.

%Two authors of this paper participated as observers.
27SUS scores have a range of 0 to 100 and a score over 68
is considered above average.
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Ethics Statement

Usability Study We recruited the participants
for our usability study on a voluntary basis and
informed them of the goals and scope. Furthermore,
we collected the data anonymously, such that no
conclusion can be drawn about any participant. The
usability study obtained the ethical approval (EK-
2023-N-35) from the Ethics Commission of ETH
Zurich university.

Translation and Post-editing Models We do not
expect additional ethical concerns besides the al-
ready documented on natural language generator
systems (Smiley et al., 2017; Kreps et al., 2022).

Potential Misuse Users could write undesired
text (e.g. hateful or offensive comments) as post-
edited text. As a result, the stored data could be
used to train a model to generate texts that repli-
cate this harmful behaviour. To mitigate this is-
sue, we strongly recommend to activate the user
authentication, so the framework is only accessi-
ble to trustworthy users. Additionally, researchers
should periodically verify the data to filter those
instances either manually or automatically, using a
model to identify hallucinations in the text as in Su
et al. (2022). Since bias can be present in the APE
output, human-in-the-loop approaches can amplify
this bias if the users heavily rely on the APE sug-
gestions. Therefore, researchers should also debias
the data regularly, for example, using existing tools
such as AdaTest (Ribeiro and Lundberg, 2022).
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Abstract

Recently, the success of pre-training in text
domain has been fully extended to vision, au-
dio, and cross-modal scenarios. The proposed
pre-training models of different modalities are
showing a rising trend of homogeneity in their
model structures, which brings the opportu-
nity to implement different pre-training mod-
els within a uniform framework. In this paper,
we present TencentPretrain, a toolkit support-
ing pre-training models of different modalities.
The core feature of TencentPretrain is the mod-
ular design. The toolkit uniformly divides pre-
training models into 5 components: embedding,
encoder, target embedding, decoder, and tar-
get. As almost all of common modules are
provided in each component, users can choose
the desired modules from different components
to build a complete pre-training model. The
modular design enables users to efficiently re-
produce existing pre-training models or build
brand-new one. We test the toolkit on text, vi-
sion, and audio benchmarks and show that it
can match the performance of the original im-
plementations.

1 Introduction

Pre-training on large-scale data and then fine-
tuning on downstream tasks has become a
paradigm for text, vision, and audio tasks (De-
vlin et al., 2019; Bao et al., 2021; Baevski et al.,
2020). In addition to the similarity in the pipeline
paradigm, these pre-training models as well have
close model structures: On one hand, most of them
consist of the following components, embedding,
encoder, target embedding, decoder, and target,
on the other hand, many modules in above compo-
nents are shared among models of different modal-
ities. For example, the transformer module (in
encoder component) (Vaswani et al., 2017), which

* Corresponding author.
E-mail: nlpzhezhao@tencent.com

is successful in the field of text, is increasingly
being applied to the vision and audio modalities.
(Dosovitskiy et al., 2020; Gulati et al., 2020). Table
1 lists the commonly used pre-training models and
their modules.

The trend towards homogeneity in pre-training
models is becoming more apparent, which makes it
possible to integrate them into a uniform frame-
work. A representative work in this direction
is Huggingface Transformers (Wolf et al., 2020),
which exploits a non-modular design mode. For
each pre-training model in Huggingface Transform-
ers, several separate classes are created, and the
code is not refactored with additional abstractions.
Users can develop their pre-training models inde-
pendently which is useful to collaborative develop-
ment in the community. However, in this design
mode, users need to implement the model from
scratch when adding a new pre-training model, re-
quiring considerable code work. In addition, with
the increased number of pre-training models, the
number of classes and lines of code also increases
linearly. Codes with the same function may be writ-
ten many times, which degrades the readability and
maintainability of the project.

In response to shortcomings of non-modular de-
sign mode, we introduce TencentPretrain, a modu-
lar toolkit specially designed for pre-training mod-
els of different modalities. As shown in Figure
1, TencentPretrain has five components, namely
embedding, encoder, target embedding, decoder,
and target. Among them, farget embedding and
decoder components are optional, since the tar-
gets of many pre-training models do not involve
sequence decoding (Zhang et al., 2020; Lewis et al.,
2020). TencentPretrain is hierarchical modular de-
signed with two degrees of freedom. At component
level, users are free to combine modules within a
component, for example, combining multiple mod-
ules in target component to perform multi-task pre-
training (Lan et al., 2019; Sun et al., 2020). At
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Pre-training model Modality Embedding Encoder Target Decoder | Target
embedding
ELMo (Peters et al., 2018) Text word bi-Istm - - bilm
Infersent (Conneau et al., 2017) Text word gru - - cls
CoVe (McCann et al., 2017) Text word Istm word Istm Im
BERT (Devlin et al., 2019) Text word, pos, seg transformer - - mlm, sp
GPT-2 (Radford et al., 2019) Text word, pos transformer - - Im
T5 (Raffel et al., 2020) Text word transformer word transformer Im
ViT (Dosovitskiy et al., 2020) Vision patch, pos transformer - - cls
BEIT (Bao et al., 2021) Vision patch, pos transformer - - mlm
S2T (Wang et al., 2020) Audio speech, pos transformer word, pos transformer Im
ViLT (Kim et al., 2021) Text-vision || word_patch, pos, seg | transformer - - mlm, cls

Table 1: Typical pre-training models and their modules. The above models use different variants of transformer. Due to the page
limit, we do not list the details of transformer module in encoder component. In addition, abbreviations are used in embedding
and target columns. pos and seg respectively stand for position and segment embeddings. bilm, cls, Im, mlm, sp respectively
stand for bi-directional language model, classification, language model, masked language model, sentence prediction.

the model level, users can combine modules from
different components to constitute a complete pre-
training model.

Modularity in design makes TencentPretrain
scalable with the increasing number of newly pro-
posed pre-training models. Users are allowed to
reuse existing modules with little efforts, avoid-
ing repeated implementation of core functions. At
the same time, TencentPretrain provides a robust
and clear interface among different components. It
brings flexibility, allowing users to build custom
model structures through a configuration file with-
out any code work.

TencentPretrain is implemented with PyTorch
(Paszke et al., 2019), and it supports distributed
training and DeepSpeed optimization library
(Rasley et al., 2020). TencentPretrain is fully con-
nected with Huggingface Transformers, providing
comprehensive conversion scripts of pre-training
models between the two frameworks. Users can
switch between the two frameworks at low cost.
TencentPretrain is tested on text, vision, and au-
dio benchmarks and is able to reproduce the re-
sults of SOTA pre-training models. The Ten-
centPretrain toolkit is publicly available at https:
//github.com/Tencent/TencentPretrain.

2 Related Work

2.1 Pre-training models

Pre-training models have been widely applied in
text scenario. The success of pre-training is largely
due to the powerful encoders for feature extrac-
tion (e.g., LSTM and Transformer), as well as the
progress of pre-training target for learning knowl-
edge from unsupervised corpus (Zhang et al., 2020;
Lewis et al., 2020; Lan et al., 2019). More recently,

the text pre-training paradigm has been replicated
in other modalities. For example, Transformer en-
coder (and its variants) has been widely used in vi-
sion (Dosovitskiy et al., 2020), audio (Gulati et al.,
2020; Chen et al., 2022), and vision-language tasks
(Radford et al., 2021; Kim et al., 2021). Regarding
pre-training target component, text models have
inspired models of other modalities. Mirroring
the idea of masked language modeling (MLM),
MAE (He et al., 2022), BEiT (Bao et al., 2021),
and SimMIM (Xie et al., 2022) use masked im-
age modeling (MIM) for self-supervised vision pre-
training. Speech model Wav2vec2.0 (Baevski et al.,
2020) exploit negative sampling in pre-training tar-
get, which is previously used in word embedding
(Mikolov et al., 2013) and sentence prediction mod-
els (Logeswaran and Lee, 2018; Devlin et al., 2019;
Lan et al., 2019).

In addition to the sharing of modules, several
works have recently shown the feasibility of us-
ing the same pre-trained weight to handle dif-
ferent modalities simultaneously. For example,
ERNIE-ViLG (Zhang et al., 2021) and Talk2Face
(Li et al., 2022) exploit prefix language model to
achieve bi-directional text-and-image generation.
PolyViT uses a single transformer model for image,
video and audio classification (Likhosherstov et al.,
2021).

It can be seen that the trend towards homogene-
ity of pre-training models is becoming obvious,
from sharing modules, to using the same network
and parameters. This inspires us to build a unified
framework that can implement various pre-training
models efficiently.
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Figure 1: The architecture of TencentPretrain. Pre-training models are implemented through module combination.
TencentPretrain encourages reusing the existing modules and writing code at the module granularity.

2.2 Toolkits with modular design

Modular design regards a complex system as the
combination of multiple modules, each of which
can be independently modified and replaced. In the
field of artificial intelligence, a typical work with
modular design is Keras (Chollet et al., 2015). The
core data structure of Keras is layer. Keras allows
building arbitrary graphs of layers to construct NN
models. In the NLP field, modular toolkits are pre-
vailing and they decompose models from different
perspectives with different abstraction levels. For
example, OpenNMT (Klein et al., 2017) is a mod-
ular toolkit designed for NMT. It builds an NMT
model through the combination of encoder and de-
coder modules. Related NLP modular toolkits in-
clude OpenAttack (designed for text attack) (Zeng
et al., 2021), Ngram2vec (designed for word em-
bedding) (Zhao et al., 2017), TextFlint (designed
for robustness evaluation) (Wang et al., 2021), Neu-
ralClassifier (designed for text classification) (Liu
et al., 2019a), and etc.

Inspired by the above-mentioned works, this
paper proposes TencentPretrain, a modular de-
signed toolkit for pre-training models of different
modalities. Compared with Huggingface Trans-
formers (Wolf et al., 2020), the most well-known
pre-training toolkit, TencentPretrain provides addi-
tional abstractions on pre-training model implemen-
tations, splitting a complete model into multiple
modules hierarchically. Pre-training weights be-
tween two toolkits can be switched easily. In fact,
TencentPretrain can be regarded as the high-level
encapsulation of Huggingface Transformers.

It is worth mentioning that TencentPretrain

reuses part of the code in UER (Zhao et al., 2019),
which is published in 2019 and supports several text
pre-training models. Compared with UER, Ten-
centPretrain is improved in three aspects: 1) It sup-
ports the modular design within components, pro-
viding a more scalable manner to build pre-training
models; 2) The target embedding and decoder com-
ponents are introduced to support sequence genera-
tion; 3) In addition to text, TencentPretrain supports
vision, audio, and cross-modal pre-training mod-
els. Currently, TencentPretrain supports around 30
pre-training models.

3 Framework

The current mainstream pre-training models are
basically similar in structure. In the embedding
component, the data is mapped into an embedding
matrix. And then the matrix is passed through
the encoder. Finally the target layer performs pre-
training tasks according to the output of the encoder
layer. If the pre-training task requires sequence
generation, the decoder is inserted between the
encoder and the target.

Figure 1 demonstrates the overall framework of
TencentPretrain. It divides a pre-training model
into five components, and various modules are pro-
vided in each component. In practice, a user firstly
selects one or multiple modules from each compo-
nent (modularization within component), and then
combine modules from different components to
build a pre-training model (modularization cross
components). In the rest of this section, we respec-
tively introduce the above five components and
modules included in them.
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3.1 Embedding

In the embedding component, TencentPretrain con-
verts text, image, and audio modal data into em-
bedding matrix. The matrix holds the low-level
features as the input to the encoder.

TencentPretrain also contains auxiliary embed-
ding modules, e.g., position embedding and seg-
ment embedding. The embedding of pre-training
model is usually obtained by the addition of mul-
tiple modules. As shown in Table 1 (Embedding
column), the addition of word, position, and seg-
ment embeddings constitutes the embedding layer
of BERT; the addition of patch and position em-
beddings constitutes the embedding layer of ViT.
TencentPretrain supports hierarchical modular de-
sign, enabling users to freely combine modules
within embedding component to construct the de-
sired embedding layer. This design greatly reduces
code redundancy since different models often use
similar, instead of identical combinations.

3.2 Encoder

TencentPretrain supports traditional encoders (e.g.,
LSTM and CNN) (Hochreiter and Schmidhuber,
1997; Kim, 2014), as well as transformer and its
variants (e.g., different normalization (He et al.,
2021), attention (Lee-Thorp et al., 2021), masking
strategies (Dong et al., 2019)). Users can construct
customized transformer encoder by combining re-
lated options.

In addition, TencentPretrain supports dual-
stream encoder, with which the users specify two
encoder modules separately. Dual-stream encoder
is usually used by models related with semantic
search, such as text pair model SBERT (Reimers
and Gurevych, 2019) and text-image pair model
CLIP (Radford et al., 2021).

3.3 Target embedding and decoder (optional)

The pre-training tasks of some models involve se-
quence generation. These models require modules
in target embedding component and decoder com-
ponent. The modules in these two components are
identical with the modules in embedding compo-
nent and encoder component respectively.

3.4 Target

The module in target component receives high-
level features obtained from encoder (or decoder)
and then uses the features to perform pre-training
tasks. Specifically, the target estimates gradients by

objectives and updates the network weights. The
target is of vital importance to the performance and
has been extensively investigated in the pre-training
field (Devlin et al., 2019; Lan et al., 2019; Sun et al.,
2020). TencentPretrain supports comprehensive
target modules, including language model (Radford
et al., 2019), classification (Conneau et al., 2017),
contrastive learning (Radford et al., 2021), etc.

Sometimes pre-training models use multiple
tasks, e.g., predicting word and sentence relation-
ship simultaneously in BERT and ALBERT. And
multi-task is especially common in cross-modal
scenario (Kim et al., 2021; Lu et al., 2019; Qi et al.,
2020) since pre-training models have to deal with
supervision signals from different modalities. The
model can learn knowledge from different perspec-
tives through multiple tasks. With the characteris-
tic of hierarchical modular design, TencentPretrain
facilitates the implementation of multi-task pre-
training models. One can introduce multiple tasks
by combining different modules in target compo-
nent. The pre-training task can be easily added,
modified, and replaced.

3.5 Downstream task fine-tuning

TencentPretrain supports comprehensive down-
stream tasks, including classification, regression,
sequence labeling, reading comprehension, ques-
tion answering, automated speech recognition, etc.
As shown in Figure 1, the downstream task model
can be constructed by replacing the pre-training
target with specific task. In evaluation section, we
show the performances of TencentPretrain on a
range of benchmarks.

4 Usage

This section provides examples of building pre-
training models with TencentPretrain. The modular
design enables the users to quickly build the pre-
training model through the combination of modules.
Modules used in pre-training models are specified
in configuration files and the examples are shown
as follows':

# BERT implementation

"embedding": ["word", "pos", "seg"],
"encoder": "transformer",
"target’: ["mlm", "sp"]

}

'"Due to the page limit, we do not list entire configuration
files. More details (e.g., Transformer encoder options) can be
found in TencentPretrain project.
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# TS implementation

{

"embedding" :

"encoder" :

"tgt_embedding" :

"decoder" :

["word"]

"transformer"
["word"]
"transformer"

"target": ["1m"]

}

# VILT implementation

"embedding": ["patch_word", "pos", "seg"]
"encoder": "transformer"
"pooling": "first"
"target": ["cls", "mlm"]
}
# CLIP implementation
"stream_0": {
"embedding": ["word", "pos"],
"encoder": "transformer",
"pooling": " first"
}
"stream_1": {
"embedding": ["patch", "pos"],
"encoder": "transformer"
"pooling": " first"
"target": ["clr"]

}

* BERT configuration file provides modules in
embedding, encoder, and target components.
Since BERT has two pre-training tasks, its
target is the combination of masked language
model (mlm) and sentence prediction (sp).

* TS5 involves text generation. Its configuration
file specifies modules used in farget embed-
ding and decoder components.

* VIiLT, an image-text pre-training model, is ba-
sically similar with text pre-training model
BERT. The main difference is that an image-
text embedding module is used in embedding
component.

e CLIP is a dual-stream model. The modules
in stream0 process text and the modules in
stream]1 process image. Contrastive learning
(cIr) module is used in target component.

If the desired pre-training model cannot be built
by the combination of existing modules, Tencent-
Pretrain encourages users to develop a new module,
and combine it with existing modules. We take the
implementation of ASR model S2T (Wang et al.,
2020) as an example. Most modules required by
S2T are available and we only need to implement

a new module, speech embedding, which greatly
speeds up the implementation process.

TencentPretrain and Huggingface Transformers
are interoperable. The conversion scripts are pub-
licly available?, and the weights of different pre-
training models can be converted between the two
frameworks. In practical use, users are free to
switch between these two frameworks.

With TencentPretrain, we build a pre-trained
weight model zoo. Each pre-trained weight has two
versions which can be loaded by either TencentPre-
train or Huggingface Transformers. Currently, the
TencentPretrain model zoo includes over 50 pre-
trained weights. We provide pre-training data as
well as training details, allowing users to reproduce
results with less effort. The weights (pre-trained
by TencentPretrain) are currently downloaded over
500 thousand times per month>.

Model HF UER TP
Transformer 1135 749 795
+130 +149
+BERT +822 (+word_pos_seg, (+pos,seg,
bert) mlm,sp)
+RoBERTa | +696 +92 +0
(+word_pos,mlm)
+GPT-2 +688 +0 +0
+T5 +1008 +17(+word) +0
+ViT +493 - +59(+patch)
+S2T +824 - +51 (+speech)
+ViLT +618 - 15
(+word_patch)

Table 2: The number of code lines required for imple-
menting a new pre-training model. The comment line
in code is not counted. For UER and TencentPretrain,
the added modules are also listed. Green and violet are
used to denote embedding and target modules. Since
UER does not support modularization within compo-
nent, it has to introduce more modules (classes), e.g.,
word_pos_seg embedding and bert target, which are
decomposed into multiple modules in TencentPretrain.

5 Evaluation

This section evaluates TencentPretrain framework
quantitatively. Firstly, we compare TencentPretrain
with non-modular framework in terms of imple-
mentation cost. Then we show that TencentPretrain
can reproduce the results of SOTA models on a
range of benchmarks.

*https://github.com/Tencent/TencentPretrain/tree/main/scripts
3https://huggingface.co/uer
For Huggingface account, we inherit UER account instead of
using TencentPretrain account.
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Model MNLI | QNLI | QQP | RTE | SST | MRPC | CoLA | STS | AVG

BERT-base (Ori.) (Devlin et al., 2019) 83.9 90.7 90.7 | 65.7 | 92.3 88.9 56.5 88.6 | 82.2
BERT-base (DistilBERT) (Sanh et al., 2019) 86.7 91.8 89.6 | 69.3 | 92.7 88.6 56.3 89.0 | 83.0
BERT-base (DynaBERT) (Hou et al., 2020) 84.8 92.0 90.9 | 71.1 | 929 87.7 58.1 89.8 | 834
BERT-base (Metadistil) (Zhou et al., 2022) 84.6 91.2 914 | 714 | 93.0 87.6 58.9 90.2 | 83.5
BERT-base (Ours) 83.4 91.1 912 | 679 | 924 86.5 59.6 89.1 | 82.6
RoBERTa-large (Ori.) (Liu et al., 2019b) 90.2 94.7 922 | 86.6 | 96.4 90.9 68.0 92.4 | 88.9
RoBERTa-large (Ours) 90.4 94.7 92.1 | 86.6 | 96.4 90.2 67.0 92.5 | 88.7

Table 3: The comparison of TencentPretrain with other
scratch and then fine-tune on a range of datasets

5.1 Implementation cost

The number of code lines is used to estimate the
implementation cost. We only count the code
lines in classes inheriting nn.Module. We com-
pare three frameworks, Huggingface Transformers
(HF), UER, and TencentPretrain (TP). Huggingface
Transformers exploits non-modular design. UER
exploits semi-modular design, which doesn’t sup-
port modularization within component.

When we continue to add new pre-training mod-
els (as shown in Table 2 from top to bottom), the
number of code lines required by the Tencent-
Pretrain is less than the other two toolkits. Take
RoBERTa as an example, TencentPretrain does not
require any code work since it reuses modules for
BERT. UER needs to add word_pos module in em-
bedding component and mlm module in farget com-
ponent. Huggingface Transformers builds a series
of classes specific to ROBERTa, such as RoBERTa-
Model, RoBERTaEmbeddings, RoOBERTaEncoder,
RoBERTaPooler, which greatly increases the num-
ber of code lines. For other pre-training mod-
els, the conclusions are similar. The homogene-
ity among pre-training models makes the modular
design much more advantageous.

In general, the code styles of Huggingface and
TencentPretrain are inconsistent. Huggingface cre-
ates separate classes for each pre-training model,
while TencentPretrain establishes generic modules
that are independent of the specific model. There-
fore, for most pre-training models, no additional
code implementation is required in TencentPre-
train.

5.2 Reproducibility

In this section, we follow the experimental settings
of original papers. The scripts for running models
on benchmarks are organized here®*, and users can
easily reproduce the results in Table 3 and 4.

*https://github.com/Tencent/TencentPretrain/wiki/
Competition-solutions

implementations on GLUE benchmark. We pre-train from

For text modality, we use GLUE benchmark to
test TencentPretrain’s performance. BERT-base
and RoBERTa-large are used as test models. The
results of BERT-base are listed in the first five rows
in Table 3. As shown in AVG column, our result is
82.6, which falls into the range of 82.2-83.5 (the
lowest and highest results reported by other pa-
pers). The average scores reported by DynaBERT
and Metadistil are slightly higher than our result.
One of the reasons is that development set of RTE
only includes 277 instances, which leads to large
fluctuations. The RTE results reported by Dyn-
aBERT and Metadistil are 3 point higher than our
implementation. For ROBERTa-large, we can ob-
serve that our implementation results are close to
the results reported by original RoBERTa paper.

Table 4 provides the results on vision and audio
tasks. ViT (Dosovitskiy et al., 2020) and BEiT
(Bao et al., 2021) are used as test models for vi-
sion datasets. Topl accuracy on vision datasets is
reported. The original paper of BEiT only reports
results on ImageNet. For audio dataset, we report
the Automatic Speech Recognition (ASR) results
on LibriSpeech with S2T (Wang et al., 2020). Word
Error Rate (WER) is shown in Table 4 (bottom).
We can observe that the results of TencentPretrain
are close to the results reported by original papers.

Model CIFARI0 | CIFAR100 | mageNet
1000
ViT-base 98.95 91.67 83.97
ViT-base(Ours) 98.73 92.12 83.97
BEiT-large - - 87.30
BEiT-large(Ours) - - 87.24

Model devclean | devother | testclean | testother
S2T 3.8 8.9 4.4 9.0
S2T(Ours) 3.8 9.2 4.1 9.0

Table 4: The comparison of TencentPretrain with orig-
inal implementations on datasets of vision and audio
modalities.
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6 Conclusion

This paper presents TencentPretrain, a pre-training
toolkit characterized by modular design and multi-
modal support. In TencentPretrain, pre-training
models of different modalities are regarded as the
combination of multiple modules, which is easy to
configure and extensible. Furthermore, we quanti-
tatively demonstrate that TencentPretrain facilitates
the users to reuse existing modules and decreases
the cost of model development. At last, we test
TencentPretrain on a range of datasets and show
that it can reproduce the SOTA results.

7 Limitations

Although the TencentPretrain pre-training frame-
work has integrated optimization libraries like
Deepspeed and Apex, it still lacks support for other
components such as Megatron. In the future, we
will provide more parallelism modes to achieve
efficient training of large-scale language models
(LLM).
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Abstract

Neuron analysis provides insights into how
knowledge is structured in representations and
discovers the role of neurons in the network. In
addition to developing an understanding of our
models, neuron analysis enables various appli-
cations such as debiasing, domain adaptation
and architectural search. We present NeuroX, a
comprehensive open-source toolkit to conduct
neuron analysis of natural language processing
models. It implements various interpretation
methods under a unified API, and provides a
framework for data processing and evaluation,
thus making it easier for researchers and practi-
tioners to perform neuron analysis. The Python
toolkit is available at https://www.github.
com/fdalvi/NeuroX.'

1 Introduction

Interpretation of deep learning models is an essen-
tial attribute of trustworthy Al. Researchers have
proposed a diverse set of methods to interpret mod-
els and answered questions such as: what linguistic
phenomena are learned within representations, and
what are the salient neurons in the network. For in-
stance, a large body of work analyzed the concepts
learned within representations of pre-trained mod-
els (Belinkov et al., 2017; Liu et al., 2019; Tenney
et al., 2019; Rogers et al., 2020) and showed the
presence of core-linguistic knowledge in various
parts of the network. Several researchers have car-
ried out this interpretation at a fine-grained level
of neurons e.g. Durrani et al. (2020); Torroba Hen-
nigen et al. (2020); Antverg and Belinkov (2021)
highlighted salient neurons w.r.t any linguistic prop-
erty in the model and Lundberg and Lee (2017);
Dhamdhere et al. (2018); Janizek et al. (2020) iden-
tified a set of neurons responsible for a given pre-
diction. At a broader level, these methods can be

*The work was done while the author was at QCRI.
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Figure 1: Simplified overview of Neuron Interpretation.
Given an annotated text corpus, neuron interpretation
methods aim to provide a ranking of neurons in a model
w.r.t to their importance to one or more annotated prop-
erties (for e.g. "Noun" in this instance)

categorized into representation analysis, neuron
analysis and feature attribution methods respec-
tively. Sajjad et al. (2022) provides a comprehen-
sive survey of these methods.

A number of toolkits have been proposed to fa-
cilitate the interpretation of deep learning models.
For instance, diagNNose (Jumelet, 2020) provides
representation analysis and attribution methods.
LIT (Tenney et al., 2020) can be used to visual-
ize attention and counterfactual explanations using
feature attribution methods. Captum (Kokhlikyan
et al., 2020) integrates a large set of attribution
methods under a consistent API. All these tools
facilitate the interpretability of models. However,
due to the diverse ways of interpreting models, they
do not cover all sets of methods. Specifically, most
of the toolkits do not cover neuron interpretation
methods that discover and rank neurons with re-
spect to a concept.

Neuron interpretation analyzes and gives insight
into how knowledge is structured within a repre-
sentation. It discovers neurons with respect to a
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Figure 2: Overall design and architecture of the NeuroX toolkit, with references to their corresponding Python

modules in the white boxes.

concept and provides a fine-grained interpretation
of deep models. Figure 1 provides a simplified
high-level overview of how neuron interpretation
methods operate. Given a model, some text and
annotations, these methods output a ranking of neu-
rons with respect to their importance to one or more
annotated concepts. The ability to interpret neu-
rons enables applications such as debiasing mod-
els, controlling predictions of the models on the
fly (Bau et al., 2019; Suau et al., 2020), neural ar-
chitectural search (Dalvi et al., 2020) and domain
adaptation (Gu et al., 2021). To make neuron in-
terpretation more accessible, we propose NeuroX,
an open-source Python toolkit to facilitate neuron
interpretation of deep natural language processing
(NLP) models.

NeuroX consists of three major components: i)
data processing, ii) interpretation and iii) analy-
sis. The data processing implements various ways
to generate and upload data for analysis, extract
activations and save them efficiently. The interpre-
tation module implements six interpretation meth-
ods belonging to two different classes of methods.
The analysis module brings together qualitative and
quantitative methods to evaluate and visualize the
discovered neurons. Figure 2 shows these compo-
nents and how they interact with each other. We
describe them in detail in the following sections.
The toolkit itself is compatible with HuggingFace’s
transformers (Wolf et al., 2020) API and supports
all transformer-based models.

To the best of our knowledge, NeuroX is the first
toolkit that enables the interpretation of deep NLP
models at the neuron level. It serves as a back-
bone to rapidly test new interpretation techniques
using a unified framework and enables comparison
and consistent evaluation of these techniques. The
toolkit is easy to install and run:

pip install neurox

with detailed documentation is available at https:
//neurox.qcri.org/docs, including tutorials
that showcase various capabilities of the toolkit
to quickly get started with neuron interpretation.

2 Data Processing

The data module is responsible for preparing all
the inputs for the Interpretation and Analysis mod-
ules, as well as filtering the datasets to probe and
interpret specific phenomena. As shown in Figure
2, the required inputs to the toolkit are: i) a model
and ii) a text corpus annotated towards the prop-
erty of interest (e.g. data annotated towards toxic
word spans in the hate-speech-detection task). The
interpretation module can then extract a neuron
ranking, highlighting the saliency of the neurons in
the model that capture this phenomenon. If annota-
tions are not available, an annotation helper module
is made available in the toolkit that can annotate to-
kens based on arbitrary phenomena e.g. suffixation,
lexical properties, or using pre-existing vocabular-
ies. Below we describe the various components of
the data module in detail.
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Tokenizer \

Input Sentence

\ Tokenized Sentence

bert-base-cased "A good-looking house” "[CLS] A good - looking house [SEP]"
gpt2 "A good-looking house” "A A good - looking A house”

bert-base-cased "Mauritians” "[CLS] ma ##uri ##tian ##s [SEP]"
gpt2 "Mauritians” "M aur it ians”

flaubert/flaubert_base_cased

flaubert/flaubert_base_cased "sport qu

"sport qu’ on"

n

"<s> sport</w> qu</w> ’</w> on</w> </s>"
"<s> sport</w> qu’</w> </s>"

Table 1: Tokenizers from different models tokenize the same input very differently, sometimes adding special
characters at the first subword, or prefixing all subwords except the first subword etc. Sometimes the same model
tokenizes the same word (qu’) differently depending on the context.

2.1 Representation Extraction

Central to any neuron interpretation method are the
neuron activations themselves, i.e. the magnitude
of a neuron for any given input. While modern
frameworks such as PyTorch and Tensorflow facili-
tate the extraction of intermediate neuron values for
specific models via hooks, it is non-trivial to enable
this generically, as the code to extract activations
from specific network components (e.g. layers) is
highly dependent on the underlying model imple-
mentation. NeuroX implements generic extractors
for specific popular frameworks and provides a
highly-configurable PyTorch-based extractor.

Framework Specific Extractors An example of
a framework specific extractor is one for Hugging-
Face’s transformers models. The transformers li-
brary exposes the intermediate output at each layer,
which can then be used to access each neuron’s
(layer output) activation for any given input.

Generic Extractors Apart from framework spe-
cific extractors, the toolkit offers a generic extrac-
tor for PyTorch model, which runs as a two step
process. In the first step, the toolkit maps out the
architecture of the given model, and provides the
user a json file that contains all the components
of the model. The user can then choose exactly
which of the components they need the activations
for, which are then saved in the second step.

Segmentation and De-Segmentation A unique
problem to text and NLP models is that of tokeniza-
tion. For instance, every transformers model has
an associated fokenizer, that breaks the tokens in
an input sentence into subwords depending on the
model’s vocabulary. The same input can be tok-
enized differently by each model. To get a neuron’s
activation for a given input token regardless of tok-
enization, NeuroX runs a detokenization procedure
to combine the activation values on subwords into
a single activation value. Table 1 shows examples

of how a sentence (and sometimes a word) can be
tokenized differently depending on the underlying
tokenizer and context. The toolkit also offers the
user a choice on how the activation values across
subwords should be combined such as first or
last subword or average across subwords.

2.2 Annotation Helper

While annotations are available for some linguistic
properties, labeled data sets may not always be
available. To carry out an interpretation in such
a scenario, NeuroX offers a helper module that
can label the data with a positive or negative label
per token. data.annotate.annotate_data can
annotate each token positively in three different
ways:

1. Preset Vocabulary: The token exists in the
given vocabulary.

2. Regular expression: The token matches with
the given regular expression. For example, the
expression "\d+$ annotates all tokens that are
composed of digits as positive samples.

3. Python function: A function that returns
a binary True/False for a given token. Ar-
bitrary computation can be done inside this
function. For instance, lambda token:
token.endswith(”ing”) annotates all to-
kens ending with -ing positively.

3 Interpretation Module

The central module in the NeuroX toolkit is the
interpretation module, which provides imple-
mentations of several neuron and representation
analysis methods. Table 2 shows a list of methods
that are currently implemented in the toolkit, along
with details of what each method’s implementation
supports.

The method implementations follow a consis-
tent API to make it easy for the user to switch
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Interpretation
Method

Description

Supports

Supports

Linear Probe

Probeless

IoU Probe

Gaussian Probe

Mean Select

Class of probing methods that use a linear classifier for neuron
analysis. Specifically, the implementation provides probes intro-
duced by

» Radford et al. (2019) (Classifier with L1 regularization)
o Lakretz et al. (2019) (Classifier with L2 regularization)

* Dalvi et al. (2019a) (Classifier with Elastic Net regulariza-
tion)

A corpus-based neuron search method that obtains neuron rank-
ings based on an accumulative strategy, introduced by Antverg
and Belinkov (2021)

A mask-based method introduced by Mu and Andreas (2020) that
computes Intersection over Union between tokens representing
a specific concept and tokens that have high activation values for
specific neurons

A multivariate Gaussian based classifier introduced by Tor-
roba Hennigen et al. (2020) that can probe for neurons whose
activation values follow a gaussian distribution.

A corpus-based neuron ranking method introduced by Fan et al.
(2023) that derives neuron importances by looking at activation

values across contexts where a concept

Repre- Req.ulres multi-
. Train-

sentation in class

Analysis g analysis

Yes Yes Yes

No No Yes

No No No

Yes Yes Yes

No No Yes
appears.

Table 2: An overview of the neuron interpretation methods currently implemented in the NeuroX toolkit.

between them. Specifically, each method at least
implements the following functions:

e method. train_probe: This function takes in
the pre-processed data (extracted activations,
prepared labels etc) as described in section 2,
and returns back a probe that can be used to
perform neuron analysis. Some methods do
not require any training, in which case this
function just stores the input for future use.

e method.evaluate_probe: This function
takes an evaluation set and returns the perfor-
mance of the probe on the given set. The eval-
uation set itself can be a control task, and the
output score can be computed using several
pre-implemented metrics. Section 4 discusses
the various evaluation metrics in detail.

* method.get_neuron_ordering: This func-
tion returns an ordering/ranking of all the neu-
rons being analyzed with respect to their im-
portance to the task at hand. For instance, if
the probe was trained to analyze Nouns, this
function will return a sorted list of neurons
(by importance) that activate for Nouns in the
given dataset.

The interpretation methods themselves may be

able to probe multiple properties at the same time
(multi-class probing), or only a single concept (bi-
nary probing). Additionally, some interpretation
methods can also perform representation-level anal-
ysis, i.e. probe an entire layer rather than individual
neurons.

Redundancy Analysis: Dalvi et al. (2020) have
shown that large neural networks learn knowl-
edge redundantly where multiple neurons are op-
timized to activate on the same input. This
is encouraged by the optimization choices such
as dropouts which explicitly force neurons to
learn in the absence of other neurons. In or-
der to facilitate the analysis of redundant neu-
rons, the toolkit provides a clustering based non-
redundant neuron extraction method. Running the
neurons through interpretation.clustering.-
extract_independent_neurons first before per-
forming any probing can reduce the overall search
space of neurons, and lead to better findings and
analyses.

4 Analysis and Evaluation

The analysis module provides implementations
of various evaluation and analysis methods. Some
of these methods provide quantitative results like
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accuracy scores, while others allow users to per-
form qualitative analysis on neurons.

4.1 Classifier Accuracy

Classifier accuracy reciprocates the probing frame-
work (Belinkov et al., 2017; Hupkes et al., 2018).
Once a neuron ranking is obtained, a classifier is
trained towards the task of interest (the intrinsic
concept for which the probe was originally trained)
with the selected neurons. The delta between ora-
cle performance (accuracy using all the neurons)
and the accuracy of the classifier using the selected
neurons measures the efficacy of the ranking.

Selectivity It is important to ensure that the probe
is truly representing the concepts encoded within
the learned representations and not memorizing
them during classifier training. NeuroX enables
control task selectivity, a measure proposed by He-
witt and Liang (2019) to mitigate memorization
using the data.control_task module.

4.2 Ablation

An alternative approach used by (Dalvi et al.,
2019a) is to ablate all but the selected neurons in the
trained probe. The interpretation.ablation
allows manipulating the input data by keep-
ing/filtering specific neurons in the order of their
importance, allowing users to measure the drop in
performance with selected neurons.

4.3 Mutual Information

Information theoretic metrics such as mutual in-
formation have also been used to interpret repre-
sentations of deep NLP models (Pimentel et al.,
2020). Here, the goal is to measure the amount of
information a representation provides about a lin-
guistic concept. It is computed by calculating the
mutual information between a subset of neurons
and linguistic concepts.

4.4 Compatibility Metrics

Another set of evaluation metrics recently proposed
by Fan et al. (2023) carries out a pair-wise com-
parison of the discovered neurons across meth-
ods. While this strategy does not provide a di-
rect evaluation of a neuron interpretation method,
it provides an insight into how compatible a
method is with the other available methods. Neu-
roX implements two compatibility metrics in the
analysis.compatibility module: i) Average
Overlap (which shows how aligned a method is

with others) and ii) NeuronVote (which shows how
well-endorsed the ranking of a method is by other
methods).

4.5 Qualitative Evaluation

Visualizations have been used effectively to gain
qualitative insights on analyzing neural networks
(Karpathy et al.,, 2015; Kadar et al., 2017).
NeuroX provides a text visualization module
(analysis.visualization) that displays the acti-
vations of neurons w.r.t. to a concept (e.g. Figure 3).
The toolkit also allows corpus-based analysis in the
analysis.corpus module by extracting the top n
words in a corpus that activate a neuron. Examples
are shown in Table 3.

Mr. Gotlieb , who -.las a consultant to Stikeman ,
Elliott , one of Canada 's biggest law firms

From a helicopter a thousand feet above Oakland after the
deadliest |earthquake in U.S. history

Traders said property-casualty companies with the heaviest
exposure in the San area include the OTC 's
Safeco and Ohio Casualty |

(a) Superlative Adjective Neuron

It has been fErying to improve its share of the residential
market .

He _to comment on whether the company is
ESfisidering |a dividend or is pl@ffifglany acquisition .

The university is considering |installing a § _system

to store applications electronically .

(b) Gerund Verb Neuron

Figure 3: Visualizations (POS) — Superlative Adjective
and Gerund Verb Neurons

5 Miscellaneous Functions

5.1 Scalability

Extracting, saving and working with neuron ac-
tivations over large datasets and models can be
very expensive, since each neuron’s activation is
saved for each token in the input corpus. To en-
able both disk- and runtime-savings, NeuroX pro-
vides a low precision mode where all the activa-
tions are saved using 16-bit precision instead of the
default 32/64-bit precision. This results in consid-
erable storage/memory savings and also improves
training/inference performance depending on the
method and underlying hardware. The precision
can be controlled by supplying the dtype=float16
option to the extraction/interpretation methods.

5.2 Disk Formats for Representations

The toolkit offers flexibility to the user over the
format used to save the neuron activations. Specifi-
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Neuron | concept | Model

| Top-5 words

Layer 9: 624 | VBD RoBERTa
Layer 2: 750 | VBG RoBERTa
Layer 0: 249 | VBG BERT
Layer 1: 585 | VBZ XLNet
Layer 2: 254 | CD RoBERTa
Layer 5: 618 | CD BERT
Layer 1: 557 | LOC XLNet
Layer 5: 343 | ORG RoBERTa
Layer 10: 61 | PER RoBERTa
Layer 6: 132 | PER BERT
Layer 2: 343 | YOC BERT

supplied, deposited, supervised, paled, summoned
exciting, turning, seeing, owning, bonuses

requiring, eliminating, creates, citing, happening
achieves, drops, installments, steps, lapses, refunds
23,28, 7.567, 56, 43

360, 370, 712, 14.24, 550

Minneapolis, Polonnaruwa, Mwangura, Anuradhapura, Kobe
DIA, Horobets, Al-Anbar, IBRD, GSPC

Grassley, Cornwall, Dalai, Bernanke, Mr. Yushchenko
Nick, Manie, Troy, Sam, Leith

1897, 1918, 1901, 1920, Alam

Table 3: Ranked list of words for some individual neurons, VBD: Past-tense verb, VBG: Gerund Verb, VBZ: Third
person singular, CD: Numbers, LOC: Location, ORG: Organization, PER: Person, YOC: Year of the century

cally, it offers readers and writers for a text-based
format (json) and a binary format (hdf5). The
binary format provides faster saving/loading per-
formance, speeding up experiments with a large
number of neurons or a large amount of text. On
the other hand, the text-based format is consider-
ably easier to debug.

6 Related Work

A number of toolkits have been made available to
carry out the analysis and interpretation of neural
network models. The What-If tool (Wexler et al.,
2019) inspects machine learning models and pro-
vides users an insight into the trained model based
on the predictions. Seq2Seq-Vis (Strobelt et al.,
2018) enables the user to trace back the prediction
decisions to the input in neural machine transla-
tion models. Captum (Kokhlikyan et al., 2020)
provides generic implementations of a number of
gradient and perturbation-based attribution algo-
rithms. LIT (Tenney et al., 2020) implements var-
ious methods of counterfactual explanations, at-
tribution methods and visualization of attention.
diagNNose (Jumelet, 2020) integrates representa-
tion analysis methods and attribution methods and
finally, iModelsX (Singh and Gao, 2023) aims to
provide natural explanations for datasets, which
can provide insights into the models that are trained
with these datasets. While these tools cover a num-
ber of interpretation methods, none of them facil-
itate neuron-level interpretation of NLP models.
The LM-Debugger toolkit (Geva et al., 2022) is an
interactive debugger for transformer LMs, which
provides a fine-grained interpretation and a power-
ful framework for intervening in LM behavior.
Ecco (Alammar, 2021) is a visualization based
library that implements saliency methods and ad-

ditionally enables visualization of neurons of the
network. Similar to Ecco, the NeuroX toolkit en-
ables visualization of neurons of the network. In
addition, we implement a wide range of neuron
interpretation methods that can be accessed using a
uniform API and provide various analysis and eval-
uation methods. Our toolkit empowers researchers
to focus on specific parts of the neuron interpre-
tation research such as interpretation, comparison
or evaluation without worrying about setting up
the rest of the pipeline like data processing, embed-
ding extraction, integration with various pre-trained
models, and evaluation of the method. NeuroX
powers other interpretation analysis frameworks
such as ConceptX (Alam et al., 2022) and NxPlain
(Dalvi et al., 2023).

The previous version of NeuroX (Dalvi et al.,
2019b) only supported a specific machine trans-
lation library and one neuron interpretation
method (Dalvi et al., 2019a) as a GUI app. The
current Python toolkit is a redesigned version with
a unified architecture. It includes multiple features
like a data processing module, numerous neuron in-
terpretation and evaluation methods, and seamless
integration with popular toolkits such as Hugging-
Face’s transformers.

7 Conclusion and Future Work

We presented NeuroX, an open-source toolkit to
carry out neuron-level interpretation of representa-
tions learned in deep NLP models. It maintains im-
plementations of several neuron analysis methods
under a consistent API, and provides implemen-
tations for preparing the data, analyzing neurons
and evaluating the methods. In the future, Neu-
roX plans to expand its extraction module to other
frameworks like FairSeq and OpenNMT-py. In ad-
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dition, we plan to integrate attribution based neuron
saliency methods to add another class of interpreta-
tion methods to the toolkit.
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9 Ethical Considerations

The NeuroX toolkit provides a post hoc interpre-
tation of pre-trained models. The toolkit makes a
contribution towards improving the transparency
of deep models and may discover biases present
in these models. We do not foresee any direct eth-
ical issues with respect to the developed toolkit.
In terms of the neuron interpretation methods, the
majority of them are based on the correlation be-
tween neurons and the input. One potential issue
with such an interpretation is its faithfulness with
respect to the knowledge used by the model in mak-
ing predictions. However, this is not a limitation of
the toolkit but a limitation of the research methods
in general.
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Abstract

Scientific writing involves retrieving, summa-
rizing, and citing relevant papers, which can
be time-consuming processes. Although in
many workflows these processes are serially
linked, there are opportunities for natural lan-
guage processing (NLP) to provide end-to-end
assistive tools. We propose SCILIT, a pipeline
that automatically recommends relevant pa-
pers, extracts highlights, and suggests a ref-
erence sentence as a citation of a paper, tak-
ing into consideration the user-provided con-
text and keywords. SCILIT efficiently recom-
mends papers from large databases of hundreds
of millions of papers using a two-stage pre-
fetching and re-ranking literature search sys-
tem that flexibly deals with addition and re-
moval of a paper database. We provide a con-
venient user interface that displays the recom-
mended papers as extractive summaries and
that offers abstractively-generated citing sen-
tences which are aligned with the provided
context and which mention the chosen key-
word(s). Our assistive tool for literature dis-
covery and scientific writing is available at
https://scilit.vercel.app

1 Introduction

When we compose sentences like “Our experi-
ments show that XXX performs significantly worse
than YYY” in a manuscript, we may want to
find papers that report similar performance evalua-
tions (Cohan et al., 2019) and discuss these in our
manuscript. This process is a non-trivial task requir-
ing in-depth human involvement in finding, summa-
rizing, and citing papers, which raises the question
whether it is possible to partly automate this pro-
cess to reduce users’ cognitive load in searching,
retrieving, reading, and rephrasing related findings.

Recent advances in natural language processing
(NLP) help answer this question. First, releases of
large scientific corpora such as S20RC (Lo et al.,
2020) and General Index (Else, 2021) provide op-
portunities for building large databases of scientific
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Figure 1: The main workflow of our platform.

papers. Second, such databases can be linked to
systems for text retrieval (Guo et al., 2020), cita-
tion recommendation (Farber and Jatowt, 2020; Gu
et al., 2022b; Medi¢ and Snajder, 2020), extrac-
tive summarization (Zhong et al., 2020; Gidiotis
and Tsoumakas, 2020; Gu et al., 2022a), and cita-
tion generation (Xing et al., 2020a; Ge et al., 2021;
Wang et al., 2022), all of which can be tailored to
meet the requirements of an author’s manuscript.

To build a comprehensive system that helps au-
thors with finding, reading, and summarizing of
literature, the following challenges must be over-
come: The system must index many papers (e.g.,
S20RC has over 136 million papers (Lo et al.,
2020)) to achieve good coverage, it must respond
quickly to queries, and it must be flexible to handle
database additions and deletions. In addition, the
overall architecture should be modular to make it
simple to upgrade components when better algo-
rithms become available.

To meet these challenges, we developed SCILIT,
a platform for concurrent literature discovery, sum-
marization, and citation generation. We propose
a hierarchical architecture for paper retrieval that
efficiently retrieves papers from multiple large cor-
pora. On each corpus (e.g., S20RC and PMCOA
(of Medicine, 2003)), we build an efficient prefetch-
ing system based on a keyword inverted index and
a document embedding index. The prefetched doc-
uments are then re-ordered (re-ranked) by a fine-
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https://scilit.vercel.app

tuned SciBERT (Beltagy et al., 2019). Such an ar-
chitecture allows us to dynamically add or remove
databases and update one database and its index
without significantly affecting the others. From a
user-chosen document (i.e., target paper), we ex-
tract highlights using a light-weight extractive sum-
marization model proposed in Gu et al. (2022a).
Furthermore, using a fine-tuned TS5 model (Raffel
et al., 2020), we generate a citing sentence based
on the abstract of the target paper, the context (the
text surrounding the original citation sentence), and
the keywords provided by users. We also develop
a microservice-based architecture that allows easy
updating of algorithms.
In summary, our main contributions are:

* We demonstrate SCILIT, a platform for
searching, summarizing, and citing scientific
papers.

* We evaluate SCILIT on scientific literature
retrieval, paper summarization, and context-
aware citation sentence generation, and show-
case the generation of a related-work para-
graph.

* A live demo website of our system is at
https://scilit.vercel.app and
our implementation and data are at
https://github.com/nianlonggu/
SciLit and a video demonstrat-
ing the system can be viewed at
https://youtu.be/PKvNaY50glY

2 SciLit

Figure 1 shows the workflow of our system. A liter-
ature discovery module receives a context text and
keywords provided by a user and recommends a
list of relevant papers that are semantically similar
with the context and that match the keywords used
as Boolean filters (Gokge et al., 2020). For each
recommended paper, an extractive summarizer se-
lects a short list of sentences from the full text as
highlights. From the target paper selected by the
user, a citation generation module takes the abstract
together with the context and keywords as inputs
and generates a citation sentence that references the
target paper and that fits the context and keywords.

We define the context as the text before a cita-
tion sentence because we focus on the workflow of
first finding papers and then writing citation sen-
tences, rather than finding the missing citation in a

Prefetch

9.8.'% .9

keyword N‘erérrerérl;lre;iaﬁt‘)o @
Boolean filter Search

Database
Remove

duplicates g

-y

@ > Prefetch -
Database @

Figure 2: Schematic of literature retrieval. From each
database, candidate documents are prefetched by a cas-
cade of keyword boolean filter and embedding-based
nearest neighbor search. Then, candidate documents are
reranked by a fine-tuned SciBERT.

given sentence as in Gu et al. (2022b); Medi¢ and
Snajder (2020). The user-provided keywords are
optional. When no keywords are explicitly given
during training and evaluation of our system, we
use the keywords occurring in both the context, the
cited paper, and the citation sentence as a substi-
tutes for user-provided keywords.

2.1 Literature Discovery

The literature discovery module takes as inputs the
context and keywords and recommends papers that
are worth citing in the current context. To strike
a balance between query accuracy and speed on
large scientific corpora, our document discovery
module employs a two-stage prefetching-ranking
strategy (Gu et al., 2022b) (Figure 2). For each
scientific corpus, we build a database and create an
efficient prefetching model that we use to pre-filter
Ny, (see the discussion of IV, in Table 2 and Section
3.2) candidate documents based on the provided
keywords and context. After removing duplicates,
we re-rank the prefetched documents from each
database to produce the final order.

Databases. We dump each corpus into a separate
SQLite (Hipp, 2000) database to allow flexibility in
deploying and updating of independent prefetching
servers. We further process documents from differ-
ent corpora into a unified JSON schema so that we
can use the same codebase to index, query, sum-
marize, and display documents from different cor-
pora. The JSON schema includes “Title”, “Author”,
etc., for metadata, and “Content.Abstract_Parsed”,
“Content.Fullbody_Parsed” for parsed full text, The
details are given in Appendix B.

Prefetching. The prefetching model of a given
SQLite database consists of an inverted index and
an embedding index. The inverted index stores the
paper IDs of all publications that contain a given
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Corpus Databases Inverted Index Embedding Index
#of # papers with until keywords # of data storage embedding storage

papers fullbody date length keywords format size dimension size
S20RC  136.60 M 1244 M 2020-04-14 1.20 B 769 GB 169 GB
PMCOA 2.89M 273 M 2022-06-17  unigram, bigram 0.30B sqlitedict 145 GB 256 2.9 GB
arXiv 1.69 M 1.69 M 2022-07-28 0.15B 77 GB 1.7 GB

Table 1: Statistics of our literature discovery system. We indexed S20RC (Lo et al., 2020), PMCOA (of Medicine,
2003), and arXiv (Kaggle, 2022), which contain large numbers of recent scientific papers in diverse fields.

keyword, such as a unigram like “computer” or a
bigram like “machine learning”, where the paper
ID is a unique identifier using which we can re-
trieve the paper’s content from the database. The
embedding index is formed by the embeddings
of all papers in the database. Embeddings are
256-dimensional vectors computed by Sent2Vec
(Pagliardini et al., 2018) (we simply average the
embeddings of all words in a document). We train
Sent2Vec using sentences obtained from the full
text of the papers contained in S20RC.

Using the keywords and a specific syntax, we
first perform Boolean filtering (Gokge et al., 2020)
of the inverted index. For example, given “POS
tag;2010..2022”, we will filter papers published be-
tween 2010 and 2022 that mention “POS tag”. The
filtered papers are then ranked based on the cosine
similarity between the papers’ Sent2Vec embed-
dings and the context embedding. Such a hybrid of
lexical filtering and semantic ranking allows users
to find papers that are semantically similar to the
context and that flexibly meet a constrained search
scope.

Statistics for the database and indexing system
are reported in Table 1. Details of the indexing
implementation are shown in Appendix C.
Duplicate Removal. Since corpora can overlap,
the prefetched candidates from multiple corpora
can contain duplicate items. To remove duplicated
candidates, we check the title and authors and keep
only one record per paper for reranking.
Reranking. We use SciBERT (Beltagy et al., 2019)
to rerank prefetched candidates, aiming at highly
ranking papers that can be cited given the context
and keywords. We follow Gu et al. (2022b) to com-
pute an affinity score as follows: we pass an input
text “[CLS]query[PAD]paper[PAD]” to SciBERT,
where the query q is a concatenation of the context
and the keywords, and paper d is a concatenation
of the title and the abstract of the candidate paper.
The encoded output of the “[CLS]” token is passed
to a linear layer, which outputs a scalar s(q, d) that

we interpret as the affinity score between the query
q and the paper d. To train the reranker, we use the
cross-entropy loss:

exp s(q,d”)

L =—log N —,
exp s(q,d™) + > ;2 exp s(q, d; )(1

where d7 is the paper actually cited in the query,
and d; is one of N(NN = 10) uncited papers that
are randomly sampled from prefetched candidate
at each training iteration.

2.2 Extractive Summarization

The extractive summarization module extract a
short list of sentences from the full text of a pa-
per to highlight the main points to a reader. We
choose the summary to be extractive rather than
abstractive to prevent readers from being misled
by the potential hallucinations introduced in ab-
stractive summarization models (Nan et al., 2021;
Xu et al., 2020; Wang et al., 2020). The extractive
summarization model must efficiently select sen-
tences from a given document so that users do not
experience obvious delays.

In this paper, we employ MemSum, an RNN-
based extractive summarizer that models the ex-
traction process as a Markov decision process in
a reinforcement learning framework. MemSum
has been trained on the PubMed dataset Gu et al.
(2022a) and it can summarize long papers with-
out exhausting GPU memory due to its lightweight
model structure. Also, MemSum is computation-
ally efficient, taking only 0.1 sec on average to sum-
marize a paper. These features make it a suitable
model for our extractive summarization module.

2.3 Citation Generation Module

The citation generation module acts as an abstract
summarizer that takes as input the context, the key-
words, and the target paper to be cited; it then
generates a sentence that cites the target paper and
narrates it in context.
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Figure 3: The architecture of our platform. The direc-
tion of an arrow represents the direction of data flow.

By providing keywords as inputs to a sequence-
to-sequence model, our input differs from previ-
ous works on automatic citation generation (Ge
etal., 2021; Xing et al., 2020b), which use only the
context as inputs but no keywords. We consider
keywords to be an important source of input be-
cause we believe that authors usually have a clear
intention when citing a paper, and a keyword can
sometimes more easily convey this intention than
a long text. In the case shown in Figure 1, for
example, after writing the context “MAX pooling
performs worse than MEAN pooling”, the author
naturally intends to discuss papers about “MAX
pooling”. Therefore, the keyword “MAX pooling”
should be used as a thematic cue for citation sen-
tence generation. Moreover, making the citation
generation model conditional on keywords also al-
lows users to fine-tune the generated citation text
by simply adjusting the keywords, thus making the
system interactive and conveniently tunable.

To make the generation conditional on context,
keywords, and cited papers, we fine-tuned a TS
(Raffel et al., 2020) so that its input is a concatena-
tion of three attributes: keywords, context, and the
abstract of a cited paper, each preceded by a spe-
cial field name to make attributes distinguishable
to the model: keywords: XXX. context:
XXX. target abstract: XXX. The cor-
responding decoding output is the actual citation
sentence that cites the target paper.

2.4 Microservice-based Architecture

We build our platform as a network of microser-
vices (Figure 3). An API gateway routes requests
from the frontend to the target microservice on
the backend. The microservices run separate mod-
ules on their respective Flask servers (Aggarwal,
2014) and communicate with each other by sending
HTTP requests and waiting for responses. When
a query request arrives, the API gateway forwards
the query to the literature discovery service, which
calls the prefetching and reranking services to get
the reranked IDs. The API gateway then sends the
paper IDs to the extractive summarization service
to receive the highlights of each recommended pa-
per. The gateway also sends the context, keywords,
and recommended paper IDs to the citation gen-
eration service to suggest citation sentences. The
database interface service manages the databases
of multiple scientific corpora and provides a uni-
fied interface to access the paper content given
its ID. Each microservice runs in an independent
environment, which makes it easy to upgrade back-
end systems online, such as adding or removing a
database or updating an algorithm.

3 Evaluation

In this section, we first show how SCILIT works
and then we evaluate its performance.

3.1 Demonstration

Our user interface runs on a web page (Figure 4)
created with ReactJS!. The left sidebar is an input
panel where users can enter context and keywords
and trigger a query by clicking the search button.
Retrieved papers are displayed in the search-results
panel on the right. Users can scroll up and down
or paginate to browse through the recommended
papers. Each paper is accompanied by highlights
and a suggested citation sentence generated by our
extractive summarization and citation generation
services, respectively. Users can cite a paper by
clicking on the cite button and the suggested cita-
tion sentence will jump to the editing area on the
left where users can tweak the sentence by chang-
ing keywords and clicking on the fine-tune genera-
tion button, or they can edit the sentences manually.
Exporting citation information is also supported.

"https://reactijs.org/
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Context Text

Since the development of BERT there have
been many efforts towards adding or
modifying the pretraining tasks.

Keywords
span selection

<
m FINETUNE GENERATION &

Selected Citation Text

Span-BERT #CIT masks contiguous random
spans instead of random tokens, and trains

the span boundary representation to predict
the entire content of the masked span.

EXPORT CITATION

+ We explore the few-shot setting of extractive question answering, and demonstrate that existing methods, based on fine-tuning
large pretrained language models, fail in this setup. B

* We propose a new pretraining scheme and architecture for span selection that lead to dramatic improvements, reaching

surprisingly good results even when only an order of a hundred examples are available. #

99 For example, recurring span selection #CIT masks all recurring spans but one, and asks the model to select the correct span in
the passage for each masked span.

VIEW FULLTEXT v

SpanBERT: Improving Pre-training by Representing and Predicting Spans
M Joshi, D Chen, Y Liu, et al. Transactions of the Association for Computational Linguistics, 2019
@
- In this paper, we introduce a span-level pretraining approach that consistently outperforms BERT, with the largest gains on
span selection tasks such as question answering and coreference resolution. B
+ We present SpanBERT, a pre-training method that is designed to better represent and predict spans of text. #2
* Our method differs from BERT in both the masking scheme and the training objectives. #

- Second, we introduce a novel span-boundary objective (SBO) to train the model to predict the entire masked span from the
observed tokens at its boundary. ®:

* Spanbased masking forces the model to predict entire spans solely using the context in which they appear. &

- We presented a new method for span-based pretraining which extends BERT by (1) masking contiguous random spans, rather
than random tokens, and (2) training the span boundary representations to predict the entire content of ... #&

= Together, our pre-training process yields models that outperform all BERT baselines on a variety of tasks, and reach

substantially better performance on span selection tasks in particular. B

99 Span-BERT #CIT masks contiguous random spans instead of random tokens, and trains the <pan boundary representation to
predict the entire content of the masked span.

VIEW FULLTEXT v

Figure 4: Overview of the user interface. The context text comes from the related work section in Glass et al. (2020).

N time Recall @K (R@QK) Model Rouge-1 Rouge-2 Rouge-L
7 (s/query) R@] R@5 R@I0 R@20 R@50 R@I00
BertSum (Liu, 2019) 42.53 16.89 39.18
50 2.02 0.107 0208 0263 0305 0327 0331 MemSum (Gu et al., 2022a)  46.40* 19.61* 42.66*
100 255 0096 0215 0278 0328 0384 0.401
200 326  0.095 0220 0275 0339 0420 0452 . L.
300 393 0095 0204 0273 0330 0422  0.482 Table 3: The extractive summarization performance.

“*" indicates statistical significance in comparison to

Table 2: Paper retrieval performance measured by the
recall of the top K recommendations. N, denotes the
number of prefetched candidates per corpus.

3.2 Performance

Evaluation Dataset. We evaluated SCILIT on a
test set containing 1530 samples, mainly from pa-
pers published in 2022 in the fields of computer
science and biomedical science. Each sample con-
tains the following information: 1) context, up to
6 sentences preceding the citation sentence and
within the same section; 2) keywords, up to 2 uni-
or bi-grams that occur in all of the context, the ci-
tation sentence, and the cited paper; 3) ID of the
cited paper; 4) the citation sentence following the
context, which is the ground truth for evaluating
generated citations. For quality control, we only
include citation sentences in the test set that cite
one paper.

Paper Retrieval. For each sample in the eval-
uation dataset, we use context and keywords as
queries and invoke the literature search service to

baselines with a 95% bootstrap confidence interval.

first prefetch V), candidates from each of the three
corpora (S20RC, PMCOA, and arXiv). We re-
move duplicates and then we rank the prefetched
candidates. The top K recommendations serve to
evaluate the retrieval performance (Table 2). We
observed that for large K (K = 50,100), the re-
call increases as N, increases, whereas for small
K(K = 5,10,20), the recall first increases and
then starts to decrease, indicating that the rerank-
ing performance is impacted by more prefetched
candidates. We choose IV, = 100 as the default
value, which was fast and achieved the best perfor-
mance for R@10.

Extractive Summarization. To evaluate the sum-
maries, following Zhong et al. (2020); Xiao and
Carenini (2019), we computed the ROUGE F1
scores between the summary sentences extracted
from the full body and the corresponding ab-
stract. MemSum significantly outperformed Bert-
Sum (Liu, 2019), a Bert-based summarizer that
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generation pipeline Rouge-1 Rouge-2 Rouge-L
generation-only 32.96 9.19 24.52
Best of top 1 paper 28.62 6.00 21.05
Best of top 5 papers 34.92 9.59 26.23
Best of top 10 papers 36.83* 10.98* 28.10*

Table 4: The performance of citation generation.

retrieval

(N, = 100) R@l R@5 R@I0 R@20 R@50 R@100
wkeywords  0.096 0215 0278 0.328 0.384 0.401
w/o keywords 0.013  0.050 0.085 0.125 0.199 0.250
citation generation Rouge-1 Rouge-2 Rouge-L

w keywords 32.96 9.19 24.52

w/o keywords 26.57 5.56 20.39

Table 5: Ablation study on retrieval and citation gener-
ation performance.

requires truncation of long documents, indicating
the effectiveness of MemSum in extractively sum-
marizing scientific documents.

Citation Generation. To evaluate our joint re-
trieval and citation generation pipeline, we let our
system first recommend papers based on context
and keywords and then we let it generate K cita-
tion sentences, one for each of the top K recom-
mended papers. Then, we calculate the ROUGE F1
score between the ground truth citation sentence
and each of the K sentences and record the high-
est ROUGE F1 score of them. We compared the
“Best-of-top- K pipeline to the “generation-only”
pipeline, where we directly provide the truly cited
paper for citation generation.

We observed that for X = 5 and 10, the “Best-
of-top- K pipeline achieved significantly higher
ROUGE scores than the "generation only" pipeline
(Table 4), indicating that the paper retrieval mod-
ule contributes positively to the citation generation
process and increases the chance of suggesting ap-
propriate citation sentences. We believe that this
result further supports our idea of developing an
integrated system for joint retrieval and generation.

3.3 Ablation Study

To analyze the impact of keywords, we evaluated
retrieval and generation systems without keywords.
For document retrieval, we first prefetch IV, = 100
candidates from each corpus and then rank them
based on context only. For citation generation, we
trained a TS model to learn to generate citation
sentences with only the context and the title and
abstract of the cited paper and evaluated it on the

evaluation dataset. We observe a significant degra-
dation in the performance of literature retrieval and
citation generation (Table 5), which demonstrates
the utility of keywords for recommending relevant
papers and generating accurate citations on our
platform.

4 Related Work

Recently, Al-driven platforms focused on literature
recommendation and scientific paper summariza-
tion have been proposed. (keywords: plat form,
paper: #2) One such platform is Al Research
Navigator (Fadaee et al., 2020), which com-
bines classical keyword search with neural re-
trieval to discover and organize relevant literature.
(keywords: scientific; summarization;
platform, paper #3) Another platform is Anne
O’Tate, which supports user-driven summariza-
tion, drill-down and mining of search results from
PubMed, the leading search engine for biomed-
ical literature (Smalheiser et al., 2021). (key-
words: related work generation, paper
#9) Chen and Zhuge (2019) automatically gener-
ates related work by comparing the main text of
the paper being written with the citations of other
papers that cite the same references.

In the previous paragraph, the italicized citation
sentences are generated from SCILIT. In generat-
ing each sentence, we use all the preceding sen-
tences in the paragraph as contexts and use the key-
words in parentheses to obtain the recommended
papers and the corresponding citation sentences.
The paper index in parentheses indicates the ranked
order of recommended papers.

5 Conclusion and Future Work

This paper demonstrates SCILIT, a platform for
joint scientific literature retrieval, paper summa-
rization, and citation generation. SCILIT can effi-
ciently recommend papers from hundreds of mil-
lions of papers and proactively provides highlights
and suggested citations to assist authors in reading
and discussing the scientific literature. In addition,
our prefetching, reranking, and citation generation
system can be condition