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Introduction

Welcome to the fourth edition of the NLLP (Natural Legal Language Processing) Workshop, co-located
with the 2022 Conference on Empirical Methods in Natural Language Processing.

Different industrial sectors have embraced natural language processing (NLP) technologies, which have
altered services and products in healthcare, finance, education among others. The legal domain provides
enormous potential for generating interesting research problems. Electronic tools are increasingly used
for all types of legal tasks and that use is predicted to grow sharply. By its very nature, the practice of
law necessarily involves the analysis and interpretation of language. The potential for NLP applications
to provide benefit to practitioners of law and consumers of legal services around the world is enormous.
We organized this workshop to bring together researchers and practitioners from around the world who
develop NLP techniques for legal data. This is an exciting opportunity to expand the boundaries of our
field by identifying new problems and exploring new data as it interacts with the full inventory of NLP
and machine learning approaches. In this spirit, the Organizing and Program Committee was assembled
to include researchers from both academia and industry, from NLP and legal backgrounds.

We were interested in the following types of papers: (1) applications of NLP methods to legal tasks;
(2) experimental results using and adapting NLP methods in legal documents; (3) descriptions of new
legal tasks for NLP; (4) creation of curated and/or annotated resources; (5) descriptions of systems which
use NLP technologies for legal text; (6) industrial research in this area and (7) interdisciplinary position
papers.

We again received a record number of submissions. Out of 56 submissions, we accepted 33 papers for
an overall acceptance rate of 58.9% percent. Out of the 33 accepted papers, 25 were long and 8 are short.
These also include 3 original papers submitted as non-archival, in order to accommodate publication of
the work at a later date in a conference or journal. All papers were reviewed by at least 3 members of the
Program Committee. In addition, we also offered a venue for presentation for 6 papers accepted to the
Findings of EMNLP 2022 on the above topics. All papers were invited to have an oral presentation and
in-person attendees are also invited to join a poster session over lunch.

The papers cover a wide range of topics including new data sets for legal NLP, demos, legal perspec-
tives on NLP topics and data rights, methods for dealing with legal documents including processing of
long documents, domain adaptation, privacy-aware models and active learning as well as applications of
NLP tasks to legal documents including retrieval, information extraction, simplification, extractive and
abstractive summarization, generation, named entity recognition, segmentation, document similarity,
stance detection and argument reasoning.

We thank our invited speaker Professor Michael A. Livermore from the University of Virginia School of
Law for accepting our invitation. In the tradition of past NLLP workshops, the invited speaker is a legal
scholar with an interest in empirical methods for legal analysis including NLP methods. For this edition,
we are also hosting a panel From NLLP to legal NLP: The Future of the Field.

We thank everyone who expressed interest in the workshop, all authors of submitted papers, members
of the Program Committee who did an excellent job at reviewing papers given a short turnaround time,
everyone attending the workshop, the EMNLP 2022 conference for hosting us and the workshop and pu-
blication chairs for their support. We thank our sponsors — LBox, Bloomberg and the European Research
Council Starting Grant project HUMANads — for their contributions.

The NLLP Workshop organizers.

http://nllpw.org/workshop
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Keynote Talk: Finding the Law

Mike Livermore
University of Virginia School of Law

Abstract: This presentation will examine challenges in finding the law, for both legal practitioners and
scholars engaged in the computational analysis of law. For the practitioner, the challenge is one of search,
a process that can be modeled and studied. Although undertheorized, law search has substantial jurispru-
dential and practical consequences that are only begining to be explored. For the computational scholar,
challenges of selection and data bias are pervasive, and credible scholarship must ground descriptive and
causal analyses in the actual processes that generate the data available for study.

Bio: Michael A. Livermore is a Professor of Law at the University of Virginia. He is one of the early
scholars involved in a new research paradigm in legal scholarship that uses computational text analysis
tools to study the law and legal institutions. Livermore is the author of dozens of academic works, which
have appeared in top law journals as well as peer-reviewed legal, scientific, and social science journals.
With Daniel N. Rockmore, he edited Law as Data: Computation, Text, and the Future of Legal Analysis
(Santa Fe Institute Press, 2019). Livermore hosts the Online Workshop on the Computational Analysis of
Law, a global forum for scholars to present cutting-edge research in this area. Livermore is also a leading
expert on the use of cost-benefit analysis to evaluate regulation. Prior to joining the faculty, Livermore
was the founding executive director of the Institute for Policy Integrity at New York University School
of Law, a think tank dedicated to improving the quality of government decision-making. He is a public
member of the Administrative Conference of the United States.
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On Breadth Alone: Improving the Precision of Terminology Extraction
Systems on Patent Corpora

Sean Nordquist
New York University
nordquist@nyu.edu

Abstract

Automatic Terminology Extraction (ATE)
methods are a class of linguistic, statistical, ma-
chine learning or hybrid techniques for identi-
fying terminology in a set of documents. Most
modern ATE methods use a statistical measure
of how important or characteristic a potential
term is to a foreground corpus by using a sec-
ond background corpus as a baseline. While
many variables with ATE methods have been
carefully evaluated and tuned in the literature,
the effects of choosing a particular background
corpus over another are not obvious. In this
paper, we propose a methodology that allows
us to adjust the relative breadth of the fore-
ground and background corpora in patent docu-
ments by taking advantage of the Cooperative
Patent Classification (CPC) scheme. Our re-
sults show that for every foreground corpus,
the broadest background corpus gave the worst
performance, in the worst case that difference is
17%. Similarly, the least broad background cor-
pus gave suboptimal performance in all three
experiments. We also demonstrate qualitative
differences between background corpora — nar-
rower background corpora tend towards more
technical output. We expect our results to gen-
eralize to terminology extraction for other legal
and technical documents and, generally, to the
foreground/background approach to ATE.

1 Introduction

Terminology extraction is the process by which
specialized and domain-specific words and phrases
are extracted from a set of documents. These tech-
niques are actively used and researched to iden-
tify trends in technical documents, create domain
glossaries, and improve the readability of technical
documents, among their many uses. Automatic Ter-
minology Extraction (ATE) methods are the class
of linguistic, statistical, machine learning, or hy-
brid techniques designed to identify terminology
in a specialized set of documents. ATE now covers

1

Adam Meyers
New York University
meyers@cs.nyu.edu

a broad class of methods that are in real use today
and continues to receive research attention.

Most modern ATE methods take advantage of
a statistical measure of how important or charac-
teristic a potential term is to a foreground corpus
by using a second background corpus as a baseline.
Systems that use these statistics rely on an assump-
tion that the foreground corpus is specialized and
the background corpus is less specialized. The sta-
tistical methods can then use relative frequencies
in the less specialized corpus and compare them to
the specialized corpus — if a term is significantly
more common in the specialized than the unspe-
cialized, we may have identified a domain-specific
term. Techniques that use this statistical strategy
work well. While many variables with ATE meth-
ods have been carefully evaluated and tuned in the
literature, the effects that come from choosing a
particular background corpus over another are not
obvious. More specifically, what would happen if
one were to use a more broad background corpus
that contained a wider variety of subject matter?

This paper presents an experiment carried out
with Termolator (Meyers et al., 2018), a high-
performing open-source ATE system. The system
allows for the specification of a foreground corpus
consisting of the target topic area and a background
corpus that can be customized. We explore the re-
sults from running this test on three distinct patent
topic areas, using the Cooperative Patent Classi-
fication (CPC) scheme to curate five background
corpora for each foreground. Our results show that
the choice of background corpus has a significant
effect on the precision of the words extracted.

For every foreground corpus, the broadest back-
ground corpus gave the worst performance, in the
worst case that difference is 17%. Similarly, the
least broad background corpus gave suboptimal
performance in all three experiments. Indeed, the
ideal background corpus seemed to occupy some
middle position — broader than the foreground cor-

Proceedings of the Natural Legal Language Processing Workshop 2022, pages 1 - 11
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pus, but not too general either. For example, we
found that highest results (72% precision) for a
foreground of semiconductor (HO1L 21) patents
was derived from a background of patents related
to electricity (H), which is more general than "elec-
tric solid state devices" (HOIL) and more specific
than patents in general or than a combination of
patents and non-patents.

We perform a qualitative analysis of words ex-
tracted to see how different background breadths
affect the words extracted. For example, when the
top 100 term candidates from the data input patent
foreground corpus were analyzed, the most general
background corpus produced a set of terminology
that, while technical, was less characteristic of data
inputs than the all patent background corpus (e.g.,
the most general corpus: fingerprint sensor, so-
cial media vs. a patent corpus: focal vergence,
selectable interaction element).

We expect that our results will generalize
to terminology extraction for other legal and
technical documents and, generally, to the fore-
ground/background approach to ATE.

2 Related Work

The definition of ’terminology’ in the context of
ATE systems is still a point of discussion in modern
literature (Rigouts Terryn et al., 2020). In this study
we use the word terminology to describe special-
ized language that is domain specific. Notionally,
we distinguish a word or phrase as terminology if it
is sufficiently specialized that a typical naive adult
would not be expected to know the meaning of the
term (Meyers et al., 2018).

ATE methods are generally split into 3 differ-
ent categories: linguistic, statistical, and hybrid.
Linguistic methods use linguistic features such as
parts of speech patterns and chunking to extract
term candidates. Statistical methods usually use a
statistical measure of how characteristic a term is to
a foreground corpus by comparing it to a baseline
background corpus. Hybrid methods combine the
linguistic and statistical methods, usually by using
linguistic methods to identify term candidates and
the statistical methods to rank the candidates.

The statistics in the hybrid methods work by
comparing a foreground corpus from which ter-
minology should be extracted, with a background
corpus which serves as a baseline to identify terms
characteristic of the foreground. The use of a fore-
ground and a background corpus (or sometimes

an analysis and reference corpus, respectively) has
existed for a long time (e.g. (Kageura and Umino,
1996; Tomokiyo and Hurst, 2003; Drouin, 2003)).
The intuition is that by using and combining these
statistics, one can rank the words and phrases which
are most likely to be specialized language from the
foreground higher. A variety of statistics have been
used in the literature (e.g. TF-IDF, KL divergence,
etc.) (Kosa et al., 2020).

The assumption behind using a foreground and
background corpus is that the foreground is suffi-
ciently specialized and the background corpus is
sufficiently general that the way they use potential
terms will be different. This assumption is power-
ful and effective and has led some research to stick
to a single general background corpus (Drouin,
2003) and some research to allow varying back-
ground corpora (Meyers et al., 2018).

By taking advantage of both linguistic and sta-
tistical techniques, hybrid methods have proven to
be some of the most effective in ATE for the last
decade (Macken et al., 2013; Rigouts Terryn et al.,
2020). While most systems now fall into the hy-
brid category, there is growing interest in machine
learning methods for ATE with a variety of method-
ologies (Kucza et al., 2018; Hitty and Schulte im
Walde, 2018). In this paper we use an open-source
hybrid method called Termolator that combines
chunking and statistical ranking of term candidates
using two corpora: the foreground corpus and the
background corpus (Meyers et al., 2018).

Termolator is a flexible hybrid ATE system that
allows us to vary the background corpus for a given
foreground corpus. We are assuming that Termola-
tor is representative of other hybrid systems which
use a foreground and background corpus in the
same way. We believe this is a valid assumption
because such ATE systems are based on the idea
that comparing the distribution of terms candidates
across two different corpora helps identify them.
Terms that appear frequently in foreground doc-
uments but not background documents are more
likely to be terms and vice versa. We do not make
any assumptions about the relative performance of
Termolator and other comparable systems.

In this work, we focus on patents, a technical
document in the legal domain, and the relationship
between foreground and background corpora. We
examine how the choice of background corpora
might affect the performance of existing systems
and the output of those systems.



Drouin et al. (2020) discussed how the distance
between foreground and background corpora af-
fects terms in unspecialized corpora. However,
their paper focuses on design choices to optimize
ATE for unspecialized corpora, like news articles.

3 Experimental Setup
3.1 Data Set

Patents will be the main document of study. We
used the United States Patent Office Bulk Storage
System to download all patent grants from the years
2016 to 2022. This will be the set of patents we
sample from to construct our corpora. We also com-
bine the Open American National Corpus (OANC)
(Ide and Suderman, 2006) with a sample of patents
to construct our general corpus.

3.2 Foreground Corpora

To better understand the generalizability of our re-
sults across other patent subject areas, we conduct
experiments using corpora in three different sub-
ject areas. Each foreground corpus corresponds
to a CPC classification code that corresponds to a
particular “group” in the CPC scheme. The cor-
pus is created by sampling 5,000 patents from each
of these “groups.” We chose to sample from the
"group” rather than the "subgroup" because in most
cases subgroups did not have enough patents in that
time period for the experiment.

Table 1 shows the patent CPC codes from which
we will sample documents for our foreground cor-
pora. We select these three topic areas because they
provide a good range of technical topics and types
of terminology to test across.

3.3 Breadth of Corpora

We define the breadth of a patent corpus as how
much variety in subject matter there is in the cor-
pus. Reducing the problem of breadth to similarity
opens us to a significant amount of existing re-
search in computational linguistics on the problem.

Understanding how semantically similar two sets
of words, documents, or corpora are is an important
problem in natural language processing. Saying
two texts are similar relies on an explicit normative
definition of what makes them similar (Bir et al.,
2011). Without a taxonomy that all speakers of
every language agree on, little can be done to create
a universal concept of similarity. A specialist, for
example, has a richer and deeper ontology than
a layman that will change the relative similarities

of words and concepts. The precise layout of that
ontology is based on circumstances such as what
was being researched at the time and the interests
of the people involved. Even word embeddings —
our best attempt at making the problem numeric —
do not assign a transparent measure of magnitude
to semantic similarity (Faruqui et al., 2016).

Reconciling all the potential taxonomies that ex-
ist or that could exist is beyond this paper. We
need not, however, look at precisely how much
broader a corpus is than another, just the fact that it
is broader. If we examine breadth as a measure that
monotonically increases with the addition of dis-
similar documents, we can define an ordinal notion
of breadth that would serve our purpose. In other
words, we need not look at precisely how much
more broad a corpus is than another, just the fact
that it is more broad. In effect, we create a rank-
ordering of our patent corpora that will correspond
to five different breadths (Stevens, 1946).

3.4 Background Corpora

To create our background corpora, we use the
Cooperative Patent Classification (CPC) scheme.
CPC is a classification system that classifies all US
patent grants. The CPC scheme defines a hierarchy
that organizes patents into sections, classes, sub-
classes, groups, and subgroups (Table 2) (USPTO,
2016-2022). As one moves down the hierarchy,
one describes an increasingly specific set of patents.
The CPC scheme thus describes a tree of classifi-
cations with the patents themselves at the leaves.
Patents are always assigned a ‘main’ category
which we will focus on. Each patent’s main classi-
fication is a code in the format of "HOIL 21/02”.
We create a total of five background corpora of
increasing breadth: one CPC level removed, two
CPC levels removed, three CPC levels removed, a
corpus sampled from all patent topics, and a gen-
eral corpus composed of the OANC mixed with
a sample of patents, which we will refer to as
OANC+ !, To illustrate the curation process, we
use a “FO3G 7” foreground corpus as an exam-
ple. The first background corpus is sampled from
“FO3G” — one level above in the hierarchy. The
second background corpus is sampled from “F03”.
The third background corpus is sampled from “F”.
Finally, we create a general patent corpus, by sam-
pling from all CPC classification codes, which we

'We have released a version of OANC+ to the public at the
following link: https://drive.google.com/file/
d/1VNFzZb6DyrNozBxiBcf07C83A13PMORS/view


https://drive.google.com/file/d/1VNFzZb6DyrNozBxiBcf07C83A13PM0RS/view
https://drive.google.com/file/d/1VNFzZb6DyrNozBxiBcf07C83A13PM0RS/view

HO1L 21 “Semiconductors” Processes or apparatus adapted for the manufacture
or treatment of semiconductor or solid state devices
or of parts thereof

A61B 17 “Surgical Instruments”  Surgical instruments, devices or methods

GO6F 3 “Data Input” Input arrangements for transferring data to be pro-

cessed into a form capable of being handled by the
computer; Output arrangements for transferring data
from processing unit to output unit

Table 1: The 3 patent classes that make up our 3 different foreground corpora and our labels for them.

HOIL 21/02  Section H/Class 01/Subclass L/Group 21/Subgroup 02

HO1L 21 Section H/Class 01/Subclass L/Group 21
HOIL Section H/Class 01/Subclass L

HO1 Section H/Class 01

H Section H

Table 2: Cooperative Patent Classification hierarchy breakdown for a CPC code "HO1L 21/02’.

Figure 1: Diagram of the four different sampling levels
for a foreground corpus "FO3G 7°. Each increasingly
broad background corpus is constructed by sampling
one level higher in the CPC hierarchy.

refer to as the *All Patent’ corpus. We repeat this
process for each of the foreground corpora by sim-
ply moving up the hierarchy in each case. We see
this sampling process visually in Figure 1. At each
level we sample from a progressively wider range
of patents.

Finally, we also create a ‘general’ background
corpus. Ideally, the general background corpus will
consist of a variety of different types of documents

(court decisions, scholarly papers, patents, news ar-
ticles, etc.) that will serve as our broadest possible
background corpus. In addition, because we are
attempting to create a broader corpus — not just a
general contrasting corpus — we will also include a
sample of patents to make it broader according to
our definition. We use 5,000 total documents from
both the OANC and a general sampling of patents
to create our OANC+ background corpus (87.5%
OANC documents and 12.5% patents). Now we
have five total background corpora of five distinct
breadths, each of which will be run against our
foreground corpora using Termolator.

3.5 Annotation and Evaluation

For the purpose of annotation, we follow the con-
vention given in Meyers et al. (2018). We define
a valid term as a word or multi-word nominal ex-
pression that is specific to some technical field. A
valid term should be definable within the field and
reused. We do not consider term-like phrases to be
valid terms unless they are reused verbatim either
in the same or other documents. Next, we also
require that valid terms be sufficiently specialized
to a field’s technical language. For a term to be
considered specialized, a naive adult should not
be expected to know the meaning of the term. We
adopt the same intuitive model as Meyers et al.
(2018), asking would Homer Simpson — an ani-
mated television character who is a caricature of a
naive adult — know this term?

Following the evaluation strategy from Meyers



et al. (2018), we randomly sample 20 terms from
each fifth of the output for a total of 100 terms.
Then, we manually annotate each term as valid
terminology or not. From these annotated terms,
we can calculate a precision score that corresponds
to that run of Termolator.

To calculate recall, one would need to annotate
every document in the foreground corpus. For that
reason, calculating recall is a labor-intensive and
time consuming process when working with large
corpora. This task is uniquely difficult because
the experiment uses three 5,000 document-wide
foreground corpora and therefore would require
the annotation of 15,000 patents. In addition, the
annotation of these three particular patent corpora
do not serve a larger purpose at the moment. We
make a preliminary effort nonetheless to examine
a potential proxy for recall obtained by annotating
a small subsample of documents in 4.3.

We also examine the words themselves. Specif-
ically, we want to look at how the words change
as the background corpora change. First, we exam-
ine how the outputs change by determining agree-
ment between the output’s top 100 words. We also
perform a qualitative investigation of the terms ex-
tracted with each background corpus. We do this
by looking at where the outputs disagree and exam-
ining those differences.

4 Results

4.1 Precision Scores

Table 3 presents the precision scores across experi-
ments for all three foreground corpora. The scores
that correspond to the best-performing background
corpora for each analysis corpus are in bold.

Generally, we see the hybrid ATE method used
by Termolator works better on some patent topics
than others. For all three foreground corpora, we
tend to achieve the lowest precision with the most
general background corpus consisting mostly of
non-patent documents. Interestingly, the highest
precision is achieved at neither the most specific
corpus nor the most general corpus, which sug-
gests that the breadth of the background corpus is
a tunable parameter for hybrid ATE methods.

What happens to the precision scores? Examin-
ing the first foreground corpus consisting of semi-
conductor patents and its respective background
corpora, we notice a clear break that occurs be-
tween ‘HO1’ and ‘H’ on the CPC hierarchy. Be-

tween this break, precision jumps a full 11% from
61% to 72%. Precision falls marginally to 70% in
the ‘All Patents’ corpus and falls all the way to 45%
on the general corpus.

The second foreground corpus with surgical in-
strument patents is similar with a break occurring
in the exact same place jumping 6% from 72% to
78%. Yet again the general corpus performed con-
siderably worse than all other background corpus,
achieving a precision of only 50%.

The third foreground corpus consisting of data
input patents has a slightly different pattern. There
is a break that occurs between ‘G’ and ‘All Patents’
of a considerable 11%. However the general cor-
pus only performs marginally worse than the other
narrower patent categories, namely ‘G’ and ‘G06’.

Why do some background corpora perform bet-
ter than others? For the semiconductor patents,
the best performance (72%) was achieved when the
foreground corpus was compared to a background
corpus consisting of patents about electricity and
electrical devices. Using a background corpus that
consisted of only semiconductor related patents re-
sulted in worse performance (64%). This is likely
because the patents about semiconductors provide
a background corpus that is too similar to the fore-
ground corpus, as a result candidate terms which
are terminology are ranked lower than they should
be because they occur and co-occur too frequently
in the background corpus.

A similar rationale could be applied to the sur-
gical cutting instruments patents. The background
corpus about surgical instruments performed much
worse (70%) than the background corpus that con-
sisted of patents for human necessities.

The data input patents, on the other hand, did
not perform very well at all at the level where the
other two foreground corpora performed the best.
In fact, the second-worst performance was at that
level (50%). Instead, the best performance by far
was at the level of all patents (61%). This result
may be because the data input patents appear in
general to use less specialized language than the
other two patent categories.

The general background corpus resulted in the
worst performance in all three cases. This result in-
dicates that the wide ranging classes of documents
of various technical and non-technical types do not
establish as good of a frequency and co-occurrence
baseline as documents of the same type.



HOIL HO1 H All Patents OANC+
Semiconductors HO1L 21 0.63 0.61 0.72 0.70 0.45
A61B A6l A All Patents OANC+
Surgical Instruments A61B 17  0.70 0.72 0.78 0.77 0.50
GO6F GO06 G All Patents OANC+
Data Input GOG6F 3 0.55 050 0.50 0.61 0.47

Table 3: Precision scores of Termolator after being run on three distinct foreground corpora and their corresponding

five background corpora of increasing breadth.

What do these results mean? This analysis re-
veals that there is not a set distance at which all
background corpora can be placed optimally when
extracting terminology from patents. In fact, it
appears the optimal choice is dependent on the
foreground corpus. Moreover, the results taken in
full suggest that for each foreground corpus there
exists some ‘optimal’ background corpus that can
be used to optimize for precision. At this point, the
breadth of the optimal background corpus seems to
be a variable that needs to be tuned for.

Generally, however, we are able to give some
specific prescriptions. Our results suggest that it
is important to choose a background corpus that is
composed of the same types of documents as your
foreground corpus if enough of them exist. What
this means in general is if one is running an ATE
system on a set of scholarly papers about sorting
algorithms, using news articles as a background
corpus would likely not result in the best precision;
rather, one would prefer to use a set of scholarly
documents from all of computer science or perhaps
scholarly documents from a range of disciplines as
the background corpus.

4.2 Word Analysis

Conducting any rigorous analysis of the qualities
of these words is challenging and outside the scope
of this paper; instead, we will focus on a qualitative
analysis of observations from the words using the
intuitive model we described in the annotation step.
Each run (we discussed 15 runs above) of Termo-
lator produces 5,000 output words. To narrow our
investigation, we will only be looking at the top
100 words from each run.

We begin by examining how the top terms vary
across the runs. A matrix is used to show the num-
ber of words each run, using each background cor-
pus, agrees on. Next, because each output is from
the same foreground corpus, many of the words
across the top 100 term outputs will be shared,

2 g |° |§ ¢
O 5 <
- ®)
<
GOG6F | 100 | 91 8 |8 |75
G06 100 | 88 8 |73
G 100 | 91 79
All Patents 100 | 82
OANC+ 100

Table 4: Number of terms shared in the output of the
run with each background corpus with the Data Input
’GO6F 3’ foreground corpus.

however, we are most interested in what one back-
ground corpus picked up but another background
corpus did not. For that reason, we will be look-
ing at the term candidates the runs did not agree
on. In other words, the term candidates that were
extracted using one background corpus, but not the
other, and vice versa. We will start our discussion
with the patent category GO6F 3.

Table 4 shows the share of the top 100 terms that
are the same between each pair of background cor-
pora used with patent class GO6F 3. We notice that
corpora that are further away from each other in the
CPC hierarchy have fewer words in common. This
difference is explained by the difference in the con-
tents of the background corpora. This confirms that
our notion of ordinal breadth of the background
corpora has a significant effect on the top terms
extracted. Specifically, the greatest disagreement
occurs between the second most specific corpus
(G06) and the most general corpus (general) with
only 73% agreement. Whereas, the greatest agree-
ment occurred between corpora that are adjacent in
the hierarchy (GO6F and G06; G and All Patents).

Table 5 shows the term candidates extracted us-
ing the All Patent background corpus but not the
OANCH+ background corpus in the left column and
the vice versa in the right column. Term candidates



All Patent But Not OANC+

OANC+ But Not All Patent

EXTENSION APP

DATA PROCESSING ENGINE
VEHICLE DATA PARAMETER
SELECTABLE INTERACTION ELEMENT
SELECTABLE INTERACTION
MULTI-FUNCTIONAL INPUT BUTTON
HIGHLIGHT MESSAGE

GRAPHICAL ASSET

FOCAL VERGENCE

ENVIRONMENT CONTENT

CLIP AREA

USER INPUT ATTACHMENT

UNIT TOUCH

TOUCH SENSOR SURFACE

TOUCH NODE

PROCESS MANAGEMENT SERVICE
POSITION POINTER

PORTABLE MEDIA DEVICE

FINGERPRINT SENSOR
TARGET VOLUME
SOCIAL MEDIA

HEAD NODE

VIEW ANGLE
SURROUND VIEW

PHY

DISPLAY VIEW
DETECTOR ELEMENT
VIBRATION DEVICE
UNIT MEMORY
SUBARRAY

SERVICE REQUEST
SELECTION INDICATOR
PRESENTATION DEVICE
OPERATION REGION
MULTI-FUNCTIONAL
INPUT METHOD EDITOR

Table 5: Potential terms that were extracted using the All Patent background but not OANC (left column) and the
OANC but not the All Patent background (right column) with the *GO6F 3’ foreground corpus.

All Patent But Not OANC+ | OANC+ But Not All Patent
REMOVAL MAP HEATER ELEMENT
Q-CARBON SHIELD PLATE
PROTECTOR LAYER LIQUID LEVEL

N-TYPE GALLIUM OXIDE SUBSTRATE | FLUID MIXTURE
LIQUID NOZZLE DIW

GROUND SECTION DEVICE PACKAGE
FRONT OPENING UNIVERSAL POD CARRIER STRUCTURE
CERAMIC POROUS BODY SIDEWALL STRUCTURE
VERTICAL SEMICONDUCTOR FIN CONDUCTIVE POWDER
THERMAL CENTER BIAS GENERATOR
SURFACE WF TUNNEL FET
POLYOLEFIN SHEET STRESS LAYER
OPTICAL MATERIAL LAYER EPITAXIAL FIN

MEOL LAYER CARRIER WAFER

I1I-V COMPOUND LAYER CARBON PRECURSOR
HOLDING ARM C1-C10

Table 6: Potential terms that were extracted using the All Patent background but not OANC (left column) and the
OANCH+ but not the All Patent background (right column) with the * HOIL 21’ foreground corpus.
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HOIL || 100 | 85 79 76 69
HO1 100 | 79 78 72
H 100 | 88 81
All Patents 100 | 84
OANC+ 100

Table 7: Number of terms shared in output of the run
with each background corpus with the Semiconductor
"HO1L 21’ foreground corpus.

extracted using the general background corpus are
more likely to be well-formed words or phrases
that are not terms in our sense of the word (finger-
print sensor, social media, multifunctional, etc.).
Generally, the terms extracted using the OANC+
background corpus appear to be less specialized
and more accessible to a naive adult.

In contrast, term candidates extracted using the
base background corpus have on average greater
length and apparently more specialized subject mat-
ter (data processing engine, portable media device,
focal vergence, etc.). Even the simpler terms candi-
dates extracted using the base background corpus
(clip area, graphical asset, touch node, etc.) refer
to specialized subject matter. Nonetheless, there
are exceptions. For instance, PHY is short-hand for
the physical layer in the Open Systems Interconnec-
tion model which is quite a bit more specialized
than the other terms in the column.

We shift our analysis to the patent class HO1L
21 in Table 7. Again, agreement appears to be
decreasing in distance in the CPC hierarchy. The
lowest agreement occurs between the least broad
(HOIL) and the most broad (OANC+) background
corpora with 69% agreement. This result lines up
with our expectations.

As seen in Table 6, there is not as clear of a
separation between the types of words extracted
using the All Patents background corpus and the
OANCH+ background corpus as there were in the
previous patent class tested. Both sets of words
appear to contain term candidates that a naive adult
would not be expected to know (optical material
layer, MEOL layer, front opening universal pod,
etc. vs. bias generator, epitaxial fin, carrier wafer,
etc.). This is likely due to the nature of the termi-
nology in patents about semiconductors. Namely,

it is, on average, a more specialized subject matter
than data input patents and requires the description
of concepts that are more advanced concepts in
physics and chemistry.

Nonetheless, there do appear to be more basic
term candidates extracted using the OANC+ back-
ground corpus than the All Patents background
corpus (heater element, shield plate, liquid level,
fluid mixture, device package). There are excep-
tions, however (carrier wafer, epitaxial fin, carbon
precursor).

We also performed the same analysis for the
surgical instrument patents with results similar to
the semiconductor patents included in Appendix A.

4.3 Preliminary Recall Scores

One possible solution to calculating recall on such a
large corpus is randomly sampling documents to an-
notate. For this sample, one would want to ensure
that their sampling is representative of the 5,000
documents. Take the data input patents foreground
corpus for example. We obtained the foreground
by selecting 5,000 patents that shared the GO6F 3
group level, meaning that there are even more gran-
ular classification of patents under the GO6F 3 level
(over 200 subgroups). To properly represent these
subgroups, one should collect a number of patents
from each subgroup proportional to how the sub-
groups are represented in the foreground corpus.
Therefore, even with sampling, recall proves to be
an expensive metric to calculate.

Nonetheless, in an attempt to find a proxy for
recall for one of our experiments, we manually
annotated 10 patents that were randomly sampled
from the data input foreground corpus. We then
compared the correct terms found in these patents
to the top 5,000 terms extracted using each back-
ground corpus to calculate a total of five recall
scores. These results are shown in Table 8.

We observed that a significant portion of the cor-
rect terms in the patents are either specific to the
document or a small sub-field and therefore appear
with low frequency in the overall foreground cor-
pus. One of the reasons for this is, although we
sampled from patents in the same group, they still
varied in subgroup so there was greater diversity
in the subject matter than there would be at the
subgroup level.

Moreover, the design of ATE systems is based
on the distribution of terms across a large set of doc-
uments. Based on this distribution, a ranked list of



GO6F
0.061

G06
Data Input

0.049 0.061

G All Patents
0.074

OANC+
0.074

Table 8: Recall scores obtained from a sample of 10 documents from running Termolator on one foreground corpus
and its corresponding five background corpora of increasing breadth.

terms is produced. Terms that occur in many fore-
ground documents are more likely to be detected
than terms that occur in only a few documents.
Zipf’s Law tells us that it is likely that most of the
terms will be relatively rare, but the "important"
terms are likely to occur in many documents (the
TF in TF-IDF stands for term frequency). Thus,
if we look at individual documents, the recall of
an ATE system designed to extract terms from a
large corpus should be relatively low. However,
if we could somehow manually examine a set of
5,000 documents and only pay attention to terms
with a high frequency (100 times in the corpus,
rather than five times or less), we might expect a
system to achieve a higher recall, but only for these
high-frequency words.

Low recall scores are also a consequence of the
cut-off chosen and the construction of the task. The
task is to extract the top 5,000 terms from the doc-
uments with high precision. Naturally in a set of
documents as technical as patents there are signif-
icantly more terms than documents, resulting in
lower recall. Adjusting the cut-off to, for example,
10,000 terms would result in higher recall and lower
precision on those terms. We believe determining
how to best choose this cut-off with different back-
ground corpora is worth investigating.

This is a preliminary investigation into recall.
We believe more work should be done to investi-
gate how recall changes as the breadth of the back-
ground corpus changes.

5 Future Work

In our experiment, we used a general corpus that
was composed of a mixture of OANC and a subset
of general patents. We made this choice because
our focus was making broader corpora not contrast-
ing corpora. Nonetheless, the effect of using a truly
general corpus would be an important baseline to
compare in future research.

We limited our evaluation in this paper to preci-
sion and a qualitative analysis of the words them-
selves. We believe it would be relevant to devise a
methodology that would allow us to further inves-
tigate the differences in the words extracted using

the different background corpora.

A relevant extension would be to perform sim-
ilar experiments using other document types. For
instance, a natural extension would be to perform a
similar set of experiments on medical scholarly text
from PubMed or Wikipedia articles and examine
if the trends we observed with patents remain true
for other kinds of technical documents.

6 Conclusion

In this paper we investigated how varying the
breadth of the background corpus affects hybrid
ATE systems. After creating five background cor-
pora for each foreground corpora using the CPC
hierarchy, we ran three experiments on three differ-
ent patent groups. We examined both the precision
scores and the output words themselves. In this
analysis, we were unable to find a single “best
choice” for all patent classes. We found that for all
three patent groups neither the narrowest nor the
most broad background corpus achieved the best
precision; rather, it was always a background cor-
pus that consisted of patents that performed best.
In addition, we found that the words we extracted
varied with the background corpus we chose. For
one patent class there was a clear separation be-
tween less specialized terms for the general corpus
and the more specialized terms from the all patent
corpus. This separation was not clear for the other
two patent classes.

We showed that the choice of background cor-
pus has a significant effect on the precision of the
output of an ATE system. We found that optimiz-
ing for precision in all three cases meant choosing
a patent only corpus. We also studied the words
we extracted by comparing differences across runs.
We found that the breadth of the corpora had a sig-
nificant effect on the words extracted. Moreover,
we informally analyzed how the words from the
general background corpus differed from the patent
background corpus, concluding that the term can-
didates were on average less specialized with the
general corpus.
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A Word Analysis Tables for Surgical
Instrument Patents

— 2 +
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A61B || 100 | 83 | 78 73 64
A61 100 | 88 80 | 72
A 100 | 78 72

All Patents 100 | 84

OANC+ 100

Table 9: Number of terms shared in the output of the
run with each background corpus with the Surgical In-
struments A61B 17’ foreground corpus.

All Patent But Not OANC+

OANC+ But Not All Patent

ROBOTIC DEBRIDEMENT APPARATUS
TARGET VESSEL

SUPPORT CATHETER

CUTTING BLOCK

CAMMING

ATTACHMENT SIDE

TUBULAR ELEMENT

DISTAL CROWN

CUTTING ASSEMBLY

CLAMP PAD

PENETRATOR

OCCLUSION DEVICE

INVENTIVE CONCEPT
INTERSPINOUS PROCESS

FORMING SURFACE

ENDOSCOPIC INSTRUMENT

DISTAL BASKET

DILATOR TUBE

COMPRESSIBLE ADJUNCT
SACROILIAC JOINT

PIEZOELECTRIC ELEMENT
MICROBUBBLE

INTERSPINOUS PROCESS SPACING DEVICE
I-BEAM

FORMING POCKET ARRANGEMENT
BIOCOMPATIBLE LAYER
BASEPLATE

TISSUE THICKNESS COMPENSATOR

DISTAL BODY

DISTAL CROWN

CAMMING

ATTACHMENT SIDE

TARGET VESSEL

INTERSPINOUS PROCESS SPACING DEVICE
FORMING POCKET ARRANGEMENT
DILATOR TUBE

COMPRESSIBLE ADJUNCT
TUBULAR ELEMENT

SUPPORT CATHETER

SCALPET ARRAY

SACROILIAC JOINT

REMOVING DEVICE

MONOMER LIQUID

CUTTING ASSEMBLY
BIOCOMPATIBLE LAYER

TISSUE THICKNESS COMPENSATOR
THROMBUS EXTRACTION DEVICE
THICKNESS COMPENSATOR
SURGICAL INSTRUMENT GUIDE
SHOCK WAVES

SCALPET DEVICE

RETRACTION ELEMENT

RECEIVER MEMBER

PERIANAL SUPPORT MEMBER
PERIANAL SUPPORT

PENETRATOR

Table 10: Potential terms that were extracted using the All Patent background but not OANC (left column) and the
OANC but not the All Patent background (right column) with the *’A61B 17’ foreground corpus.
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Abstract

In this article, we explore the potential and
challenges of applying transformer-based pre-
trained language models (PLMs) and statisti-
cal methods to a particularly challenging, yet
highly important and largely uncharted domain:
normative discussions in tax law research. On
our conviction, the role of NLP in this essen-
tially contested territory is to make explicit im-
plicit normative assumptions, and to foster de-
bates across ideological divides. To this goal,
we propose the first steps towards a method
that automatically labels normative statements
in tax law research, and that suggests the nor-
mative background of these statements. Our
results are encouraging, but it is clear that there
is still room for improvement.

1 Introduction

Disagreements about normative claims are noto-
riously hard to resolve, and in some cases, they
are even hard to recognize as such. For instance,
consider (1). Do you think that a tax system that
follows this principle is just?

ey

To be just, a taxation system must tax peo-
ple with the same income equally.

Example (1) illustrates what we mean by a norma-
tive claim: A moral judgment of some kind, that is,
an assertion that something is either morally right
or wrong. As we restrict our scope to tax law, the
normative claims that we are interested in pertain
to moral judgments of specific tax systems. Hence,
while example (1) counts as a normative claim, ex-
ample (2) does not count. While the latter is also
about tax law, it does not make a claim about what
is just or unjust in this domain, but rather what is
legal.

2

It is illegal not to pay one’s taxes.
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In the discussion on tax justice, claims of the kind
of (1) are regularly made, and even more often they
figure implicitly in the arguments of legal schol-
ars. For example, consider (3), which does not
make an explicit claim about what is just in taxa-
tion matters, but which implicitly presupposes an
idea of the kind expressed in example (1). In the
worst case, adherents of different normative posi-
tions will retreat into their normative bubbles and
hence permanently hinder any truly rational debate
about these topics.

3) Taxation cannot consider the needs of the in-
dividuals or their dependents, as this would
lead to people with the same income being

taxed at a different rate.

To move towards improving this situation, we
explore the use of state-of-the-art PLMs to detect
and to classify normative statements in tax law
research texts. More specifically, using a variety
of classifier configurations, we first explore the
sensibility of state-of-the-art PLMs for different
normative backgrounds in a hyperparameter search
experiment. Second, we use the configurations that
have shown to perform best to iteratively develop a
dataset as well as a method that both identifies nor-
mative statements and that classifies them into five
distinct normative categories. Finally, we validate
our results with the help of two experts without any
previous knowledge of the project.

We make two contributions to the field. First,
studying a domain within legal NLP that has so far
remained entirely uncharted, we provide specific
recommendations and insights for further research
in this area. Second, we publish a high-quality,
expert-verified dataset for this domain that is of
considerable size given the complexity of the task.

We note that our task and domain differ sub-
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stantially from, and hence nicely complement first-
order legal NLP tasks: rather than analyzing spe-
cific rulings, provisions, or contracts, our target
is the second-order discussion about which kinds
of provisions, rulings, and contracts might be just,
which means that the content, vocabulary and goals
of our target texts will differ accordingly. Our do-
main also complements studies of the normative
attitudes used to describe individual moral stances,
such as in moral foundations theory, or in human
values approaches, see Kiesel et al. (2022) and
Hoover et al. (2020): Our research focuses on a
discussion that belongs to political philosophy, cen-
tering around the question what constitutes a just
system of taxation, rather than analyzing the moral
motivations of individuals to adopt one position
rather than another.

While these second-order discussions about tax
justice are clearly separable from the first order
ones, the former directly influence the latter. If a
judge subscribes to the libertarian view that income
taxation is “on a par with forced labor” (Nozick,
1974, 169), then her rulings will show much more
sympathy for individuals who try to avoid paying
taxes by all means. In contrast, if she subscribes to
a more Rawlsian view that mandates redistribution
of wealth insofar as it constitutes unjustifiable in-
equalities, she will have much less sympathy with
wealthy individuals who are optimizing their tax
bills.

The task in focus of this article is both chal-
lenging and important. It is challenging because
recognizing the specific normative background of a
statement such as (1) and (3) requires expert knowl-
edge, and even with such expert knowledge, gen-
uine uncertainties remain in some cases. More fun-
damentally, it means that the very definition of the
categories as well as the identification of the first
samples that fall under these categories requires
expert knowledge from legal studies. As a con-
sequence, the present project is interdisciplinary
throughout: only a combination of expertise in le-
gal studies and NLP can achieve progress on this
topic. In our second experiment, we address this
challenge by iteratively combining expert input and
classifiers in a bootstrapping procedure.

Furthermore, considered from a technical per-
spective, the amount of lexical overlap is sub-
stantially higher than in typical clustering or
classifying settings, say, in classical word-sense-
disambiguation (WSD) tasks (see Navigli 2009 for
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a survey), where the method has to distinguish en-
tirely different senses of words such as “bank”.
This is because different normative conceptions of
tax justice do not constitute fully-fledged cases of
ambiguities: if adherents of two different norma-
tive theories debate tax justice, they might disagree
strongly on the correct conception of tax justice.
However, unlike in bank-cases of ambiguity, both
mean to capture the same idea.

In the pertinent philosophical and linguistic lit-
erature, such concepts are called “essentially con-
tested concepts”. The conception was first pro-
posed by Gallie (1955), for recent discussions see
Collier et al. (2006) and Rodriguez (2015). Ac-
cording to this conception, concepts such as TAX
JUSTICE are such that essential parts of their mean-
ing are disputed. And the reason for the dispute is
that the disagreement is due to larger-scale differ-
ences in worldview.

The task is important because the subject matter
that is addressed in such normative arguments is of
central importance for liberal democratic societies.
The politically crucial questions of liberal states
are of essentially contested nature. What counts as
a just taxation system directly influences the lives
of the members of that society. Hence, providing
support to navigate such normative landscapes is of
central importance for liberal democratic societies.

2 Related Research

We focus on two areas of related research: the work
on word- and sentence-embeddings that we use to
represent statements, and legal NLP, the subdomain
of NLP that is concerned with legal texts.

We emphasize two aspects that separate our fo-
cus from that of current related research. First, the
vast majority of research in legal NLP focuses on
first-order legal texts, that is, specific provisions,
court decisions, or contracts. In contrast, we fo-
cus on second-order legal texts, that is, on research
literature about such provisions or court decisions.
Second, to date, there simply is no research that
focuses on normative positions within the legal
domain. These two distinguishing characteristics
force us often to resort to generic approaches.

We use three different kinds of embeddings for
our experiments; two of them are based on the
transformer architecture (Vaswani et al., 2017),
the third kind consists of classic distributional em-
beddings. First, we use embeddings generated by
word-based PLMs, namely bert-base-cased and



bert-large-cased (Devlin et al., 2019) as well as
roberta-large (Liu et al., 2019). Among this cat-
egory, we include legal-bert, a model specifically
designed for first-order legal texts (Chalkidis et al.,
2020).!

Second, we test a number of sentence-based
PLMs, namely SBERT-Models (Reimers and
Gurevych, 2019), as initial explorations showed
that they perform clearly best. These SBERT-
Models are based on a variety of transformer-
based PLMs (in addition to the classical BERT and
RoBERTa, these are mpnet, Song et al. 2020, distil-
roberta, Sanh et al. 2019, AIBERT, Lan et al. 2019,
and minilm, Wang et al. 2020). SBERT-Models are
optimized for sentence-level comparison of embed-
dings via geometric similarity or distance measures
such as cosine similarity.

Third, we use non-transformer-based, distribu-
tional classical word embeddings, namely GloVE
(Pennington et al., 2014) and Komninos (Komni-
nos and Manandhar, 2016) for purposes of compar-
ison.?

For classification, we use support-vector-
machines (“SVMs”, Boser et al. 1992); SVMs sys-
tematically try to find the optimal hyperplane sepa-
rating samples of different categories. We use the
scikit-learn implementations of all the clustering
and classification algorithms used in this study, see
Pedregosa et al. (2011).

Dale (2019) shows that NLP has been used in
the legal domain since the 1960ies, with the size
and the financial significance of the legal business
seemingly creating a perfect environment for the
development and application of domain-specific
NLP methods. However, as Tang and Clematide
(2021) detail, the legal domain poses specific chal-
lenges, among them the unusual length of typical
legal documents, a jargon that differs on the lexical
and syntactic level from standard English, domain-
specific notions of relevance, and the high cost of
obtaining high-quality labelled data (legal experts
are expensive).

These challenges explain why many core tasks in
legal NLP are still unsolved. Perhaps most promi-
nent among them is the task of finding relevant
legal documents (i.e., codified legal texts as well as
authoritative court decisions) given a specific query.
Thus, Chalkidis et al. (2020) systematically investi-

!These models were downloaded from huggingface.co, see
Wolf et al. (2019).

2The SBERT- as well as the classical models were obtained
from https://www.SBERT.net/docs/pretrained_models.html.
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gate good practices for training transformer-based
PLMs that perform well in typical first-order legal
tasks (classification of laws and court decisions as
well as named-entity recognition in contracts). Soh
et al. (2019) evaluate different methods to classify
Singapore supreme court decisions according to the
legal area involved, finding that rather simple com-
binations of latent semantic analysis and support
vector machine to perform equally well as state-
of-the-art PLMs. With their survey, Chalkidis and
Kampas (2019) provide embeddings based on the
word2vec method (Mikolov et al., 2013) that are
derived specifically from court decisions and legal
provisions.

As the specific idiom of legal texts is challeng-
ing already within English, multilingual research is
all the more challenging. There has been some re-
search with regard to German. Wrzalik and Krechel
(2021) present a German dataset for information
retrieval, Niklaus et al. (2021) focus on judgment
prediction of the Swiss federal court, whose rulings
are translated in German, French, and Italian, being
all official languages in Switzerland.

Regarding the specific area of tax law, Ash et al.
(2021) present a novel approach to identify legal
documents as belonging to the field of tax law, and
within this field, classifying them into specific sub-
classes, such as personal income or sale. As a
consequence, the structure of their classifying task
is somewhat similar to ours: We, too, are inter-
ested in first identifying normative statements as
such and then assigning them to specific normative
positions. Note, again, however, that this study
also focuses on first-order tax law provisions rather
than on legal research articles reflecting such tax
law provisions, which is our focus.

Our research shows some connections with the
ongoing discussion about so-called open-textured
concepts. According to Rissland and Skalak (1989,
525), open-textured concepts are such that they
cannot be defined by necessary and sufficient con-
ditions. This category is obviously broader than the
one of normative concepts and statements in focus
here: Rissland and Skalak (1989, 525) mention
“meeting or dealing” and “contract” as examples.>.
For an early attempt to tackle reasoning with such

3Indeed, building on Ludwig Wittgenstein’s conception
of family resemblances (“Familiendhnlichkeiten”), one could
argue that all concepts with the exception of very few, highly
artifical cases are open-textured, as it is usually not possible
to give a definition whose parts are individually necessary
and jointly sufficient for concept application in all relevant
contexts. See Wittgenstein (2006/1953).



concepts, see Sanders (1991). A recent categoriza-
tion of regulation with an eye towards their poten-
tial to be processed automatically point out that
such open-textured concepts are a considerable ob-
stacle to such automatic processing (Guitton et al.,
2022).

The essentially contested concepts that are of-
ten at the core of normative claims in focus of this
paper can be seen as a specific species of open-
textured concepts, namely those that resist any sim-
ple resolution of their open-texturedness due to
being conceived very diffently from very different
comprehensive worldviews.

3 Datasets

As we are interested in normative positions within
research discussions in tax law, all of our datasets
consist of statements from such research articles.
The full references of these articles are listed in the
appendix, section A. In addition to these research
texts, we had to develop suitable classes to cate-
gorize the normative statements. Our tax justice
expert supervised the development of five norma-
tive positions that are particularly prominent in the
field. These five positions constitute the categories
for our experiments.* In the following, we first
introduce these five normative categories. Then,
we detail specifics of the datasets used for each of
our three experiments.

According to the so-called Deontological View,
a tax policy proposal is just if it focuses on the
treatment of the taxpayer and not on the distribution
of the income within a society. Hence, according
to the Deontological View, a tax provision is just
if it conforms to basic moral principles, such as
the fundamental equality of all human beings. In
this sense, example (1) expresses a Deontological
View.

According to the Rawlsian View, a tax system
is just if it would be chosen by individuals that
are under Rawls’ famous veil of ignorance. Under
this veil, individuals do not know their educational,
financial, social, or any other position in the society
whose tax system they are supposed to judge. It
is generally agreed that such individuals would
favor tax systems focused on equality and on the
eradication of unjustified inequalities.

“Note that we did not find a single instance where one sen-
tence explicitly expressed views that belong to two different
categories. What we did find, of course, are cases where it is
not clear to which category it belongs.
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A tax provision is just if it results from good,
democratically grounded processes — this is the
gist of the Procedural View. Such view includes
positions that argue for a certain tax policy pro-
posal based on a discussion or debate about the
arguments against and in favor of such a proposal.

The fourth theory used in this article is the Lib-
ertarian View. According to it, taxation should be
kept at a minimum in general, as it is considered
illegitimate in all but a few cases, mostly where it
is necessary to allow a minimal state to function.
Libertarians tend to view market outcomes as just
and therefore any kind of redistribution as unjust.

The fifth and final normative viewpoint to be in-
cluded in this study is Utilitarianism. According to
it, we should develop a taxation system that results
in the maximal increase in the overall population’s
happiness, or welfare. This means that, according
to Utilitarianists, it is permissible that individuals
are treated unequally if this implies a net benefit in
welfare or happiness for the entire population.

Table 1 shows the names of each of the cate-
gories, including the None-Class with a typical
example.

Specifics for Experiment 1 For the hyperparam-
eter search, we asked the expert to manually find
35 samples of each of the five normative categories
identified in publications in peer-reviewed jour-
nals from the legal domain, yielding an evenly dis-
tributed dataset of 175 samples. As we expected
that most of the sentences that the classifier would
encounter are not expressing a normative perspec-
tive, we then added 1708 non-normative statements
in the following way. Using an sbert-sentence-
embedding-model, we computed the centroid of
all sentence embeddings of these 175 statements.
Then, we ran this over all sentences from the corpus
of bootstrapping loop 1, yielding a list of sentences
with the cosine between their embeddings and our
centroid. From this, we selected 523 statements
with a cosine below 0.2, 310 with a cosine between
0.2 and 0.6, and then 875 with a cosine higher than
0.6. An expert in the field checked all 1708 state-
ments to ensure that they are indeed not normative
in our sense. The choice of distribution of our
nonnormative samples is based on the hypothesis
that the most difficult decisions to make for the
classifiers are those where the overall similarity of
the embedding to the centroid is high, while the
statement is clearly not normative.



Category Example

Deontological ~Max burdens should bear similarly upon persons whom we regard as in substantially similar
circumstances, and differently where circumstances differ.

Libertarian the anti-progressive tax argument is often characterized as an argument that every person has a
responsibility to take care of himself, and no one, including the wealthy, has an obligation to
assist those in need.

Procedural For Locke himself, the key institutional requirement was that taxes should not be levied except
by “the consent of the people,” which he understood as “the consent of the majority, giving it
either by themselves, or their representatives chosen by them.”

Rawlsian The increasing inequality of market income can be significantly ameliorated by the redistributive
effect of the tax transfer system, if it is appropriately targeted.

Utilitarian Efficiency analysis looks to overall social welfare as a measure of a tax’s virtue.

None An income tax can be used to redistribute taxable income.

Table 1: The five normative categories used in the experiments including the None-Class with typical examples.

Loop Single-gate  Dual-gate
0 175/1708 175/1708
1 310/1767 292/2091
2 435/1792  452/2172
3 686/1892 709/2415
Combined Final DS 937/2194
Table 2: Listed in loops 1-3 are the resulting,

expert-reviewed datasets after each loop (Norma-
tive/Nonnormative samples). Dataset at loop O repre-
sents the input to bootstrapping loop 1 that is equivalent
to the dataset used in experiment 1. For the meaning of
“single-gate” and “dual-gate” see below, section 4.2.

Specifics for Experiment 2 In our iterative boot-
strapping experiment, we used separate texts as
sources for the initial expert-compiled dataset as
well as for each of the three bootstrapping loops
(for references, see the appendix, section A). Note
also that the training datasets for the classifiers
grow with each further bootstrapping loop taken, as
we include the corrected output from the previous
bootstrapping loop in the training dataset for the
next one. Table 2 gives the details of the datasets,
as they evolved through the bootstrapping process.

Specifics for Experiment 3 We presented our
external expert annotators with a dataset of 650
samples in total. This consists of evenly distributed
samples (i.e., 130 samples of each of the five cat-
egories) from the final dataset resulting from ex-
periment 2. That is, it contains samples of three
different origins: (1) samples that are directly ex-
tracted from the texts by a human, (2,3) samples
that have been suggested by one of our two classify-
ing methods and then reviewed by a human expert.
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We publish the final dataset, as well as other ma-
terial that might be useful to the community, on
GitHub.’

4 Experiments

The goal of our experiments is twofold (see above,
section 1). First, using a human-in-the-loop
method, we want to develop a high-quality dataset
of normative statements from tax law that can serve
as the basis for further studies of this and related
fields by the community. Second, we want to as-
sess whether current models, both generic ones and
others fine-tuned to the legal domain, are able to
map the subtle differences that exist between these
different normative perspectives on tax law. Given
that the field that we are working in is entirely un-
charted, we believe that this double aim maximizes
the benefit to the research community, and we have
designed the experiments accordingly.

4.1 Experiment 1: Hyperparameter Search

The goal of this first experiment consists in finding
the best hyperparameters for our main experiment
2. We tested a number of support vector machines,
varying the usual hyperparameters and combining
this with a total of 23 different pre-trained lan-
guage models (PLMs). We tested three different
kinds of PLMs. First, different transformer-based
word-based models, including generic pre-trained
BERT and RoBERTa as well as a model specifi-
cally developed for first-order legal texts, legal-bert.
Second, we tested a number of transformer-based
sentence-bert models, and third, we included two
pre-transformer distributional models. For refer-

SPlease consult this repository.
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ences, see above, section 2, for details of the mod-
els as well as the configurations tested, see the
appendix, section B.

Furthermore, we tested the configurations on two
different tasks. In the first task, the classifiers had
to categorize a dataset of 175 samples, evenly dis-
tributed across the five categories, into one of the
five categories (called the “Scat task™). In the sec-
ond task, the classifiers had to categorize a dataset
of 1883 samples into normative and nonnormative,
with 175 (the same that were used for the first task)
being normative, and 1708 being nonnormative
(called the “Norm task’). This uneven distribution
is intended to model the actual task in the wild,
where we expect the clear majority of sentences
encountered by the classifiers to be nonnormative
on our reading.

Overall, we tested 1380 different SVM-
configurations per task, saving the best performing
SVM-hyperparameter-setup per model.

4.2 Experiment 2: Bootstrapping a Classifier
and a Dataset

In this second experiment, we employed the two
best-performing PLM and SVM configurations
from experiment 1 to iteratively develop a classifier
as well as a dataset. For details of the configura-
tions, see the appendix, section C.

We start out with the dataset used from experi-
ment 1, that is, with 175 normative sentences that
are evenly distributed among the five classes as
well as 1708 nonnormative sentences. This dataset
is then used to train a classifier, which is run on
a set of texts, resulting in predictions, which are
then reviewed by an expert. These predictions, with
their labels corrected by the expert, are then merged
with the training dataset from this bootstrapping
loop and together serve as the training dataset for
the next bootstrapping loop, etc. Overall, three
bootstrapping loops were executed.

We conducted these three bootstrapping loops
with two different SVM methods, calling them
single-gate and dual-gate. The first, called single-
gate, is a straightforward classifier conceiving non-
normative sentences as a sixth category to be classi-
fied by the classifier. Here, we were using a one vs.
one scheme, meaning that we are in fact training
w classifiers, resulting in 15 classifiers. The
classifier then predicts the one class that wins the
most 1:1-duels. However, we hypothesized that
this procedure would be not only computationally

17

expensive, given the large size of one of the classes,
namely the None-class, but also yielding bad pre-
dictions, as the None-class is nearly 40 times larger
than the other classes.

We therefore also used a method that we call
dual-gate method. Here, a first SVM decides on
whether the sentence under consideration is nor-
mative in our sense or not (here, the normative
training split is less than 10 times smaller than the
None class). Then, a second gate (hence the name),
consisting of 10 1:1-SVMs, classifies sentences
that are normative according to the first SVM into
one of the five normative classes. In this way, we
employ a one vs. rest approach to distinguish nor-
mative from nonnormative sentences and a one vs.
one approach to classify normative ones into their
separate categories. This way, we hoped to max-
imize accuracy and beat the standard single-gate
1:1-approach.

4.3 Experiment 3: Annotation by Two
Uninvolved Experts

In this experiment, we get an external and inter-
subjective view on the results of experiment 2 by
having two external annotators review the dataset
described above (section 3). Two ideas were guid-
ing our design of this experiment. First, we wanted
to make sure that the results of experiment 2 are not
overly optimistic because our expert annotator is
biased towards, as it were, annotating such that our
experiments become a success. We cannot rule this
out with an annotator as ours that is quite involved
in our experiments. Therefore, we chose two anno-
tators that have no involvement whatsoever in the
study.

The second motivation of this third experiment
was to obtain a reliable figure on the intersubjec-
tivity of the annotations that our internal expert
annotator produced. A high inter-annotator agree-
ment would mean that many of the samples can be
rather clearly assigned to a category, despite the
intricacies of our subject matter.

As a consequence, we recruited two external
annotators, both advanced undergraduate or grad-
uate students in philosophy, without any previous
knowledge of our project. We give the precise in-
structions given to the annotators in the appendix,
section D. The annotators were given the opportu-
nity to annotate “OTHER” when they were fully
certain that the sample at issue, while being nor-
mative, did not fit any of the categories in focus.



Modelname Type Scat
pp-ml-mpnet-base-v2  sbert 87%
pp-mpnet-base-v2 sbert  85%
nli-mpnet-base-v2 sbert  84%
stsb-roberta-base-v2 sbert  83%
stsb-droberta-base-v2  sbert 83%

Table 3: Models and modeltypes used for the five best
performing classifiers in the 5Scat task. “pp” = para-
phrase, “ml” = multilingual, “droberta” = distilroberta,
“du” = distiluse, “awe” = average_word_embedding.

Furthermore, the annotators were not given any in-
formation on the three different subsets involved
in the experiment, nor were they shown the predic-
tions issued by the methods, or the categorization
by our internal expert annotator — all with the goal
of removing any possible bias that the annotators
could develop.

5 Results
5.1 Experiment 1

The results of the two different classification
tasks can be seen in tables 3 and 4 with “Scat”
referring to the task of classifying samples into
the five normative categories (most frequent sense
baseline 20%, table 3) and “Norm” referring to
that of distinguishing between normative and
non-normative samples (most frequent sense
baseline 91%, table 4; all results from all models
are listed in the appendix, table 6). What is evident
in the former case is that the models all perform
rather well. Even the model that performed worst,
legal-bert-base reached 74% accuracy. The
best performing classifier is based on sentence-bert
embeddings, and it is a rather small multilingual
model: paraphrase-multilingual-—
mpnet-base-v2. The first classifier
using classical word-embeddings employs
roberta-large, and it loses no less than 5%
to the best classifier.

The results of the Norm task differ in several
aspects (see table 4). First, we find that the best
classifier is indeed based on classic word-based
embeddings delivered by roberta-large. It
beats the first sentence-bert-based classifier by 3
percentage points. Given that the most frequent
sense baseline is at 91%, these three percentage
points are a considerable difference. Furthermore,
overall, only 6 of 23 embeddings manage to ground
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Modelname Type Norm
roberta-large avword  98%
pp-droberta-base-v2 sbert 95%
nli-droberta-base-v2 sbert 95%
stsb-roberta-base-v2 sbert 94%
stsb-droberta-base-v2 sbert 94%

Table 4: Models and modeltypes used for the five best
performing classifiers in the Norm task.

Accuracy by Bootstrapping Loop

100%

80% 72% 70%

69% e— — —
9 62%
60% 7 —e—Single-G.
22; 47% Dual-G.
° 17%
0%
L1 L2 L3

Figure 1: Overview on the performance of the two meth-
ods through the progress of experiment 2, L: referring
to loop number .

classifiers that beat the baseline, whereas in task
one, all of them achieved this by a margin of 54
percentage points.

As a consequence, we decided to run the boot-
strapping loops with the two different methods de-
scribed above, section 4.2. We chose this strat-
egy because we were impressed at the challenge
that the task of distinguishing normative from non-
normative sentences posed to the classifiers, and
we thought it necessary to have an SVM that can
harness the full information contained in the sam-
ples of all normative categories to mark a good
geometrical divide between these samples and the
nonnormative ones.

5.2 Experiment 2: Bootstrapping a Classifier
and a Dataset

An overview on the results of the three bootstrap-
ping loops can be found on figure 1. Overall, it
shows that the single-gate method outperforms the
dual-gate method, despite our worries due to the
large imbalance of the dataset. In terms of accuracy,
it beats the dual-gate method throughout.

Table 2 (see above, section 3) shows the evolu-
tion of the two datasets through the bootstrapping
process. It shows a steady growth of both norma-
tive samples belonging to one of the five categories
as well as nonnormative samples through the loops,



Inter-Annotator Agreement

0_1_Agr 1_2_Agr 0_2_Agr. 3/3Agr.
71% 60% 59% 52%
89% 62% 58% 58%
74% 57% 50% 42%
85% 52% 55% 47%
71% 65% 68% 54%
78% 59% 58% 51%
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Figure 2: Results of experiment 3, annotator 0 is our
internal expert, 1 and 2 have been recruited externally.
“I_E_2/3” is the percentage of samples where our inter-
nal annotator agreed with at least one external annotator.

with the dual-gate method resulting in a slightly
larger dataset with regarding to normative samples
and a much larger one with regard to nonnormative
ones. Furthermore, the fact that the dataset from
dual-gate SVM after loop 3 is 76% the size of the
final combined dataset shows that the overlap be-
tween the true positives from the two methods is
quite large.

5.3 Experiment 3: Annotation by Two
Uninvolved Experts

The results from our third experiment are displayed
in figure 2 (we also give Cohen’s Kappa as well as
inter-annotator variation by source in the appendix,
section D). It shows that, in total, 85% of all of the
classifications are supported by a 2/3-majority-vote,
with one of the voters being external, one internal
(to avoid falsely capitalizing on the two external
annotators agreeing on a different label than our
internal annotator, we focused on this restricted 2/3-
agreement figure, abbreviated by “I_E_2/3"). This
means that two out of three annotators indepen-
dently identified the same category out of a choice
of five categories. Annotator ( is our internal anno-
tator, annotators 1 and 2 are external ones. Figure
2 shows, for instance, that annotator 2 disagrees
relatively often with annotators 0 and 1: while 0
and 1 agree in 78% of cases, this figure drops to
about 60% if annotator 2 is involved.
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6 Discussion

6.1 Experiment 1: Hyperparameter Search

The results of the hyperparameter search experi-
ment are encouraging. For both tasks, our search
has identified very promising candidate combina-
tions of embeddings and SVM-configurations. It
might be surprising that a multilingual and rather
small model — mpnet-base is of the same category
as bert-base, having 110M parameters — outper-
forms the large and monolingual models. This,
however, dovetails nicely with the rankings on the
SBERT-page for clustering.® We hypothesize that,
for our task, the larger models overfitted to non-
normative settings, and hence generalized worse to
this novel task.

This finding that larger models perform worse
at a natural language understanding task is not en-
tirely without precedent. For instance, researchers
at DeepMind find that larger models do not neces-
sarily perform better at natural language inference.
The large study by Rae et al. (2021, 23) strongly
suggests that, in the words of the authors, “the ben-
efits of scale are nonuniform”, and that logical and
mathematical reasoning does not improve when
scaling up to the gigantic size of Gopher, a model
having 280B parameters.

6.2 Experiment 2: Classifying

We make three observations on the results of exper-
iment 2. First, the single-gate method outperforms
the dual-gate method in terms of accuracy, but the
difference decreases after bootstrapping loop 1 (see
figure 1). In this loop 1, the accuracy of the dual-
gate method is at 17%, whereas the single-gate
method reaches 69%. This also means, given our
set-up, that the dual-gate method receives a lot of
high-quality false positives to use in the training for
bootstrapping loop 2. Likely because of these sam-
ples, the dual-gate method, albeit still performing
worse than the single-gate one, manages to gain
some ground. With regard to the absolute figures
of true positives returned (as opposed to accuracy),
the two methods are even closer together after boot-
strapping loop 1, whereas at that first loop, the
single-gate method clearly outperforms the dual-
gate one also on this measure.

Second, we note that the resulting dataset, con-
taining 937 samples from the five normative cat-
egories, is not perfectly balanced. As table 7 in

%See here, last consulted on September 10, 2022.


https://www.sbert.net/docs/pretrained_models.html

the appendix, section C shows, the smallest sam-
ple size is in the deontological category with 137,
while there are 301 samples in the Procedural cat-
egory. Given our bootstrapping procedure, it has
been impossible to achieve perfectly balanced sets
without having to cut many good samples from the
datasets.

Third, we suggest that, at this point, the results
give us much reason to be optimistic. Using our
bootstrapping process, we have been able to collect
a dataset that is large enough and of sufficiently
high quality to be useful to the community in many
further applications. This in turn shows that the em-
beddings provided by pre-trained generic language
models can provide enough information to build
such a normative classifier. For instance, consider
example (4), which the single-gate SVM of boot-
strapping loop 3 has correctly classified as Rawl-
sian.

@) Only a tax system that burdens exclusively
the poorest group would be foreclosed on
account of the difference principle, because
that scheme of public finance would neces-
sarily entail some redistribution, in the form
of public goods at least, from the worst-off

to the better-off.

What is remarkable about this correct prediction
is that the typical superficial clues for Rawlsianism
are all absent: mentioning “Rawls”, emphasizing
unjustifiable inequalities, etc. Rather, this sentence
considers what taxation structures a central Rawl-
sian principle, namely the difference principle, ex-
cludes (rather than recommends).

6.3 Experiment 3: Annotation by Uninvolved
Experts

We emphasize three insights provided by the results
of this third experiment. First, the results support
the reliability of the outcome of experiment 2. The
fact that, in 85% of cases, one of the external an-
notators classified the samples in the same way as
in the dataset suggests that, by and large, these
classifications are reliable (Cohen’s Kappa for this
internal-external 2/3-agreement is at 0.81, see the
appendix, section D).

Second, the classification is controversial, i.e.,
difficult. Annotators 1 and 2 diverge on their
amount of agreement with annotator O (our internal
annotator) by 19 percentage points, total agree-
ment of all three annotators exists in only 51% of
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all cases. Likely, some of this divergence could
be settled by discussing the samples in-person, but
it still shows that this is a more complicated and
controversial task than typical word-sense disam-
biguation. For instance, consider the example (5).
Do you think it expresses a Deontological view, as
it emphasizes equality of all individuals? While
annotator 0 thought so, annotator 1 chose Utilitar-
ian, probably because the sentence also suggests
to focus on the (potential) welfare of everybody,
that is, of the entire population. Thirdly, as annota-
tor 3 did, you could also classify this sentence as
Rawlsian, because it is about removing unjustified
inequalities, namely such that concern an individ-
ual’s potential to welfare.

(5 Social institutions should be designed to
equalize the potential welfare of every indi-

vidual.

Third, the variation between the normative cat-
egories is limited, not exceeding 18 percentage
points. Given that the external annotators have not
been involved in the specification of these cate-
gories (they were solely given the instructions that
can be consulted in the appendix, section D), this
gives reason to believe that these categories are sen-
sible and hence useful to the community beyond
the research lab that developed them.

7 Conclusion

In this article, we have explored the promises of
using well-known classifying approaches together
with state-of-the-art transformer-based PLMs to
classify normative statements in the legal domain.
Our results indicate that this approach does indeed
hold substantial promise, which we would like to
expand on in future research. In the meantime, we
hope that our dataset will foster further research on
this important, yet mostly uncharted, topic.
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B Details on Experiment 1

SVM Hyperparameters & Implementation De-
tails We use the following different hyperparam-
eters for our search:’

C Regularization parameter, inversely propor-
tional to strength of regularization — a large C
causes individual training samples to influence the
resulting function stronger: 0.1, 1, 10, 100, 1000

kernel Kind of kernel used in the SVM: rbf
(radial basis function), poly (polynomial), linear

gamma Specifies the sphere of influence of
datapoints on the resulting SVM: 1, 0.1, 0.01,
0.001, 0.0001

We have used scikit-learn’s default implemen-
tation of SVM that automatically chooses one-
vs.one for classification tasks with more than two
classes, and it automatically employs five-fold
cross-validation.

Models & Embedding Types We are testing
three different kinds of models; for references, see
above, section 2; for the full list of models, see
below, table 5. We use four different routines to
extract the embeddings:

Sentence-Averaged Word-Based In this routine,
we use the average of all word embeddings, as
the model delivers it for all words in the sen-
tence. Hence, the sentence-embedding used
here is the average of all word embeddings
whose words appear in the sentence. Here, we
use well-researched transformer-based PLMs,
namely RoBERTa and BERT, but also models
fine-tuned to first-order legal domains such as
legal-bert (see above, section 2)

"Compare the details here, last consulted on September 16,
2022.
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Sentence-based Here, we use the embeddings, as
they directly result from the sentence-bert
models trained by Reimers and Gurevych
2019. These models also output the aver-
age of all word embeddings (which we manu-
ally compute in the second variant), but they
have been fine-tuned on the sentence level by
training them on a wide variety of sentence-
level tasks and datasets (the original models
reported in Reimers and Gurevych 2019 use
the combination of the SNLI and the Multi-
Genre NLI datasets). Furthermore, the models
that they fine-tuning are of many flavors, rang-
ing from classical BERT to recent proposals
such as mpnet (see above, section 2).

Average of Classical Word Embeddings We
here test two classical kinds of word em-
beddings, GloVE as well as Komninos (see
above, section 2), again taking the average
of all word embeddings as the sentence
embedding.

Table 5 lists all of the models used.

Word-Based Models

bert-base-cased

bert-large-cased

roberta-large

legal-bert-base-uncased
SBERT-Models
paraphrase-TinyBERT-L6-v2
paraphrase-distilroberta-base-v2
paraphrase-mpnet-base-v2
paraphrase-multilingual-mpnet-base-v2
paraphrase-MiniLM-L12-v2
paraphrase-MiniLM-L6-v2
paraphrase-albert-small-v2
paraphrase-multilingual-MiniLM-L12-v2
paraphrase-MiniLM-L3-v2
nli-mpnet-base-v2

nli-roberta-base-v2
nli-distilroberta-base-v2
distiluse-base-multilingual-cased-v1
stsb-mpnet-base-v2
stsb-distilroberta-base-v2
distiluse-base-multilingual-cased-v2
stsb-roberta-base-v2

Classical Models
average_word_embeddings_glove.6B.300d
average_word_embeddings_komninos

Table 5: Overview on the 23 models tested In clustering.

Table 6 lists all models whose embedding were
used in experiment 1 with the accuracies of the best
performing SVM that was found in the hyperparam-
eter search specifically for these embeddings. For
instance, The embeddings of roberta-large can be
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Modelname Type Norm  Scat
pp-ml-mpnet-base-v2 sbert 91%  87%
pp-mpnet-base-v2 sbert 91%  85%
nli-mpnet-base-v2 sbert 91%  84%
stsb-roberta-base-v2 sbert 94%  83%
stsb-droberta-base-v2 sbert 94%  83%
nli-droberta-base-v2 sbert 95%  82%
roberta-large avword  98%  82%
nli-roberta-base-v2 sbert 94%  82%
pp-droberta-base-v2 sbert 95%  80%
stsb-mpnet-base-v2 sbert 91%  80%
du-base-ml-cased-v2 sbert 9M1%  T1%
pp-MiniLM-L12-v2 sbert 91%  T7%
pp-MiniLM-L6-v2 sbert 9M1%  T7%
du-base-ml-cased-v1 sbert 9%  T1%
awe_komninos sbert 9%  T1%
bert-large-cased avword  91%  77%
pp-ml-MiniLM-L12-v2 sbert 9M1%  T1%
bert-base-cased avword  91%  76%
pp-TinyBERT-L6-v2 sbert 91%  T76%
awe_glove.6B.300d sbert 9M1%  T5%
pp-MiniLM-L3-v2 sbert 91%  T5%
pp-albert-small-v2 sbert 91%  T4%
nlpaueb-legalbertbase avword  91%  74%

Table 6: Results of classifying samples as belonging
to one of the five normative categories (35 samples
each, column 5cats) and as normative or nonnorma-
tive (175/1708 samples, column Norm). Most frequent
class baseline reaches accuracy of 20% for Scat and
91% for Norm. “pp” = paraphrase, “ml” = multilingual,
“droberta” = distilroberta, “du” = distiluse, “awe” = av-
erage_word_embedding.

combined with an SVM to form a classifier that de-
livers 98% accuracy in the normative-nonnormative
task and 82% at the Scat task.

C Details on Experiment 2

Table 7 shows the distribution of samples across
the normative classes in the final dataset that results
from a combination of the corrected outputs from
both methods after bootstrapping loop 3 with any
duplicates removed.

D Details on Experiment 3

Figure 3 gives Cohen’s Kappa for the agreement be-
tween our three annotators; briefly, Cohen’s Kappa
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Category # Samples
Deontological 137
Libertarian 159
Procedural 301
Rawlsian 138
Utilitarian 202

None 2194
Total Normative 937
Grand Total 3131

Table 7: Samples by category and in total in the final
dataset, combining the reviewed output from bootstrap-
ping loop 3 by both methods, and having removed any
duplicates.

Cohen's Kappa
0.9
0.8
0.7
0.6
0.5
0.4
03
0.2
0.1

0

1_E_2/3 Agr. 0_1_Agr 1.2_Agr 0_2_Agr 3/3 Agr

Figure 3: Cohen’s Kappa for the inter-annotator agree-
ment in experiment 3.

gives an inter-annotator agreement that takes into
account the statistical probability of annotators
agreeing by mere chance (see Warrens 2015 for
further details). As can be seen, the basic layout
doesn’t change when compared to the accuracies
reported above, figure 2: Internal-External-2/3-
agreement is highest, annotator 2 diverges from
0 and 1 quite often, 3/3-agreement is lowest.
Table 8 gives the inter-annotator agreement by
source of sample. For instance, the inter-annotator
agreement with samples that were selected by our
expert directly (as opposed to building on predic-
tions by a classifier called “Fully human”) is high-
est both in internal-external 2/3 agreement and 3/3
agreement. Table 8 shows that the origin of the sam-
ples does make a difference for the overall inter-
annotator agreement, but a relatively small one,
not exceeding 12 percentage points in the internal-
external 2/3 agreement. This adds further evidence
to the claim that our internal annotator has not been
overly biased towards the output of our classifiers.
Otherwise, we would expect annotators 1 and 2
to diverge from annotator 1 much more often re-
garding machine-produced samples than regarding



Origin Count I _E_2/3 Agr. 3/3 Agr.
Fully Human 175 90% 65%
Single-Gate 122 89% 51%
Dual-Gate 353 78% 41%

Table 8: Inter-annotator agreement by origin of the sam-
ples(“I_E_2/3” continues to represent the 2/3-agreement
where one of the agreeing annotators is our internal an-
notator 0, the other is either 1 or 2).

fully-human compiled samples.

In the remainder of this section, we give the lit-
eral instructions given to annotators, anonymized
for reviewing.

General Task Description Thank you very
much for taking the time to annotate our samples
and thereby contribute to the ongoing NLP project.
In the following, we provide instructions to ensure
that your annotations are maximally useful to the
project. Please read through the entire paper before
annotating. Let me know if you have any questions:
ANEMAIL.

For the list of statements enclosed, you are asked
to make two decisions for each sample:

1. Decide whether the sample expresses a nor-
mative statement: If you think it does, enter
“YES” into column A “Annotator Norm”, if
you think not, enter “NO”. Please make sure
you type it in all caps without any blanks.

2. If you have answered “YES” for a given sam-
ple, decide to which of the five normative cate-
gories the sample belongs; if you are unable to
assign the sample to any of the five categories,
use “OTHER”; please only use this category
if you are fully convinced that the sentence
does not fit any of the categories. Depending
on your judgment, enter one of the following
into Column B “Annotator Cat” (again, make
sure you type it without blanks, and always in
the exact way specified here):

(a) Libertarian
(b) Rawlsian

(c) Deontological
(d) Procedural
(e) Utilitarian

(f) OTHER

Details on categorization
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1. Normative vs. Not Normative: Does the

statement (a) make a direct recommendation
what the state, an individual, etc. should be
doing, or (b) does the statement make an as-
sertion about what is just/unjust, fair/unfair,
moral/immoral? If either (a) or (b) applies,
the statement is normative.

Examples:

(a) Not normative: “An income tax can be
used to redistribute taxable income.”

(b) Normative: “All that matters for the
Utilitarian is maximizing utility, and by
distributing the tax cut across income
classes, a previously optimal tax system
would no longer be so.”

. Following is a brief description of the nor-

mative categories that can help you decide
about categorization. We are aware that the
categorization proposed here is not beyond
dispute; for the present project, we ask you to
simply adhere to the categorization sketched
here. Let us know if any of the categories were
particularly challenging during the annotation
process.

(a) Libertarianism the essential idea is that
the market outcome regarding income
and wealth distribution is just and de-
served and, therefore, taxation should not
lead to redistribution. Therefore, taxation
should be kept at an absolute minimum,
what is needed to ensure that a minimal
state is functioning.

Examples:

i. Nozick likens the imposition of re-
distributive taxes (typically progres-
sively designed) on people who are
working to earn money to partial en-
slavement.

ii. the anti-progressive tax argument is
often characterized as an argument
that every person has a responsibility
to take care of himself, and no one,
including the wealthy, has an obliga-
tion to assist those in need.

(b) Rawlsians in contrast, hold that the state
should redistribute wealth and income to
the extent to which this can reduce un-
justified inequalities in the distribution
of wealth. Rawlsians hold that many in-
equalities are in fact unjust, including,
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(d)

for instance, the wealth of the family into
which one is born, or the quality of the
schools that are available in your area.
As a consequence, Rawlsians will typi-
cally defend progressive taxation of both
income and wealth.

Examples:

i. The increasing inequality of market
income can be significantly amelio-
rated by the redistributive effect of
the tax transfer system, if it is appro-
priately targeted.

ii. By distributing the tax burden more
onerously on those who have the
most physical wealth, equality of op-
portunity goals will be furthered.

The term Deontological ethics covers a
broad variety of positions. For the pur-
pose of the present annotations, we con-
sider positions as Deontological if they
focus on the treatment of the individual
taxpayer as opposed to any effects of this
treatment, say the (re)distribution of the
income within a society. The category
helps us to cover the widespread argu-
ment that taxpayers should be treated
equally (i.e., horizontal equity).
Examples:

i. Max burdens should bear similarly
upon persons whom we regard as in
substantially similar circumstances,
and differently where circumstances
differ.

ii. Horizontal equity requires equals to
be treated equally

Procedural positions hold that just tax
laws are the outcome of free delibera-
tive debate about the main design ele-
ments of the societal structure. This in-
cludes, for instance, a Habermasian ap-
proach aimed at achieving a just societal
structure based on a democratic decision-
making process.

Examples:

i. For Locke himself, the key insti-
tutional requirement was that taxes
should not be levied except by “the
consent of the people,” which he un-
derstood as “the consent of the ma-
jority, giving it either by themselves,
or their representatives chosen by
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them.”

ii. As expected, respondents were more
accepting of changes introduced in a
fair manner than in an unfair manner,
even if the changes resulted in higher
tax burdens.

(e) Utilitarian positions emphasize the ef-

fect on overall happiness or welfare that
a certain tax provision has. Hence, rather
than capitalizing on participative, demo-
cratic decision-making, the equal treat-
ment of individuals, or reducing unjus-
tified inequalities, Utilitarians consider
the overall net increase or decrease in
wealth, happiness, or welfare, that a tax
provision has on the society in question.
Often, Utilitarians argue that the least
well-off should benefit most from redis-
tribution caused by taxation because their
happiness shows the largest relative in-
crease if they receive a certain amount of
money.

Examples:

i. Efficiency analysis looks to overall
social welfare as a measure of a tax’s
virtue.

ii. 68 Inequality is considered unfair be-
cause of the arbitrariness of unequal
outcomes.69 But this inequality can
potentially be justified in fairness
terms if those at the bottom are made
better off because of it.
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Abstract

The research field of Legal Natural Language
Processing (NLP) has been very active recently,
with Legal Judgment Prediction (LJP) becom-
ing one of the most extensively studied tasks.
To date, most publicly released LJP datasets
originate from countries with civil law. In this
work, we release, for the first time, a challeng-
ing LJP dataset focused on class action cases
in the US. It is the first dataset in the common
law system that focuses on the harder and more
realistic task involving the complaints as input
instead of the often used facts summary written
by the court. Additionally, we study the dif-
ficulty of the task by collecting expert human
predictions, showing that even human experts
can only reach 53% accuracy on this dataset.
Our Longformer model clearly outperforms the
human baseline (63%), despite only consider-
ing the first 2,048 tokens. Furthermore, we
perform a detailed error analysis and find that
the Longformer model is significantly better
calibrated than the human experts. Finally, we
publicly release the dataset and the code used
for the experiments.

1 Introduction

Recently, the literature in Legal Natural Language
Processing (NLP) has grown at a fast pace, firmly
establishing it as an important specialized domain
in the broader NLP ecosystem. As part of this
strong growth and as a first step establishing Le-
gal NLP in the field, many legal datasets have
been released in the fields of Legal Judgment Pre-
diction (LJP) (Niklaus et al., 2021a; Chalkidis
et al., 2019), Law Area Prediction (Glaser and
Matthes, 2020), Legal Information Retrieval (Wrza-
lik and Krechel, 2021), Argument Mining (Urchs
et al., 2022), Topic Classification (Chalkidis et al.,
2021a), Named Entity Recognition (Luz de Araujo
et al., 2018; Angelidis et al., 2018; Leitner et al.,

* Equal Contribution
t Corresponding Author
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Figure 1: Calibration plot on the Full Text dataset. The
human experts rated the confidence of their predictions
on a score from 1 to 5. The confidence scores of the
Longformer models were binned into 5 buckets.

2019), Natural Language Inference (Koreeda and
Manning, 2021), Question Answering (Zheng et al.,
2021; Hendrycks et al., 2021), and Summarization
(Shen et al., 2022; Kornilova and Eidelman, 2019).

In particular, the field of LJP has been very ac-
tive, with many datasets released recently. Cui et al.
(2022) surveyed the field and divided the datasets
into five subtasks. In this work, we release a dataset
belonging to the category of the Plea Judgment Pre-
diction (PJP) task. Most other PJP datasets use
the facts summary, written by the court (clerks or
judges) as input (Cui et al., 2022). The facts are
written in such a way as to support the final deci-
sion (Niklaus et al., 2021a) and require extensive
work by highly qualified legal experts (Ma et al.,
2021). In contrast, in this work we consider the
plaintiff’s pleas (AKA complaints) as input, mak-
ing the task more realistic for use in real-world
applications.

Most LJP datasets released so far are from coun-
tries with civil law. Our dataset originates from
the United States, the largest country employing
the common law legal system. To the best of our
knowledge, we are the first to release a dataset
specifically targeting class action lawsuits.

Proceedings of the Natural Legal Language Processing Workshop 2022, pages 31 - 46
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Motivation

The 16th United Nations Sustainable Development
Goal (UNSDG) is to “Promote peaceful and inclu-
sive societies for sustainable development, provide
access to justice for all and build effective, account-
able and inclusive institutions at all levels”. Class
actions are a private enforcement instrument that
enables courts to organize the mass adjudication of
meritorious claims by underrepresented individuals
and communities. Without class actions, many vic-
tims of illegal action would never get their day in
court. Making case outcomes and facts accessible
is crucial to strengthen the effective use of class ac-
tions and private enforcement to drive UNSDG 16.
With the power of early LJP, plaintiffs will have the
ability to bring only meritorious cases to court, and
defendants are more likely to resolve them faster.

Main Research Questions

In this work, we pose and examine three main re-
search questions:

RQ1: 7o what extent is it possible to determine the
outcome of US class action cases using only the
textual part of the complaints (without metadata)?
RQ2: To what extent can we use Temperature Scal-
ing (TS) to better calibrate our models?

RQ3: To what extent can expert human lawyers
solve the proposed task?

Contributions

The contributions of this paper are four-fold:

* We curate a new specialized dataset of 10.8K
class action complaints in the US from 2012 to
2022 annotated with the binary outcome: win or
lose (plaintiff side). In contrast to most other LJP
datasets it is (a) from a country with the com-
mon law system (where there are less datasets
available), (b) it is specialized to class actions
(important types of complaints ensuring justice
for numerous often under-represented individu-
als), and (c) it uses the plaintiff’s pleas as input
instead of the facts, making the task more realis-
tic. To the best of our knowledge, our work is the
first dataset with plaintiff’s pleas in the common
law system and in the English language.

We conduct a detailed analysis of the stud-
ied models using Integrated Gradients (IG) and
model calibration using TS (Guo et al., 2017a).

We perform an experiment with human experts
on a randomly selected subset of the dataset,
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showing that our Longformer model both out-
performs the human experts in terms of accuracy
and calibration.

* We publicly release a sample of 3,000 cases from
the annotated dataset' together with the human
expert labels? and the code for the experiments?.

2 Legal Background

2.1 Class Action Lawsuits

Class actions are a unique procedural instrument
that allows one person to sue a company, not only
on behalf of himself, but for everyone that has
been injured by the same wrongdoing. In contrast
to traditional lawsuits, in a class action lawsuit a
plaintiff sues the defendant(s) on behalf of a class
of absent parties. Class action lawsuits typically
involve a minimum of 40 claimants. Rather than
filing individual lawsuits for each damaged person,
class actions allow the plaintiffs to unite and sue
through a single proceeding. Thus, class actions are
usually large and important cases and contain more
complexity due to the high number of represented
plaintiffs. These characteristics make class action
a legal enforcement mechanism, along with police
and regulators. Class actions both deter companies
from harming people in the first place, and give
compensation to the large number of victims hurt
by the violation, giving consumers power over large
corporations.

2.2 Definitions

Civil Law vs. Common Law: In both civil law
and common law systems, courts rule based on
laws and precedents (previous case law, mostly
from the Supreme Court). However, in common
law countries (mainly present in the UK and its
former Colonies), case law dominates, whereas in
civil law countries (most other countries) laws are
more important. Note, that the differences are often
not clear-cut, and courts usually use a combination
of both laws and precedent for their rulings.

Complaint: A complaint is a written pleading to
initiate a lawsuit. It includes the plaintiff’s cause
of action, the court’s jurisdiction, and the plain-
tiff’s demand for judicial relief. It is necessary for

'"https://huggingface.co/datasets/darr
ow—ai/USClassActions

nttps://huggingface.co/datasets/darr
ow—ai/USClassActionOutcomes_ExpertsAnno
tations

‘https://github.com/darrow-labs/Class
ActionPrediction
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the complaint to state all of the plaintiff’s claims
against the defendant, as well as what remedy the
plaintiff seeks. A complaint must state “enough
facts to state a claim to relief that is plausible on
its face” (Twombly, 2007). The standards for filing
a complaint vary from state to federal courts, or
from one state to another. A typical class action
complaint contains the allegations, the background
details about both the plaintiff and the defendant,
and the facts.

Allegations: In a complaint, allegations are state-
ments of claimed facts. These statements are only
considered allegations until they are proven. An
allegation can be based on information and belief
if the person making the statement is unsure of
the facts. In the complaint, allegations can appear
twice: once as a summary at the beginning and
once in more detail later. There is usually a refer-
ence to the act that the plaintiff’s attorney claims
to have been violated in the allegations.
Background Details: The complaint contains
background sections such as the plaintiff’s history,
class definitions, the defendant’s history, and de-
tails about the platform/service in which the allega-
tions took place.

Plaintiff’s Facts: The plaintiff’s facts or “factual
background”, are statements that can be proven
and are often backed up with references and event
dates. Note that the plaintiff’s facts are written by
the plaintiff lawyers.

Facts Summary: The facts summary or “factual
description”, are the summary of the accepted facts
by the court and are written by the clerks or judges.
The facts summary is usually more condensed in
higher courts. Most previous LJP tasks used facts
of this type. Since in this paper we consider com-
plaints as input, when “facts” are mentioned we
refer to the plaintiff’s facts.

Case Description: The case description is written
by the court clerks or judges and usually includes
the header, the facts, the considerations, and the
rulings.

Class Action Outcomes

Table 1 shows the outcomes possible in class action
cases. In the following, we briefly describe each of
the outcomes.

Settled: “Settling a case” refers to resolving a
dispute before the trial ends.

Uncontested Dismissal: Without any opposition
from the parties, the case is dismissed and closed.
Motion to Dismiss: The case was dismissed by
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the court following the defendant’s formal request
for a court to dismiss the case.

Outcome Bin. Label # Examples (%)
Settled win 5234 (48.64%)
Other - Plaintiff win 58 (00.52%)
Uncontested Dismissal lose 4544 (42.23%)
Motion to Dismiss lose 755 (07.01%)
Other - Defendant lose 170 (01.56%)

Table 1: This table shows the original outcome together
ruled by the court with the frequency and the final bina-
rized label we map it to.

3 Related Work

LJP is an important and well-studied task in legal
NLP. Cui et al. (2022) subdivide LJP into five
subtasks: (a) In the Article Recommendation Task,
systems predict relevant law articles for a given
case (Aletras et al., 2016; Chalkidis et al., 2019;
Ge et al., 2021). (b) The goal of the Charge Pre-
diction Task, mainly studied in China, is to predict
the counts the defendant is charged for based on
the facts of the case (Zhong et al., 2018; Hu et al.,
2018; Zhong et al., 2020). (c) In the Prison Term
Prediction Task, systems predict the prison time for
the defendant as ruled by the judge (Zhong et al.,
2018; Chen et al., 2019). (d) In the Court View Gen-
eration Task, systems generate court views (expla-
nation written by judges to interpret the judgment
decision) (Ye et al., 2018; Wu et al., 2020). (e) In
the Plea Judgment Prediction Task, systems predict
the case outcome based on the case’s facts (Niklaus
et al., 2021b; Sulea et al., 2017; Lage-Freitas et al.,
2022; Long et al., 2019; Ma et al., 2021; Strickson
and De La Iglesia, 2020; Malik et al., 2021a; Alali
et al., 2021). Since our work belongs to the PJP
category, in the following, we elaborate more on
the related work in this area.

Civil Law Niklaus et al. (2021b) released a trilin-
gual (German, French, Italian) Swiss dataset from
the Federal Supreme Court of Switzerland. They
use the facts summary as input and predict a binary
output: approval or dismissal of the plaintiff’s pleas
for approx. 85K decisions. Sulea et al. (2017) re-
leased a dataset of approx. 127K French Supreme
Court cases. As input, they used the entire case
description and not only the facts summary, pre-
sumably making the task considerably easier and a
possible explanation for their high performance on
the dataset. As output, they consider up to 8 classes
of decisions ruled by the court. Lage-Freitas et al.



(2022) released a dataset comprising roughly 4K
cases from a Brazilian State higher court (appellate
court). They predicted three labels from the en-
tire case description (written by the judges/clerks).
Jacob de Menezes-Neto and Clementino (2022)
release a large dataset of over 765K cases from
the 5th Regional Federal Court of Brazil. They
investigate a binary prediction task (whether the
previous decision was reversed or not) using the
entire case description as input. Long et al. (2019)
studied the LJP task on 100K Chinese divorce pro-
ceedings considering three types of information
as input: applicable law articles, fact description,
and plaintiffs’ pleas. Their model predicts a binary
output. Ma et al. (2021) released a dataset com-
prising 70.5K civil cases (private lending) from
China. They consider the more realistic task of
inputting the plaintiff’s complaints (together with
debate data) instead of the easier facts summary
used by most previous works. As output, their mod-
els predict three classes (reject, partially support
and support). Similarly, our work also studies the
more realistic (and challenging) use case of using
the plaintiff’s pleas as input instead of the heavily
processed facts.

Common Law Strickson and De La Iglesia
(2020) released a dataset of 5K cases from the UK’s
highest court of appeal. As input, they consider the
case description and their models predict two la-
bels (allow vs. dismiss). Malik et al. (2021a) study
a dataset of 35K Indian Supreme Court cases in
English. They use the case description as input
and predict a binary outcome (accepted vs. re-
jected). Alali et al. (2021) study a dataset of 2.4K
US Supreme Court decisions. Their models used
the facts summary as input and predicted a binary
output (first party won vs. second party won). In
contrast, our dataset is ~ 5 times larger and is spe-
cialized to the rare subset of class action cases.

Apart from Ma et al. (2021), the PJP task based
on plaintiff’s complaints has not been studied be-
fore. In contrast, most previous works studied tex-
tual input originating from the case description
written by the court.

4 Dataset Description

In this section, we describe the dataset origin and
statistics in detail. Additionally, we elaborate on
the dataset construction process and the variants
we produced.

Figures 2a and 2b show the distribution of
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cases across the most frequent states and courts
in the dataset, respectively. Note that the origin
of these class action lawsuits is very diverse, both
across states and across courts. Not surprisingly,
population-rich states like California, Florida, and
New York lead the list. However, while Califor-
nia is more than double in population (39.5M vs.
20.2M as of April 2021), the number of class ac-
tion lawsuits has the inverse relationship (~ 3K
from New York and ~ 1.8K from California). We
assume that the complicated filing system in Cali-
fornia could be a reason for this disparity®.

4.1 Plaintiff’s Pleas Instead of Facts Summary

Condensing and extracting the relevant information
from plaintiffs’ pleas and court debates is a large
part of the judge’s work (Ma et al., 2021). This
results in a condensed description of a case’s facts.
Most previous works consider this condensed de-
scription written by the judicial body (judges and
clerks) as input. However, since a lot of qualified
time has been spent on writing these descriptions,
naturally, it makes the LJP task easier when using
the court-written facts as input. Ma et al. (2021)
were the first to consider the original plaintiff’s
pleas as input on Chinese data. In this work, to the
best of our knowledge, we are the first to consider
this harder task in the common law system (US
class action cases in our case) and in the English
language in general.

We do not consider the background details be-
cause our models might easily overfit on very spe-
cific data. In contrast, our goal was to create
a dataset, where models need to focus on case-
specific details to solve the task instead of being
allowed to consider company-specific information
such as number of employees or the area of busi-
ness. We also disregard the introduction, contain-
ing metadata about the judge and the plaintiff.

4.2 Dataset Construction

To extract the plaintiffs’ facts and allegations from
each case, we manually reviewed hundreds of cases
from different courts and different states to learn
the structure of the document in each court to build
a rule-based regex extraction system that detects
the relevant text spans in each complaint. To sum-
marize, constructing the dataset posed many tech-
nical difficulties due to the diverse nature of the

“Each court has its format of filing, and even courts within

the same county do not usually use the same complaint filing
format.
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Figure 2: Distribution of cases across states and courts.

complaint documents. At the preprocessing stage,
we perform text cleaning, including removing some
irrelevant text sections that our system incorrectly
matched and removing duplicate sections.

4.3 Label Distribution

In this work we consider the task of binary legal
judgment prediction. To do so, we simplified the
labels. We used Table 1 to map the outcomes to
either win or lose (for the plaintiff). After bina-
rization the dataset is almost balanced with 5,469
(50.8%) lose cases and 5,290 (49.2%) win cases.
Therefore, in our experiments, we just report the
accuracy to keep it simple and make the scores
more easily interpretable.

4.4 Dataset Variants

We experimented with different variants of the
dataset to study the effect of the different parts
of the text. We deliberately focused our attention
more on the allegations because the facts contain a
lot of repetitive content and are noisier than the al-
legations (many paragraphs only contain citations).
Additionally, the facts contain many citations to
laws, which are less relevant to the case’s outcome
according to domain experts (the facts are more
generic and less case-specific than the allegations).

Full Text

The Full Text dataset combines the plaintiff’s facts
and the allegations but also disregards any back-
ground details. We concatenated the facts at the
beginning and added the allegations parts to cre-
ate one input text. We observe in Figure 3a that
this dataset is rather long — almost 2700 tokens
on average — with 10% of cases longer than 5400
tokens.
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Unified Allegations

The Unified Allegations dataset consists of all
case’s allegations (mentioned in the complaint)
concatenated together to form one input text . Ap-
prox. 2K documents did not contain any allega-
tions (based on our extraction regexes), reducing
the dataset size from 10.8K to 8.8K documents.
The allegations make up a bit less than half of the
full text complaint, as shown in Figure 3b (mean of
~1,100 tokens and percentile 90 at ~2,400 tokens).

Separated Allegations

The Separated Allegations dataset considers each
allegation as a separate sample, increasing the size
from 8.8K to 25K documents. We considered this
dataset to test whether the entire context is neces-
sary. Figure 3c shows the length distribution for
individual allegations. Surprisingly, even a single
allegation can reach up to 2,000 tokens (~ 4-5
pages of continuous text). However, most allega-
tions (95%) are not longer than roughly 2 pages
(1,100 tokens) with the average at 400 tokens.

S5 Experiments

5.1 Experimental Setup

For all experiments, we truncated the text to the
model’s maximum sequence length (2,048 for
Longformer and BigBird, 512 otherwise), unless
otherwise specified. All experiments have been per-
formed on the binarized labels (win or lose). We
ran the experiments with 5-fold cross-validation
and averaged across 5 random seeds. For more
details regarding hyperparameter tuning and pre-
processing, please refer to Appendix A.
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Figure 3: Histograms for the three dataset variants (number of tokens calculated using bert-base-uncased tokenizer).

5.2 Methods

We compared the following pretrained transformer
models: BERT (Devlin et al., 2019), Legal BERT
(Chalkidis et al., 2020) (pretrained on diverse En-
glish legal data from Europe and the US with a
domain-specific tokenizer), CaseLawBERT (Zheng
et al., 2021) (pretrained on 37GB of US state
and federal caselaw with a domain specific tok-
enizer), LegalRoBERTa’ (continued pretraining
from RoBERTa checkpoint on 4.6 GB of US
caselaw and patents), BigBird (Zaheer et al., 2021)
and Longformer (Beltagy et al., 2020). For all mod-
els, we used the publicly available base checkpoints
on the Huggingface hub®. We ran our experiments
with the Huggingface transformers library (Wolf
et al., 2020) available under an Apache-2.0 license.

5.3 Results

Results are reported in the mean g format av-
eraged accuracy across 5 random seeds. Table 2
shows the main results. We observe that the setup
considering the entire text is harder than when we
only consider the allegations (best Full Text model
is at ~ 63% and worst allegations model is at ~
65%). These findings confirm our hypothesis, that
the allegations encode more useful information
than the facts (see Section 4.4) (the facts are of-
ten at the beginning of the complaints; thus the
models on the Full Text dataset are likely to see
mostly facts because of the truncation).

In line with previous findings (Chalkidis et al.,
2021b, 2020; Zheng et al., 2021), models with
legal pretraining outperform BERT also in our
datasets (Unified Allegations and Separated Alle-
gations). However, for Legal BERT the difference
is small (only 0.5% above BERT). The models
pretrained mostly or exclusively on US caselaw

Shttps://huggingface.co/saibo/legal-r
oberta-base
*https://huggingface.co/models
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Method Accuracy
Full Text (trunc. to 2048 tokens)
Longformer 62.8742.06
BigBird 63.2643.40
Unified Allegations (trunc. to 512 tokens)
BERT 65.06+1.67
LegalBERT 65.5740.26
CaseLawBERT 65.87+0.60
LegalRoBERTa 65.95+0.98
Separated Allegations (trunc. to 512 tokens)
BERT 64.98+1.08
LegalBERT 65.5710.62
CaseLawBERT 66.82+0.78
LegalRoBERTa 65.9710.88

Table 2: Longformer and BigBird used a maximum
sequence length of 2,048 tokens. All other models used
512 tokens. For all datasets, we truncated the text to fit
the maximum sequence length.

(LegalRoBERTa or CaseLawBERT respectively)
perform better (up to 2% better than BERT), pre-
sumably because our dataset also originates from
the US. CaseLawBERT achieves a much higher dif-
ference to BERT on the CaseHOLD task (4.6 F1)
(Zheng et al., 2021) and on SCOTUS (7.6 macro-
F1) (Chalkidis et al., 2021b). Both of these tasks
are based on the same data as has been used in the
pre-training of LegalRoBERTa and CaseLawBERT,
whereas the complaints in our dataset are unseen
by all models during pre-training. We suspect that
this different data is the reason for the legal models
not outperforming BERT as strongly as has been
observed in other datasets.

6 Error Analysis

Neural Networks (NNs) and their latest incarna-
tion, Transformers (Vaswani et al., 2017), work
very well across a wide range of tasks, especially if


https://huggingface.co/saibo/legal-roberta-base
https://huggingface.co/saibo/legal-roberta-base
https://huggingface.co/models

the tasks involve more “complicated” data like text
or images. However, in contrast to traditional Ma-
chine Learning (ML) methods such as Linear Re-
gression, they are not interpretable out-of-the-box.
Neural Networks need additional methods to make
them explain themselves better to humans. A rich
body of literature investigates how to make NNs
and especially Transformers more interpretable
(Ribeiro et al., 2016; Sundararajan et al., 2017;
Lundberg and Lee, 2017; Dhamdhere et al., 2018;
Serrano and Smith, 2019; Bai et al., 2021). Inter-
pretability is especially important in high-stakes
domains such as law or medicine.

In the following two sections, we analyze our
models using the two interpretability methods Cali-
bration and IG to get a better understanding of their
inner workings.

6.1 Calibration

In this section, we investigate to what extent our
models are calibrated out-of-the-box and “calibrat-
able”. Calibration is a first step towards under-
standing whether the model output can be trusted
(Guo et al., 2017b; Desai and Durrett, 2020): how
aligned are the confidence scores with the actual
empirical likelihoods? Thus, if the model assigns
60% probability to a label, then this label should be
correct in 60% of cases if the model is calibrated.
So, even if the model itself is a black-box, a cali-
brated model at least gives an indication whether it
knows when it is wrong. This information can be
very valuable when deploying models in the real
world because it allows us to discard predictions
where the model is below some certainty threshold.
Well calibrated models are especially important in
domains with high potential downside for users,
such as predictive tools for court cases.

In this work, we follow Desai and Durrett (2020)
by employing TS (Guo et al., 2017b) for calibrat-
ing our models using the netcal library’ (Kiippers
et al., 2020) available under an Apache License
2.0 license. We show calibration plots in Figure
4 for BERT and the legal models on the Unified
Allegations dataset and aggregated scores in Ta-
ble 5 in Appendix B.3. We observe that the legal
models are less calibrated than BERT before, but
better calibrated after TS. So TS seems to calibrate
domain-specific models better than general models.
When comparing the calibration of our models with

"Thttps://github.com/fabiankueppers/ca
libration—-framework
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Figure 4: Calibration on the Unified Allegations dataset.

the calibration of models from the literature (Desai
and Durrett, 2020), we note that our models are less
calibrated overall (further away from the zero-error-
line and higher ECE scores), both out-of-the-box
and after applying TS. We hypothesize that the
generally lower accuracy on our hard dataset also
makes the models less calibrated, especially in the
areas of high (> 0.8) and low (< 0.2) confidence.
To the best of our knowledge, in legal NLP we are
the first to perform such an analysis.

6.2 Integrated Gradients

We conduct a qualitative analysis of the LegalBERT
model using IG? (Sundararajan et al., 2017) and
show an illustrative example in Figure 5. We ob-
serve that the model focuses most on “flsa” an
acronym for Fair Labor Standards Act® regulating

$https://github.com/cdpierse/transfor
mers—-interpret#sequence-classification-e
xplainer

‘https://www.dol.gov/agencies/whd/flsa
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minimum wage and overtime among others. Fur-
ther, the model focuses on “work™ and “wages”
possibly signaling a (limited) understanding of the
connections between those concepts. Future work
may investigate explainability of Pretrained Lan-
guage Models (PLMs) in more detail on the LJP
task.

7 Human Expert Annotations

Malik et al. (2021b) collected predictions for the
judgment outcome of Indian Supreme Court cases
from five legal experts. The experts agreed with
the judges in 94% of the cases, on average. Note,
however, that they have access to both the facts
summary and the court’s considerations. Their best
model, XLNet + BiGRU, only achieves an accuracy
of 78%. Contrarily, Jacob de Menezes-Neto and
Clementino (2022) find that all their models outper-
form 22 highly skilled experts on LJP in Brazilian
Federal Courts using the entire case description for
prediction.

We asked legal experts (employees of our com-
pany) and US law students in their final year, to
predict the judgment outcome of 200 randomly se-
lected examples in our Full Text dataset. Note that
they only had access to the facts and allegations
from the plaintiff’s pleas (same as our models), and
not to the court case written by the judge. So, their
task was much more difficult than the one posed to
the annotators by Malik et al. (2021b) and Jacob de
Menezes-Neto and Clementino (2022). In our task,
participants (whether models or human experts) ba-
sically need to estimate how the court is going to
decide based only on the plaintiff’s pleas. For each
document, our legal experts had to answer whether
they think the plaintiff would win or lose the case.
Furthermore, they also had to indicate their confi-
dence level for being correct (from 1 — very unsure
—to 5 — very sure). We made sure that the anno-
tators did not look for any additional information
regarding the complaint (e.g., news articles about
the outcome or further information on different le-
gal platforms) so that their answer is based only on
the input text presented on the annotation platform.
Figure 6 in Appendix C presents a screenshot of
the annotation platform we used.

On the entire dataset sample (200 examples),
the human experts achieve an accuracy of 53%.
When we filtered out the samples where the hu-
man experts were not confident (confidence score
1, 2 or 3), they achieved an accuracy of 60%. The
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entire results for the human experts are shown in
Appendix B.4 in Table 6. We also trained and eval-
uated a Longformer model for comparison with the
human predictions. We randomly split our remain-
ing dataset into 6,877 train and 1,851 validation
examples. Surprisingly, the Longformer model out-
performs the human expert predictions both on the
entire annotated test dataset (63% vs. 53% Ac-
curacy) and the dataset filtered for high human
confidence (67% vs. 60% Accuracy). In contrast to
the human experts, the Longformer model only had
access to the first 2,048 tokens of the case. While
the human performance increases more than the
Longformer performance on the high-confidence
dataset, the Longformer model also has a higher
performance, suggesting that these cases are easier
to predict.

The task proposed in our dataset seems very chal-
lenging, given that human experts face great chal-
lenges in solving it. Interestingly, on the Indian
dataset the humans clearly outperform the mod-
els, whereas in the Brazilian dataset it is reversed,
similar to our results. Note that lawyers are often
specialized in very narrow domains (legal areas).
The cases in our dataset may be very diverse, and
thus a generic model might be better suited for this
task than specialized human experts. Future work
may investigate this finding in more detail.

Figure 1 shows the calibration plot on the Full
Text dataset, comparing Longformer before and
after calibration with the human confidence scores.
We observe that Longformer is already well cali-
brated in comparison to the human experts. Using
TS, the Expected Calibration Error (ECE) of Long-
former can be reduced from 5.14 to 2.34, whereas
the ECE of the human experts lies at 17.5. Again,
as mentioned in Section 6.1, the lower accuracy of
the humans might explain their worse calibration
compared to Longformer.

8 Conclusions and Future Work

Answers to the Research Questions

RQ1: To what extent is it possible to determine the
winner of US class action cases using only the tex-
tual part of the complaints (without metadata)? It
is possible, to some extent, to determine the winner
of US class action cases using only the textual part
of the complaints. Our best model achieves an ac-
curacy of 66.8% (LegalRoBERTa) on the datasets
using only the allegations. However, as this number
shows, there is still a lot of room for improvement.



Predicted label = 1: Case Won

[CLS] plaintiff hereby real ##leg ##es and incorporates paragraphs 1 through 43 of this complaint , as if fully
set forth herein . defendants failed to pay over ##time wages to plaintiff and other similarly situated employees
for all time worked in excess of forty ( 40 ) hours in individual weeks in violation of the fil§@ll, 29 u .s . c.
§ 201 . for example , during the week beginning april 4 , 2016 , plaintiff worked approximately fifty - six ( 56 )
hours for defendants . during the week beginning may 16 , 2016 , 9 plaintiff worked approximately fifty - four (
54 ) hours for defendants . plaintiff was not paid a rate of one and one - half times his regular rate of pay for all
time worked in excess of forty ( 40 ) in these weeks and all other weeks he worked over forty ( 40 ) hours .
during the course of their employment with defendants , plaintiff and others similarly situated driver ##s were
not exempt from the maximum hour provisions of the fI8&l, 29 violation of the fair labor Standardsiact [UNK]
over ##time wages ( collective action under29u.s.c.§ 216 (b)) [SEP]

Figure 5: Analysis using Integrated Gradients (IG)

RQ2: To what extent can we use Temperature Scal-  our model’s outputs using Calibration and IG, the
ing (TS) to better calibrate our models? Similar literature knows a host of other explainability meth-

to Natural Language Inference, Paraphrase Detec-  ods (Molnar, 2022). We leave a more thorough

tion and Commonsense Reasoning tasks (Desai and  qualitative analysis involving domain experts and

Durrett, 2020), we also find that in the PJP task, explainability methods for future work.

TS helps in calibrating pretrained transformers. In Our experiments were performed only on rela-
our best model, TS led to a decrease in ECE scores  tjyely short input spans (512 tokens for allegations,
from 28 to 2. and 2048 for full text). Longformer or BigBird

RQ3: To what extent can expert human lawyers — gupport input spans until 4096 tokens. Another
solve the proposed task? Expert human lawyers — hosibility is the use of hierarchical models, as em-
perform better than chance on a randomly selected ployed for example by Niklaus et al. (2022); Dai
dataset of 200 samples and can increase their ac- ¢ 4] (2022) that can also easily scale to 4096 to-
curacy from 53% to 60% when they are confident  yeng given the right hardware. With 4096 tokens,
in their decision. However, they are still outper- e could fully encode all allegations and almost

formed by a Longformer model having access to 809, percent of the full texts. We leave these inves-
only the first 2,048 tokens in both scenarios. tigations to future work.

Conclusions

We release a challenging new dataset of class action ~ Future Work

lawsuits for the more realistic PJP task (where the
input is based on the complaints instead of the
further processed facts summary written by the
judge) in the US, a jurisdiction with the common
law system. Additionally, we calibrated our models
using TS and found that despite the relatively low
accuracy (66% for the best model), relatively low
ECE scores around 2 can be achieved. Finally,
we find that our Longformer model is 10% more Large PLMs have proved to be very strong few
accurate than the human experts on our dataset ~ Shot learners in many tasks (Brown et al., 2020;

despite having only access to the first 2,048 tokens ~ Chowdhery et al., 2022). The use of such models
of the case. may bring performance boosts also in our studied

than generic model or human experts.

Since the legal models outperformed BERT only to
a small margin, we suspect that further pretraining
(Gururangan et al., 2020) on in-domain data might
further enhance the performance. Additionally, in
future work, we plan to study the domain-specific
PJP and whether domain-specific models are better

task. We leave experimentation using different
Limitations prompting strategies for future work (Arora et al.,

Our best model achieves an accuracy of 66%. This ~ 2022; Wei et al., 2022; Suzgun et al., 2022).

may suggest that either the task posed in this dataset We discovered through our analysis using IG
is very hard, or we did not optimize our models  that some legal domains have a strong correlation
enough. The results achieved by the human experts  to a particular label. To produce complaints with
suggests that the former is the case. However, we  a higher success likelihood in court, future studies
believe much more work is needed here. may examine the linguistic structure of successful

Although we did some first efforts to interpret  allegations.
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Ethics Statement

The goal of this research is to achieve a better un-
derstanding of LJP to broaden the discussion and
aid practitioners in developing better technology
for both legal experts and non-specialists. We be-
lieve that this is a crucial application area, where
research should be done (Tsarapatsanis and Aletras,
2021) to improve legal services and democratize
legal data, making it more accessible to end-users,
while also highlighting (informing the audience
on) the various multi-aspect deficiencies seeking a
responsible and ethical (fair) deployment of legal-
oriented technology.

In this direction, we study how we can best build
our dataset to maximize accuracy of our models
on the task. Additionally, we study the inner work-
ings of the models using Integrated Gradients and
make sure that our models are calibrated. A well
calibrated model outputs confidence probabilities
in line with actual likelihoods, thus giving the users
the possibility of discarding low-confidence predic-
tions or at least treating them with caution.

Lawyers often perform the LJP task by giving
their clients advice on how high the chances for
success are in court for specific cases. Given the
complaint documents, we were able to show in this
work that our models outperformed human experts
in this task.

But, like with any other application (like content
moderation) or domain (e.g., medical), reckless
usage (deployment) of such technology poses a
real risk. According to our opinion, comparable
technology should only be used to support human
specialists (legal scholars, or legal professionals).
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A Additional Training Details

A.1 Hyperparameter Tuning

We randomly split the data into 70% train, 15% val-
idation and 15% test split. We searched the learning
rate in {1e-6, 5e-5, le-5} and had the best results
with 1le-5. We searched dropout in {0, 0.001, 0.1,
0.2} and finally chose 0. We searched the batch size
in {16, 32, 64} and chose 16. Where GPU memory
was not sufficient, we used gradient accumulation
for a total batch size of 16. We searched the activa-
tion function in {Relu, SoftMax, LeakyRelu} and
chose SoftMax. We searched weight decay in {0,
0.1} and found O to perform best. We used AMP
mixed precision training and evaluation to reduce
costs. We used early stopping on the validation loss
with patience 2. If early stopping was not invoked,
we trained for a maximum of 10 epochs. We used
an AWS EC2 G5 instance with 4 CPU cores, 16
GB RAM and one NVIDIA A10G GPU (24 GB of
GPU memory)

A.2 Preprocessing

We experimented with the following preprocessing
methods: (a) removing punctuation; (b) removing
numerals; (¢) stemming; (d) lemmatization; and (e)
entity masking (e.g., “Plaintiff James won would
receive 30% from the 3 million compensation fund”
— “PERSON won would receive PERCENT from
the MONEY compensation fund”). We found that
only stemming improved the results.
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Method Max Seq Len  Accuracy Method Max Seq Len  Accuracy
Full Text Full Text
Longformer 2048 63.641¢.72 BERT 512 60.4040.90
BigBiI‘d 2048 62~00i1.08 LegalBERT 512 61.79i1_13
Separated Allegations CaseLawBERT 512 60.6540.32
LegalRoBERTa 512 60.3710.66
BERT 512 64.8241.73 Longformer 2048  59.9641.24
CaseLawBERT 512 66.06+0.54 BigBird 2048  60.98.10.70
Legal BERT 512 64.5711.89 ; :
LegalRoBERTa 512 65.4141 g9 Unified Allegations
BERT 512 62.0840.71
Table 3: Longformer and BigBird used a maximum LegalBERT 512 63.0140.60
sequence length of 2,048 tokens. All other models used CaseLawBERT 512 62.2249.59
512 tokens. For all datasets, we filtered out the rows LegalRoBERTa 512 62.3241.12
larger than the maximum sequence length. Longformer 512 61.74982
BigBird 512 61.1341.02
A3  Training Times Separated Allegations
On the Unified Allegations dataset, training took BERT >1263.19-0.49
. ) ; LegalBERT 512 64171044
approximately one hour for all the investigated CaseLawBERT 512 63.8110.6r
models. On the Separated Allegations dataset, it LegalRoBERTa 512 64 52i0'30
took approximately two hours per model. On the Longformer 512 64.6540.40
Full Text dataset, it took approximately six hours BigBird 512 63.3840.31

for Longformer and approximately eight hours for
BigBird. All training times are counted for five
folds and one random seed on an AWS EC2 G5
instance with 4 CPU cores, 16 GB RAM and one
NVIDIA A10G GPU (24GB of GPU memory).

A.4 Library Versions

We used the following libraries and associated
versions: python 3.8, transformers 4.17.0, xg-
boost 1.5.2, torch 1.11.0+cul13, tokenizers 0.12.1,
spacy 3.2.3, scikit-learn 1.1.1, pandas 1.3.4, numpy
1.20.3, netcal 1.2.1, nltk 3.6.5, optuna 2.10.1, mat-
plotlib 3.4.3.

B Additional Results
B.1 Filtering the Datasets

In Table 3 we show results for the Filter setup,
where we filtered out texts containing more tokens
than the maximum sequence lengths of the mod-
els used. We note that the results don’t change
significantly in comparison to Table 2 (Truncation
setup).

B.2 XGBoost

Table 4 shows the results for using XGBoost (Chen
and Guestrin, 2016) on top of the embeddings in-
stead of simple linear layers as it is reported in
Table 2. We observe that this more sophisticated
classification layer does not improve results.
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Table 4: We fed the embeddings of the transformer
models into an XGBoost (Chen and Guestrin, 2016).
For all datasets, we truncated the text to fit the maximum
sequence length.

B.3 Calibration Results

Table 5 shows the detailed aggregated ECE scores
together with the optimal temperature and the ac-
curacy on the Unified Allegations dataset.

B.4 Human Results

Table 6 shows the results of the human experts on
the 200 randomly selected examples.

C Annotation Platform

Figure 6 shows a screenshot of the annotation plat-
form our human experts used.

D Example Complaint

Figures 7 and 8 show an example of a complaint
present in the dataset.



Annotation

Sheet
100%

Read Carefully the following

On information and belief, Defendants received some or all of the revenues from the sale of the products,

language identical or substantially similar to the opt-out language of the fax advertisement attached hereto
as Exhibit A to Plaintiff and at least 40 other recipients or sent the same and other advertisements by fax

Verdict

Docket ID

Outcome

Confidence

There is no reasonable means for Plaintiff (or any other class member) to avoid receiving unauthorized

id done Do you think plaintiff will win or lose this case?
2323 v
goods and services advertised on Exhibit A, and Defendants profit and benefit from the sale of the
1532 v products, goods and services advertised on Exhibit A.
Plaintiff did not give prior express invitation or permission to Defendants to send the fax.
5465 v On information and belief, Defendants faxed the same and other unsolicited facsimiles with opt-out
4563 v with the required opt-out language but without first receiving the recipients’ express invitation or
permission and without having an established business relationship as defined by the TCPA and its
regulations because the opt-out language was not compliant.
8764 v
faxes.
6236319 v

Fax machines are left on and ready to receive the urgent communications their owners desire to receive.

Showing 1-60f 20/ 1 |of34 > & Y ¢

Defendants’ facsimile attached as Exhibit A does not display a proper opt-out notice as required by 47 C.

Figure 6: The platform for the human annotations.

Method Opt. Temp. ECE Before ECE After  Accuracy
BERT 0.1940.03 23.4443.90 5.0641.096 65.064167
CaseLawBERT 0.2040.03 25.6719.32 2.5910.90 65.5710.60
LegalBERT 0.2240.02 24.7841.13 3.064178 65.8710.26

LegalRobertaBase 0.1340.02 28.024216 1.921085 65.9540.98

Table 5: Calibration results on the Unified Allegations
dataset. The text was always truncated to fit the model’s
maximum sequence length of 512 tokens. Opt. Temp.
abbreviates the optimal temperature used for calibrating
the models.

Precision Recall Fl-score # Examples

All Results

lose 4941  45.65 4745 92
win 56.52  60.18 58.29 108
accuracy - - 53.50 200
High Confidence

lose 75.00 37.50 50.00 24
win 54.54  85.71 66.66 21
accuracy - - 60.00 45

Table 6: Results of the human experts on the 200 ran-
domly selected cases. Under High Confidence we show
the results for only the examples where the human ex-
perts rated their confidence at 4 or 5 out of 5.
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IN THE UNITED STATES DISTRICT COURT
FOR THE NORTHERN DISTRICT OF ILLINOIS

EASTERN DIVISION
ANTHONY HALL, )
on behalf of himself and all others )
similarly situated, )
)
Plaintiff, )
) Case No. 20-cv-00846
Vs, )
)
CLEARVIEW AL INC., and. )
CDW GOVERNMENT LLC; ) Jury Demanded
)
)
Defendants. )
CLASS ACTION COMPLAINT

Plaintiff Anthony Hall, on behalf of himself and a putative class (“Plaintiff” or “Hall”),
brings this Class Action Complaint against Defendants Clearview Al Inc (“Clearview”); CDW
Government, LLC (“CDW™) and alleges the following:

Introduction
1. A New York Times article published on January 18, 2020 introduced Americans to the
then relatively unknown company Clearview Al Inc. The article described a dystopian
surveillance database, owned and operated by a private company and leased to the highest
bidder.
2. Clearview AI's database includes the photographs, and personal and private data,
including names, home addresses, and work addresses, of millions of Americans. Clearview
acquired the billions of data points by “scraping” or harvesting the data from publicly available

internet-based platforms such as Facebook, Instagram, and Twitter.

Case: 1:20-cv-00846 Document #: 1 Filed: 02/05/20 Page 2 of 15 PagelD #:1

3. But Clearview’s database is unique — it has run every one of the 3 billion photographs it
has acquired through facial recognition software to extract and index the unique biometric data
from each face. The database thus also contains the biometric identifiers and information of
millions of Americans. Any private citizen can be identified by uploading a photo to the
database. Once identified, the end-user then has access to all of the individual’s personal details
that Clearview has also obtained.
4. A second article published in the Chicago Sun-Times on January 29, 2020 revealed that
the Chicago Police Department was using Clearview’s surveillance database to aid in law
enforcement operations.

Jurisdiction
5. This Court has jurisdiction under 28 U.S.C. § 1332(d)(2), the Class Action Fairness Act
(“CAFA") because there are 100 or more members of the class, the parties and putative class
members are minimally diverse and the aggregate amount in controversy is greater than
$5,000,000.
6. This Court has personal jurisdiction over Clearview because they conduct a substantial
amount of business here which forms the basis of Plaintiffs’ claims. Clearview has made their
surveillance database, which contains the private and personal data and biometric information of
thousands of Illinois residents, available to Chicago Police department. All defendants”
violations of Illinois law are based on and arise from their contacts with the state and its
residents. The court has personal jurisdiction over CDW because they are an Illinois company
headquartered in Illinois.
7. Venue is proper here under 28 U.S.C. § 1391(b)(2) because a substantial amount of the

acts and omissions giving rise to the claims occurred in Illinois.

Case: 1:20-cv-00846 Document #: 1 Filed: 02/05/20 Page 13 of 15 PagelD #:1

80. Plaintiff and the Class seek:
a §1,000 for the Plaintiff and each member of the class for each and every separate
negligent violation;
b. §$5,000 for the Plaintiff and each member of the class for each and every separate
intentional or reckless violation;
c. punitive damages;
d. costs, expenses, and reasonable atiorneys’ fees;
e and, any other relief this court deems proper.
T III — ILLINOL! ER FRAUD AND UNFAIR B! PRACTICE!
ACT — CLEARVIEW AND CDW
81 At all times relevant, Defendants were engaged in trade or commerce in the state:

Clearview and CDW leased, sold, or otherwise provided, for profit, access to the surveillance

database to agencies within Illinois such as the CPD.

82. At all times relevant, Plaintiff and members of the class were consumers within the
meaning of [CFA.
83. Defend: practice of d scraping or harvesting of Plaintiff’s and the Class

members’ photos, videos, private and personal information, and its conversion into biometric
information and identifiers to add to their surveillance database is an unfair practice.

84. This practice has caused substantial injury and harm to Plaintiff and the members of the
Class. It has also forced the Plaintiff to retain counsel to force Clearview to comply with BIPA
and redress other violations of state law.

85. Plaintiff and the Class seek:

a. actual damages;

Case: 1:20-cv-00846 Document #: 1 Filed: 02/05/20 Page 14 of 15 PagelD #:1

b. punitive damages;

. costs, expenses, and reasonable attorneys’ fees;

d and, any other relief this court deems proper.

COUNT IV - CONVERSION - CLEARVIEW AND CDW

86. Plaintiff and each Class member have a personal property right in their biometric
information and identifiers.
87. Defendants assumed control over the biometric information and identifiers of Plaintiff and
the Class with their knowledge or authorization. Defendants” actions impaired Plaintiff and Class
members’ exclusive right to control their property.
88. Plaintiff and the Class seek:
a the greater of actual damages or the profits gained by CDW and Clearview from
the conversion of Plaintiff and Class members property;
b. punitive damages;

¢ and, any other relief this court deems proper.

Jury Demand

Plaintiff demands a trial by jury.

February 5, 2020

[Signature Page Follows]

Figure 7: These are the first two pages from an example
complaint.

Figure 8: These are the last two pages from an example
complaint.
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Combining WordNet and Word Embeddings
in Data Augmentation for Legal Texts

Sezen Per¢in'?3

Francesca Lagioia*
Giovanni Sartor?

Abstract

Creating balanced labeled textual corpora for
complex tasks, like legal analysis, is a chal-
lenging and expensive process that often re-
quires the collaboration of domain experts. To
address this problem, we propose a data aug-
mentation method based on the combination of
GloVe word embeddings and the WordNet on-
tology. We present an example of application
in the legal domain, specifically on decisions
of the Court of Justice of the European Union.
Our evaluation with human experts confirms
that our method is more robust than the alter-
natives.

1 Introduction

Many of the state-of-the-art Natural Language
Processing (NLP) techniques are based on deep
learning methods with millions of parameters (De-
vlin et al., 2019; Vaswani et al., 2017), and there-
fore they usually require vast amounts of data to
be trained. Even if a lot of progress has been
made in the development of unsupervised or semi-
supervised methods, many high-level tasks are
still addressed in a supervised fashion, especially
when they concern complex tasks or very spe-
cific domains, such as predictions on legal docu-
ments (Drawzeski et al., 2021; Poudyal et al., 2020;
Zhong et al., 2020). At the same time, creating
corpora for such applications is particularly chal-
lenging and expensive since this process requires
the collaboration of domain experts for the labeling
process. One possible way to address this problem
is data augmentation (Shorten et al., 2021), which
exploits existing data to generate new synthetic
ones. These synthetic samples must be different
enough from the original ones to provide a valuable
contribution to the training. Still, at the same time,
their semantic content must remain similar enough
not to invalidate their labels. In NLP, one possi-
bility is to replace some words or sentences of the
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original samples with other ones that hold the same
semantic meaning. This can be done by exploiting
similarities between sub-symbolic representations
of text, such as word and sentence embeddings,
or exploiting relationships in symbolic representa-
tions, such as WordNet (Fellbaum, 2010).

Inspired by works regarding semantic related-
ness (Lee et al., 2016; Vasanthakumar and Bond,
2018), we propose to merge graph-structured and
embedding-based augmentation by combining the
use of WordNet and similarity between word em-
beddings. In particular, we create new synthetic
samples by replacing some terms with words with
similar semantic meaning. We exploit WordNet to
compute a set of candidate words and then choose
the most similar one according to its GloVe word
embedding (Pennington et al., 2014).

We present an example of the application of such
a method in the legal domain. Our context is a task
of sentence classification, where we want to au-
tomatically predict whether a sentence extracted
from a judgment is representative of a principle
of law. Since the distribution between the nega-
tive and positive classes is heavily unbalanced, we
need to rely on data augmentation. We compare
different techniques and ask a team of legal experts
to evaluate the new synthetic data. Their evalua-
tion confirms that the quality of the synthetic data
generated through our method is superior to data
generated exploiting only WordNet or GloVe em-
beddings. Our contribution is three-fold:

e (i) we propose a novel method to perform
textual data augmentation by mixing the use
of WordNet and Word Embeddings;

e (ii) we perform a qualitative evaluation on le-
gal documents, where human domain experts
assess the efficacy of our method with respect
to alternatives;

Proceedings of the Natural Legal Language Processing Workshop 2022, pages 47 - 52
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e (iii) we perform a preliminary quantitative
evaluation, using neural language models to
measure the similarity between the augmented
texts and the original ones.

We make our code, data, and evaluation publicly
available.!

2 Related Works

Data augmentation is a frequently used strategy
in NLP to introduce diversity in the datasets that
will help models overcome phenomena such as
overfitting (Shorten et al., 2021). In particu-
lar, paraphrasing-based data augmentation tech-
niques (Li et al., 2022) aim to create new synthetic
data preserving the meaning of the original source.

One popular family of augmentation methods
relies on knowledge graphs, thesauruses, and lex-
ical database such as WordNet. WordNet (Fell-
baum, 2010) is a lexical database where words
are grouped into sets of cognitive synonyms called
"synsets". Serving as a relational network, it is
widely used as a source of synonyms and for the
measurement of similarity between terms. For ex-
ample, Mosolova et al. (2018) use WordNet to re-
trieve a list of synonyms of a word, and replace
it with one chosen randomly. Xiang et al. (2020)
expand such approach by constraining candidates
according to Part of Speech (POS) tags by selecting
them based on a similarity measure, and test their
approach on various text classification tasks. Wang
and Yang (2015) follow a different approach and
instead they rely on semantic embeddings, embed-
ding words with Word2Vec and replacing candidate
words with their nearest neighbour.

Our approach stems from Xiang et al.’s and fol-
lows the intuition of Wang and Yang. We rely on
WordNet to select a pool of candidate words, but
we choose the replacement by measuring the simi-
larity between their GloVe word embeddings (Pen-
nington et al., 2014). However, we provide a sim-
pler definition of the candidate list considering the
synsets collected from the WordNet opening room
for syntactic differences while preserving the se-
mantic integrity of the sentences. Moreover, we
address the challenging domain of legal documents,
in which retaining domain-specific validity while
introducing textual diversity is a critical factor. Fi-
nally, we provide an evaluation of synthetic sam-
ples involving human experts.

"https://github.com/adele-project/
maxims

Other possible data augmentation strategies
include rule-based approaches (Wei and Zou,
2019), syntactic alterations (Sahin and Steedman,
2018), interpolation approaches (Zhang et al.,
2018), generative data augmentation and back-
translation (Sennrich et al., 2016), and random ma-
nipulation of words (Yan et al., 2019). Additional
information can be found in the surveys by Shorten
et al. (2021) and Li et al. (2022).

3 Method

Our augmentation method augWN+GYV combines
the use of the lexical database WordNet (WN) with
the properties of the vector space defined by GloVe
pre-trained word embeddings (GV).

Given a sample sentence, composed of a list
of words {w1, ..., wy,}, we randomly choose one
word to be replaced among those that are adjec-
tives, nouns, or adverbs. We do so by computing
the POS tags of each word POS,,, through the
NLTK library and considering only the words for
which POS,,, € {NN, NNS, NNP, NNPS,
JJ, JJR, JJS, RB, RBR, RBS, RP}.> Then,
given a word w; to replace, we proceed as follows:

1. we retrieve from WordNet the synsets with a
meaningful relationship and the related lem-
mas;

2. we create a list of 10 candidate lemmas, ex-
cluding the original word and giving priority
to the synsets whose WordNet POS tag corre-
sponds to POSwJ. ;3

3. we encode the word w; and each candidate
through pre-trained GloVe (Pennington et al.,
2014) embeddings of size 100;

4. we select the candidate wy, that is most similar
to w; and perform the replacement through
cosine similarity.

We compared our method against four baselines:

e augWN follows our method for the selection
of candidates, but then the choice is not based
on GloVe but rather on random selection;

o augWN+POS is similar to the previous base-
line, but additionally only candidates wy

2We included RP words since they can be used as adverbial
particles.

3For example, the WordNet POS tag n correspond to the
NLTK POS tags NN, NNS, NNP, NNPS.
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whose POS,,, correspond to POSwj are con-
sidered; in this way we enforce two POS con-
straints: one on the synsets level, and one on
the lemmas level;

augGYV does not rely on WordNet, but only on
the vector space properties of the pre-trained
GloVe word embeddings, replacing the orig-
inal word with the most similar one among
those present in the vocabulary.

augLB is a neural augmentation
method (Shorten et al., 2021) based on
Legal-BERT language model (Chalkidis
et al., 2020): firstly the candidate word is
replaced with a mask token, then the sentence
is inputted to the neural language model, and
finally, the model generates a novel word in
place of the mask token.

4 Evaluation

To perform a preliminary evaluation of our method,
we generated a small set of synthetic samples and
then asked domain experts to judge them. We also
measure the difference between the augmented sen-
tences and the original ones in terms of similarity
between their embeddings.

We generated the synthetic starting from a given
textual sentence, randomly selecting one suitable
candidate word in it, and applying one augmen-
tation method to it. The original sample and the
synthetic one thus obtained would therefore differ
only for one term. This process was then applied
multiple times to the synthetic sample, replacing
other words and generating new samples. We re-
peated this process until we replaced about 60% of
the candidate terms of the original sentence.

4.1 Data

We conducted our experimentation on segments
of texts in English language extracted from deci-
sions of the Court of Justice of the European Union
(CJEU) on fiscal state aid. In particular, we have
chosen sentences that are representative of a prin-
ciple of law (legal maxims or rationes decidendi).
Such sentences are used to highlight the decisive
principle of law contained in each judgement, that
will be useful to assure the uniform interpretation
of the law with respect to the courts of first or sec-
ond instance. Out of the 334 segments extracted by
domain experts from 41 documents, we randomly
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selected 10 of them. We have chosen to work with
CJEU decisions because they usually contain a rich
and diverse set of legal principles established in a
case that determine the judgment.

4.2 Metrics

For the human evaluation, two domain experts have
analyzed each single augmentation step, assigning
a value between {+1,0, —1}. We have chosen to
use a 3-values scale to identify not only replace-
ments that are completely correct (+1) and those
that are incorrect (-1), but also those that are im-
precise or too informal for our specific domain
(0). The evaluation was performed by both ex-
perts together, solving disagreements through dis-
cussion. We measured which augmentation method
preserves better the meaning of the original text
by summing together the scores obtained at each
step. To perform a fair comparison, we used the
same original samples for each of our augmenta-
tion methods, and in each step, we replace the same
term. Figure 1 and Table 1 respectively report an
example of an augmented sample and the related
evaluation.

As an additional evaluation, we also measured
how much the synthetic samples differ from the
original ones in terms of distance between their em-
beddings. We used Legal-BERT (Chalkidis et al.,
2020) to generate the sentence embeddings of the
two samples and then measured their cosine simi-
larity.

4.3 Results

As can be seen in Table 2, our method seems to be
the more robust. Indeed, in the evaluation of the
single sources it obtains a negative score only two
times, its performance is close to the best method
in each case, and it outperforms the alternatives
in the total score. Nonetheless, the performance
on different legal maxims is highly variable, with
scores ranging from +8 to -1.

The performance of augLLB is comparable to
augWN+GYV in most cases, with the remarkable
exception of document #10, where the difference
between the two scores is above 10 points. An-
other difference between the two methods is that
the substitutions performed through augLLB tend
to preserve the grammatical rules of the sentences,
while the same can not be said for augWN+GV.

The worst performing method is augWN and
it is also the only one to obtain a negative total
score. The introduction of additional constraints



The need to take account of requirements relat-
ing to environmental protection, however legiti-
mate, cannot justify the exclusion of selective
measures, even specific ones such as environ-
mental levies, from the scope of Article 87(1)
EC, as account may in any event usefully be
taken of the environmental objectives when the
compatibility of the State aid measure with the
common market is being assessed pursuant to
Article 87(3) EC.

The need to take account of requirements relat-
ing to environmental protection, however legiti-
mate, cannot excuse the expulsion of selective
measure, even particular ones such as environ-
mental impose, from the scope of clause 87(1)
EC, as report may in any result usefully be taken
of the environmental objective when the com-
patibility of the department of state assistance
measure with the usual marketplace is being
assessed pursuant to clause 87(3) EC.

Figure 1: Example of one legal maxim and a synthetic sample obtained after the application of multiple augmenta-

tion steps.

Table 1: Human evaluation of single word replacements, with respect to the context.

Word Replacement Score Word Replacement Score
justify excuse +1 event result +1
exclusion expulsion 0 objectives objective +1
measures measure +1 State deparment of state -1
specific particular +1 aid assistance 0
levies impose 0 common usual -1
article clause 0 market marketplace 0
account report +1

Table 2: Evaluation of augmentation methods over 10 legal maxims samples. For each augmentation method we
report the score obtained for each legal maxim, the sum of such scores, and the average cosine similarity between
the sentence embeddings of the synthetic sentence and the original one.

Human Evaluation Avg LB

Method #1 #2 #3 #4 #5 #6 #7 #8 #9 #10 Total similarity
baselines

augWN 3 5 21 2 6 2 -7 -1 -1 -28 0.763

augWN+POS 2 -1 2 2 4 -1 1 3 2 15 0.779

augGV 3 0 4 -1 6 0 -3 1 0 7 3 0.879

augl.B 2 -1 3 -1 10 6 1 8 1 -4 25 0.886
our proposal

augWN+GV § -1 2 -1 8 5 2 4 0 8 35 0.894

in augWN+POS greatly improves the previous
method by about 40 points. augGV does not per-
form well, obtaining a positive score only in 3
cases.

For what concerns the similarities between em-
beddings, our method outperforms all the oth-
ers. However, it is important to remark that
the difference between augWN+GYV, augLB, and
augGV amounts to a few decimals. Surprisingly,
augWN-+POS does not perform well, obtaining a
score about 0.1 lower than augGYV.
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5 Conclusion

We presented a data augmentation method that
leverages both the symbolic information available
in knowledge graphs and the sub-symbolic infor-
mation provided by word embeddings. We have
applied this technique to the challenging domain
of legal documents and asked a team of experts to
evaluate each replacement. The results confirm the
quality of our method with respect to alternative
approaches, yet they emphasize that more work
is needed to obtain satisfactory results. We relied



on GloVe since is a popular and widely adopted
representation with a low computational footprint.
Nonetheless, our proposal can be adapted to other
embeddings.

In future work, we plan to further test this tech-
nique in a task-based setting where we train a ma-
chine learning model to recognize the sentences
that contain a principle of law. Moreover, we will
apply it to other legal tasks where data is difficult
to produce or where some classes are greatly under-
represented. Examples of these tasks are argument
mining (Poudyal et al., 2020; Habernal et al., 2022;
Grundler et al., 2022) and identification of unfair
clauses in contracts (Galassi et al., 2020; Drawzeski
et al., 2021; Ruggeri et al., 2022).
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Abstract

We propose a ‘legal approach’ to hate speech
detection by operationalization of the decision
as to whether a post is subject to criminal law
into an NLP task. Comparing existing regu-
latory regimes for hate speech, we base our
investigation on the European Union’s frame-
work as it provides a widely applicable le-
gal minimum standard. Accurately deciding
whether a post is punishable or not usually re-
quires legal education. We show that, by break-
ing the legal assessment down into a series
of simpler sub-decisions, even laypersons can
annotate consistently. Based on a newly an-
notated dataset, our experiments show that di-
rectly learning an automated model of punish-
able content is challenging. However, learning
the two sub-tasks of ‘target group’ and ‘target-
ing conduct’ instead of a holistic, end-to-end
approach to the legal assessment yields better
results. Overall, our method also provides de-
cisions that are more transparent than those of
end-to-end models, which is a crucial point in
legal decision-making.

1 Introduction

Social media provides the platform for the ex-
pression of opinions along with their widespread
dissemination. Unrestricted freedom of expres-
sion, however, bears the risk of harming certain
groups of people - rendering the regulation of hate
speech a potential instrument against discrimina-
tion. To do so at scale, automated detection sys-
tems are required to aid the moderation process.
While research on hate speech detection is well-
established, defining ‘hate speech’ remains chal-
lenging. Datasets encode all kinds of (partly in-
compatible) notions of hatefulness or offensiveness
(Schmidt and Wiegand, 2017; Fortuna and Nunes,
2018; Poletto et al., 2020; Fortuna et al., 2021) that
make it difficult to decide which postings would
justify restricting freedom of speech through dele-
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tion. Ultimately, a subset of especially hateful con-
tent can be considered punishable by law and thus
would not fall under the legal right to freedom of
expression. As there exist competing legal stan-
dards for the regulation of hateful expressions, the
selection requires discussion.

Competing Legal Standards On the interna-
tional level, Article 4 of the ‘International Conven-
tion on the Elimination of All Forms of Racial Dis-
crimination (ICERD)’! binds the signatory states to
punish incitement to racial discrimination against
any race or group of persons of another colour or
ethnic origin by their respective national law. How-
ever, the convention does not cover discrimination
based on religion and is limited in its legal effect, as
various states have made reservations. This is espe-
cially the case for the U.S., where the expression of
hatred toward any group is constitutionally widely
protected by the Free Speech Clause of the First
Amendment (Fisch, 2002). Consequently, as U.S.
law does not provide for any legal provision pro-
hibiting hate speech as an act of speech, it cannot
serve as a base for a detection system.

In Europe, however, the prevention of discrimi-
nation against and segregation of a target group
(thereby ensuring the members’ acceptance as
equal in a society) is considered such an important
prerequisite for democracy that it may justify the
restriction of free speech. The Council of Europe
has set up an additional protocol to the ‘Convention
on Cybercrime’, concerning the criminalization of
acts of a racist and xenophobic nature committed
through computer systems.” However, the Protocol
has not been ratified or even signed by all Member
States of the Council of Europe and is subject to
several reservations.’

!General Assembly resolution 2106 (XX) of 21 Dec 1965.

ETS No. 189, 28.01.2003.

3Bulgaria, Hungary, Ireland, the Russian Federation and
the U.K., for instance, did not sign the Protocol. Countries
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Legally and practically more relevant is the fol-
lowing instrument: the European Union (EU) has,
after long debate, set up a common regime with
a Framework Decision* that fully binds all of its
Member States to make incitement to hatred or
violence a punishable criminal offense. The frame-
work also affects U.S. social-media platforms as
long as the offender or the material hosted is lo-
cated within the EU. Its importance has also been
emphasized by the ‘EU Code of conduct on coun-
tering illegal hate speech online’ that the EU Com-
mission agreed with IT companies like Facebook,
Twitter, and Youtube.® Furthermore, the EU’s new
Digital Services Act creates new obligations for
large online platforms regarding illegal content.’
The regulation will be directly applicable in all EU
Member States from 17 February 2024, and also ap-
ply to providers established outside the EU if they
provide their services to recipients in the Union.
The EU Commission has also started an initiative
to add to the list of EU crimes in Art. 83(1) TFEU
“all forms of hate crime and hate speech, whether
because of race, religion, gender or sexuality”.
This would allow the Commission to replace the
existing Framework Decision by a new Directive
further elabolarting on a more extensive notion of
hate speech incrimination. To date, the EU Frame-
work Decision not only provides a minimum stan-
dard for handling hate speech by criminal law, but
it is also the regime that — in connection with the
new Digital Services Act — triggers the broadest
regulatory obligations for large platform providers
inside and outside the EU.

As Figure 1 shows, each Member State may still
go beyond the framework’s minimum requirements
and define higher standards. Germany, for instance,
provides for a broader definition of the possible
protected target group by including ‘sections of the
population’, e.g. refugees otherwise not being cov-
ered as they cannot clearly be distinguished by race,

like Austria, Belgium, Italy, Switzerland and Turkey signed,
but did not (yet) ratify it.

*Council Framework Decision 2008/913/JHA of 28
November 2008 on combating certain forms and expressions
of racism and xenophobia by means of criminal law. In the
remainder of this paper, we shall refer to this as ‘EU law’ or
‘EU Framework Decision’ for simplification.

Shttps://ec.europa.eu/newsroom/ just/
document.cfm?doc_1id=42985

®Regulation (EU) 2022/2065 of the European Parliament
and of the Council of 19 October 2022 on a Single Market For
Digital Services and amending Directive 2000/31/EC (Digital
Services Act).

"Communication of 9.12.2021, COM(2021) 777 final.
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Member State B
criminal law

Member State A
criminal law

EU Framework Decision
— minimum standard

{_conduct (Art. 1(2) FD

Figure 1: Scope of the EU Framework’s legal standard.
It defines a common core of punishable offenses.

ethnic, or national origin. However, the Framework
Decision allows member states to make the incrim-
ination depend on additional requirements.

Based on all these considerations, the Frame-
work Decision’s minimum standard may stand in
for a general legal approach to hate speech and
serve as the basis of our further studies.

Contributions In this paper, we translate the le-
gal framework as defined in the EU Framework
Decision 2008/913/JHA into a series of binary de-
cisions. We show that the resulting annotation
scheme can be used by laypeople to reliably pro-
duce a legal evaluation of posts that is comparable
to those of legal experts, making dataset genera-
tion for this task feasible. Based on the resulting
dataset, we experiment with directly learning an
automated model of punishable content. The dis-
couraging results of the end-to-end approach and
ethical considerations lead us to proposing two sub-
tasks instead: ‘target group’ and ‘targeting con-
duct’ detection. We show that the sub-tasks can be
more reliably learned and also provide for better
explainability and higher transparency, which is a
crucial point in legal decision-making. We make
our dataset and models publicly available to foster
future research in that direction.®

2 Operationalizing Legal Assessment

We begin our investigation by operationalizing the
relevant part of the Framework Decision (FD) into
a sequence of binary decisions that can be reliably
annotated (see Figure 2 for the final decision tree).

8https://github.com/simulacrum6/op-hate-nlp
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Figure 2: Decision tree derived from legal framework.

In a way, we are translating the plain text of the
legal definition into an actionable algorithm.

Article 1(1) FD states that the following inten-
tional conduct is punishable:

(a) publicly inciting to violence or hatred directed
against a group of persons or a member of such
a group defined by reference to race, colour, reli-
gion, descent or national or ethnic origin;

(b) the commission of an act referred to in point
(a) by public dissemination or distribution of
tracts, pictures or other material;

The punishable conduct addressed in paragraph
(a) refers to the oral expression of hatred, while
paragraph (b) broadens the scope to public dissem-
ination or distribution of tracts, pictures or other
material. For the detection of social-media posts,
there is no added value in implementing these ac-
tions separately, as they are always met in case of
public social-media posting on the Internet.

In a simplified way, two main questions have
to be answered: (1) does a statement address a
protected group? and (2) does it target that group
by inciting hatred or violence? We address these as
(1) target group and (2) targeting conduct.

2.1 Target Group

As shown in Figure 2, Art.1(1)(a) FD refers to the
following potential targets: a group of persons or
a member of such a group defined by reference to
race, colour, religion, descent, or national or ethnic
origin (see Example 1).
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French people are frog eaters. (nationality)
Black people = slaves!! (race)

Muslims are all terrorists! (religion)

Sinti and Roma - awful parasites! (ethnic origin)

Example 1: Distinguishable groups.

The scope also covers individuals in case they
are targeted as a member of an aforementioned
group, as illustrated in Example 2.

— you fucking muslim should leave our country!
— This dirty american bitch, typical american, lying son-of-a-bitch,
out of our country!

Example 2: Individuals as members of a group.

‘Race and ‘colour’ are discriminating grounds
that can be understood interchangeable. ‘Religion’
refers broadly to persons defined by reference to
their religious convictions or beliefs as Recital (8)
of the Framework Decision indicates.

Recital (7) FD clarifies that ‘descent’ points to
persons or groups of persons who descend from
persons who could be identified by characteristics
like race or colour. It is not necessary that all these
characteristics still be present in the respective per-
sons. Hence, the descendants would be protected
regardless, e.g., descendants of people of Jewish
faith even in cases where they do not share this
faith anymore. ‘National origin’ or ‘ethnic ori-
gin’ are both distinguishing grounds that require
reference to a specific nationality or ethnic group.
Statements that refer to ‘foreigners’ or ‘refugees’
without further specification are not covered, as
these references are considered too general.

2.2 Targeting Conduct

With respect to the target group as a victim,
Art.1(1)(a) FD requires at least one of the follow-
ing acts to be committed by the potential offender:
(i) inciting hatred, or (ii) inciting violence.
Regarding the definition and understanding of
these acts, freedom of expression needs to be taken
into consideration through Art.7(1) FD, which ul-
timately refers to Art.11(1) of the EU Charter of
Human Rights. By preventing segregation, the in-
tent is to protect minorities from being deprived
of their human dignity as equal members of soci-
ety. Punishing expressions is only justified in the
respective cases if the legal interest in preventing
discrimination outweighs the right to free speech —
which is likewise a precondition for democracy.
Within these limits, the Framework Decision
itself does not provide for a more detailed defi-



nition of ‘inciting hatred’ and ‘inciting violence’,
but entrusts the Member States with elaborating
the interpretation in national case law. For our an-
notation guidelines, we draw here from German
case law, which provides for long-standing settled
decision-making practice for these terms.

Inciting ‘Inciting’ has been defined as ‘conduct
influencing emotions and intellect of others’.® A
key element of the definition is the clear intent to in-
fluence others. To outweigh freedom of expression,
the conduct has to go beyond mere rejection or
contempt and means more than merely endorsing.

Hatred The Framework Decision limits, in
Recital (8), the notion of ‘hatred’ as such based
on race, colour, religion, descent, or national or
ethnic origin. In other words, ‘hatred’ expressed
against a specific group, but which is unrelated to
the belonging to this group, is not covered. We
draw here again on German case law, where the
act of incitement to hatred needs to be ‘objectively
capable and subjectively intended to create or in-
tensify an emotionally enhanced, hostile attitude
(towards the respective group)’.!” Example 3 illus-
trates comments that fit these criteria.

— Muslims are deceitful parasites enjoying life thanks to hard
working german citizens!!
— Bring back the slaves! #niggerarenohumans

Example 3: Comments inciting hatred.

Violence While ‘hatred’ refers to the creation of
a hostile attitude, inciting ‘violence’ shall ‘give
rise to the determination of others to commit vio-
lence’.!! Violent measures do not just comprise
assault, but also violent expulsion or pogroms. Ex-
ample 4 illustrates comments inciting violence.

— U.S. citizens should be hunt down and deported!
— Burn all Muslims in their mosques!

Example 4: Comments inciting violence.

2.3 Optional Qualifiers

Art.1(2) FD, however, grants one exception to the
minimum standard, as seen in Figure 1. Member
States may predicate the offense on the additional
requirements of the disturbance of public order
or threatening, abusive or insulting conduct. In

YBGHSt 21, 371 (372); BGHSt 46, 212 (217)
YBGHSt 21, 371 (372); BGHSt 46, 212 (217)
"BGH 3.4.2008 — 3 StR 394/07
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other words, a Member State may stipulate that
the conduct is only punishable if it also leads to
a disturbance of public order, or if the conduct is
also threatening, abusive, or insulting. As these
additional requirements are only required by a few
Member States, we do not operationalize them.

3 Feasibility Study

Based on the above considerations we obtained a
decision tree that will serve as a basis for annota-
tion, but also as a logical high-level fundament for
our classifiers (Figure 2). It should not be confused
with decision trees as machine learning algorithms,
as we work with fine-tuned BERT for training our
classifiers (see Section 5). To test our decision tree
annotation scheme, we first perform a feasibility
study, where we assess the quality of annotations
produced by our annotation scheme against direct
annotation. We also assess the reliability of an
assessment by legal experts to establish an upper
bound for this task.

Setup We asked public prosecutors from one of
the two cybercrime prosecution centers in Germany
to provide the ground truth for punishability based
on §130 of the German Criminal Code — which
implements the EU Framework.'? As prosecutors
would be obliged to open an investigation for each
punishable post, we provided a set of 156 ‘made-
up’ hate speech posts in German. These were never
openly published and are thus not punishable.'?
The prosecutors did not use our decision tree, but
decided based on their legal training and expertise.
As a control condition, we asked layperson anno-
tators to perform a direct annotation. Annotators
were provided with the legal text of §130 and de-
cided whether a post was punishable using their
understanding of the legal code. Finally, we asked
layperson annotators to follow our multi-label an-
notation scheme, from which we can automatically
derive whether a post is punishable or not, depend-
ing on the combination of our labels.

Results Figure 3 shows the inter-annotator agree-
ment (IAA) per setup in the feasibility study.
Agreement in the control condition (holistic an-
notation) is very low, which is in line with previous

12As §130 of the German Criminal Code is a transposition
of the minimum standard set by the EU Framework Decision
(see Section 2), the results obtained in this way should be
generalizable to EU law.

3The made-up posts are comparable in nature to realistic
posts. See next Section 4 for a more detailed description.
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Figure 3: Cohen’s Kappa for the Punishable label for
different annotation schemes in the feasibility study.

Source # % Punishable
Made-up 157 13.5
Web search 80 6.2
Anti hate speech initiatives 88 10.2
GermEval2019 (abuse, insult) 425 0.9
GermEval2019 (other) 250 0.0

Table 1: Composition of the dataset by source.

findings of low IAA for hate speech annotations
(Ross et al., 2016). However, the high kappa be-
tween expert prosecutors shows that sufficient legal
expertise enables consistent legal decision-making.

Using our annotation scheme increases consis-
tency between annotators and agreement with ex-
perts. Thus, based on the success of the feasibility
study, we adapt our annotation scheme to fit the EU
framework and produced the full dataset, described
in the next section.

4 Punishable Hate Speech Dataset

In this section, we describe how the full dataset
was created. All posts in the dataset are in German.

4.1 Data Sources

Social-media posts were sampled and requested
from a multitude of sources with the primary goal
of obtaining sufficient examples of punishable hate
speech. Table 1 provides an overview of the final
composition of the dataset.

Made-up We include the ‘made-up’ examples
from the feasibility study, re-annotated according
to the EU framework. The examples were produced
by volunteers, who were instructed to write short
texts presumably constituting ‘incitement to hatred’
against the list of target groups mentioned in Fig-
ure 4.'% Participants also received instances of real
hate speech as examples for their artificial posts. 9
participants created a total of 157 short texts. The
resulting statements are nearly indistinguishable in
form from real examples, but we have no way of

“Volunteers did not participate in subsequent annotation
efforts.
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controlling for topic biases that might have been
introduced via this process.

Web search We performed a manual search of
Twitter, comment sections of online newsrooms,
law forums, court databases as well as news articles
for hateful social media posts that were included in
a court decision. This resulted in 80 instances.

Anti hate speech initiatives We include 88 hate
speech comments collected by the initiative ‘re-
spect!” of Demokratiezentrum BW.

GermEval2019 Data samples from the subtask
2 corpus of GermEval 2019, a shared task on the
identification of offensive language (Struf} et al.,
2019), were also included. We add 425 tweets
from the ‘abuse’ and ‘insult’ categories, that will
probably contain only few cases of legally punish-
able hate speech, but are likely to contain offensive
language. We also add 250 tweets from the ‘other’
category that are non-offensive, but cover the same
topics (like refugee crisis, politics, etc.).

4.2 Annotation Scheme & Process

The full dataset was annotated by two paid layper-
sons, who were provided with an annotation man-
ual based on the operationalisation described in
Section 2 with further explanations, instructions,
and examples. To measure annotation quality,
a subset of 101 posts was annotated by a fully-
qualified lawyer using the same annotation scheme.

We annotate whether a group of persons or a
group member was mentioned in a post and, if
so, whether the group is distinguishable by any
reference to race, descent, or national or ethnic ori-
gin. In case a group is explicitly mentioned, we
also annotate the surface form used in the com-
ment. We created a short list of frequently attacked
groups and asked annotators to choose one of these
or ‘other’ (‘Group Category’ annotation). We in-
clude groups not covered by the EU framework like
women or refugees, as they might be relevant for
future detection tasks regarding other legal regimes.
The full list of target groups used in our study can
be seen in Figure 4.

— Euthanasia is the only way to deal with all the disabled peo-
ple, they should be buried.

— You should gas all the Jews. All they want is your money.

— The oil eyes should set themselves on fire with their gasoline.

Example 5: Explicitly mentioned groups.

We also annotate possible targeting conduct de-
scribed in Section 2.2, i.e. inciting hatred and incit-
ing violence. If a relevant group is targeted and any
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Figure 4: Confusion matrix of non-expert annotators.

targeting conduct is present, a post is considered
punishable. Table 2 provides some examples of the
resulting annotation.

4.3 Analysis

We analyze the IAA among laypersons as well
as between laypersons and the expert annotator
in terms of Cohen’s Kappa as shown in Table 3.
Aggregated results on target group and targeting
conduct are quite reliable (kappa between .52 and
.70), while kappa for the punishable label is rather
low (.33 to .43). People agree on the facts (group,
conduct), but disagree on the interpretation.

Table 1 displays the distribution of punishable
posts. It is noteworthy that in the GermEval2019
data a surprisingly low proportion (under 1%) of
abusive or insulting comments are actually pun-
ishable under EU law. This highlights that hate
speech detection and detecting illegal content are
fundamentally different tasks.

Figure 4 shows the confusion matrix between
the two layperson annotators regarding the group
annotation from our short list (subset of 392 posts
having a group mention). The largest target group
is foreigners/migrants, which is not explicitly pro-
tected under EU law. Differences between anno-
tators mainly arise due to the ‘none’ and ‘other’
categories, while the largest disagreement is within
closely related categories like ‘left-wing/green
party’ and ‘other politicians’.

5 Automated Detection

Holistic baseline approach To study the extent
to which our annotated data can serve as a basis for
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automated detection, we train a baseline classifier
that takes a post as input and estimates whether
the post is punishable. At this step, as we do not
take our decision tree into consideration, we may
refer to this baseline classifier as a “holistic ap-
proach”. For model training, differences between
annotators were adjudicated by a legal expert who
made the final decision on the correct label. The
agreement numbers reported in Section 4 are thus
not applicable for the following experiment.

Fine-tuned BERT (Devlin et al., 2018) models
have proven to be strong baselines for various NLP
tasks, so we follow this practice'’, using GBERT-
base (Chan et al., 2020). The model is trained
for 20 epochs using a batch size of 16 and NLL
loss. For optimization, we choose bias-corrected
Adam (Kingma and Ba, 2015), with a learning rate
of 2¢7°. The learning rate is linearly increased
up to its peak during the first 10% of training and
then linearly decreased. These choices follow the
recommendations of Mosbach et al. (2020) for in-
creasing training stability when fine-tuning BERT.
For evaluation, we perform a stratified 10-fold CV.
We also include a random classification baseline for
the punishable label. We set p = 0.5 and thus yield
arecall of 0.5 and a precision that corresponds to
the overall ratio of punishable posts in the dataset,
i.e. 0.04.

The fine-tuned model achieves an average F)
of .39 (P .69; R .28), which shows that legal hate
speech classification is complex and not easily solv-
able by baseline models with a holistic approach.
The mere presence of language inciting hate or vio-
lence is not a sufficient signal, but the model needs
to learn in addition whether (i) the hate is directed
against an object, (ii) the object is a group, (iii) the
group is protected under the given law.

Even among relevant target groups, detection is
made difficult by the many surface forms that iden-
tify a particular group as the target of the statement.
This is exemplified looking at some misclassifica-
tions. In Example 6.1, no group is targeted; yet, the
model classified the post as punishable. In Exam-
ple 6.2, the model erroneously judged the post to be
punishable, even though the group is not protected
under the EU framework. Implicit or metaphori-
cal references to a group were not detected by the
model (e.g. Example 6.3).

ISFor the implementation, we use HuggingFace Transform-
ers (Wolf et al., 2020) and PyTorch (Paszke et al., 2019).
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Table 2: Example annotations from the resulting dataset. Surface form referring to groups is underlined.

L1/ L1/ L2/

L2 Exp Exp

Group Category 77 .70 .67

o, Group of persons 49 82 .55
2  Individual as group member .14 .24 48
L‘S Nationality, race, religion, ... .52 .42 .67
Any target group S3 52 70

g Inciting hatred A1 39 .00
e Inciting violence 56 .64 74
8 Any targeting conduct 56 .69 .52
Punishable 33 43 37

Table 3: Inter-annotator agreement (Cohen’s Kappa)
between laypersons and domain expert.

P R F
Group of persons 81 .85 .83
Individual as member of group .00 .00 .00
Distinguishable by nationality, etc. 79 71 5
Inciting hatred 25 .07 .11
Inciting violence 0 73 .72
Punishable (random) 04 50 .07
Punishable (direct) .69 28 .39
Punishable (submodels + decision tree) .41 .43 .42

Table 4: Overview of prediction results

Submodel + decision tree approach As an al-
ternative to this direct and holistic classification
approach, we also trained separate binary classifica-
tion models for each annotation label. This allowed
us to combine the resulting submodels with our de-
cision tree from Figure 2. The decision tree serves
as a logical high-level foundation and allows us to
employ model training at a much more concrete
level. This approach provides a higher degree of
transparency with regard to the actual steps of the
decision-making process. It may also lead to an
overall improved assessment as each submodel has
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1) DEPORT DEPORT [...] DEPORT

2) Faggots should be castrated and locked up!

3) A metro we build, a metro we build, a metro we build from
Jerusalem to Auschwitz, a metro we build!

Example 6: Cases misclassified by detection model

an easier task to learn and thus may provide more
accurate results when combined.

We trained separate models for the prediction
of target groups and targeting conduct using the
same setup as described above. The last row in
Table 4 shows results of applying those two mod-
els to derive punishability. In terms of F} score,
the subtask approach is comparable to the direct
approach of estimating punishability (.42 vs .39).
Looking at the performance of the subtask models,
we see mixed results. While the Group of persons,
Distinguishable by nationality, race, religion, eth-
nicity and Inciting violence models produce good
results (.71 — .83), the models for Individual as
member of group and Inciting hatred failed making
accurate predictions (.00 — .11). Both are rare in
the dataset (14 positive cases each), making them
difficult labels to learn. Having more positive cases
should bring performance up to levels comparable
to the other annotations.

6 Generalizing beyond EU Law

So far, we have presented a case study of opera-
tionalizing a specific legal standard (i.e. the EU
Framework Decision). The underlying methodol-
ogy can be generalized in a straightforward way.
Instead of directly predicting whether a post is pun-
ishable or not, we divide the problem into two sub-
tasks, (i) group detection and (ii) conduct detection,
each of which can be tackled separately, depending
on the applicable legal regime. By doing so, this



approach offers higher explainability of model de-
cisions, an aspect that is crucial for legal decision-
making.

6.1 Group Detection

If we were able to reliably detect all groups referred
to in a comment, we could take the list of protected
groups and only consider those relevant under a
certain legal standard. In this way, our approach
would also generalize beyond EU law.

However, groups are often referenced by a va-
riety of different surface forms, some of which
are only metaphorically related to the group (e.g.
‘Goldstiicke’; Engl. ‘gold pieces’ for people of
color, see Table 5). Consequently, we cannot use
Named Entity Recognition (Ritter et al., 2011) for
group detection, as, e.g. ‘women’ are a common tar-
get group, but not a named entity. A better fit seems
Entity Linking (Derczynski et al., 2015), which
would (depending on the underlying knowledge
base) find explicitly mentioned groups. However,
groups can also be implicitly mentioned (7.1) or as
part of a co-reference chain (7.2).

1) [...] For them the sport [football] is like. | put a goat on the
field, 22 holy warriors and whoever knocks it up first, wins.

2) No mercy for terrorists. We have declared war on Islam.
They had 800 years to reform. Time is up!

Example 7: 1) Implicit targeting of Muslims. 2)
Muslims target group only identifiable by coreference.

Thus, we argue that annotating data for groups
referenced in the text (even implicitly) is a prereq-
uisite for ‘group detection’ as a stand-alone NLP
task. Once this is established, it can be used to find
the best methods for group detection. A possible
way to find surface variants might be to compile
a list of common surface forms and compare the
closest synonyms for a group as computed over a
more general corpus.

6.2 Conduct Detection

For specific targeting conduct like inciting violence,
detecting the most common actions patterns like
‘kill GROUP’ or ‘burn GROUP’ might be a promis-
ing approach. This would also limit the number
of false positives, e.g. when someone ‘threatens’
to burn a candle instead. For this task, semantic
role labeling (Gildea and Jurafsky, 2002) or using
frames (Baker, 2014) could be useful, but existing
resources like FrameNet seem not specific enough,
as they put ‘threat’ under the COMMITMENT frame
(in the sense of ‘committing to harm someone’).
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In general, there is a high level of metaphor,
irony and sarcasm in the comments, which poses
serious challenges to all conduct detection meth-
ods. This is especially problematic as those may
qualify as ironic or sarcastic critique protected by
the freedom of expression. Even though irony and
sarcasm as such are not legal terms, they will then
have an influence on the assessment as to whether
a targeting conduct like inciting hatred is given.
Accordingly, these cases can be captured at the an-
notation level as in dubio pro reo, i.e. would have
to be annotated as not punishable.

7 Related Work

Automated detection of offensive Internet dis-
course has been intensively studied under a variety
of names, for instance: abusive language (Waseem
et al., 2017) or content (Kiritchenko et al., 2020),
ad hominem arguments (Habernal et al., 2018), ag-
gression (Kumar et al., 2018), cyberbullying (Xu
et al., 2012; Macbeth et al., 2013), hate speech
(Warner and Hirschberg, 2012; Ross et al., 2016;
Del Vigna et al., 2017), offensive language usage
(Razavi et al., 2010), profanity (Schmidt and Wie-
gand, 2017), threats (Oostdijk and van Halteren,
2013) and socially unacceptable discourse (FiSer
et al., 2017). While most early work focused on
English, now there is also a growing body of work
in other languages, e.g., German (Ross et al., 2016),
Italian (Del Vigna et al., 2017), and Dutch (Oost-
dijk and van Halteren, 2013). All of those works
use a non-legally informed definition of the con-
struct to be detected. A notable exception is work
on Slovene by FiSer et al. (2017) who relied on an-
notators interpretation of the legal definition with-
out further breaking down those decisions.

There is a body of work in NLP with a legal per-
spective focused on predicting the outcome of court
decisions (Aletras et al., 2016; Katz et al., 2017;
Bruninghaus and Ashley, 2003; Kastellec, 2010;
Waltl et al., 2017), to the best of our knowledge
our work is the only effort to operationalise a legal
framework for hate speech. However, the depen-
dence on existing court decisions makes it difficult
to work with legal problems where relevant case
law is not available as a data source. To overcome
this problem, Zufall et al. (2019) translated statu-
tory rules for defamatory offenses into a series of
annotatable binary decisions.

The importance of finding groups for hate speech
analysis has also been stressed by Kiritchenko et al.



(2020). As offenses against groups are often implic-
itly framed, Sap et al. (2020) introduce Social Bias
Frames that make the attacked group explicit. As
group detection can work with any set of group cat-
egories, it can also be adapted to cover non-Western
groups (Sambasivan et al., 2021).

8 Conclusion

We operationalize a ‘legal approach to hate speech’
by translating the requirements of the EU Frame-
work Decision into a series of annotation steps that
can be reliably performed by laypersons. However,
we show that learning a holistic, end-to-end model
of whether a post is punishable remains challeng-
ing. We thus propose to tackle two subtasks instead:
group detection and conduct detection. Depending
on the applicable legal framework, a final decision
on the legal status of a comment can then be de-
rived from the combination of the detected group
and conduct. Relying on subtasks comes with the
added benefit of increased transparency and ex-
plainability compared to black-box models. This is
crucial for systems that potentially interfere with
human rights, such as the balance between freedom
of expression and the prevention of discrimination.
Hence, we recommend this modular approach as
the preferred way of composing systems for legal
decision-making.
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Ethical Considerations

Predicting the legal status of a comment might in-
fringe on the fundamental right of ‘free speech’.
On the other hand, we are targeting the worst tail-
end of the distribution — the kind of hate speech
that is putting democracy in danger by inciting
hatred and violence in a society. Not addressing
hate speech and its foregoing automated detection
methods would give further rise to possible discrim-
ination, making it a problem for equal participation
in a democracy. As our approach introduces a layer
of algorithmic transparency not found in traditional
methods, we believe that the importance of this
research outweighs its dangers.

Annotation Process Regarding our made-up ex-
amples, we conducted a survey with nine students,
asking them to create short texts that presumably
constitute ‘incitement to hatred’ (see Section 4).
This survey was approved by the ethics commit-
tee of ANONYMIZED. The final annotation of the
dataset was carried out by two paid annotators, who
were compensated above the local minimum wage.
Annotators were warned about the offensive na-
ture of the data and instructed only to annotate 50
comments a day to mitigate the effect of fatigue.

Race and Gender The EU Framework Deci-
sion explicitly requires the conduct to be directed
against a “group of persons or a member of such a
group defined by reference to race, colour, religion,
descent or national or ethnic origin” (Art.1(1)(a)
Framework Decision). It is thus a necessary legal
requirement which is meant to protect the afore-
mentioned groups and to prevent discrimination.
We also use the groups ‘women’ and ‘LGBTQ+’,
as these are often the targets of hate speech. Our
model explicitly allows for adding other groups in
order to adapt to differing legal standards.

Deployment Systems used in the context of le-
gal decision-making or, more generally, systems
that filter specific content should be used with
great care and in view of the potential interference
with human rights, namely the right to free speech.
We explicitly do not recommend using any legal
decision-making system without human supervi-
sion. We consider the improved transparency of
our model to be an important step in allowing pros-
ecutors to understand the reasons behind flagging
a certain comment as potentially punishable.

Release of the Data As our dataset consists of
postings that could be traced back to individuals,
it contains personal data in the sense of the EU



General Data Protection Regulation (GDPR). To
comply with this legal standard, and given the sen-
sitive nature of the data, we do not make any of the
real postings publicly available. We do, however,
publish the made-up examples generated during
the feasibility study.
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A Surface Forms of Target Groups

Category Surface Form

People of #negersindkeinemenschen, affe, bimbo, dunkler teint, nafris,

Color neger, negroide goldstiicke, schwarze, sklaven

Jews dreckiges judenpack, judenschwein, zentralrat der juden,
jiidischer zombie, rattenvolk, zionisten

Muslims #islamisierung, #muslime, islamlobbys, bértigen kinder-

schinder, ditib imams, dreckige kopftuchmidchen,

gotteskrieger, isis-schlampen, muslim-ungeziefer, scharia
Nationality/ pro-erdogan tiirken, abschaum afrikas, araber, schlitzdugige,
Origin deutsche kartoffel, deniz, nafris, polnische hurenséhne

Table 5: Examples of surface forms of target groups

Each group is referred to by a wide variety of
different surface forms. Table 5 lists selected ex-
amples of surface forms in the dataset. The median
number of surface forms per group is 20 (min=3,
max=135), showing that automatic detection will
have to deal with a high variance. The ‘other’ cat-
egory contains a wide range of different types of
groups like law enforcement, vegans, jobless, foot-
ball clubs, or media outlets that we might consider
as distinct groups in a revised annotation scheme.

B Data Distribution in Automated

Experiments

Annotation false  true
Group of persons 541 465
Individual as member of group 992 14
Distinguishable by nationality, etc. 744 262
Inciting hatred 992 14
Inciting violence 886 120
Punishable 966 40

Table 6: Label distribution for automated detection
experiments. The number of total annotations is >
1000, since some posts contained multiple groups.

Group Category
None 341
Foreigners/Migrants 155
Other 103
Left Wing/Green Party 93
Muslims 81
Other Politicians 69
Nationality/Origin 49
Jews 46
Women 29
LGBTQ+ 17
People of Color 15
Disabled/Sick 6
Right Wing 0

Table 7: Distribution of adjudicated group categories
in the dataset.
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Abstract

Verbose and complicated legal terminology
in online service terms and conditions (T&C)
means that users typically don’t read these doc-
uments before accepting the terms of such uni-
lateral service contracts. With such services
becoming part of mainstream digital life, high-
lighting Terms of Service (ToS) clauses that im-
pact on the collection and use of user data and
privacy are important concerns. Advances in
text summarization can help to create informa-
tive and concise summaries of the terms, but ex-
isting approaches geared towards news and mi-
croblogging corpora are not directly applicable
to the ToS domain, which is hindered by a lack
of T&C-relevant resources for training and eval-
uation. This paper presents a ToS model, devel-
oping a hybrid extractive-classifier-abstractive
pipeline that highlights the privacy and data
collection/use-related sections in a ToS docu-
ment and paraphrases these into concise and
informative sentences. Relying on significantly
less training data (4313 training pairs) than pre-
vious representative works (287,226 pairs), our
model outperforms extractive baselines by at
least 50% in ROUGE-1 score and 54% in ME-
TEOR score. The paper also contributes to ex-
isting community efforts by curating a dataset
of online service T&C, through a developed
web scraping tool.

1 Introduction

Despite legislative advances such as the Euro-
pean Union’s General Data Protection Regulation
(GDPR)! regarding specific, informed and unam-
biguous consent for the collection and use of per-
sonal data on the Internet (Kubicek et al., 2022),
understanding how online services can read, edit,
distribute and sell user data, as documented in their
Terms of Service (ToS), remains out of reach for
the typical user, with most (98%) consenting to
the terms without reading the documents in their

"https://eugdpr.org/
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entirety (Obar and Oeldorf-Hirsch, 2018). Two
major factors contributing to this are the length of
the documents and the ambiguous and complicated
terminology used (Manor and Li, 2019), with users
unable to interpret the implications of the terms
of such a legally-binding unilateral contract. In
addition to the implication for users’ rights, the
distribution and use of user data is also important
for companies looking to use third-party services
in their product.

This can be exemplified with the case of the
Global Science Research (GSR) company task-
ing Cambridge Analytica to build psychological
profiles of users through a quiz app, which also
collected information from the users’ Facebook
friends, allowing the company to acquire data from
millions of unwitting Facebook users”. This data
was then matched with existing voter datasets, en-
abling aggressive voter-targeting operations in the
2016 US presidential election®. Delving into the
app’s ToS reveals that it states: “We collect any
information that you choose to share with us ...this
may include, inter alia, the name, demographics, [.
. . ] of your profile and of your network." In addi-
tion to this, they permit GSR to “edit and sell" user
data by accepting the conditions (Research, 2014).
When queried in 2018 if it had read and evaluated
the terms and conditions for the app, Facebook
responded: “We did not read all the terms and con-

ditions"?.

With a lack of regulations around standard terms
in which consumer contracts should be drafted
(Drawzeski et al., 2021), a condensed equivalent
of the salient points of a ToS document can em-

Zhttps://www.theguardian.com/news/2018/mar/17/
cambridge-analytica-facebook-influence-us-election

3https://www.theguardian.com/us-
news/2015/dec/11/senator-ted-cruz-president-campaign-
facebook-user-data

*https://www.mercurynews.com/2018/04/26/facebook-
didnt-read-terms-and-conditions-for-app-behind-cambridge-
analytica
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power users to understand their rights and avoid
privacy invasion and legal disagreements. Summa-
rization, which condenses text into a shorter form
whilst keeping the most crucial and informational
parts intact, is an intuitive approach for replacing
unnecessary (and in some cases, intentionally con-
voluted) long text with a digestible summary.
Building on recent community approaches to
annotate and curate ToS sentence/summary pairs
(Manor and Li, 2019; Keymanesh et al., 2020), we
propose a hybrid extractive-classifier-abstractive
model that can extract ToS sentences related to
privacy and data collection/use and paraphrases
these into concise and informative ToS highlights.
The hybrid model forms part of a Web application
and browser plugin that enables users to view an
at-a-glance summary of any online service (spec-
ified through its URL) T&C. We also contribute
to community efforts for curating a ToS dataset by
developing a web scraping engine to build a novel
ToS dataset from 163 different online services. The
proposed hybrid model addresses limitations of ex-
isting works as it relies on significantly less training
data (4313 training pairs) than previous representa-
tive works in hybrid extractive-abstractive methods
(See et al., 2017) (287,226 pairs). The summa-
rization results are compared against the baseline
unsupervised, extractive techniques, achieving sig-
nificant improvements in performance (50% im-
provement in ROUGE-1 score versus the best per-
forming baseline, and 54% in METEOR score).

2 Related Work

This section explores the state-of-the-art commu-
nity efforts and research within the domain of
T&C and text summarization. The “Terms of Ser-
vice; Didn’t Read" (TOS;DR)’ community-driven
project highlights alarming statements in ToS. Ser-
vices are given grades ranging from A-E based on
the severity of the terms listed; E being very serious
concerns. Summaries are manually submitted by
the TOS;DR community, which limits the scope
of summarization to only those that already exist
in the database. Moreover, manually reading and
analysing long documents of terms is a laborious
and time-consuming task. The TL;DRLegal® web-
site hosts community-submitted software license
summaries that are peer-reviewed by the website
managers, with the same manual-process limita-

Shttps://tosdr.org/, CC BY-SA 3.0
Shttps://tldrlegal .com/
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tions as TOS;DR.

A notable work in ToS data curation is that by
Manor & Li (Manor and Li, 2019) with 446 sets
of contract sections and corresponding reference
summaries from TOS;DR and TL;DRLegal, thus
presenting the first dataset in this genre.

Automated summarization techniques have
been applied successfully to curated news (e.g.
CNN/DailyMail corpus (Hermann et al., 2015)),
scientific articles (Yasunaga et al., 2019) or mi-
croblogging (e.g. Large Scale Chinese Short Text
Summarization (LCTCS) (Hu et al., 2015)) cor-
pora. Categorized either as extractive (Nallap-
ati et al., 2017; Keymanesh et al., 2020) or ab-
stractive (See et al., 2017; Gehrmann et al., 2018)
methods, existing summarization approaches are
however, not directly applicable to the T&C do-
main. Extractive approaches work by selecting
the most salient sentences for the summary (Xiao
et al., 2020) and deciding on their order of pre-
sentation. They rely on the structural features of
documents, i.e. typically news, scientific articles,
where the title and abstract/first few lines of the
document, contain a snapshot of the key content.
These heuristics do not translate well for ToS docu-
ments, which have differing structures for different
jurisdictions and where the terminological nuances
in legal language are difficult to capture (Drawzeski
et al., 2021). Moreover, as the resultant extractive
summary matches source sentences word-for-word,
complex legal terms in the summary may still con-
fuse the reader (Manor and Li, 2019). Existing
works for privacy policies and ToS include the ex-
tractive approach of a supervised Convolutional
Neural Network (CNN) model (Keymanesh et al.,
2020) to predict which content has the most risk
of unsafe data practices, that is followed by ex-
tracting a calculated amount of sentences with the
highest risk score. The model did not perform well
when compared to the TOS;DR summaries, as a
fully-extractive approach cannot mimic the human-
like qualities in the TOS;DR summaries, and also
suffers as it generates "legalese" rather than plain
English, making it less accessible.

Abstractive methods, on the other hand, generate
concise summaries by compressing and paraphras-
ing, but are weak at content selection and prone
to information loss (Xiao et al., 2020). These su-
pervised approaches also require a large corpus
of parallel document/summary pairs for training
neural models and their evaluation. Unlike the
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Figure 1: An overview of the datasets used for training
and evaluation of the ToS Hybrid Model. Manor dataset
- open source dataset from Manor & Li (Manor and Li,
2019), Keymanesh dataset - (Keymanesh et al., 2020).

news/microblogging genres, where such large cu-
rated datasets are available for training, resources
for ToS documents are currently not large enough,
being “intended for evaluation, rather than training"
(Manor and Li, 2019). Other abstractive models
include pointer-generator models with coverage
mechanism (See et al., 2017), which use point-
ing (Vinyals et al., 2015), and a hybrid extractive-
abstractive approach to improve accuracy and han-
dle unknown words.

3 Data

This section describes the datasets (shown in Fig-
ure 1) created and compiled for training and evalu-
ation of the hybrid ToS model.

3.1 ToS Dataset

163 ToS documents retrieved from 387 web-
site domains, representing a range of online
service categories compiled from Kaggle’ and
The Moz® datasets. This dataset of text
files (31,752 sentences), each corresponding to
a terms page, is made available on github
(https://github.com/supdey/tos-dataset) as a con-
tribution to the community effort on ToS dataset
curation. The mean of 217.5 sentences and 4775.5
words per document and 22.1 words per sentence
(std 20.2) supports similar observations in the lit-
erature about ToS documents being very long on
average.

3.2 TOS;DR Dataset

The TOS;DR community dataset containing 17,109
data entries, consists of quotes from ToS docu-

"https://www.kaggle.com/datasets/bpali26/popular-
websites-across-the-globe
8https://moz.com/top500
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ments paired with human-written summaries (“ti-
tles") and is used in combination with other datasets
for model training and evaluation. Each title has an
assigned class: good, bad, blocker (also bad) and
neutral.

3.3 Sentence Classification Dataset

Labelled and Unlabelled Datasets used for the ex-
tractive component. The Labelled Dataset com-
bines the TOS;DR and Keymanesh9 datasets, with
15,839 labelled sentences.

Both datasets are modified to replace the “bad"
and “blocker" classes with “1", signifying impor-
tance, with the “good" and “neutral" classes re-
placed with “0" signifying unimportance.

The Unlabelled Dataset combines ToS sentences
from the ToS and the Manor & Li dataset, as train-
ing data for weak-supervised learning in the extrac-
tive component.

3.4 Terms and Reference Summaries Dataset

The Pairs Dataset used for the abstractive com-
ponent is created by selecting rows with quote-
summary pairs from the TOS;DR dataset. An anal-
ysis of the abstraction level of the summaries in
terms of the number of n-grams that only appear
in the reference summaries and not in the quote
sentences shows that 67.5% of words and 91.6%
of bigrams in the summaries did not appear in the
original quote, showing significant abstraction.

4 Methodology

The methodology for the ToS hybrid model pro-
poses to automate the summarization and grading
(sentence extraction) process, allowing a broader
scope of companies and websites to be analyzed
while also removing the manual step of summary
review.

4.1 Extractive Component

The extractive component creates a classifier for
labelling ToS sentences as important or unimpor-
tant, in order to extract “important” sentences from
a ToS document. An overview of the training pro-
cess is shown in Figure 2.

4.1.1 Weak Supervision for Sentence
Labelling

The workflow of the weak supervision approach
used to label sentences programmatically is shown

“www.github.com/senjed/Summarization-of-Privacy-
Policies
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in Figure 3.

It aims to learn a classification model that takes
a ToS sentence x € X and predicts its label y € ),
where ) = {0, 1}. The training data used for this
task is the ‘Unlabelled’ Dataset shown in Figure 1.
The labels are generated from user-defined black-
box labelling functions, A : X — ) U {—1}, that
take in a sentence and output an important (1) or
unimportant (0) label, where —1 is used to denote
that the function abstains. These functions, shown
in Table 1 are programmatic rules and heuristics,
which use methods such as keyword-searching and
pattern-matching with regex. It is possible for la-
belling functions not to label every data point; they
can also overlap and conflict with each other by
assigning the same or different labels to a single
point.

The labelling functions are developed as a re-
sult of examining the Labelled Dataset, which is
split into a 60:30:10 test, validation and develop-
ment set. The development set is used to inform
the decisions behind the labelling functions, with
the sentences analysed to find common vocabulary,
phrases and verbs after stopword removal, for sen-
tences labelled important and unimportant. This
is kept separate from the training data in order to
avoid overfitting by introducing rules that are too
specific. The validation set is used for hyperpa-
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Heuristics

if "partners" in sent

Context Hierarchy

Weak Supervision Sources

Figure 3: Weak supervision for sentence labelling,
adapted from (Ratner et al., 2020).

rameter tuning and checking performance without
looking at the test set scores. The test set is used for
final evaluation. The labelling functions are evalu-
ated by examining their: (1) coverage: percentage
of the dataset that the function labels, (2) overlaps:
dataset percentage that the function and at least one
other function also labels, and (3) conflicts: the per-
centage of the dataset that the function and at least
one other function disagree on, with the goal being
to increase coverage, while avoiding false positives.
Some of the labelling functions involve using regex
to detect when verbs such as “collect” and “sell"
are used next to references to personal data. A
list of these verbs are generated using NLTK'?,
which is able to return synonyms for given words
using WordNet (Miller, 1995). While developing
labelling functions, random rows are checked to
determine whether the labelling matched intuition
or if false positives are being introduced. Moreover,
labelling functions are compared by grouping data
points by their predicted labels to determine which
has the most impact.

For m unlabelled sentences and n labelling func-
tions (in this case, n = 8), the labelling functions
are applied to the sentences to produce a matrix of
labelling function outputs (denoted as Label Ma-
trix in Figure 3): A € (Y U {—1})™*". This label
matrix is then fed to the LabelModel P, (Y |A),
parameterised by a vector of source correlations
and accuracies u. The LabelModel uses a mod-
elling approach similar to that proposed in (Ratner
et al., 2018), to produce a single vector of prob-
abilistic training labels Y = (#i..., 4, ), Where
g; € [0,1,—1]. After the abstains have been fil-
tered out, the training labels are used to train a
Robustly Optimised BERT Pretraining Approach
(RoBERT2) classifier (Liu et al., 2019).

4.1.2 Classifier for Sentence Extraction

The classifier is able to generalise beyond the
outputs of the labelling function, increasing cov-

Ohttps://www.nltk.org/



Function Name

Polarity Explanation

Example Match

website uses cookies scripts and
web beacons

we use tracking tools to collect
information from you

you waive your right to partici-
pate in any class group

these terms of use went into ef-
fect in June

contact us for press inquiries &
more information

the table below explains the
cookies we use

you must be 13 years or older to
use this site

Important Key- 1 Match references to advertisements & web

word Lookup beacons.

Data Regex 1 Match if verbs such as “collect” and “sell"
are associated with personal data

Waive Regex 1 Match sentences related to user’s rights
waiver

Self-reference 0 Match sentences mentioning the terms docu-

Regex ment it belongs to

Unimportant 0 Match sentences containing unnecessary in-

Phrase Lookup formation such as support information or out-
lining user rights

Unimportant 0 Match sentences containing words indicat-

Word Lookup ing users should check other areas of the
website

Rules Regex 0 Match sentences informing users that they
should not perform certain actions. To iden-
tify “risky" terms, these sentences are classi-
fied as unimportant

No DataRegex 0 Opposite of Data Regex - match sentences

informing users that the service is NOT using

we do not sell user data

their data

Table 1: Labelling functions’ definitions used to determine if a ToS sentence is important (polarity = 1) or

unimportant (polarity = 0).

erage and robustness on unseen ToS sentences.
RoBERTa, a modified pre-trained Bidirectional En-
coder Representations from Transformers (BERT)
(Devlin et al., 2019) model, is used as the end classi-
fier model for “important" sentence extraction, due
to its modifications such as the removal of the next
sentence prediction objective, longer training time,
bigger batches, training on longer sequences and
dynamically changing the masking pattern applied
to the training data, which is known to improve
performance on downstream tasks. Exploration of
the LabelModel outputs shows that the dataset is
highly imbalanced; therefore, the classifier model
hyperparameters are fine-tuned by using rebalanced
labelled data. The optimal hyperparameter settings
are found to be: number of epochs: 2, a batch size
of 16 and the AdamW optimiser with a learning
rate of 3e-5.

Figure 4 shows the working of the classifier
model with two sample sentences, showcasing the
contribution of the top features contributing to-
wards a prediction. In the top image, the green-
highlighted text shows which words contributed
towards the “important" label. Higher transparency
implies less contribution. The words “collect in-
formation", highlighted strongly, indicate a major
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contribution from this phrase towards classifying
this sentence as risky. In contrast, with the word
"also" changed to "do not" in the same sentence
(bottom image of Figure 4), changes its classifica-
tion to an “unimportant sentence”, with a strong
indication that the word "not" had major contribu-
tion to this decision - this is expected given that the
sentence is negated. Moreover, the word “informa-
tion" is slightly highlighted in red, showing that it
contributes towards an “important” classification.

4.2 Abstractive Component

With the goal of this research being not to sum-
marise the entire contents of a ToS but to first ex-
tract the important sentences and then to paraphrase
each one, a sequence-to-sequence (seq2seq) model
with attention is chosen due to its ability to retain
context. The model architecture is shown in Fig-
ure 5.

Sentence tokens from terms documents are fed
one-by-one into an encoder containing a bidirec-
tional LSTM layer, which produces a sequence of
encoder hidden states h;. In each step ¢, the decoder
(a single-layer LSTM) receives the word embed-
ding of the previous word. During model training,
this is the previous word of the reference summary,



y=1 (probability 0.999, score 7.142) top features

Contribution?  Feature
+7.663  Highlighted in text (sum)
-0.522  <BIAS=

we also gollect information about your activity on our services such as access times pages viewed links clicked and the page you visited before navigating to our services

y=0 (probability 0.956, score -3.082) top features

Contribution?  Feature
+2.673 Highlighted in text (sum)
+0.409 <BIAS=

we do not collect information about your activity on our services such as access times pages viewed links clicked and the page you visited before navigating to our services

Figure 4: Two sentences predicted by the fine-tuned classifier; colours refer to contribution and not the actual classes
themselves. (Top) A sentence classified as “important”; (bottom) a negated sentence classified as "unimportant".

Pairs Dataset
‘ YOU WAIVE YOUR RIGHT TO BRING OR You ttoa dlass ‘

PARTICIPATE I I A
[ LT P (’U)) = P, vocab (w) (5 )
‘ In order to oducts, is Servi ives your nal data (ﬂlhwd‘ ! :
P } : ' The loss for timestep ¢ during training is the
Coner e negative log likelihood of the target word w; for

that timestep:

Encoder Hidden States (Bidirectional LSTM) Decoder Hidden States (1 LSTM Layer, Teacher Fomng)‘

Fy e T:T{:‘:T IEEEE loss; = —log P(wy) (6)

want inform service users third parties access personal information <START> your personal data is  given to

The overall loss for the whole sequence is calcu-

Fi 5: 0 i f the traini for the ab-
igure verview of the training process for the a lated as follows:

stractive component.

) _ ) o _ loss = l ZT_ loss; @)
while during testing, it is the previous word out- T &=t=0
put by the decoder. The decoder has decoder state  The 1.STM networks each use 256-dimensional hid-
s¢. The attention distribution (probability distribu-  jo; units and pre-trained GloVe word embedding
tion over the source words) a' is calculated using (Pennington et al., 2014), that has been pre-trained
Bahdanau Attention (Bahdanau et al., 2015): on a dataset of one billion tokens and a vocabulary
et = vTtanh(Wy,h; + Wis; + bagen) (1) 400,000 words. The vocabulary size is limited by
filtering out rare words to prevent overfitting. For
the source sentences, a word is considered ‘“‘rare"
where v, Wj,, Wy and by, are learnable parame-  when the number of occurrences throughout all the
ters. The distribution is used to produce the context  texts is less than 4; for the summaries, this is 6, due
vector h;, which is the weighted sum of the en-  to the average summary length being shorter. The
coder hidden states as shown in Figure 5. This  resulting vocabulary size for the source sentences
can be seen as a fixed-size representation of what  is 2,413, and for the target sentences 308. Regular
has been read from the terms sentence for this step.  and recurrent dropout are applied to the LSTM lay-
The calculation of the context vector is as follows:  ers to reduce overfitting, with dropout values set
B Z athe 3) to 0.4, with the exception for the recurrent dropout
t i v of the decoder LSTM which is set to 0.2. Softmax
This context vector is then concatenated with the  activation is used in the final dense decoder layer,
decoder state s; to produce the vocabulary distribu-  as the output can be interpreted as a probability
tion P,,cqp- This is the probability distribution over  distribution vector that helps determine the final
all words in the vocabulary, which is calculated as  output of sequence tokens. The optimiser is Root
follows: Mean Squared Propagation (RMSProp). The loss
function used is sparse categorical cross-entropy
due to the Y inputs consisting of integer sequences
that are mutually exclusive. This function also has
where V, V', b and b’ are learnable parameters. memory and computation usage benefits, as the
This distribution provides the final distribution that ~ classes are defined by single integers as opposed to
is used to predict words w: entire vectors.
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a' = softmax(e’) )

Pyocap = softmax(V'(V[sg, hi] +b) + ') (4)



5 Results and Evaluation

5.1 Dataset and Ground-Truth Construction

The ground truth dataset is created by combining
the TOS;DR and Keymanesh datasets, with labels
of 1955 important and unimportant sentences. To
get plain English summaries, cleaned sentences
(following pre-processing) from the Keymanesh
dataset are matched with sentences in the TOS;DR
dataset to create the ground-truth summaries. For
sentences with no corresponding reference sum-
mary, the ground-truth was taken as the cleaned,
stopword-removed version of the sentence text, en-
suring that all sentences labelled ‘important’ fea-
ture in the evaluation. The resulting dataset has 263
rows of plain English summaries and 1692 rows
of the cleaned, stopword-removed version of the
quote text.

The evaluation baselines are executed on the
entire ToS contracts retrieved by the web-scraping
tool, which returned the ToS of 102 services taken
from the Keymanesh dataset.

After filtering for services that contain at least
one ‘important label’ in the Keymanesh dataset,
45 services, with 10231 sentences, are used for
evaluation.

5.2 Summarization Baselines

We compare the performance of our hybrid sum-
marisation model with the following unsupervised
baselines:

¢ TextRank (Mihalcea and Tarau, 2004): uses
the PageRank algorithm to extract the most
important keywords from a ToS, based on the
similarity between phrases.

KLSum (Haghighi and Vanderwende, 2009):
minimises the Kullback-Lieber (KL) diver-
gence between the ToS and proposed sum-
mary by greedily selecting sentences.

Lead-K (See et al., 2017): extracts the first k&
sentences until the word limit is reached.

K-Random: picks random sentences until a
word limit is reached. This baseline was run
10 times to get the average results.

Following pre-processing, sentences from Tex-
tRank and KL.Sum were limited by the average sen-
tence count from ground-truth summaries (i.e. 4).
Summaries from Lead-K and K-Random were lim-
ited by the average word count (93) from ground-
truth summaries.
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5.3 Evaluation Metrics

The summarisation was evaluated by computing
the average Fl-score for ROUGE-1, ROUGE-2,
and ROUGE-L metrics (Lin and Hovy, 2002), as
well as the METEOR score (Denkowski and Lavie,
2014).

ROUGE-N measures the number of matching
n-grams between the generated summaries and the
ground-truth summary, with ROUGE-1 referring
to unigram overlaps and ROUGE-2 referring to
bigram overlaps. ROUGE-L calculates the Longest
Common Subsequence - identifying the longest
overlapping sequence of tokens. The METEOR
metric was found to be a better evaluation system
as this rewards not only exact word matches but
also matching stems, synonyms and paraphrases.

5.4 Results

5.4.1 Summarization Results

Model evaluation results are shown in Table 2. The
ToS hybrid model significantly outperforms the
extractive baselines. When compared against the
best performing baseline for each metric, there is
a 49.7% improvement in ROUGE-1, 114.6% in
ROUGE-2, 53.5% in ROUGE-L and 53.6% im-
provement in METEOR scores. This indicates that
the ToS hybrid model can generate summaries that
are easier to read and understand. This is important
given that the aim of the TOS;DR summaries is to
be simple and concise.

While the Lead-K baseline performed well in
summarization tasks in existing works (See et al.,
2017) for news articles and headlines datasets, even
outperforming abstractive models using pointer-
generators, the results of our work show it to have
the worst performance. The success of the lead-3
baseline in (See et al., 2017) can be attributed to
the structure of news articles, which contain the
most crucial information at the beginning, and the
use of the first three sentences of the article as a
summary by lead-3. In contrast, the structure of
a ToS document often begins with definitions of
phrases used throughout the document and an intro-
duction to the service(s) offered. This is often not
considered important information, as it is merely
an explanation of the document’s contents. This
observation shows that using a dataset specifically
focused on the domain of T&C for this task signifi-
cantly boosts performance, highlighting the need
for collecting more ToS data and the usefulness of
the developed ToS web-scraper tool.



Table 2: Evaluation results of the ToS Hybrid Model in
comparison to the baselines.

Model ROUGE- ROUGE- ROUGE- METEOR
1 2 L
ToS 19.45 7.21 18.41 16.25
Hybrid
Model
TextRank 12.99 3.36 11.99 10.58
KLSum 12.94 1.79 11.85 8.58
K- 10.72 1.71 10.15 8.94
Random
Lead-K  10.41 1.47 9.88 8.67
100 model
Ground Truth
a0 TOS Hyrbid Madel
‘é"_ mmm extRank
g &0
E 40
#
20
. — - |
1l-grams 2-grams 3-grams d-grams
n-grams

Figure 6: Unique n-grams in the of the Ground-Truth,
ToS Hybrid Model and TextRank summaries.

5.4.2 Abstraction and Compression Level

The summaries from the ground-truth, ToS Hybrid
Model and TextRank have been compared against
the original ToS documents for each service, to
assess their effectiveness in terms of the level of
abstraction and compression. The abstraction level
is calculated by the number of n-grams that only
appear in the summaries and not in the ToS doc-
uments (See et al., 2017). As shown in Figure 6,
the hybrid model has high levels of abstraction and
shows that 58.7% of the words in the summaries
are not present in the ToS document, demonstrating
its ability to generate new words. As expected, the
summary of the TextRank model does not contain
any new words as it is an extractive approach. The
ground-truth summaries appear to be slightly less
abstractive than that of our hybrid model; we can
assume this is because the ground-truth contains
stopword-cleaned sentences where it is unable to
find a summary from the Pairs Dataset. The mean
compression rate is 0.026 (std 0.014), showing that
the summaries are significantly shortened.
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TOS: <truncated> In order to provide the Service, UpCloud may process personal data on
behalf of the Customer as a data processor for the purposes of providing the Service UpCloud
processes certain personal data also as a data controller Such personal data includes, inter
alia, data of the Customer’s contact persons, invoicing details and other personal data of
Customer’s contact persons which UpCloud processes in order to maintain the customer
relationship ... In connection with the use of the Service, the Customer may transfer various
data to UpCloud for processing on behalf of the Customer <truncated>
Reference Summary:
e blocking first party cookies may limit your ability to use the service
o the service provider makes no warranty regarding uninterrupted timely secure or error
free service
o the service is provided as is and to be used at your sole risk
o your data may be processed and stored anywhere in the world
e third parties are involved in operating the service
e your personal data may be sold or otherwise transferred as part of a bankruptcy
proceeding or other type of financial transaction

TOS Hybrid Model:

o this service gives your personal data to third parties involved in its operation

o your personal data is used to employ targeted third party advertising

e your personal information is used for many different purposes

e your personal data may be sold or otherwise transferred as part of bankruptcy pro-
ceeding or other type of financial transaction

e the service provider makes no warranty regarding uninterrupted timely secure or error
free service

e your personal data may be used for marketing purposes

e you are tracked via web beacons tracking pixels browser fingerprinting and or device
fingerprinting

KLSum:

e upcloud shall provide the customer with the service which is specified in the order.

e upcloud shall offer compensation to the customer for all unscheduled interruptions in
the provision of the service in accordance with the sla in force from time to time.

e in order to provide the service upcloud may process personal data on behalf of the
customer as a data processor for the purposes of providing the service.

e in connection with the use of the service the customer may transfer various data to
upcloud for processing on behalf of the customer.

Lead-K:
o these terms apply to all our existing users as of and any new users as of
o please note not everybody has a law degree or speak english natively so we have added
helpful tl dr in plain english that summarize each term
o these are only meant to help you understand the general meaning and are not legally
binding terms of service <truncated>

Figure 7: ToS Hybrid Model, KLSum and Lead-K sum-
maries compared for UpCloud’s ToS (17 May 2018).

5.4.3 Case Study and Results Discussion

Figure 7 shows sample summaries generated by
the ToS hybrid model, KLSum and Lead-K, with
the underlying ToS document containing 290 sen-
tences. The ToS hybrid model succeeds in pro-
ducing a bullet-point format summary written in
plain English. When compared against the ref-
erence summary, we can see that both of them
mention the use of third parties. There are two
identical sentences from both summaries; indicat-
ing that the abstractive model has overfitted to the
Pairs Dataset, which contains TOS;DR template
summaries. The ground-truth dataset contains “im-
portant" sentences which may not be considered
important by some users - e.g., the reference sum-
mary sentence “blocking first party cookies may
limit your ability to use the service". However,
this is subjective, and with the availability of more
training data, the abstractive model can learn to
summarize any sentence within a ToS. On com-
paring the ground-truth to the hybrid model’s sum-
mary outputs, there are cases where it does not
seem to summarize certain sentences accurately
and instead may output a different sentence simi-
lar to the TOS;DR template summaries. A likely



reason for this is the lack of training data for the
abstractive component. The Pairs dataset has 5,326
rows, of which 4,313 are used for training. This
is 98% less training data than that in the pointer-
generator model in (See et al., 2017). Moreover,
the extractive-abstractive models in (Nallapati et al.,
2017) used 3.8M training examples.

6 Conclusions

In this paper, we proposed a domain-aware hybrid
extractive-abstractive model that highlights privacy
and data collection sections in a ToS document
and paraphrases these into concise and informative
sentences. A novel dataset is also created using a
developed web-scraping tool, with the purpose of
automatically fetching ToS documents from any
online service. The dataset used for classification
training was found to be highly imbalanced; despite
this, the hybrid model performed well in ROUGE
and METEOR scores when compared against un-
supervised, extractive baselines. To resolve the
imbalance problem, the data was resampled before
being used in the classifiers for training, which re-
duced the false negative rate by 64%. However, this
did increase the false positive rate, which implies
that the extractive classifier is more inclined to in-
correctly label sentences as important. Given that
the abstractive model is only trained on important
sentences, this can lead to incorrect warnings by
the ToS model. In the context of this paper, to main-
tain the integrity of legal concepts, this can still be
seen as the preferable outcome since users can ver-
ify statements made by the model by reviewing the
original ToS if necessary.

More training data for both the classifier and ab-
stractive model can improve performance; this can
be obtained by the developed web-scraping tool,
in addition to future TOS;DR community contribu-
tions. This would result in more data for the clas-
sifier post-resampling, which in turn would help
the imbalance issue and false positive rate. An-
other direction for future work would be testing the
generated summaries for comprehension through
qualitative user studies, from participants recruited
through platforms such as MTurk or Prolific.
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Figure 8: An overview of how the ToS Hybrid Model
(the RoBERTA Classifier and Seq2Seq model) interact
with the web component. The ToS Hybrid Model is
called by the Lambda functions and returns a string of
ordered, summarised sentences in the response.

datasets of ToS documents. It is also a feature of
the website, allowing users to retrieve a terms docu-
ment from any website or company, by either enter-
ing the source URL or searching by the company
name. It accepts an URL as input, which is parsed
to form a valid URL. If the given URL does not
directly link to a terms document, the scraper first
tries to search for potential URLs linking to T&C,
through regular expression (regex) for HTML link
elements containing words and phrases associated
with T&C, e.g. "privacy policy", "terms", and "le-
gal". The HTML of the URL is retrieved using the
Selenium'! Python library and parsed using Beau-
tifulSoup'?. Content cleaning steps include remov-
ing HTML tags for the navigation bar, footer, head-
ings, images and labels. It is common for terms
documents to contain a list of terms with a sentence
heading such as “You agree to:" or ““You agree not
to:". This can be problematic when separating sen-
tences, as the distinction between “agree to" and
“agree not to" is quite important, not only for identi-
fying risky terms but also unimportant terms for the
extractive component. To fix this issue, the HTML
structure of the page is utilized. By identifying list
elements that come after a text ending with a semi-
colon, the scraper prefixes each list item with the
text preceding the semicolon.This allows the extrac-
tive and abstractive models to identify the context
surrounding each list item and whether they have a
positive or negative meaning. Additional tag clean-
ing includes the removal of implicit headings - this
refers to headings that are not HTML tags but still
titles for various sections of the document. These
headings are removed using regex for commonly
occurring title structures.

Web Component: User interaction with the

https://pypi.org/project/selenium/
Phttps://pypi.org/project/beautifulsoup4/
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framework is enabled through the Web compo-
nent which consists of a website and accompanying
Chrome browser plugin, with an Amazon Web Ser-
vices (AWS) back-end component. A plugin allows
quick look-up of a summary of terms when a user
is already on a T&C page. Chrome was chosen for
the plugin implementation due to it being the lead-
ing Internet browser (64% global market share!3).
It chains the outputs of the extractive component
to the inputs to the abstractive component in a hy-
brid network architecture. The website is accessed
through the S3 bucket static files. Functionality is
shared between the website and the plugin through
API routes (using the API Gateway service) con-
necting to two Lambda functions: one for the web-
scraping component to be accessible to the website,
and one for summarization (encompassing the ex-
tractive and abstractive components), which is used
by both the website and plugin.

Extractive Component: following tag cleaning,
the classification model is loaded and the sentences
are vectorized. The Labelled Dataset is split into
60:30:10 test:validation:development sets, with the
development set determining the heuristics for the
labelling functions definitions. The labelling func-
tions assign [0|1] — 1] labels to each of these sen-
tences. After these labels are fed into a LabelModel,
the sentences and assigned labels are ready to be
used as training data for the classifier. Sentences
with probabilities >50% for the important class are
filtered and re-ordered, with the most important sen-
tences at the top. Stopwords and single-character
words are removed. The validation set is used for
training the RoBERTa classifier and the test set is
used for evaluating the label model, classifier and
baseline models during the Evaluation.

Abstractive Component: the encoder, decoder
and summary tokeniser are loaded at initialization.
The tokeniser converts the texts to sequences and
pads them up to the maximum length, 60, with the
encoder making predictions for each sequence. The
START token is used as a first input to the decoder,
which predicts the next words until an END token is
generated or the maximum length has been reached.
The tokenised sequence is returned as a readable
format and the final summary is joined by newlines.

Bhttps://gs.statcounter.com/
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Abstract

With the legal sector embracing digitization,
the increasing availability of information has
led to a need for systems that can automati-
cally summarize legal documents. Most exist-
ing research on legal text summarization has
so far focused on extractive models, which
can result in awkward summaries, as sentences
in legal documents can be very long and de-
tailed. In this study, we apply two abstrac-
tive summarization models on a Dutch legal
domain dataset. The results show that existing
models transfer quite well across domains and
languages: the ROUGE scores of our experi-
ments are comparable to state-of-the-art stud-
ies on English news article texts. Examining
one of the models showed the capability of
rewriting long legal sentences to much shorter
ones, using mostly vocabulary from the source
document. Human evaluation shows that for
both models hand-made summaries are still
perceived as more relevant and readable, and
automatic summaries do not always capture
elements such as background, considerations
and judgement. Still, generated summaries
are valuable if only a keyword summary or no
summary at all is present.

1 Introduction

Given the increasing availability of legal informa-
tion and the fact that many legal documents are of-
ten relatively long and dense, there is an increasing
need for systems that can automatically summarize
these documents. Such summaries can help not
only lawyers and judges, but also citizens, compa-
nies and researchers to process case law.

Two key approaches exist for automatic summa-
rization: extractive summarization involves identi-
fying important text spans from the document and

*Corresponding author, M.P.Schraagen@uu.nl.
Code and data are available via https:
//git.science.uu.nl/n.vandeluijtgaarden/
legal-text-summarization (RL models) and

https://github.com/prijsdf/
dutch-legal-summarization (BART models).
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combining them into a summary, and abstractive
summarization involves generating new sentences
that explain in more general terms what the text is
about (Hahn and Mani, 2000). Abstractive sum-
maries are potentially more readable and more ef-
ficient than extractive summaries. For example,
consider the following sentence:

By letter of 18 June 2012, the appellant
addressed a request to the defendant to
take enforcement action against [A] Inc.
and [B] Inc. for (alleged) violation of
the provisions of the Quarantine Facili-
ties for Live Bivalve Molluscs Regula-
tion 2007.

An abstractive model can retain only the informa-
tion that the appellant requested enforcement ac-
tion based on the Quarantine Facilities for Live
Bivalve Molluscs Regulation 2007, while an ex-
tractive model would retain the full sentence. In
this paper we apply a reinforcement learning ap-
proach with a biLSTM (referred to as RL) as well
as a deep learning approach based on the BART
(Lewis et al., 2019) transformer model (referred
to as BART) to abstractive summarization of the
Dutch case verdict database Rechtspraak.nl. We
show that generated summaries are useful, but not
yet on par with human-generated summaries.

The rest of this paper is structured as follows. In
Section 2 we consider current state-of-the-art mod-
els for legal summarization, Section 3 describes our
dataset, and Section 4 discusses the design and im-
plementation of the deep learning pipelines. Here
we also highlight the different evaluation methods
used: in addition to the common ROUGE metric,
we also look at abstractiveness (See et al., 2017),
i.e., the amount of novelty introduced in the word-
ing of the summary, and perform a human eval-
uation on the aspects of summary relevance and
readability. Finally, Section 5 and 6 will elaborate
upon the results and implications of this research.
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2 Related work

Legal text differs from common document types
such as news articles (Kanapala et al., 2017), which
has prompted the development of custom word em-
beddings for legal vocabulary in English (Chalkidis
and Kampas, 2019; Chalkidis et al., 2020). How-
ever, general pre-trained embeddings or embed-
dings trained on-the-fly are also commonly used.
Early approaches used pattern-based heuristic seg-
mentation approaches (Uyttendaele et al., 1998;
Farzindar and Lapalme, 2004). Machine learning
was used by Hachey and Grover (2006) to classify
sentences as different legal rhetorical structures
(Moens and de Busser, 2002) such as fact, proceed-
ings or background. Saravanan et al. (2006) applied
probablistic graphical models based on Conditional
Random Fields (CRF) to segment and label a legal
decision given various rhetorical roles (e.g., argu-
ment or final decision). Yousfi-Monod et al. (2010)
used a Naive Bayes algorithm with a set of heuristic
features to identify sections (introduction, context,
reasoning, conclusion) and create a summary. In-
stead of identifying specific sections or elements,
Galgani et al. (2012) use a rule-based approach,
where rules created by domain experts are used
to identify important phrases in a decision. More
recently, Zhong et al. (2019) create summaries by
classifying sentences in a decision as, e.g., issues,
decision, etc. Similarly, Xu et al. (2020) use a
number of different machine learning techniques
to classify the issues, conclusions and reasons in a
legal verdict. Liu and Chen (2019) use an LSTM
classifier on sentences from the ‘reasoning’ sec-
tion of Taiwanese Supreme Court judgements to
determine which sentences belong to the ‘gist’ of
the judgement, achieving an F1-score of around
0.9. Eidelman (2019) used a combination of super-
vised sentence-scoring and TF-IDF in an ensemble
method on their BillSum dataset. Regarding ab-
stractive approaches, Bhattacharya et al. (2019)
use the pointer model by See et al. (2017) on their
Supreme Court of India dataset. Zhang et al. (2020)
use their pre-trained PEGASUS language model
to generate abstractive summaries on the BillSum
dataset of Eidelman (2019). Previous work on ab-
stractive summarization of UK court verdicts was
performed by Ray et al. (2020).

3 Data

For the current research, data from the Dutch ju-
dicial system is used. On average, around 1.6M
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cases are handled in The Netherlands every year,
of which a small percentage is published on the
official website Rechtspraak.nl. For the RL exper-
iments in this research a pre-processed version of
the Rechtspraak data provided by Pandora Intelli-
gence' is used, providing easy access to the type,
summary and verdict of each case. For the BART
experiments a separate preprocessing pipeline is
used that exposes only the case text and the sum-
mary. In total, this dataset contains around 430K
legal court cases. 94% of these cases contain a
summary, and we included only these cases in the
data exploration discussion in the current section.
An example document can be found in Table Al.

On average, case texts contain ~ 650 words
with summaries of length ~ 50. However, a signif-
icant amount of summaries has less than 25 words,
containing only keywords or a single sentence. A
small amount of summaries is over 250 words long.
To provide more uniform data to the models, for
training we used only cases that have a summary
containing between 40 and 150 words, and consist-
ing of a minimum of three and a maximum of six
sentences with at least 5 words in each sentence.
Note that very short summaries are reintroduced in
the dataset for human evaluation.

4 Research Method

We use two deep learning pipelines on the Recht-
spraak.nl data: a hybrid reinforcement learning
method and a transformer-based method.

4.1 RL model

Chen and Bansal (2018) have proposed a hybrid
extractive-abstractive model that first selects im-
portant sentences (similar to extractive summariza-
tion) and then rewrites them abstractively. First,
sentences are represented using a temporal convo-
lutional model and words are converted to a dis-
tributed vector representation using word embed-
dings. Sequences of word vectors are fed through
the layers of the model to capture the dependencies
of nearby words. Selection of sentences from the
sentence representations is then done by training a
pointer network based on a set of features (Vinyals
et al., 2015), and these extracted sentences are then
subsequently compressed and paraphrased by an
abstractive model to create a concise summary sen-
tence (see Figure 1).

"https://www.pandoraintelligence.com/
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Figure 1: RL model architecture, showing the extrac-
tor component (top) and the full architecture (bottom).
Images reproduced from Chen and Bansal (2018).

We use this hybrid model on legal data in the
current study, arguing that the extractive part of the
model can help retain the core facts of the verdicts,
while the abstractive part of the model can make
the summary shorter and more readable.

The data processing pipeline consists of a num-
ber of steps. First, data from Rechtspraak is loaded
based on the filtering described in Section 3, and
tokenized using Ucto (van Gompel et al., 2012) and
Stanford CoreNLP (Manning et al., 2014). Gensim
(Rehurek and Sojka, 2010) is used to create word
embeddings through Word2Vec. The network it-
self is trained using the PyTorch framework and
CUDA.

The Extractor component (shown in the top of
Figure 1) consists of multiple steps. First, word
embeddings for all words in a sentence are com-
bined into a sentence representation 7; using a con-
volutional layer. Then, an encoding step using a
bi-directional LSTM layer transforms the sentence
representation into a contextual representation /;
using the surrounding sentences. Finally, in a de-
coding step an LSTM computes the extraction prob-
ability of a sentence based on the contextual em-
bedding h;. The training target for the extraction
probability is to minimize the ROUGE distance
between the extracted sentence and the reference
summary, i.e., the component learns to extract a
sentence if there is a similar sentence somewhere
in the reference summary.

After a sentence is selected it is processed by
the Abstractor component. This component is a
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sequence-to-sequence model using a bi-directional
LSTM as encoder and a unidirectional LSTM as
decoder, trained with the objective of transforming
the extractive input sentence into the corresponding
sentence in the reference summary. The resulting
sentence is evaluated by the reinforcement learning
component. If a suitable sentence is selected and
correctly rewritten, then a reward is generated to
reinforce the Extractor component. Conversely,
if the similarity between the generated sentence
and the reference summary is low, the Extractor
component receives negative reward and learns not
to extract this sentence.

For training, we used batches of 4 samples and
set the checkpoint frequency (number of update
steps for checkpoint and validation) on 3000 for
the abstractor/extractor network and 300 for RL
training. For the abstractor and extractor network
we used a batch size of 32. Word2Vec embeddings
were trained with a vector size of 128 and a vocabu-
lary of 30,000. Sentence generation was limited to
30 tokens with a beam size of 5. Learning rate for
the Adam optimizer is set on 0.001 for maximum
likelihood (ML) objectives and 0.0001 for RL train-
ing. We set the discount factor for RL on 0.95 and
cut the learning rate in half when validation loss
stops decreasing, in order to speed up convergence.
Gradient clipping is used to prevent exploding gra-
dients and uses a 2-norm of 2.0 for all LSTMs. We
use a network of 256 hidden units with one layer.
Following the training phase, new summaries are
generated for all documents in the test set.

4.2 BART model

Lewis et al. (2019) introduced BART as an autoen-
coder for pretraining sequence-to-sequence models
for various downstream tasks, such as machine
translation, question answering and summarization.
The model uses the following tasks for pretraining:
Token masking Similar to BERT, a percentage of
tokens in the text are masked at random and the
model has to reconstruct the original text.
Sentence permutation The text is split-up in sen-
tences (based on full stops) and then these sen-
tences are shuffled. The model has to reconstruct
the text.

Document rotation A new start token is picked at
random and the document is rotated such that it
starts with this new token. Again, the model has to
reconstruct the original text.

Token deletion Tokens are deleted from the text.



The model needs to identify the positions of the
deleted tokens.

Text infilling Similar to masking, but here random
spans of texts are replaced by a single mask token.
The spans mostly have a length of 0 to 9 tokens.
Spans of zero length can also be replaced, which is
equal to inserting a mask token into the text.

For applying the BART sequence-to-sequence
model to the legal dataset, the model was pretrained
from scratch using the model configuration de-
scribed by Lewis et al. (2019) as implemented in
the Huggingface library in Python. For pretrain-
ing the model and the tokenizer, we used the ‘tiny’
subset (6B words) of the Dutch part of the mC4
dataset? that contains a broad variety of web crawl
data. Pretraining was performed on 4 million ex-
amples during one epoch with a batch size of 8
(i.e., 500k steps in total). Note that pretraining
from scratch was a practical consideration. While
a Dutch language model for BART already exists
(Liu et al., 2020) this model was too large to be
used with our setup, therefore we opted for an ad-
ditional pretraining step. After pretraining, the
model was fine-tuned using 70,140 court verdict
documents for 10 epochs with a batch size of 8 (i.e.,
88k steps). Then the actual summaries were gener-
ated on 9.9k test documents with a minimum length
of 40 tokens, a maximum length of 150 tokens, a
length penalty of 2.0 and a beam search of size 4.
The length constraints were empirically chosen as
sensible values for producing useful summaries.

4.3 Human evaluation

For the RL experiments 10 documents were sam-
pled from the dataset and rated on a scale between
1-10 on content and readability (see Table 1), sim-
ilar to (See et al., 2017; Chen and Bansal, 2018).
Two law students were recruited to act as subject
matter experts. The participant is asked to read
and study a case for 15 minutes, then the gener-
ated summary and the reference summary from
Rechtspraak are presented (without disclosing the
source of the summaries). The participant is asked
to provide content and readability ratings as well
as a short explanation for their answer. After rating
five cases with full reference summaries, another
five cases with keyword-only reference summaries
were presented. For these five cases the partici-
pant is asked whether they prefer the full generated

https://huggingface.co/datasets/
vhavinga/mc4_nl_cleaned
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summary or the keyword-only reference summary,
again without disclosing the source.

For the BART experiments 40 documents were
sampled from the dataset and evaluated by one
of the authors. Evaluation was performed on the
aspects informativeness, relevance, fluency, coher-
ence as defined in Table 1 on a 5-point Likert scale.
First, the evaluator read the summary and rated flu-
ency and coherence. Then the full case text was
read in order to rate informativeness and relevance
of the summary.

4.4 Automatic Evaluation

Results are evaluated using standard ROUGE-1,
ROUGE-2 and ROUGE-L F1 measures. The
dataset is divided in a random split of 70% (train-
ing), 15% (validation) and 15% (test) cases. Hy-
perparameter tuning is performed on the validation
set, while actual evaluation is performed on the test
set. For the ML experiments the ROUGE evalu-
ation takes the category of cases and year ranges
into account, while for the BART experiments this
information was not available.

Furthermore, we evaluate the abstractiveness of
the generated summaries, defined as the novel n-
gram count of our model compared to the reference
summary. This measurement allows us to assess
whether our model is actually generating new sen-
tences, as well as whether it writes summaries in a
different style compared to the reference summary.

5 Results

5.1 ROUGE evaluation

Table 2 shows the ROUGE scores for both models.
ROUGE-1 and ROUGE-L are higher compared to
ROUGE-2.

For the RL model specific law categories and
dates were available (Table 3). Administrative Law
performs best on ROUGE scores, while Private
Law performs worst. A possible explanation for
this difference is that Administrative Law cases are
the largest category in the dataset and the refer-
ence summaries for this category relatively long,
therefore the model gets a large exposure to this
category during training. Regarding time periods,
the model seems to perform best on cases between
2001 and 2008, while performing slightly worse
on cases from the last decade. This is surprising,
because the majority of documents in the dataset
belongs to the most recent time period.
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Content Does the summary contain all important information of the original case descrip-
tion? Does it avoids generating repeated and redundant information?

Readability Is the summary fluent, grammatical, of suitable length?

Informativeness | How well does the summary capture the key points of the article?

Relevance Are the details provided by the summary consistent with details in the article?

Fluency Are the individual sentences of the summary well-written and grammatical?

Coherence Do phrases and sentences of the summary fit together and make sense collectively?

Table 1: Human evaluation metrics

Model dataset ROUGE-1 ROUGE-2 ROUGE-L

RL Rechtspraak 37.24 16.20 34.07

BART Rechtspraak 46.52 33.74 44.88

BART CNN/Daily mail 44.16 21.28 40.90

Table 2: ROUGE scores for the summarization models

5.2 Abstractiveness

Following See et al. (2017), for the RL summaries
we compute an abstractiveness score as the ratio of
novel n-grams in the generated summary. Figure 2
shows the abstractiveness scores of our model com-
pared to the reference summaries of Rechtspraak.
One can see that the RL model generates very dif-
ferent summaries from the reference summaries.
For example, 20% or less of 2,3 and 4-grams in our
generated summaries are identical to the reference
summary. The figure furthermore shows that ab-
stractiveness decreases when more training exam-
ples are presented to the model, whereas ROUGE
F1 increases. One can argue that as models get
more abstractive, ROUGE becomes less suitable to
evaluate the quality of a summary.

Using a manual check on a sample of the result-
ing summaries, we observed that the model extracts
many sentences from the input document itself.
When looking at sentences with similar 4-grams,
the model actually used much larger n-grams from
the text. However, the model did rewrite and
shorten many sentences, thus improving the read-
ability of the text. In addition, redundant informa-
tion from sentences was removed properly, which
made sentences more concise. However, we did
note that the model occasionally tends to remove
relevant facts and details from sentences, which are
needed to understand the case (cf. Figure Al).

5.3 Qualitative evaluation

Exploratory qualitative evaluation by the authors
indicated that the model does not introduce many
novel sentences. Still, it shows good results for
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Figure 2: Ratio of novel n-gram counts of summaries
compared to the reference summary by number of train-
ing cases and development of ROUGE F1

rewriting sentences and removing redundant details
from the case, while preserving grammaticality in
generated sentences. When important facts (e.g
numbers and dates) are present, the model is likely
to include these facts in the summary. However,
sometimes the model recognized words as not im-
portant, which may be caused by the fact that the
model has not seen these words often during train-
ing. This leads to sentences being cut off too fast.
Also, the summary did not always include all ele-
ments that are needed in a summary (background,
considerations and judgement).

In the example shown in Figure Al, the RL
model first gives a very short background descrip-
tion of the case and describes one of the consider-
ations. The description of the background of the



ROUGE-1

ROUGE-2

ROUGE-L

Administrative Law
Private Law
Criminal Law

Tax Law

39.26 (38.82, 39.74)
32.83 (32.30, 33.36)
37.54 (36.94, 38.12)
36.46 (35.63, 37.32)

18.05 (17.49, 18.64)
10.72 (10.24, 11.26)
17.48 (16.76, 18.18)
13.46 (12.59, 14.42)

35.99 (35.54, 36.49)
29.46 (28.96, 29.98)
34.73 (34.13,35.34)
32.83(32.03, 33.70)

1970-2000
2001-2008
2009-2018

38.91 (35.10, 43.05)
38.86 (38.19, 39.53)
36.59 (36.23, 36.94)

16.64 (12.35, 21.37)
18.49 (17.61, 19.38)
15.34 (14.92, 15.74)

35.23 (31.39, 39.32)
35.63 (34.93, 36.32)
33.47 (33.10, 33.83)

Table 3: Observations from the RL experiments (ROUGE F} with and 95% confidence interval)

case is very short and the consideration is discussed
in far too much detail. Also, the judgement of the
case is not discussed. In the first sentence, the main
subject of the case (Quarantine Facilities for Live
Bivalve Molluscs Regulation 2007) is removed,
likely because the model has not seen this word
before in other documents and thus does not deem
it important. Apart from this mistake, the model
does a very good job at rewriting the sentence to
a more clearer one. In the second sentence the ar-
ticle number and name of the relevant regulation
is omitted in the summary. In the third sentence,
many unnecessary details are removed. Still, the
summary does not include the (important) fact that
the defendant was accused of this case and not that
they were actually found guilty. The fourth sen-
tence is taken directly from the original case text.
In general, the summary goes in too much detail
on some parts of the case and fails to give a gener-
alized summary. However, this example does show
the power of the model to rewrite sentences into
much clearer and shorter ones.

Qualitative exploration of the BART results indi-
cated that some summaries are able to improve on
the reference summary significantly in conciseness
while retaining all important facts (see Figure A2).
Other summaries however seem to go off on the
wrong track, and expand on an unimportant detail
for several sentences while missing key points.

In future work, postprocessing could help to fix
some of the mentioned issues, using a template-
based approach where elements from the original
text are copied into the generated summary if the
model fails to provide specific details (cf. (Xu et al.,
2020)).

5.4 Human evaluation

Table 4 describes the results of the human evalua-
tion phase, showing that the participants in the RL
experiment found the reference summaries more

relevant and more readable compared to the gen-
erated summaries, however the variance of the re-
sponses was relatively high. For keyword-only
reference summaries all participants preferred to
use the generated summary. Participants explicitly
noted that they disliked a case to be summarised
using only keywords, as this approach is much too
abstract for the legal sector. In the BART exper-
iments the content rating was split between the
aspects of informativeness and relevance, while the
readability rating was split between the aspects of
fluency and coherence. For all aspects the evalu-
ator rated the reference summary higher than the
generated summary, similar to the RL results.

For the RL experiments, participants noted that
not all elements needed in the summary (back-
ground, considerations and judgement) were al-
ways included. For example, some summaries in-
cluded the facts and the judgements of a case, but
failed to explain the considerations. However, the
evaluation showed that, to a lesser extent, also ref-
erence summaries are found to omit fundamental
details of cases. Participants mentioned that the
text that was in fact included in the generated sum-
maries was relevant for the case (which could be
compared to a high precision and low recall of infor-
mation content in the summaries). Regarding read-
ability, participants observed that sentences in the
generated summary occasionally contained gram-
matical errors or ended strangely. Also, the order
of sentences was criticized, in both generated and
reference summaries, as some summaries started
with the judgement and ended with background
information about the case. For the summaries gen-
erated by the BART model similar observations
can be made about content aspects, i.e., the top-
ics discussed in the summary are relevant but not
all important aspects are always included by the
models, which was again also observed for the ref-

erence summaries. For the BART model issues
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Summary n Content Readability
Informativeness | Relevance Fluency Coherence

RL generated 10 4.60 £2.12 5.50 £1.67

RL reference 10 6.65 + 1.63 7.00 +1.63

BART generated | 40 | 3.58 +1.24 4.034+1.19 | 4454+0.90 | 4.10+1.08

BART reference | 40 | 4.13 +1.04 4.80+£0.61 | 4.75+0.67 | 4.45+0.81

Table 4: Results of the human evaluation experiment (mean and standard deviation). RL summaries are rated on a
scale of 1-10, BART summaries are rated on a scale of 1-5.

in fluency and coherence were noticed, however
this model suffered less from obvious grammatical
errors or cut-off sentences.

Due to constraints on time and resources in this
research project the number of participants was
small, leading to large confidence intervals and
only a small number of data points. For future
work, it would be advised to have a much larger
group of subjects, which would also allow to test
different versions of our model by changing filters
or hyperparameters. Also, it can be interesting to
use experienced legal professionals in this type of
research, instead of evaluation by law students (RL
model) or the paper authors (BART model).

In this evaluation we have seen that there are
some issues relating to relevance and readability,
such as grammatical errors or missing content. For
improving readability, a parser could be imple-
mented in the decoding function that can give a
signal when a sentence is cut off too early, giving
this sentence a lower score in the beam search algo-
rithm. Also, post-processing can fix some problems
regarding nouns, as the models did not always use
these correctly when generating sentences.

For improving relevance, an implementation of
a neural network that can identify the three core
elements needed in a summary can prove useful.
Alternatively, a clustering algorithm can be used to
find diverse topics in the text, and then identify the
most important sentences in these clusters.

6 Conclusion & Discussion

In this work, a dataset containing over 400K
Dutch court verdicts was used to train a hybrid
reinforcement learning-based model, as well as a
transformer-based BART model. We evaluated gen-
erated summaries based on ROUGE, abstractive-
ness, and through a human evaluation experiment
using legal experts. Our experiments report an
F1 score of 46.52 (ROUGE-1), 33.74 (ROUGE-2)
and 44.88 (ROUGE-L) for the BART model, com-

parable to state-of-the-art results achieved on the
CNN/Daily Mail dataset.

The models did not introduce many novel n-
grams, but showed good performance in rewrit-
ing and shortening sentences. The evaluation also
showed the potential to improve the model, follow-
ing observations that the model may cut sentences
off too early and does not always include all ele-
ments (background, considerations and judgement)
in the summary. Furthermore, while important
facts were generally included and the rewriting
process showed adequate results, still unnecessary
case details are found in the generated summaries.

Considering the level of abstractiveness the mod-
els showed the capability of rewriting long and
redundant sentences found in legal text to much
shorter ones. Quantitatively it was shown that
the model generates a large number of novel n-
grams compared to the reference summaries from
the dataset. Due to the inverse relationship of the
abstractiveness and ROUGE score of a document,
a good performance in producing novel n-grams
actually reduces the score on the summary qual-
ity evaluation measured with ROUGE, which was
confirmed by the analysis of the evaluation results.
Therefore, we argue that ROUGE scores are not
fully representative as a metric for abstractive sum-
marization. While alternative methods are being
developed (Zhang et al., 2019; Yuan et al., 2021)
ROUGE is likely to remain an influential evalu-
ation approach, however these results should be
interpreted carefully when comparing models and
approaches.

To complement ROUGE scores, a human eval-
uation study was conducted to evaluate both gen-
erated and reference summaries on readability and
content. Especially for the RL model the results
show a large difference in relevance between refer-
ence summaries (6.7/10) and generated summaries
(4.6/10), and a slightly smaller difference in read-
ability (7.0/10 vs 5.6/10). However, the participants
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in the RL experiments noted that the generated
summaries did contain key information about the
case and preferred it to using a reference summary
consisting of only keywords. For the BART exper-
iments the difference across the four dimensions
informativeness, relevance, fluency and readability
were perceived to be smaller but still the reference
summaries were preferred for all dimensions.

It has been argued in the literature that an abstrac-
tive summary may be less accurate and can lead
to misinterpretations of a judge’s intent (Yousfi-
Monod et al., 2010). Furthermore, as argued by
Jain et al. (2021), there are many citations (to e.g.
previous cases or articles of law) which cannot
be ignored. However, with more data being avail-
able, improved hardware and matured algorithms,
the accuracy of abstractive models is increasing.
Furthermore, citations can often be extracted from
legal texts using basic regular expressions and the
relevant legal articles or precedent cases can be pro-
vided as metadata, which can then be presented in
combination with the abstractive natural language
summary. Furthermore, we argue that even less ac-
curate summaries can be useful as a tool for quickly
searching through huge databases of cases. Fur-
thermore, there is also the possibility to combine
abstractive models with more domain-specific con-
straints, such as citing law articles and structuring
the summary into facts, arguments and decision.

This study fills the following gaps in current re-
search on (legal) text summarization. First, very
few research on legal summarization has made use
of an abstractive summarization model. The au-
thors are aware of two approaches only, of which
the first shows comparatively low evaluation scores
(Bhattacharya et al., 2019), and the second is based
on US Congressional Bills (Zhang et al., 2018),
which, while they can be considered legal docu-
ments, are rather different from the case verdicts
and decisions we consider. For example, Bills — es-
sentially numbered lists of laws and statutes — are
much more structured than verdicts, and the lan-
guage used in Bills is much more generic because
it does not pertain to individual cases like verdicts.

Second, like (Zhang et al., 2020), our work
shows that unsupervised neural models originally
developed for news articles can be successfully
used on legal documents, which differ significantly
from news articles both in terms of length and in
terms of internal structure and distribution of rele-
vant content elements. Furthermore, no previous

&3

research has applied an abstractive summarization
model on a dataset of legal documents in Dutch,
showing that our unsupervised language models
are robust considering the legal language of the
documents presented to the model.

For both models, long texts are still difficult to
process due to technical limitations on input rep-
resentation. A case verdict document can easily
surpass such length constraints and will be trun-
cated (e.g., to 1024 words) as a result prior to sum-
marization. With respect to future research, mod-
els designed to process longer text (Beltagy et al.,
2020; Yang et al., 2020) therefore seems promis-
ing. Also, even though pre-trained language mod-
els are known for their ability to generalize across
domains, the model of (Zhang et al., 2018) used to
obtain the high levels of performance on Congres-
sional Bills shows a relatively average performance
on the CNN/Daily Mail news dataset, which might
support the hypothesis that the document structure
(rather than the model itself) is the predominant
factor for the summary evaluation scores. Apply-
ing the current two methods on the Congressional
Bills would provide more insight into the reasons
behind the performance differences.

Currently, the RL. model uses static Word2Vec
word embeddings created on the fly on the Recht-
spraak dataset. In contrast, the BART contex-
tual embeddings were pretrained on the general-
purpose C4 dataset. While the BART model al-
ready outperforms the RL model by a significant
margin for both ROUGE scores and human rat-
ings, it would be interesting to investigate whether
pretraining BART on domain-specific data (i.e.,
Dutch legal text) would result in an additional per-
formance increase. A practical problem however
is data availability: the C4 subset currently used
contains 6B words of crawled web pages, which is
difficult to match with Dutch legal text.

Other future work includes a more detailed anal-
ysis of summaries generated by the BART model.
We have observed that the overall quality of the
BART summaries is higher compared to the sum-
maries generated by the RL model, in terms of
grammaticality and topicality. It would be interest-
ing to compare the detailed observations made for
the RL model, such as the abstractiveness, relation
to law categories and time frames, and missing le-
gal aspects in the summaries, to establish whether
the BART model supports these observations as
well.
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Appendix: summary examples

Case (ECLI:NL:CBB:2013:212)

Process

By letter of 18 June 2012, the appellant addressed a request to the defendant to take enforcement
action against [A] B.V. and [B] B.V. for (alleged) violation of the provisions of the Quarantine
Facilities for Live Bivalve Molluscs Regulation 2007.

By letter dated 19 June 2012, the defendant responded. By letter of 27 June 2012, the appellant
repeated the request to take enforcement action. By letter of 9 July 2012, the defendant responded
again. By letter of 3 August 2012, the defendant responded to the appellant’s subsequent letters of 24
and 27 July 2012.

Considerations

3.1 Is it not disputed that the appellant has requested the defendant to initiate disciplinary proceedings
for (alleged) breach of the prohibition in Article 2(1) of the Regulation on quarantine facilities for
live bivalve molluscs 2007. Appellant subsequently served notice on Defendant for failing to decide
to initiate disciplinary proceedings, she claims, and then brought an appeal under Article 6:12 of
the General Administrative Law Act (Awb). Which first of all raises the question of whether an
appeal under Article 6:12 of the General Administrative Law Act was open to the appellant in this
case. The Board answers this question in the negative. Article 15 of the Corporate Disciplinary
Procedure (Organisation) Act 2004 stipulates that the chairperson of the defendant, once he or she has
established that there has been an (alleged) offence, shall refer the matter to the disciplinary court
within a reasonable period of time by means of a written statement.

Reference summary

Refers to appeals against failure to take a decision on time. Such proceedings are not open against the
chairman of the Dutch Fish Product Board not initiating disciplinary proceedings. Making such a
request is not an application within the meaning of Article 1:3 of the General Administrative Law Act.
The corporate organisation disciplinary law has its own provisions.

Generated summary

Request for enforcement action. Not in dispute is that appellant has requested the defendant to initiate
disciplinary proceedings for (alleged) breach of the prohibition in Article 2, first. Defendant failed to
decide on the filing of a disciplinary case. Which raises the question of whether recourse to Article
6:12 of the General Administrative Law Act was open to appellants in this case.

Figure Al: Example from the dataset showing the generated summary of the RL model. The example is translated
from Dutch into English for illustration purposes. The colored (marked) sentences correspond to the sentences that
were extracted by the model.
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Case (ECLI:NL:CBB:CRVB:2012:BW3333)

[...]

Considerations

[...] The job expert has selected functions which he considers the appellant capable of performing and
. As decided on January 7th, 2010, it is

established that appellant starting October 20, 2009 is not entitled to benefits regarding the Law Work

and Income. The insurance physician has concluded that the impairments are established correctly.

He has studies the letter by the general practitioner dated December 31, 2009. According to the

insurance physician there are no grounds to assume further impairments.

[...] The court has judged that the decision was based on a sufficiently appropriate medical foundation.

There is no reason to doubt the conclusion by the insurance physicians that appellant is capable of

performing simple, routine tasks. [...] For the appeal appellant has entered information by the general

practitioner and treating psychologist. [...] The insurance physician has stated that this information is

not a reason to assume further impairments. The Council follows this conclusion. [...] Establishing

sickness- or handicap-based impairments to performing labor based on the medical condition of the

appellant should in principle be considered the expertise of the insurance physician. [...]

Appellant is rightfully considered to be able to perform the selected tasks. [...] It did not become

apparent that the workload exceeds the capabilities of the appellant.

Reference summary

Refusal to grant “WIA Law” benefits. The contested decision is based on a sufficiently appropriate

medical foundation. The information from the general practitioner and psychologist do not substantiate

that the appellant is more impaired than the insurance physician has established. Establishing sickness-

or handicap-based impairments to performing labor based on the medical condition of the appellant

should in principle be considered the expertise of the insurance physician. Appellant is rightfully

considered to be able to perform the selected tasks. It did not become apparent that the workload

exceeds the capabilities of the appellant.

Generated summary

Refusal to grant WIA benefits. Sufficient medical and employment-

related foundation. No reason to doubt the conclusion by the insurance physicians that appellant is

capable of performing simple, routine tasks.

Figure A2: Example from the dataset showing the generated summary of the BART model for an appeal case.
The example is translated from Dutch into English for illustration purposes. The colored (marked) sentences
correspond to sentences in the generated summary. It can be observed that the reference summary is almost
completely extractive, while the BART summary contains both abstractive and extractive sentences.

87



Legal-Tech Open Diaries: Lesson learned on how to develop and deploy
light-weight models in the era of humongous Language Models

Stelios Maroudas* ™

Prodromos Malakasiotis '

Sotiris Legkas* ™
Ilias Chalkidis *

T Department of Informatics, Athens University of Economics and Business, Greece
+ Department of Computer Science, University of Copenhagen, Denmark
¢ Cognitiv+, Athens, Greece

Abstract

In the era of billion-parameter-sized Lan-
guage Models (LMs), start-ups have to follow
trends and adapt their technology accordingly.
Nonetheless, there are open challenges since
the development and deployment of large mod-
els comes with a need for high computational
resources and has economical consequences.
In this work, we follow the steps of the R&D
group of a modern legal-tech start-up and
present important insights on model develop-
ment and deployment. We start from ground
zero by pre-training multiple domain-specific
multi-lingual LMs which are a better fit to con-
tractual and regulatory text compared to the
available alternatives (XLM-R). We present
benchmark results of such models in a half-
public half-private legal benchmark compris-
ing 5 downstream tasks showing the impact of
larger model size. Lastly, we examine the im-
pact of a full-scale pipeline for model compres-
sion which includes: a) Parameter Pruning, b)
Knowledge Distillation, and c¢) Quantization:
The resulting models are much more efficient
without sacrificing performance at large.

1 Introduction

Transformer-based Languages Models (LMs) (Rad-
ford and Narasimhan, 2018; Devlin et al., 2019; Liu
et al., 2019) have stormed NLP benchmarks with
state-of-the-art performance, while recently hu-
mongous billion-parameter-sized models (Brown
etal., 2020; Rae et al., 2021; Hoffmann et al., 2022)
have showcased impressive few-shot capabilities.
In addition, multi-lingual LMs (Conneau et al.,
2020) have been also developed demonstrating ex-
ceptional results as well as impressive performance
in zero-shot cross-lingual transfer.

The legal NLP literature is also flourishing with
the release of many new resources, including large

*Equal contribution. Work done during capstone projects
in Cognitiv+ (https://www.cognitivplus.com/).
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legal corpora (Henderson* et al., 2022), bench-
mark datasets (Chalkidis et al., 2021a; Koreeda
and Manning, 2021; Zheng et al., 2021; Chalkidis
et al., 2022; Habernal et al., 2022), and pre-trained
legal-oriented language models (Chalkidis et al.,
2020; Zheng et al., 2021). Despite this impressive
progress, the efficacy of differently-sized language
models on legal NLP tasks and the importance of
domain (legal) specificity are still understudied,
while the effect of model compression techniques
in model’s performance and efficiency is ignored.
In this work, we aim to shed light in all these di-

rections following model development across three
incremental steps in a pipelined approach:

(a) model pre-training on large legal corpora,

(b) model fine-tuning on down-stream tasks, and

(c) model compression to improve efficiency.

To do so, we initially develop 4 multi-lingual legal-
oriented language models (C-XLMs). We bench-
mark their performance across 5 down-stream legal
NLP tasks, comprising both publicly available and
private datasets, covering both English and multi-
lingual scenarios in several tasks types, i.e., docu-
ment/sentence classification, natural language infer-
ence, and entity extraction. Finally, we experiment
with a full-scale pipeline for model compression
which includes a) Parameter Pruning, b) Knowl-
edge Distillation, and c¢) Quantization to produce
much more efficient (smaller and faster) models
that can be effectively deployed in production.
Our work aims to provide guidelines to legal-
tech practitioners on model development (pre-
training, fine-tuning, compression) bearing both
performance and efficiency into consideration. Our
findings show that the impact of larger vs. smaller
models, domain-specific vs. generic models and
the efficacy of model compression techniques
varies across tasks, but in general larger domain-
specific models perform better. Via full-scale
model compression, we produce models with per-
formance decrease by 2.3 p.p., while being approx.
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Model Alias  #Langs | #Layers | #Units | #Heads | #Params ‘ Vocab. Size ‘ Train. Tokens | MLM Acc.
XLM-R Dbase 100 12 768 12 278M 250k 6.3T 74.0
XLM-R large 100 24 1024 16 559M 250k 6.3T 78.9
C-XLM tiny 10 4 128 4 M 64k 92B 54.9
C-XLM  small 10 6 256 4 21M 64k 92B 68.9
C-XLM base 10 12 512 8 71M 64k 92B 77.8
C-XLM large 10 24 1024 16 368M 64k 92B 81.5

Table 1: Model Specifications, Training Tokens processed on pre-training and MLM performance (Acc.) for all
variants of our XLM (C-XLM) models and the XLM-R models of Conneau et al. (2020) considered as baselines.

42x smaller, and approx. 66X faster. We also find
that fully compressed models outperform equally
sized distilled or fine-tuned models.

2  Model Specifications

Following Chalkidis et al. (2020), we pre-train
from scratch legal domain specific transformer-
based language models. Our models are based
on the RoBERTa architecture (Liu et al., 2019),
i.e., trained with the Masked Language Modelling
(MLM) objective, excluding the Next Sentence Pre-
diction (NSP) one used by BERT (Devlin et al.,
2019). In addition, based on the industry needs and
driven by the work of (Conneau et al., 2020), our
models are a multilingual one -usually referred as
XLM in the literature- and supports ten languages
in total (English, French, German, Greek, Spanish,
Italian, Dutch, Polish, Portuguese, Russian).

We pre-train 4 variants of custom XLM mod-
els (C-XLM) starting from a large version with
24 Transformer blocks (layers), each consisting
of 1024 hidden units and 16 attention heads and
continue by decreasing each time by a factor of 2
across all dimensions, i.e., blocks/layers, hidden
units, and attention heads (Table 1).!

3 Pre-Training

3.1 Training Corpora

We pre-trained our models using multi-lingual cor-
pora that consist of regulations and contracts. For
regulations, we used the MultiEURLEX dataset
of Chalkidis et al. (2021b) that comprises 65k EU
regulations officially translated in 24 languages.”.
We also considered additional publicly available
English resources; specifically the 250 US code
books, part of the “Pile of Law” corpus released by

' A minor exception in the tiny version, where we consider
4 attention heads of 32 hidden units per head instead of 2
attention heads with 64 units per head.

2In our work, we consider 9 languages (English, French,
German, Greek, Spanish, Italian, Dutch, Polish, Portuguese).
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(Henderson* et al., 2022), along-size 36k UK laws
published by Chalkidis and Sggaard (2022).
Regarding contracts, we considered the
LEDGAR (Tuggener et al., 2020) dataset compris-
ing 900k sections from US contracts in English;
and 60k additional full contracts in English from
a publicly available crawl from EDGAR. Since,
there are no publicly available contracts in the rest
of the languages, we translated these documents
using state-of-the-art Neural Machine Translation
(NMT) systems across all languages of interest.’

3.2 Custom Vocabulary

Relying on the above mentioned resources, we built
a custom vocabulary of 64k sub-word units that bet-
ter fit the documents in the respective domains and
languages of interest. We opted for Byte-Pair En-
codings (BPEs) (Sennrich et al., 2016), similarly to
most recent work on Transformer-based language
models (Radford and Narasimhan, 2018; Liu et al.,
2019; Conneau et al., 2020).

3.3 Masked Language Modelling (MLM)

We pre-trained all variants of C-XLM (our domain-
specific multi-lingual RoBERTa) for 1.1m steps
(gradient updates) in total based on a two-step
approach, similarly to Devlin et al. (2019), i.e.,
pre-train for 1m steps with sequences up to 128
sub-word units, followed by continued pre-training
for 100k steps with sequences up to 512 sub-word
units, always with a batch size of 512 sequences.*
At each example, we mask out 15% of the tokens
in total. We train all models for a maximum learn-
ing rate of 1le—4 with warm-up for the initial (5%)
training steps followed by a cosine decay.

In comparison XLM-R models were pre-trained
for 1.5m steps with batches of 8192 sequences,
which accounts for approx. 63X more training

3We used the OpusMT (en2m) mBART models using the
EasyNMT library.

“This approach aims to a more efficient (compute-friendly)
pre-training, since pre-training with shorter sequences severely
decreases the needed compute and time.
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Figure 2: Pre-training loss curves of C-XLMs.

tokens processed; the majority of those in high-
resource languages like the ones we consider.

3.4 MLM Results

In Figure 2, we observe the loss curves of differ-
ently sized models during pre-training. While mod-
els are equally poor performing in the very initial
steps, larger models substantially outperform the
smaller counterparts due to their increased capac-
ity (number of parameters). Table 1 presents the
accuracy of our different models. As expected, the
large version (81.5% accuracy) followed by the
base version (77.8% accuracy) of C-XLLM outper-
form their corresponding generic XLM-R models
by 2.6% and 3.8% respectively.’ Figure 1 presents
masked language modelling performance in finer
details across languages per model, highlighting
the predominance of our two largest models.®

5 A comparison between the XLM-R models of Conneau
et al. (2020) and our models (C-XLMs) is not ideal due to the
different vocabulary used. Nevertheless, it provides a general
idea on pre-training performance on legal specific corpora.

®More fine-grained MM evaluation (per language and per
document type) can be found in Appendix B.
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4 Fine-tuning

4.1 Benchmark - Tasks and Datasets

In this section, we briefly present the evaluation
benchmark that we use, which consist of both pub-
licly available and private datasets. The bench-
mark is diverse covering three task types (docu-
ment, sentence, and token classification) and two
multi-lingual datasets.” The datasets in detail are:

MultiEURLEX (Chalkidis et al., 2021a), a multi-
lingual dataset for legal topic classification compris-
ing 65k EU laws officially translated in 23 EU lan-
guages.® Each document (EU law) was originally
annotated with relevant EUROVOC® concepts by
the Publications Office of EU. We use the 21 ‘Level
1’ labels, obtained by Chalkidis et al. (2021a) from
the original EUROVOC annotations of the docu-
ments. We use a derivative of the original dataset
considering only 1k non-parallel documents per
supported language (9k in total, Section 3.1).!°
This is a multi-label document classification task,
thus we evaluate performance using macro- (m-Fy)
and micro- (u-F;) F1 scores.

UNFAIR-ToS (Drawzeski et al., 2021) is a dataset
for detecting unfair clauses in Terms of Service
(ToS) agreements from on-line platforms (e.g.,
YouTube, Facebook, etc.) in 4 languages (English,
German, Italian, and Polish). The dataset has been
annotated on the sentence-level with 8 types of un-

"We do not use the LexGLUE benchmark of Chalkidis
et al. (2022), since it is monolingual (English only) and also
covers tasks that involve litigation, which are out of scope.

8MultiEURLEX is available at https://huggingface.
co/datasets/multi_eurlex.

EUROVOC is a hierarchically organized taxonomy
of concepts (a hierarchy of labels) available at http://
eurovoc.europa.eu/.

19This is inline with the work of Xenouleas et al. (2022),
where the authors consider a more “realistic”” harder version
of MultiEURLEX with less and non-parallel documents.
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Model  Alias MultiEURLEX | UNFAIR-ToS CNLI Obligations | ContractNER
n-Fi m-F; Acc. MAE | u-F; m-F; | w-F; m-F; | u-Fy m-F;
XLM-R (base) | 75.3 53.2 86.6 0.17 | 84.0 819 | 89.7 882|924 939
XLM-R (large) | 77.8 63.8 89.0 0.16 | 863 84.7 | 889 874 | 928 93.7
C-XLM (tiny) 66.5 46.1 782 027 | 702 692 | 887 874 | 872 89.3
C-XLM (small) | 72.3 54.7 8.4 020 | 797 77.0 | 904 89.0 | 90.1 92.4
C-XLM (base) | 75.3 59.4 87.3 0.18 | 84.0 82.1 | 91.2 904 | 929 93.9
C-XLM (large) | 78.4 65.4 89.7 0.14 | 853 83.0 [91.8 90.6 | 93.2 94.6

Table 2: Overall results of fine-tuned models across all down-stream tasks.

fair contractual terms, meaning terms (sentences)
that potentially violate user rights according to EU
consumer law. Sentences have been also annotated
according to a 3-level fairness score (fair, partially
unfair, clearly unfair). In our case, we examine
the latter task as sentence regression and evaluate
performance using Mean Absolute Error (MAE),
and Accuracy (Acc.) on rounded (discrete) scores.

ContractNLI (Koreeda and Manning, 2021) is a
dataset for contract-based Natural Language Infer-
ence (NLI). The dataset consists of 607 contracts,
specifically Non-Disclosure Agreements (NDAs).
Each document has been paired with 17 templated
hypotheses and labeled with one out of three classes
(entailment, contradiction, or neutral). We exam-
ine a lenient version of this task, where instead of
the full document (NDA), we represent the docu-
ment with a short number of sentences which have
been annotated as rationales for the specific task.
This is a single-label multi-class document classi-
fication task and we evaluate performance using
macro- (m-F;) and micro- (u-F;) F1 scores.

Contract-Obligations (Chalkidis et al., 2018) is a
proprietary (privately developed) dataset for obli-
gation extraction from contracts (legal agreements).
The dataset consists of 100 service agreements.
Each contract has been split into paragraphs (ap-
prox. 9,400 in total), and labeled with 4 obligation
sub-types, i.e., Obligation, Deliverable, Discretion,
and Prohibition, while some paragraphs are not
relevant, resulting in a total of 5 potential classes.
This is a single-label multi-class document classifi-
cation task. We evaluate performance using macro-
(m-Fp) and micro- (u-Fp) F1 scores.

ContractNER (Chalkidis et al., 2017) is a propri-
etary dataset for contract element extraction. The
dataset consists of 3,500 contractual introductions
from several types (service, employment, purchase,
etc.) of contracts. Each introduction (paragraph)
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has been labeled with 4 entity types (Zitle, Con-
tracting Party, Start Date, Effective Date). This is
a single-label multi-class token classification task.
Thus, we evaluate performance using macro- (m-
F1) and micro- (u-F;) F1 scores on entity level.

4.2 Experimental Set Up

We tune all models conducting a grid search for
learning rates € {1le-4, 3e-4, 1le-5, 3e-5, Se-5, le-6}.
We use early stopping based on validation loss; we
select and report test scores based on the model
with the best validation performance.'!

4.3 Fine-tuning Results

Table 2 presents the results of the fined-tuned base-
lines, XLM-R models, (upper zone) and of all the
variants of our C-XLM models (lower zone) for
each downstream task. We hypothesize that the
base and large versions of C-XLM will perform
better compared to their counterpart XLLM-R mod-
els. Indeed, the base version of C-XLM always
outperforms XLM-R across all 5 datasets, while
the large version of C-XLM outperforms XLM-R
in all but one (4 out of 5) datasets.

MultiEURLEX: Both large versions of C-XLM
and XLM-R clearly outperform the rest of the mod-
els with the C-XLM outperforming XLM-R by 0.6
p.p.- in u-F; and 1.6 p.p. in m-F;. Similarly, the
base version of C-XLM outperforms the equivalent
version of XLLM-R. Interestingly, the small version
of C-XLM has comparable performance with the
latter while being approx. 13x smaller.

UNFAIR-ToS: Both large and base versions of C-
XLM outperform their counterpart XLM-R models
by 0.7 p.p. in accuracy. Again, the small version
of C-XLM achieves competitive performance to
base-sized models.

1 Additional details and development scores are provided
in Appendix A
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Figure 3: Radar plots with per language performance
for the multilingual MuliEURLEX and Unfair-ToS
datasets for all the versions of C-XLM.

ContractNLI: In this task, we find that the large
version of XLM-R outperforms the one of C-XLM
(+1 p.p. in u-F; and +1.7 p.p. in m-F;) while both
base models perform comparably. We also note that
the relative differences between differently sized
models are the more intense across all tasks.

Contract-Obligations: On this task, all C-XLM
models except the tiny version outperform the base-
lines (XLM-R). Specifically, the large version of
C-XLM achieves +2.9 p.p. in u-F; and +3.2 p.p.
in m-F; compared to the large version of XLM-R.

ContractNER: Similarly, our C-XLM models out-
perform the corresponding large and base baselines
by approx. 0.5 p.p. in p-F;. In addition, m-F; is
higher in our large model by 0.9 p.p., while base
models have identical results. Again, the small
version of C-XL.M is competitive to the baseline.

In general trends, we observe that larger models
outperform smaller ones in most cases, and domain-
specific models outperform generic ones, while
using a sunstantially smaller (4X) vocabulary and
be significantly less (63x) pre-trained. The largest
relative differences occur in MULTIEURLEX, a
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20-class multi-label classificationtask, and CNLI,
a sentence pair classification task.

Language Parity: Figure 3 provides information
through radar plots, about scores per language for
each variant of C-XLM. We generally observe that
performance varies across languages (e.g., mod-
els perform better in English compared to Ger-
man), while also language performance disparity
varies across models (depicted as differently shaped
webs), and across datasets (e.g., models are better
in English compared to Italian in MultiEURLEX,
but the opposite is true for UNFAIR-ToS).!2

We cross out representation disparity as a possi-
ble explanation, since training data equally repre-
sent all languages (equal number of training exam-
ples). Interestingly, pre-training (MLM) accuracy
also does not correlate with the down-stream per-
formance. Based on the aforementioned points, we
can only hypothesize that other qualitative charac-
teristics (idiosyncrasies of a language in a specific
context/domain) are responsible for perfomance
disparities in-between languages.

Algorithm 1 Gradual Compression

if Teacher Size >> Student Size then
S0: Distill model to teacher assistant

S1: Prune model vocabulary and

fine-tune for 1-3 epochs (if needed).

S2: Prune model depth and distill.

S3: Prune model width and re-distill.

S4.1: Optimize computational graph.

S4.2: Apply 8-bit dynamic quantization.

S Model Compression

5.1 Methodology

To compress and accelerate the inference of fine-
tuned transformer-based models we adopt gradual
compression, a pipeline that combines structured
pruning, knowledge distillation, and post-training
quantization to progressively reach the desired com-
pression rate, summarized in Algorithm 1.3

Step 0 — Teacher Assistant: In case the teacher
is very large and the desired compression rate is
high (e.g., reducing the large version of C-XLM
to the tiny one), teacher assistants (Mirzadeh et al.,
2020) are used to make the transition smoother.

12Refer to Appendix B for detailed results.
13See additional details and results from preliminary exper-
iments in Appendix B.



Step 1 — Vocabulary Pruning: The first step is to
reduce the model’s vocabulary. Tokens that do not
appear in the training dataset of the down-stream
task are removed. Furthermore, using information
from the tokenizer’s merges, the merge of two to-
kens that exist in the training dataset and individual
tokens that form a merge that, also, exists in the
training dataset are kept as well. After the redun-
dant tokens are removed, the embedding matrix
is reshaped and the new model, if necessary, is
fine-tuned for 1-3 epochs, to restore its original
performance. The intuition behind vocabulary re-
duction is that some word embeddings that were
learned during pre-training might not be useful for
a specific down-stream task, since such words are
rare and their word embeddings would not get up-
dated during fine-tuning, if they did not exist in
the training set (e.g., some words of a multilingual
model would be redundant for a monolingual task).

Step 2 — Depth Pruning: The second step is
to reduce the model’s depth via knowledge dis-
tillation. Similarly to Sun et al. (2019), we find
that using the weights of the first k£ layers from
the teacher’s original pre-trained (not fine-tuned)
language model produces the most consistent re-
sults. In our implementation, the KL.-divergence
between the (softened) teacher’s and student’s pre-
dicted probabilities is chosen as the distillation loss
function. Across all tasks, the distillation loss is,
also, linearly combined with the original loss. For
the multi-label classification task, the cross-entropy
loss is replaced by a binary cross-entropy loss,
again with the (softened) teacher’s and student’s
probabilities as inputs, whereas for the regression
task it is replaced by the mean squared error be-
tween the teacher’s and student’s output logits (Ba
and Caruana, 2014).

Step 3 — Width Pruning: Once the fine-tuned
teacher’s knowledge is distilled to the student
model, structured pruning is applied to reduce the
student’s width. In particular, using TextPruner
(Yang et al., 2022), the top n neurons from the
intermediate fully-connected layers and the top a
attention heads from the multi-head attention lay-
ers that have the smallest impact on the expected
loss are iteratively removed (Michel et al., 2019;
Prasanna et al., 2020). The pruned student model
is re-distilled to restore its original performance.
Although unstructured pruning (Han et al., 2015;
Sanh et al., 2020; Louizos et al., 2018) would prob-
ably lead to higher compression rates with smaller
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performance loss, we choose structured pruning
to ensure that the compressed model’s inference
speed is also accelerated.

Step 4 — Graph Optimization & Model Quan-
tization: For the final step, the student’s weights
are quantized to 8-bits, using post-training dynamic
quantization. However, although 8-bit quantization
will reduce the memory footprint by approximately
4x, without specialized hardware there will be
hardly any inference time speed-up. Thus, before
quantizing the student model, using ONNX (Bai
et al., 2019), its computational graph is optimized,
which can provide hardware-independent accel-
eration (Li et al., 2021). In particular, constant
folding —where constant expressions are statically
pre-computed—, redundant node elimination
—where redundant nodes such as identities are
removed without changing the graph structure—
and operation fusion —where multiple smaller
nodes are fused into one, reducing in this way
launch and synchronization overhead (Vasilache
et al., 2018)— are applied.

Why gradual compression? Although gradual
compression can be more time-consuming than,
for example, distilling the teacher’s knowledge in
a student with a smaller predefined size, it offers
more flexibility and control over the whole com-
pression process. When the desired compression
rate is reached gradually, one could better balance
the performance/compression-rate trade-off.

If for example the model is sensitive to reducing
the depth, one could prune the width more aggres-
sively and vice versa. Since the model will only be
compressed once before deployed, it is important
to ensure that the productionized model will per-
form as well as possible, thus, devoting more time
to take careful steps should not be a concern.

5.2 Compression Results

For each down-stream task, the goal is to produce
compressed versions of the large and base C-XLM
that can outperform the fine-tuned small and tiny
variants of C-XLM, while being smaller and faster
in terms of memory and inference speed. Using
Gradual Compression (GC), the final compressed
versions with the small version of C-XLM as a ref-
erence comprise 6 Transformer blocks, 24 attention
heads, and 1024 units, whereas the compressed ver-
sions with the tiny one as a reference consist of 3
blocks, 12 heads and 512 units.



Model MultiEURLEX | UNFAIR-ToS | CNLI | Obligations | ContractNER
u-Fy m-F; Acc. MAE | p-F; m-F; | wF; m-F; | p-Fy m-F;
Top Bound - Performance “Ceiling”
C-XLM (large) | 784 654 | 897 0.4 |853 830 |91.8 90.6 | 932 946
Gradual Compression — Reference C-XLM (small)
C-XLM (small) (FT) | 72.3 547 | 854 020 [797 770 | 904 89.0 | 90.1 924
C-XLM (small) (KD) | 73.3 547 | 811 025 |802 781 |90.1 89.1 |91.0 93.1
C-XLM (large) (GC) | 742 60.4 | 837 021 |84.5 831|922 913|922 933
Gradual Compression — Reference C-XLM (tiny)
C-XLM (tiny) (FT) | 66.5  46.1 |782 027 [702 692 |887 874|872 893
C-XLM (tiny) (KD) | 640 420 |767 030 |753 743 |89.1 881 |87.7 90.1
C-XLM (large) (GC) | 732 57.0 [ 79.6 025 |80.7 792 | 919 907 | 87.6  90.2

Table 3: Model compression results across down-stream tasks. We report the performance for two baselines: (a)
fine-tuning the reference pre-trained C-XLM model (FT), and (b) Knowledge Distillation and Vocabulary Pruning.
where the student is the reference pre-trained C-XLM (KD); alongside the performance of fully gradually com-
pressed (GC) models, i.e., pruned, distilled and quantized (P+KD+Q). We report the model’s performance across
the incremental compression steps (S) presented in Section 5.1 in the Appendix (Table 9).

The large C-LXM used as the teacher is substan-
tially larger (20-40x) compared to the reference
models. To ensure that the transition to compressed
versions is smooth, we first distill it using as stu-
dent the base version of C-XLM, to create a teacher
assistant (Mirzadeh et al., 2020). In every incre-
mental step of GC where knowledge distillation is
applied, the learning rate, temperature and a (the
original and distillation loss weighing) are tuned
using grid search. Our GC compression pipeline is
also compared with a variant of Pre-trained Distil-
lation (Turc et al., 2019), where the teacher’s (or
its assistant’s) knowledge is distilled directly to the
reference (smaller) pre-trained model.

Results are presented in Table 3. We observe
that the compressed versions of the large C-XLM
model (GC) produced by the full-scale compres-
sion pipeline introduced in Section 5.1 always out-
perform both the respective fine-tuned (FT) models
of the smaller versions of C-XLM and the distilled
(KD) ones with a single exception in UNFAIR-ToS.
Similar results can be derived when we consider
the base version of C-XLM as the teacher model.
Results are presented in Appendix B.

The largest relative differences are observed in
the setting where we use the tiny model as a refer-
ence, which indicates that gradual compression is
very effective when higher compression rates are
being considered. Interestingly, in the Obligation
extraction task, the compressed models are able to
outperform the teacher (Upper Bound).
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Model Performance | Compression Inference
Loss Rate Acceleration
Reference C-XLM (small)

FT -4.1p.p. 17.4x 34.1x

KD -4.5 p.p. 21.0x 36.2x

GC -2.3 p.p. 41.8% 65.5%

Reference C-XLM (tiny)

FT -9.5p.p. 40.3x 87.9%

KD 9.1 p.p. 50.9% 94.2x

GC | -Slpp. | 509x | 169.8x

Table 4: Averaged performance and efficiency statistics
for each model across all tasks.

Results can be vastly improved if a more fine-
grained network-architecture search is conducted.
For example, in some of the tasks, the largest per-
formance drop occurs during the second step (depth
pruning). This could be prevented if few additional
layers remain, in favor of aggressive width pruning
(step 3).!* However, the goal of our experiments
was to produce competitive results among all tasks,
even with the constraint of using shared predefined
network specifications.

5.3 Efficiency Considerations

In Table 4, we present aggregated (averaged) statis-
tics in terms of efficiency.!* With the small version
of C-XLM as a reference, GC produces models that
are 41.8x smaller and 65.5% faster, while losing

14The size and inference speed of models produced at each
compression step are reported in Appendix B.4.
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Figure 4: Model size (MB) in each compression step
(S) in relevance to the original model, C-XLM (large).

only 2.3 p.p. of performance on average. On the
other hand, the fine-tuned (FT) or distilled (KD)
models have a larger performance drop (by approx.
1-2 p.p.) compared to the GC versions which are
also substantially (almost 2x) faster on average.

With the tiny version of C-XLM as a reference,
GC can produce models that are, on average, 50.9x
smaller and 169.8x faster, while losing 5.1 p.p. of
performance on average. The fine-tuned (FT) or
distilled (KD) models have now substantially larger
performance drop (9 p.p.) highlighting the benefits
of GC in an extreme-compression setting.

In Figure 4, we present the model size reduc-
tion across the incremental GC steps (S0-S4). The
largest size reduction in both settings (small, tiny)
is observed in the quantization step (S4), if we ex-
clude the preliminary distillation step to create the
teacher’s assistant (S0), which reduces the original
model size approx. 4x.!3

6 Related Work

6.1 Transformer-based LMs

Devlin et al. (2019) are the first to pre-train
transformer-based language models (BERT) on
large corpora that achieving state-of-the-art re-
sults in generic NLP benchmarks ((Wang et al.,
2019b,a). One year later, Liu et al. (2019) argued
that BERT was significantly under-trained and in-
troduced RoBERTa (Robustly optimized BERT)
using improved pre-training settings (more data,
larger mini-batches, dynamic masking, and a larger
vocabulary) leading to new state-of-the-art results.

5The size compression effect of steps S1-S4 is better de-
picted in Figure 5 in Appendix B where the base version of
C-XLM is the teacher and thus SO is omitted.
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Moreover, multilingually pre-trained models
(Conneau and Lample, 2019; Conneau et al., 2020)
have been developed using a shared vocabulary,
which can later fine-tuned across several languages.
These models have also shown to have exceptional
zero-shot cross-lingual capabilities, a direction that
we do not investigate in this work.

In the NLP literature, domain-specific models
outperform generic ones in domain-specific bench-
marking. Lee et al. (2019) created BioBERT by fur-
ther pre-training BERT of (Devlin et al., 2019) on
biomedical corpora. n the same manner, Alsentzer
et al. (2019) further pre-trained BioBERT on clini-
cal notes, releasing Clinical BERT. Similarly, Belt-
agy et al. (2019) pretrained BERT model on sci-
entific publications called SciBERT, while Loukas
et al. (2022) released SEC-BERT pre-trained on
US financial filings.

In the legal domain, Chalkidis et al. (2020) re-
leased LegalBERT, a legal-oriented BERT model
pre-trained on diverse English legal corpora, which
outperform generic ones in most legal NLU bench-
mark (Chalkidis et al., 2022) as is CaseLawBERT
of Zheng et al. (2021), a BERT model pre-trained
solely on US case law. Recently, (Henderson* et al.,
2022) released a new legal-oriented larger BERT
model, which is also heavily biased towards legal
proceedings in US-based jurisdictions.

6.2 Model Compression

Unstructured pruning was popularized by Han et al.
(2015), who iteratively located and pruned connec-
tions whose weights were less than a pre-specified
threshold and retrained the sparsed network. In
later work, the idea of learning how to sparsify
models during training was also proposed (Zhu
and Gupta, 2017; Louizos et al., 2018; Sanh et al.,
2020). For Transformer-base models, Sanh et al.
(2020) argued that changes in weights during fine-
tuning must be taken into consideration and pro-
posed movement pruning.

On the other hand, structured pruning produces
smaller (not sparse) models by removing attention
heads (Voita et al., 2019; McCarley et al., 2019;
Michel et al., 2019)), individual (McCarley et al.,
2019; Prasanna et al., 2020) or blocks (Lagunas
etal., 2021) of neurons from fully-connected layers
in a structured manner. We follow this line of work,
since structured pruning improves model compres-
sion in practice (deployment of smaller models),
contrary to unstructured pruning which sparsify



networks (deployment of sparse, but equally-sized
models comparing to the original ones).

Another approach to reduce the memory foot-
print of neural networks is quantization, i.e., map-
ping the real-valued parameters and activations
over a fixed set of discrete numbers to minimize
the number of bits required to store them. When
transformer-based models are quantized to 8-bits,
the models’ memory overhead is reduced approxi-
mately by 4x (Bondarenko et al., 2021), while the
matrix multiplication computational cost can be re-
duced by 3.7x with the use of specialized hardware.
Junczys-Dowmunt et al. (2018) and Bhandare et al.
(2019)) applied 8-bit post training quantization to
transformer-based models. Zafrir et al. (2019) and
Fan et al. (2020) used quantization aware training
to quantize transformer-based language models.

The last technique that is frequently used to com-
press transformer-based models is knowledge dis-
tillation. With knowledge distillation, a smaller
(student) network is trained to mimic the behavior
of a larger (teacher) network. In particular, in-
stead of training the student network with the true
labels, the teacher’s predictions are used as a tar-
get (response-based knowledge distillation), which
are usually “softened” to better capture similarities
across classes (Hinton et al., 2015).

Along with the teacher’s predictions, informa-
tion from the teacher’s intermediate states (feature-
based knowledge distillation) such as hidden states
(Sun et al., 2019), embeddings (Jiao et al., 2020)
and attention distributions (Sun et al., 2020) have
been used, an interesting direction that we do not
explore in this work.

7 Conclusions

Following model development across all three
incremental steps of the examined pipelined ap-
proach, we make the following observations:

(a) Larger models outperform smaller ones; the
performance increase varies across tasks.

(b) Domain-specific models outperform generic
ones, although gains are decreased consider-
ing much large models.

(c) Fully compressed (pruned, distilled, and quan-
tized) models severely outperform equally
sized distilled or fine-tuned models.

To conclude, our guidelines to LegalTech practi-
tioners who aim to build effective, but also efficient
models, can be summarized in four general points:
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Pre-train large-scale domain-specific lan-
guage models, if possible; in case there are no
such models already available.

. Fine-tune the largest possible model available
based on your compute capabilities.

. Compress the fine-tuned models to derive
much smaller models that can efficiently be
deployed in production; consider a suitable
compression rate to balance the performance /
efficiency trade-offs.

Follow a full-scale compression pipeline (Vo-
cabulary Pruning, Parameter Pruning, Knowl-
edge Distillation, Graph Optimization and
Quantization) for best results.

Broader Impact and Ethics Considerations

In this sections, we would like to discuss the
broader impact and ethical considerations with re-
spect to the use of data, privacy issues and environ-
mental considerations.

Use of Data In this work, we considered two
sources of open publicly available data. The first
source is legislation from EU (Chalkidis et al.,
2021b) published by the EU Publication Office,'®
UK (Chalkidis and S@gaard, 2022) published the
UK National Archives,!” and US (Henderson*
et al., 2022) published by the U.S. Government
Publishing Office.!® The second source is US con-
tracts (Tuggener et al., 2020; Borchmann et al.,
2020) published as exhibits in public filings at
SEC-EDGAR.!" As discussed in Henderson* et al.
(2022), the content from these legal sources im-
plicitly encodes privacy and toxicity rules since its
content is handled by governments and courts, con-
trary to generic web material scraped from the web
(Dodge et al., 2021).

In another note, many of these sources that we
used to pre-train our C-XLM models, overlap with
the benchmark datasets we used to evaluate the very
same models, e.g., the MultiEURLEX dataset used
both for pre-training and evaluation (Sections 3.1
and 4.1). As Krishna et al. (2022) recently showed
using downstream datasets make surprisingly good
up-stream (pre-training) corpora, if domain speci-
ficity and such applications is the goal, in contrast

https://eur-1lex.europa.eu/
https://www.legislation.gov.uk/
Bhttp://www.gpo.gov/
Yhttps://www.sec.gov/edgar/
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to heavy generalization across domains and acquire-
ment of common knowledge.?’

Environmental Considerations Modern large
deep learning models are cost intensive financially
to train, due to the cost of hardware, electricity -
especially in these challenging times-, and cloud
compute (Strubell et al., 2019). They are also envi-
ronmentally expensive due to the operational car-
bon footprint, i.e., carbon emissions, (Dodge et al.,
2022). It has been also demonstrated that the im-
pact of deployment and inference can be equally or
more harmful compared to training with regards to
carbon emissions (Wu et al., 2022), hence effective
counter-measures should be considered to compen-
sate for the financial and environmental cost.

By compressing and accelerating larger mod-
els, the carbon footprint of inference can be sig-
nificantly reduced as we show in Section 5.3;
compensating in this way (on the long run) the
environmental implications of large-scale train-
ing. Furthermore, by decreasing their mem-
ory requirements (model size, and architecture
complexity), predictive models can be hosted on
more environmentally-friendly infrastructure, e.g.,
moderate-compute cloud servers with low memory
and processing power leading to a decreased energy
footprint, contrary to high-end energy-intensive
GPU-accelerated machines.

Privacy Considerations Privacy concerns are also
a critical topic, especially in the legal-tech industry,
since prospect users (law firms, companies, and
civilians etc.) want to process large quantities of
documents, many of which include confidential
information (e.g., private contracts). While there
are many directions to privacy preserving ML via
differential privacy (Abadi et al., 2016; Klymenko
et al., 2022) or federated learning (Ryffel et al.,
2018), the problem of data leakage is practically
unsolved, since the risks of sharing private docu-
ments are not considered and the responsibilities
are transferred to data and cloud security.

Since highly accurate compressed models are
able to be developed (Section 5.1), deployed and
run on moderate-compute servers (Section 5.3),
such technologies can be deployed on premises
as an in-house solution on private clouds; or even
run on the client side on server-client web infras-
tructures, eliminating the need for hosting data re-
motely or using API calls to remote cloud servers

200f course, we always consider fair evaluation practices,
i.e., no access to the test subsets of evaluation datasets.
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over the web, thus effectively contribute in a safer,
more secure (private) Al

Limitations

Based on our experiments, similarly to the lit-
erature, there no is free lunch with respect to
model compression, and further compressing mod-
els takes a toll on performance. Experimenting
with much larger models and examining their per-
formance and potential for compression, following
the line of work of Rae et al. (2021); Hoffmann et al.
(2022) would be fascinating but we lack resources
to built billion-parameter-sized models, while in-
creasing resources would have a larger impact with
respect to environmental considerations. Based on
the findings of Hoffmann et al. (2022), our models
are not under-trained, and exploring larger mod-
els would have to be followed by an analogous
increase of pre-training data and compute.
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maximum train epochs with a patience of 3 epochs.

In every incremental step of GC where knowl-
edge distillation is applied, learning rate, tempera-
ture and a (the original and distillation loss weigh-
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https://aclanthology.org/2020.lrec-1.155
https://aclanthology.org/2020.lrec-1.155
https://aclanthology.org/2020.lrec-1.155
http://arxiv.org/abs/1908.08962
http://arxiv.org/abs/1908.08962
http://arxiv.org/abs/1908.08962
https://doi.org/10.48550/ARXIV.1802.04730
https://doi.org/10.48550/ARXIV.1802.04730
https://doi.org/10.48550/ARXIV.1802.04730
https://doi.org/10.18653/v1/P19-1580
https://doi.org/10.18653/v1/P19-1580
https://doi.org/10.18653/v1/P19-1580
https://proceedings.neurips.cc/paper/2019/file/4496bf24afe7fab6f046bf4923da8de6-Paper.pdf
https://proceedings.neurips.cc/paper/2019/file/4496bf24afe7fab6f046bf4923da8de6-Paper.pdf
https://proceedings.neurips.cc/paper/2019/file/4496bf24afe7fab6f046bf4923da8de6-Paper.pdf
https://openreview.net/forum?id=rJ4km2R5t7
https://openreview.net/forum?id=rJ4km2R5t7
https://proceedings.mlsys.org/paper/2022/file/ed3d2c21991e3bef5e069713af9fa6ca-Paper.pdf
https://proceedings.mlsys.org/paper/2022/file/ed3d2c21991e3bef5e069713af9fa6ca-Paper.pdf
https://arxiv.org/abs/2206.03785
https://arxiv.org/abs/2206.03785
https://doi.org/10.18653/v1/2022.acl-demo.4
https://doi.org/10.18653/v1/2022.acl-demo.4
https://simplecore.intel.com/ai/wp-content/uploads/sites/69/1910.06188.pdf
https://arxiv.org/abs/1710.01878
https://arxiv.org/abs/1710.01878
https://arxiv.org/abs/1710.01878

C Tokens per Language

orpus EN EL DE FR ES IT NL PL PT  RU | Al
Contracts 1253M  111.1IM  103.3M 121.7M  1225M  1134M 110.7M  89.8M 111.3M 89.6M 1.1B
Regulations | 178.7M  714M  62.8M 740M 77.1M 70.IM 712M 319M 71.5M - 708.7"M
All ‘ 304M 182.5M 166.IM 1957M  199.6M 183.5M 1819M 121.7M 182.8M 89.6M ‘ 1.8B

Table 5: Total tokens used per language per pre-training corpus.
CNLI Obligations | ContractNER
Model M—F] m—Fl M'Fl m—Fl M'Fl m-Fl
Baselines
C-XLM Base (Ceiling Baseline) 84.0 82.1 | 91.2 904 | 929 93.8
C-XLM Tiny (Bottom Baseline) 70.2 69.2 | 88.7 874 | 87.2 89.3
S1: Vocab Pruning
S1.1: Prune vocabulary at random 794 77.2 | 88.7 87.6 | 88.5 83.2
S1.2: Prune vocabulary based on training data 84.8 829 | 91.7 90.6 | 93.2 94.1
Input Model: S1.2 —> S2: Pruning Depth (Layers) + KD
S2.1: Prune layers at random 794 771 | 87.6 87.6 | 88.7 90.3
S2.2: Prune last N layers 80.6 78.8 | 921 91.2 | 88.8 91.2
S2.3: Prune first N layers 77.8 764 | 90.8 89.2 | 78.9 83.6
S2.4: Prune every second layer 81.0 79.6 | 899 88.5 | 88.6 89.4
S2.5: Prune layers with mimimum pair-wise distance 756  72.6 | 91.5 90.5 | 85.6 87.3
Input Model: S2.2 —> S3: Pruning Width (Heads + FF) + KD

S3.1: Prune heads and FF at random 779 75.8 | 90.6 89.3 | 82.6 87.1
S3.2: Prune heads and FF based on the exp. sensitivity(L) | 78.0 76.1 | 91.6 90.7 | 89.5 92.3

Table 6: Preliminiary Experiments to determine which settings produce the most consistent results.

B Additional Results
B.1 Additional Pre-training Results

This section provides additional results regarding
the pre-training process. Table 5 displays the num-
ber of tokens that were included in contracts and
regulations for each language. It should be noted
that during the pre-training, 100% of regulations
and 20% of translated contracts (100% of En-
glish contracts used) were used. Finally, Table 15
presents the evaluation loss and accuracy scores
of the pre-training of the masked language mod-
els. This table provides the overall scores, along
with scores for each document type, language and
document type/language.

B.2 Model Compression Preliminary
Experiments

Before each model was compressed, some prelim-
inary experiments were conducted to determine
which setting in each compression step produces
the most consistent results.

For the first step (Vocabulary Reduction), our

Model Size in each Compression Step

small tiny small tiny small tiny small tiny small tiny

250
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Figure 5: Model size (MB) in each compression step
(S) in relevance to the original model, C-XLM (large).

proposed method, where the model’s vocabulary is
pruned based on information from the training data
and the tokenizer’s merges, was compared with a
random baseline, i.e., the vocabulary is randomly
pruned. In both settings, the exact same percentage
of tokens were kept, and as expected, the random
baseline led to performance deterioration.
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Task Reduction of | Removed Params | Removed Params
Tokens (C-XLM Large) (C-XLM Base)
MultiEURLEX 2.52% 1,653,760 826,880
Obligations 26.98% 17,679,360 8,839,680
UNFAIR-ToS 22.54% 14,774,272 7,387,136
ContractNLI 31.83% 20,858,880 10,429,440
ContractNER 24.17% 15,839,232 7,919,616

Table 7: Percentage of usable tokens and parameter reduction after vocabulary pruning for each task.

Model | MultiEURLEX | UNFAIR-ToS | CNLI | Obligations | ContractNER
XLM-R (Base) le-5 3e-5 le-5 le-5 5e-5
XLM-R (Large) 3e-5 le-5 le-5 le-6 5e-5
C-XLM (Tiny) le-4 3e-4 le-4 le-4 le-4
C-XLM (Small) le-4 5e-5 le-4 5e-5 5e-5
C-XLLM (Base) 5e-5 3e-5 5e-5 3e-5 3e-5
C-XLM (Large) 5e-5 5e-5 3e-5 le-5 5e-5

Table 8: Optimal Learning Rates per downstream task across all models.

For the second step (Depth Pruning), 9 out of the
12 transformer blocks of the base (language) model
were removed and the pruned model was trained
using knowledge distillation. Five different settings
were tested. Encoder blocks were pruned by: (i)
pruning blocks at random, (ii) pruning the last 9
blocks, (iii) pruning the first 9 blocks, (iv) pruning
every second block, and (v) pruning blocks with
the minimum pair-wise distance. For setting (v),
the mean absolute error and the cosine similarity of
the CLS tokens of each encoder block were used
as the metrics (except for the ContractNER task,
were the average of all tokens was used instead of
the CLS one). We found that among all settings,
copying the weights of the first encoder blocks of
the original pre-trained language model produced
the most consistent results.

For the third step (Width Pruning), the model
of the second setting from the second step was
pruned down to 12 attention heads (in total) and
512 neurons in the intermediate fully-connected
layers. Two settings were examined: random prun-
ing and pruning based on the expected loss when
each attention head/neuron was iteratively removed
(Michel et al., 2019; Prasanna et al., 2020). Just
like in step 1, the random baseline performed worse.
Results are summarized in Table 6.

B.3 Additional Fine-tuning Results

This section presents some additional results re-
garding the fine-tuning process. Table 8 displays
the optimal learning rates for each model variation
and baseline that were used during the fine-tuning
process for every different task. Each one was se-
lected through grid search, between learning rates
€ {le-4, 3e-4, le-5, 3e-5, 5e-5, 1e-6}. We observe
that smaller models favor larger learning rates, i.e.,
le-4 and 5e-5 in most cases, while larger models fa-
vor smaller learning rates, i.e., le-5 and 3e-5. Addi-
tionally, the upper parts of Tables 12 and 13 present
the pu-F; and m-F; scores of the fine tuned mod-
els per language, respectively, for MultiEURLEX
task. Lastly, the upper part of Table 14 presents the
Mean Absolute Error (MAE) and accuracy scores
of the fine-tuned models, for UNFAIR-ToS task per
language.

B.4 Additional Compression Results

In this section, some additional experimental re-
sults are presented. First, the percentage of us-
able tokens and the parameter reduction of both
large and base models from the vocabulary prun-
ing step for each task can be found in Table 7. In
Table 11, the model size (in MBs) and the aver-
age inference time (in seconds) of a 32-batch (on
CPU) across all incremental compression steps and
baselines are presented. Inference benchmarking
was conducted using a modern mid-range Ryzen
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7 4700u. In Table 10, model compression results
can be found, across all down-stream task, when
the Base C-XLM is used as a teacher. Lastly, Ta-
bles 12, 13 and 14 summarize the p-F;, m-F; of
MultiEURLEX and results of UNFAIR-ToS tasks,
across all languages for each incremental compres-
sion step and baselines.
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Model MultiEURLEX | UNFAIR-ToS CNLI Obligations | ContractNER
u-F; m-F; Acc. MAE | pu-F; m-F; | u-F; m-F; | p-Fy m-F;
Top Bound - Performance “Ceiling”
C-XLM (large) | 784 654 897 0.4 | 853 830|918 906 | 932 946
Step 0 (TA-KD) | 752 630 [886 0.6 | 846 822|928 91.8 | 937 949
Gradual Compression — Reference C-XLM (small)
Step 1 (VP+KD) 75.1 62.9 885 0.18 | 849 829 | 928 91.8 | 93.6 949
Step 2 (DP+KD) 74.4 54.3 835 022 | 84.0 81.8 926 916|924 932
Step 3 (WP+KD) 73.8 60.8 835 021 | 845 830|923 914 | 921 93.2
Step 4 (GO+Q) 74.2 60.4 837 021 | 845 831|922 913 | 922 933
C-XLM (small) (FT) 72.3 54.7 854 020 | 79.7 77.0 | 904 89.0 | 90.1 92.4
C-XLM (small) (KD) 73.3 54.7 8.1 025 |80.2 781 |90.1 &9.1 |91.0 931
Gradual Compression — Reference C-XLM (tiny)
Step 1 (VP+KD) 75.1 62.9 885 0.18 | 849 829 | 928 918 | 93.6 949
Step 2 (DP+KD) 72.6 58.2 80.6 024 | 809 793 |91.1 900 | 8.7 92.1
Step 3 (WP+KD) 72.5 58.0 799 025 | 809 794 |91.6 905 | 87.6 904
Step 4 (GO+Q) 73.2 57.0 796 025 | 807 792 | 919 90.7 | 87.6  90.2
C-XLM (tiny) (FT) 66.5 46.1 782 027 | 702 69.2 | 887 874 | 872 893
C-XLM (tiny) (VP+KD) | 64.0 42.0 76.7 030 | 753 743 | 89.1 88.1 | 87.7 90.1

Table 9: Model compression results across down-stream tasks. We report the model’s performance across the
incremental compression steps (S) presented in Section 5.1. We also report the performance for two baselines: (a)
fine-tuning the reference pre-trained C-XLM model (FT), and (b) Knowledge Distillation and Vocabulary Pruning.
where the student is the reference pre-trained C-XLM (KD).

Model MultiEURLEX | UNFAIR-ToS CNLI Obligations | ContractNER
u-Fy m-F; Acc. MAE | pw-F; m-F; | i-F; m-F; | u-Fy m-F;
Top Bound - Performance “Ceiling”
C-XLM (Base) | 753 594 | 873 0.8 |840 821 [912 904 |929 9338
Gradual Compression — Reference C-XLM (small)
Step 1 (VP+KD) 74.9 60.3 882 0.17 | 848 829 |91.7 906 | 932 94.1
Step 2 (DP+KD) 74.4 59.3 827 023 | 842 824 |913 902 |91.6 917
Step 3 (WP+KD) 73.8 61.5 832 023 | 848 837|928 915 | 927 94.1
Step 4 (GO+Q) 73.7 61.7 832 023 |84.5 831|927 914 | 927 937
C-XLM (small) (FT) | 69.9 51.7 854 020 | 797 77.0 | 904 89.0 | 90.1 92.4
C-XLM (small) (KD) | 72.3 54.7 827 023 | 800 784 |903 8 |920 924
Gradual Compression — Reference C-XLM (tiny)
Step 1 (VP+KD) 74.9 60.3 882 0.17 | 848 829 |91.7 906 | 932 94.1
Step 2 (DP+KD) 71.2 55.7 81.8 022 |79.1 77.0 | 921 912 | 89.0 90.6
Step 3 (WP+KD) 70.6 55.8 80.8 024 | 780 76.1 |91.6 90.7 | 89.8 92.5
Step 4 (GO+Q) 70.4 54.4 80.8 024 | 785 768 |91.6 90.7 | 895 923
C-XLM (tiny) (FT) 66.5 46.1 782 027 | 702 692 | 88.7 874 | 87.2 89.3
C-XLM (tiny) (KD) | 66.3 45.3 753 031 | 746 722 | 86.8 85.6 | 87.7 89.9

Table 10: Model compression results across down-stream tasks when Base C-XLM is used as a teacher. We report
the model’s performance across the incremental compression steps (S) presented in Section 5.1. We also report the
performance for two baselines: (a) fine-tuning the reference pre-trained C-XLM model (FT), and (b) Knowledge
Distillation and Vocabulary Pruning. where the student is the reference pre-trained C-XLM (KD).
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Model MultiEURLEX | UNFAIR-ToS CNLI Obligations | ContractNER
Size Time Size  Time | Size Time | Size Time | Size  Time
Top Bound - Performance “Ceiling”
C-XLM (large) | 1,409 993 | 1,409 215 | 1,409 116.0 | 1,409 213 | 1409 456
Gradual Compression — Reference C-XLM (tiny)
Step 1 (VP+KD) 268 16.1 243 3.6 232 202 | 238 33 | 240 7.4
Step 2 (DP+KD) 159 4.1 134 0.8 123 4.1 129 0.8 131 1.8
Step 3 (WP+KD) 135 1.8 110 04 99 1.8 105 0.3 107 0.8
Step 4 (GO+Q) 34 0.8 28 0.1 25 0.8 26 0.1 27 0.3
C-XLM (tiny) (FT) 35 1.3 35 0.2 35 2.0 35 0.2 35 0.5
C-XLM (tiny) (KD) 34 1.3 28 0.2 25 1.3 26 0.2 27 0.5
Gradual Compression — Reference C-XLM (small)
Step 1 (VP+KD) 268 16.1 243 3.6 232 202 | 238 33 | 240 7.4
Step 2 (DP+KD) 196 8.3 171 1.8 159 8.3 165 1.6 168 3.5
Step 3 (WP+KD) 160 4.4 110 0.9 123 4.4 129 0.9 131 1.9
Step 4 (GO+Q) 40 1.8 34 0.3 31 1.8 32 0.3 33 0.7
C-XLM (small) (FT) 81 32 81 0.6 81 4.1 81 0.5 81 1.4
C-XLM (small) (KD) | 80 32 67 0.6 61 32 65 0.5 66 1.3

Table 11: Model compression results across down-stream tasks. We report the model’s size in MBs and average
inference time, in seconds, of a 32-batch across the incremental compression steps (S) presented in Section 5.1.
We also report the performance for two baselines: (a) fine-tuning the reference pre-trained C-XLM model (FT),
and (b) Knowledge Distillation and Vocabulary Pruning. where the student is the reference pre-trained C-XLM
(KD).
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Model MultiEURLEX per Language u-F;

EN FR DE NL IT ES PT PL EL |uF;

Fine-tuned Models
XLM-R (large) 80.6 788 76.1 76.1 785 80.1 757 758 787 | 77.8
XLM-R (base) 71.6 769 737 743 763 75.0 757 732 756|753
C-XLM (large) 80.5 7777 764 768 774 79.7 783 769 82.0| 78.4
C-XLM (base) 715 764 723 741 756 774 750 729 765|753
C-XLM (small) 69.0 657 65.1 622 664 664 666 653 716 72.3
C-XLM (tiny) 69.0 657 65.1 622 664 664 666 653 71.6 | 66.5
Gradual Compression — Reference C-XLM (tiny)

Step 1 (VP+KD) 78.0 759 740 73.1 752 785 754 734 720 | 75.1
Step 2 (DP+KD) 753 723 672 714 739 759 733 723 719 | 72.6
Step 3 (WP+KD) 74.1 707 692 719 744 742 729 7T1.8 73.1| 725
Step 4 (GO+Q) 742 70.8 709 728 747 742 737 725 735|732

C-XLM (tiny) (KD) ‘64.9 633 60.8 632 663 63.1 63.8 650 657 | 64.0

Gradual Compression — Reference C-XLM (small)

Step 1 (VP+KD) 78.0 759 74.0 73.1 752 785 754 734 20 |75.1
Step 2 (DP+KD) 76.5 75.6 710 714 759 774 755 730 73.1| 744
Step 3 (WP+KD) 75.8 752 704 705 744 756 739 742 747 | 73.8
Step 4 (GO+Q) 75.9 757 717 714 748 76.1 741 737 755 | 74.2

C-XLM (small) (KD) ‘ 742 732 717 727 764 733 755 716 70.8 | 73.3

Table 12: Model compression results for the MultiEURLEX task. We report the model’s per-language u-F; across
the incremental compression steps (S) presented in Section 5.1. We also report the performance for two baselines:
(a) fine-tuning the reference pre-trained C-XLM model (FT), and (b) Knowledge Distillation and Vocabulary Prun-
ing. where the student is the reference pre-trained C-XLM (KD).
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Model MultiEURLEX per Language m-F,

EN FR DE NL IT ES PT PL EL | m-F

Fine-tuned Models
XLM-R (large) 643 673 603 619 581 636 57.1 60.0 635 | 63.8
XLM-R (base) 56.2 547 509 53.6 495 524 522 498 52.0 | 53.2
C-XLM (large) 66.8 632 63.0 639 550 67.1 60.6 61.6 70.7 | 654
C-XLM (base) 59.6 58.8 55.1 59.7 540 59.1 59.8 57.1 603 | 594
C-XLM (small) 559 527 50.8 558 526 57.0 556 50.8 562 | 54.7
C-XLM (tiny) 50.1 437 4777 42.6 383 468 47.6 419 44.1 | 46.1
Gradual Compression — Reference C-XLM (tiny)

Step 1 (VP+KD) 643 643 60.8 60.8 532 666 633 59.0 56.0| 629
Step 2 (DP+KD) 584 569 51.0 556 564 610 555 562 549 | 58.2
Step 3 (WP+KD) 56.1 622 555 537 536 5977 555 543 539 | 58.0
Step 4 (GO+Q) 548 56.0 54.6 542 535 588 540 544 51.1| 570

C-XLM (tiny) (KD) ‘42.2 41.1 409 387 415 409 415 412 394 | 420

Gradual Compression — Reference C-XLM (small)

Step 1 (VP+KD) 643 643 60.8 60.8 532 66.6 633 59.0 560 | 629
Step 2 (DP+KD) 582 558 499 560 502 565 536 498 50.8 | 543
Step 3 (WP+KD) 619 609 562 59.1 538 61.8 555 61.1 584 | 60.8
Step 4 (GO+Q) 61.5 608 573 598 547 61.6 554 576 588 | 604

C—XLM(small)(KD)‘56.9 543 528 563 543 551 558 486 478 | 54.7

Table 13: Model compression results for the MultiEURLEX task. We report the model’s per-language m-F; across
the incremental compression steps (S) presented in Section 5.1. We also report the performance for two baselines:
(a) fine-tuning the reference pre-trained C-XLM model (FT), and (b) Knowledge Distillation and Vocabulary Prun-
ing. where the student is the reference pre-trained C-XLM (KD).
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UNFAIR-ToS per Language m-F,
Model EN PL IT DE Total
MAE uwF; | MAE uwF; | MAE uF; | MAE u-F; | MAE u-F

Fine-tuned Models

XLM-R (large) 0.16 893 | 0.19 872 | 0.14 912 | 0.15 883 | 0.16 89.0
XLM-R (base) 0.14 903 | 022 81.7 ] 0.15 882 | 0.17 864 | 0.17 86.6
C-XLM (large) 0.13 903 | 0.17 88.1 | 0.11 922 | 0.15 883 | 0.14 89.7
C-XLM (base) 0.17 874 | 022 835 0.13 912 | 0.19 874 | 0.18 87.3
C-XLM (small) 0.17 854 ] 024 80.7| 0.16 90.2 | 021 854 | 84 0.20
C-XLM (tiny) 027 825| 028 76.1 | 024 794 | 030 748 | 782 0.27
Gradual Compression — Reference C-XLM (tiny)
Step 1 (VP+KD) 0.13 922 | 021 862 | 0.14 902 | 022 854 | 0.18 88.5
Step 2 (DP+KD) 023 806 | 024 78.0 | 022 843 | 027 79.6 | 024 80.6
Step 3 (WP+KD) 0.24 806 | 024 80.7 | 023 824 | 028 757 | 025 799
Step 4 (GO+Q) 024 806 | 024 80.7| 024 824 | 028 757 | 025 179.6

C-XLM (tiny) (KD) ‘0.32 76.7 | 030 752 | 0.30 76.5‘ 0.27 78.6 | 030 76.7

Gradual Compression — Reference C-XLM (small)

Step 1 (VP+KD) 0.13 922 | 021 862 | 0.14 902 | 022 854 | 0.18 885
Step 2 (DP+KD) 020 835 | 025 80.7| 021 843 | 021 854 | 022 835
Step 3 (WP+KD) 020 845 021 844 | 022 814 | 021 835 | 021 835
Step 4 (GO+Q) 020 845 | 020 844 | 022 824 | 021 835 | 021 837

C-XLM (small) (KD) | 025 81.6 | 028 78.0 | 022 833 | 026 81.6| 025 38l.1

Table 14: Model compression m-F; for the UNFAIR-ToS task. We report the per-language model’s p-F; and
MAE across the incremental compression steps (S) presented in Section 5.1. We also report the performance for
two baselines: (a) fine-tuning the reference pre-trained C-XLM model (FT), and (b) Knowledge Distillation and
Vocabulary Pruning. where the student is the reference pre-trained C-XLM (KD).
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Model \ C-XLM XLM-R
Tiny Small Base Large Base Large

Corpus Subset Loss Acc. Loss Acc. | Loss Acc. Loss Acc. | Loss Acc. Loss Acc.
Regulations (EN) | 246 54.2% | 1.62 67.1% | 1.11  76.3% | 0.97 80.0% | 1.36 71.2% | 1.07 76.3%
Regulations (EL) | 1.89  61.0% | 1.24 72.9% | 0.85 80.5% | 0.74 83.9% | 0.93 79.2% | 0.68 84.3%
Regulations (DE) | 2.52  52.3% | 1.60 67.3% | 1.02  77.6% | 0.84 82.1% | 120 74.2% | 0.89 80.0%
Regulations (FR) | 1.84  62.3% | 1.16 74.8% | 0.75 82.8% | 0.65 86.0% | 1.01 77.8% | 0.77 82.5%
Regulations (ES) | 2.01  59.7% | 1.31 72.1% | 0.88 80.2% | 0.78 83.3% | 1.19 74.4% | 0.93 79.0%
Regulations (NL) | 243 54.0% | 1.54 68.4% | 1.00 78.1% | 0.85 82.1% | 1.25 73.8% | 0.91 79.8%
Regulations (IT) | 2.06 58.5% | 1.32  71.8% | 0.88 80.2% | 0.77 83.5% | 1.16 75.0% | 0.88 80.2%
Regulations (PL) | 223 57.2% | 144 703% | 0.94 79.2% | 0.75 83.3% | 1.08 76.8% | 0.80 82.1%
Regulations (PT) | 220 57.2% | 143 70.7% | 0.98 79.0% | 0.87 82.3% | 123 73.5% | 0.94 78.8%
Regulations (All) | 236 55.1% | 1.53  68.9% | 1.03  77.7% | 0.90 81.4% | 1.18 74.6% | 0.90 79.8%
Contracts (EN) | 1.96 58.0% | 1.15 73.7% | 0.66 84.2% | 045 89.1% | 1.24 73.0% | 0.93 78.8%
Contracts (EL) | 2.11  57.2% | 141 70.0% | 0.99 78.0% | 0.84 81.8% | 1.07 76.8% | 0.87 80.9%
Contracts (DE) | 2.62  50.0% | 1.65 662% | 1.07 76.5% | 0.89 80.7% | 127 73.0% | 1.04 77.4%
Contracts (FR) | 1.99  59.9% | 1.23  73.9% | 0.78 82.5% | 0.65 859% | 1.09 76.8% | 0.88 80.7%
Contracts (ES) | 228 54.7% | 145 69.2% | 0.95 78.6% | 0.80 82.5% | 132 724% | 1.08 76.4%
Contracts (NL) | 2.64 49.7% | 1.69 652% | 112 755% | 093 79.9% | 143 70.6% | 1.15 75.5%
Contracts (IT) | 237  53.4% | 1.52  68.4% | 1.01 77.8% | 0.86 81.7% | 1.38 71.5% | 1.14  75.9%
Contracts (PL) | 2.66 50.2% | 1.74  65.1% | 1.17  75.0% | 0.98 79.4% | 1.14  753% | 0.94 79.5%
Contracts (PT) | 2.62  49.8% | 1.69 654% | 1.14 754% | 096 79.6% | 1.67 66.8% | 1.46 70.2%
Contracts (RU) | 1.98  58.2% | 1.29  71.6% | 0.85 80.5% | 0.70 84.6% | 1.18 754% | 0.99 78.8%
Contracts (All) | 226  56.6% | 143 71.0% | 0.97 79.5% | 0.87 82.9% | 1.41 71.7% | 1.16 76.1%
Overall (EN) 228 555% | 144 69.9% | 093 79.5% | 0.76 83.8% | 132 71.9% | 1.02 77.3%
Overall (EL) 202 594% | 133 71.7% | 0.92 79.5% | 0.81 82.9% | 1.04 77.5% | 0.81 82.1%
Overall (DE) 253 52.1% | 1.60 67.5% | 1.04 77.5% | 087 81.7% | 127 73.4% | 0.99 78.6%
Overall (FR) 192 61.6% | 120 74.6% | 0.78 82.6% | 0.69 85.7% | 1.09 76.8% | 0.86 81.2%
Overall (ES) 212 579% | 136 71.2% | 0.92 79.6% | 0.81 83.0% | 1.28 73.1% | 1.03 77.6%
Overall (NL) 252 524% | 1.60 67.4% | 1.06 77.1% | 091 81.1% | 1.37 72.0% | 1.06 77.4%
Overall (IT) 220 56.6% | 140 70.7% | 0.94 79.3% | 0.83 82.8% | 130 72.8% | 1.03 77.8%
Overall (PL) 241 543% | 156 683% | 1.04 77.6% | 086 81.7% | 1.15 75.9% | 0.90 80.5%
Overall (PT) 237 544% | 153 68.8% | 1.05 77.7% | 093 81.2% | 147 69.9% | 1.22  74.4%
Overall (RU) 198 582% | 129 71.6% | 0.85 80.5% | 0.70 84.6% | 1.18 754% | 0.99 78.8%
Overall 237 549% | 1.53  69.0% | 1.03  77.9% | 090 81.5% | 1.23  74.0% | 0.96  79.0%

Table 15: Masked-Language-Models Validation Performance Scores (Cross-Entropy Loss, Accuracy).
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Abstract

Legalese can often be filled with verbose
domain-specific jargon which can make it chal-
lenging to understand and use for non-experts.
Creating succinct summaries of legal docu-
ments often makes it easier for user compre-
hension. However, obtaining labeled data for
every domain of legal text is challenging, which
makes cross-domain transferability of text gen-
eration models for legal text, an important area
of research. In this paper, we explore the ability
of existing state-of-the-art TS & BART-based
summarization models to transfer across le-
gal domains. We leverage publicly available
datasets across four domains for this task, one
of which is a new resource for summarizing pri-
vacy policies, that we curate and release for aca-
demic research. Our experiments demonstrate
the low cross-domain transferability of these
models, while also highlighting the benefits of
combining different domains. Further, we com-
pare the effectiveness of standard metrics for
this task and illustrate the vast differences in
their performance.

1 Introduction

Legalese is often perceived to be an expert lan-
guage containing jargon-filled text, which makes
it difficult for non-experts to comprehend (Kumar
et al., 2019; Bannihatti Kumar et al., 2020; Obar
and Oeldorf-Hirsch, 2020). However, owing to
recent regulations (Voigt and Von dem Bussche,
2017; Moukad, 1979) there is a shift in paradigm
to make legal documents more accessible to non-
domain experts. Summarizing such documents
is a vital step in this direction. A few examples
include summarization over legislative bills (Ko-
rnilova and Eidelman, 2019; Zhang et al., 2020;
Narayan et al., 2021) and legal contracts like terms
of service (Manor and Li, 2019a; Jain et al., 2021;
Shukla et al., 2022). However, obtaining annotated
data for every domain of legal text for this task is

* Equal contribution

expensive and often infeasible. Thus, exploring the
ability of text generation models to transfer across
multiple legal domains is of importance, particu-
larly for low resource domains for which knowl-
edge transfer from domains with large amounts of
annotated data could be beneficial. While there
has been research on various tasks and aspects
of legal text, such as summarization (Jain et al.,
2021; Kornilova and Eidelman, 2019; Zhang et al.,
2020; Narayan et al., 2021), question answering
(Ravichander et al., 2019; Keymanesh et al., 2021)
and title generation in privacy policies (Gopinath
et al., 2020), transferability of generative models
across legal domains has remained relatively under-
studied.

In this work, we explore the cross-domain trans-
ferability of state-of-the-art text generation mod-
els across four distinctly different legal domains.
We use standard summarization metrics to mea-
sure their degree of transferability. Further, we
compare the effectiveness of such metrics at captur-
ing the summarization capability of these models,
and demonstrate the differences thereof. Further,
since summarization datasets are not available in
the privacy policy domain, we curate and release
an annotated dataset for further research.

Contributions of our work:

* We measure the extent of cross domain trans-
ferability of TS & BART-based summariza-
tion models on 4 different legal domains. Our
experiments demonstrate the advantages of
a multi-domain model over a single-domain
one.

* We create a dataset for privacy policy sum-
marization to enable further research in this
area!.

* We illustrate the shortcomings of
BERTScore (Zhang et al., 2019) and

"https://github.com/awslabs/summarization-privacy-
policies
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Train

Dev

Test

Context # of chars

Summary # of chars

Min

Max

Avg

Min

Max

Avg

BillSum

15159

3032

3269

5004

19997

10319

65

4966

1193

JRC-Acquis (en)

2026

2242

328

50

888444

13603

6

2382

209

Legal contracts

369

36

41

i

3922

407

19

328

92

Privacy Policies

20000

2000

2000

6

9222

793

6

1689

64

Table 1: Dataset statistics for all datasets. We show the varying nature of each dataset with statistics on the number of characters
in context and summary. As observed, the mean number of characters differs to a large extent across each dataset.

BARTScore (Yuan et al., 2021) on cross-
domain transferability and demonstrate
that traditional metrics like ROUGE-L &
METEOR are better for such an assessment
pertaining to the legal domain.

2 Datasets

In order to study cross-domain transferability of
generative models, we select four summarization
datasets consisting of legal text of varying domains,
each of which is described below.

BillSum: This dataset (Kornilova and Eidelman,
2019) consists of US congressional bills collected
over a 25 year time-period (1037-115" sessions of
US Congress) ranging from 1993-2018 & summa-
rized by the respective legislative counsel.
JRC-Acquis (en): This dataset introduced
by Steinberger et al. (2006) is composed of the
contents, political objectives of treaties, legislation,
declarations, etc. pertaining to the member states
of the EU. We focus on the English subset of the
corpus for this paper. The task here is to summarize
the paragraphs of the documents using their titles.
Legal contracts: Curated by Manor and Li
(2019Db), this dataset is composed of unilateral le-
gal contracts such as terms of service, terms of use
and licensing agreements. Instead of summarizing
the entire document as a whole, manually curated
summaries of each section are provided.

Privacy Policies: Privacy policies are legal doc-
uments that disclose ways in which a company
collects and manages their user data. Each section
of the privacy policy discusses various facets of
user data management. While there has been work
done to summarize sections of privacy policies
(Gopinath et al., 2020), there is no open sourced
dataset available for this task.

Privacy Policies Dataset Creation: We leverage
the ~1M English language privacy policy dataset
(Amos et al., 2021) in order to create & release a
dataset for section summarization. To that end, we
sample a subset of 20K privacy policies at random,
from which we randomly select 24K sections. The
dataset created for section summarization consist of

<Body, Title> pairs extracted from these sections.
For more details, please refer to Appendix A.1.
The statistics of the train/dev/test split for these
datasets is shown in Table 1. Table 4 (Appendix)
contains examples from each dataset, thereby high-
lighting the domain differences between them.

3 Methodology & Experiments

We leverage pretrained seq2seq Transformer-based
text generation models such as BART (Lewis et al.,
2020) and TS5 (Raffel et al., 2020) for our exper-
iments. In order to measure cross-domain trans-
ferability of generative models for the four do-
mains discussed in Section 2, we first conduct ex-
periments in the single-domain setting, in which
each seq2seq model is fine-tuned with the <context,
summary> pairs from the training split of a sin-
gle domain-specific dataset, and subsequently used
to generate summaries for the test splits of each
dataset, both in and out-of-domain. Cross-domain
performance of these models helps determine their
transferability across different domains.

Further, in order to compare with a scenario in
which the text generation model learns from all
domains and is thereby able to incorporate the do-
main differences during generation, we propose a
multi-domain setting, in which we fine-tune the
model with training data of all domains, and gen-
erate summaries for each of the four datasets. For
more details on experimental settings, please re-
fer to Appendix A.3. Standard metrics such as
ROUGE-L (Lin, 2004), METEOR (Banerjee and
Lavie, 2005), BERTScore (Zhang et al., 2019) and
BARTScore (Yuan et al., 2021) are reported to
measure model performance.

4 Results

In this section, we report quantitative (Table 3) and
qualitative results (Table 2) of the single and multi-
domain text generation models.

Single-domain: As is evident from the single do-
main results, cross-domain model performance is
low for both BART-base & T5-base models, across
all reported metrics. For instance, a BART-base
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Model

Generated Summary

Reference Summary

BART-base single-domain, FT: Legal
contracts, Test: JRC-Acquis (en)

the European Economic Community should have a journal of its own.

Decision creating the *Olfficial Journal

BART-base multi-domain, FT: all domains,
Test: JRC-Acquis (en)

58/578/EEC: Council Decision of 15 September 1958 on the creation of the
Official Journal of the European Communities

of the European Communities’

T5-base single-domain, FT: JRC-Acquis (en)
Test: Privacy Policies

Non-members - We do not collect any Personal Data about you - however, we
may automatically collect information about your visits, such as browsing
patterns - to analyse, manage and develop

WHAT DATA DO WE COLLECT AND HOW?

T5-base multi-domain, FT: all domains Test:
Privacy Policies

Personal Data we collect

Table 2: Summaries generated by single & multi-domain T5 & BART based generative models. FT represents the data (domain)

the model was fine-tuned on.

Model Data for fine-tuning Test Set ROUGE-L METEOR BERTScore BARTScore

Single-domain

JRC-Acquis (en) 0.769 0.756 0.954 -1.771

I Legal contracts 0.099 0.077 0.830 -4.653

JRC-Acquis (en) BillSum 0.104 0.059 0.821 -3.855

Privacy Policies 0.098 0.061 0.825 -6.138

Legal contracts 0.358 0.368 0.899 -3.266

Legal contracts JRC-Acquis (en) 0.166 0.113 0.831 -4.967

N BillSum 0.065 0.036 0.820 -3.861

; Privacy Policies 0.116 0.085 0.833 -6.002

BART:base BillSum 0343 0292 0.383 2350

BillSum JRC-Acquis (en) 0.21 0.308 0.839 -3.978

Legal contracts 0.150 0.258 0.850 -3.900

Privacy Policies 0.080 0.121 0.810 -5.480

Privacy Policies 0.500 0.480 0.904 -4.140

Privacy Policies JRC-Acquis (en) 0.05 0.0264 0.788 -5.334

Legal contracts 0.085 0.059 0.823 -4.410

BillSum 0.020 0.009 0.778 -4.067

JRC-Acquis (en) 0.756 0.756 0.955 -1.818

. Legal contracts 0.135 0.149 0.849 -4.077

JRC-Acquis (en) BillSum 0.161 0.102 0.842 -3.539

Privacy Policies 0.133 0.116 0.829 -5.669

Legal contracts 0.277 0.307 0.885 -3.597

Legal contracts JRC-Acquis (en) 0.210 0.165 0.839 -4.729

BillSum 0.139 0.089 0.839 -3.651

T5-base Privacy Policies 0.132 0.106 0.834 -5.893

BillSum 0.380 0.316 0.887 -2.752

BillSum JRC-Acquis (en) 0.233 0.312 0.839 -3.954

Legal contracts 0.159 0.262 0.856 -3.720

Privacy Policies 0.09 0.131 0.817 -5.430

Privacy Policies 0.456 0.450 0.897 -4.340

Privacy Policies JRC-Acquis (en) 0.113 0.054 0.794 -5.26

i Legal contracts 0.075 0.040 0.820 -4.510

BillSum 0.062 0.020 0.800 -3.840
Multi-domain

BillSum 0.355 0.302 0.886 -2.817

. . JRC-Acquis (en) 0.794 0.784 0.959 -1.628

BART-base Al Domains Combined "y o0} contracts 0.387 0.396 0.902 -3.008

Privacy Policies 0.513 0.503 0.907 -4.075

BillSum 0.386 0.316 0.889 -2.743

. . JRC-Acquis (en) 0.792 0.795 0.962 -1.603

TS-base All Domains Combined Legal c(rl)mracts 0.351 0.388 0.898 -3.219

Privacy Policies 0.497 0.484 0.903 -4.168

Table 3: Model performance for single & multi-domain scenarios with BART-base & T5-base models across datasets.

model trained on JRC-Acquis (en) yields 0.769
ROUGE-L score for text of the same domain, while
achieving a much lower ROUGE-L score of 0.104
on a different domain (BillSum). A similar be-
havior is observed for T5-base as well. Here, a
T5-base model trained on Privacy policy is able
to obtain a METEOR score of 0.45 on a test set
of the same domain, while a model trained on Le-
gal contracts achieves 0.106 METEOR score on
the same Privacy policy test set. Thus text genera-
tion models are observed to yield low cross-domain
transferability for legal text.

Multi-domain: We observe the multi-domain T5
& BART models to yield better performance across
each domain, in comparison to the single-domain
setting. For instance, the METEOR score for the
best single-domain T5-base model for Privacy Pol-

icy test set is 0.45, while the multi-domain T5
model is able to achieve 0.484 on the same test
set. Similarly, the multi-domain BART-base model
yields a ROUGE-L score of 0.794 on the JRC-
Acquis (en) dataset, for which the corresponding
best single-domain model performance is 0.769.
This illustrates that it helps the model to learn from
the domain differences of these datasets.

Comparing summarization metrics: An interest-
ing observation is that the percentage drop in per-
formance between the best and worst performing
models, reflected via BERTScore & BARTScore
is significantly less as compared to that obtained
using other metrics such as METEOR ROUGE-L,
for 14/16 settings considered in this study. For
instance, in Figures l1a & Ic, we consider, for each
dataset, the best & the worst performing models
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(d) BARTScore vs METEOR & ROUGE-L for T5 models

Figure 1: Percentage drop in BERTScore & BARTScore as compared to METEOR & ROUGE-L. Figures 1b & 1a provide a
metrics comparison for the multi-domain model & the worst performing single-domain model w.r.t BARTScore & BertScore
respectively. Similarly, Figures 1d & 1c illustrate the comparison for the corresponding T5-base counterparts.

based on BERTScore. For each pair of models,
we plot the percentage drop in performance for
BERTScore, and the corresponding METEOR &
ROUGE-L scores. We observe that text overlap
metrics like ROUGE-L and METEOR exhibit a
significant drop in performance when compared
to BERTScore. A similar trend is observed for
BARTScore as well, which captures a lower drop
in performance for 3 out of 4 datasets (Figures 1b &
1d). This illustrates that perhaps not all metrics are
equally capable of capturing model performance
adequately for summarization. Furthermore, upon
manual investigation, we observe that the deterio-
ration of quality of generated summaries is better
reflected by ROUGE-L & METEOR, when com-
pared to BERTScore and BART Score.
Qualitative results Table 2 demonstrates model-
generated summaries for a few of the single &
multi-domain models. As is evident, the multi-
domain models generate summaries that are closer
to the reference, in each case.

5 Conclusion & Future Work

In this paper, we study the cross-domain trans-
ferability of neural text generation models across
four different domains of legal text. We con-
sider seq2seq model architectures such as BART
& TS5 and fine-tune them on datasets of specific do-

mains. Based on standard generation metrics such
as ROUGE, METEOR, BERTScore & BARTScore,
we find such models to show a drop in performance
for cross-domain settings. Further, our experiments
demonstrate the benefits of combining different do-
mains to train models for such tasks. Moreover,
we observe some metrics to be more effective at
capturing the differences in predicted and ground-
truth summaries. We also curate & release a dataset
on title generation for privacy policies for further
research in this direction. In the future, we wish
to explore text generation specific to legal text for
low resource scenarios including zero and few-shot
settings.
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A Appendix

A.1 Privacy policy Dataset creation

In Algorithm 1 we describe the algorithm that we
used for the creation of <Context, Summary> pairs
in the case of privacy policies. Table 6 contains a
few examples of the data. The data is further split
into train/dev/test splits as specified in Table 1.
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Algorithm 1 Algorithm for creation of privacy pol-
icy summarization corpus

N + NumberO f Policies
10
title <77
runningContent <
samples < []
while : < N do
lines < Policy;
if lines[0] is ‘#° or “**° then sam-
ples.append(<Body, Title>)
title < linesli]
runningContent
else
runningContent+ = lines]i
end if
end while

999

999

A.2 Data Sources & Examples

The specific sources for obtaining the datasets are
as follows:

1. BillSum: We obtained the data from Hugging-
Face’s Datasets library.

2. JRC-Acquis (en):The data was downloaded
from this link.

3. Legal contracts: The data was downloaded
from this link.

In Table 4, we show different samples from all
the datasets considered in this paper. We can see
from the samples below that the 4 domains consid-
ered in this paper vary widely from one another.

A.3 Experimental Details

BART-base & T5-base model checkpoints are ini-
tialized from HuggingFace for each of the exper-
iments and fine-tuned using the provided script.
For the single-domain experiments, we conduct
Hyper-parameter optimization(HPO) using the dev
set of the corresponding dataset. In case of the
multi-domain experiments, we use a dev set built
by combining the dev splits of each dataset for
HPO. The following are the best hyper-parameters
for each of the models.

* TS5 & BART-base Single-domain (JRC-
Acquis (en)):learning rate: 5e-05, batch size:
32, optimizer: Adam, number of epochs: 3.0

* BART-base Single-domain (Legal con-
tracts):learning rate: 5e-05, batch size: 32,
optimizer: Adam, number of epochs: 3.0

* T5-base Single-domain (Legal con-
tracts):learning rate: 5e-05, batch size: 16,
optimizer: Adam, number of epochs: 3.0

* TS5 & BART-base Single-domain (BillSum)
& Single-domain (Privacy Policies):learning
rate: 5e-05, batch size: 12, optimizer: Adam,
number of epochs: 3.0

* BART-base Multi-domain: learning rate: Se-
05, batch size: 64, optimizer: Adam, number
of epochs: 5.0

* T5-base Multi-domain: learning rate: 8e-05,
batch size: 16, optimizer: Adam, epsilon=1e-
08, number of epochs: 5.0

A.4 Qualitative Examples

In Table 5 we show the different summaries that
our model produces along with the reference sum-
maries.
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Domain Context Summary
BillSum SECTION 1. SHORT TITLE.This Act may be cited as the “Taxpayer Transparency Taxpayer Transparency Act of 2013 - Requires each communication
Act of 2013”.. 2. REQUIREMENTS FOR PRINTED MATERIALS AND ADVER- funded by a federal agency for advertising or educational purposes to
TISEMENTS BY FEDERAL AGENCIES.(a) Identification of Funding Sources.— clearly state: (1) in the case of a printed communication, including mass
Each communication funded a Federal agency for advertising or educational purposes mailings, signs, and billboards, that the communication is printed and
shall state—(1) in the case of a printed communication, including mass mailings, published at taxpayer expense; and (2) in the case of a communication
signs, and billboards, that the communication is printed and published at taxpayer transmitted through radio, television, or the Internet, that the communi-
expense; and(2) in the case of a communication transmitted through radio, television, cation is produced and disseminated at taxpayer expense. Requires any
the Internet, or any means other than the means referred to in paragraph (1), that the such printed communication, including e-mails, to be of sufficient size
communication is produced and disseminated at taxpayer expense..... (A) means any to be clearly readable, to be set apart from the other contents of the com-
mailing or distribution of 499 or more newsletters, pamphlets, or other printed matter munication, and to be printed with a reasonable degree of color contrast
with substantially identical content, whether such matter is deposited singly or in between the background and the printed statement. Exempts from such
bulk, or at the same time or different times; and(B) does not include any mailing—(i) requirements: (1) information in or relating to a solicitation for offers for
in direct response to a communication from a person to whom the matter is mailed; afederal contract or applications or submissions of a bid or proposal for a
or(ii) of a news release to the communications media.(e) Source of Funds.—The funds federal grant or other means of funding under a federal program; and (2)
used by a Federal agency to carry this Act shall be derived from amounts made advertisements for employment opportunities, not including advertising
available to the agency advertising or other communications regarding the programs materials developed for use in recruiting and retaining personnel for the
and of the agency. Armed Forces.
JRC- 2006/C 252/02) The Minister for Economic Affairs of the Kingdom of the Nether- Notice inviting applications for authorisation to prospect for hydrocar-
Acquis lands hereby gives notice that an application has been received for authorisation to bons in block P1 of the Dutch continental shelf
(en) prospect for hydrocarbons in block P1 as indicated on the map appended as Annex 3
to the Mining Regulation (Mijnbouwregeling) (Government Gazette (Staatscourant)
2002, No 245). With reference to Article 3(2) of Directive 94/22/EC of the European
Parliament and of the Council of 30 May 1994 on the conditions for granting and
using authorisations for the prospection, exploration and production of hydrocarbons
and the publication required by Article 15 of the Mining Act (Mijnbouwwet) (Bul-
letin of Acts and Decrees (Staatsblad) 2002, No 542), the Minister for Economic
Affairs hereby invites interested parties to submit an application for authorisation
to prospect for hydrocarbons in block P1. The Minister for Economic Affairs is the
competent authority for the granting of authorisations. The criteria, conditions and
requirements referred to in Articles 5(1), 5(2) and 6(2) of the Directive are set out in
the Mining Act (Bulletin of Acts and Decrees 2002, No 542). Applications may be
submitted during the 13 weeks following the publication of this notice in the Official
Journal of the European Union and should be sent to the Minister for Economic
Affairs, for the attention of the Director for the Energy Market, Bezuidenhoutseweg
30, The Hague, Netherlands, and marked "personal". Applications submitted after
the expiry of this period will not be considered. A decision on the applications
will be taken not later than twelve months after this period has expired. Further
information can be obtained from the following telephone number: (31-70) 379 72
98
Legal con- we may also automatically collect device specific information when you install the service may use tracking pixels web beacons browser fingerprinting
tracts access or use our services. this information may include information such as the and or device fingerprinting on users.
hardware model operating system information app version app usage and debugging
information browser information ip address and device identifiers.
Privacy We take reasonable steps to ensure that personal information we process is accurate, Data Integrity
Policies complete, and current by using the most recent information provided to us.

Table 4: Example of context and summary for the four datasets considered in this paper. For presentation purpose,
we have reduced the size of context for BillSum.

Model Generated Summary Reference Summary
THE COMMISSION OF THE EUROPEAN COMMUNITIES, Having regard
to the Treaty establishing the European Community, having regard to Council
Regulation 90/425/EEC of 26 June 1990 concerning veterinary and
zootechnical checks applicable in intra-Community trade.
98/766/EC: Commission Decision of 17 February 1998 amending Decision
93/70/EEC laying down the codes to be used for animals and animal products

(Text with EEA relevance)

BART-base single-domain FT: Legal contracts

Test: JRC-Acquis (en) 98/168/EC: Commission Decision of 17 February 1998

amending Decision 93/70/EEC on codification
for the message *Animo’ to include certain types of
mammalian waste products (Text with EEA relevance)

BART-base multi-domain FT: all domains Test:
JRC-Acquis (en)

T5-base single-domain FT: JRC-Acquis (en)
Test: Privacy Policies
T5-base multi-domain FT: all domains Test:
Privacy Policies

Complaints lodged in the summer of 2006 - Information Commissioner’s

Office - Data protection supervisory authority Right to complain

Right to lodge a complaint

Table 5: More Summaries generated by single & multi-domain TS & BART based generative models. FT represents
the data (domain) the model was fine-tuned on.
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Context

Summary

‘We may share aggregated Non-Identifying Information and we may otherwise disclose Non-Identifying Information (including, without limitation, Hashed
Information) to third parties. We do not share your Personal Information with third parties for those third parties’ marketing purposes unless we first provide
you with the opportunity to opt-in to or opt-out of such sharing. We may also share the information we have collected about you, including Personal
Information, as disclosed at the time you provide your information, with your consent, as otherwise described in this Privacy Policy, or in the following
circumstances

INFORMATION
SHARING
DISCLOSURE

AND

You have the right at any time to access any Personal Data we hold about you, and where you feel the Personal Information that we hold is not correct, to
request that the Personal Information is corrected.0 You also have the right to have your Personal Information deleted. All of the Personal Information, along
with other data collected (as noted in the table above) is information that you can access, amend or delete by logging into your SOFTWARE112 Account. If
you have any questions about accessing, correcting, amending, or deleting your information then you can contact us.

How can I Access,
Amend, Correct and/or
Delete my Personal
Data?

Occasionally, at our discretion, we may include or offer third party products or services on our website. These third party sites have separate and independent
privacy policies. We therefore have no responsibility or liability for the content and activities of these linked sites. Nonetheless, we seek to protect the
integrity of our site and welcome any feedback about these sites.

Third party links

The information we collect from you will be used by Microsoft and its controlled subsidiaries and affiliates to enable the features you are using and provide
the service(s) or carry out the transaction(s) you have requested or authorized.0 It may also be used to analyze and improve Microsoft products and services.
In order to offer you a more consistent and personalized experience in your interactions with Microsoft, information collected through one Microsoft service
may be combined with information obtained through other Microsoft services. We may also supplement the information we collect with information obtained
from other companies. For example, we may use services from other companies that enable us to derive a general geographic area based on your IP address
in order to customize certain services to your geographic area. Except as described in this statement, personal information you provide will not be transferred
to third parties without your consent. We occasionally hire other companies to provide limited services on our behalf, such as packaging, sending and
delivering purchases and other mailings, answering customer questions about products or services, processing event registration, or performing statistical
analysis of our services. We will only provide those companies the personal information they need to deliver the service, and they are prohibited from using
that information for any other purpose. Microsoft may access or disclose information about you, including the content of your communications, in order
to: (a) comply with the law or respond to lawful requests or legal process; (b) protect the rights or property of Microsoft or our customers, including the
enforcement of our agreements or policies governing your use of the services; or (c) act on a good faith belief that such access or disclosure is necessary to
protect the personal safety of Microsoft employees, customers, or the public.0 We may also disclose personal information as part of a corporate transaction
such as a merger or sale of assets. Information that is collected by or sent to Microsoft by WebPI may be stored and processed in the United States or any
other country in which Microsoft or its affiliates, subsidiaries, or service providers maintain facilities. Microsoft abides by the safe harbor framework as set
forth by the U.S. Department of Commerce regarding the collection, use, and retention of data from the European Union, the European Economic Area, and
Switzerland.

Collection and Use of
Your Information

You will find links to other websites on our websites to keep you really well informed. We do not have any influence upon the design and the content of these
external websites.

Links to other websites

The advertisements diffused on our site are proposed by third companies. They may use data on users’ visits to target content that may be of interest to them

Advertisements

Most of the content on this website is ours and subject to our copyright, but some of the content is owned by others. For instance where we link to other
websites. You may: * use and enjoy the content for your own personal information purposes; and * share our posts on social media. If you want to use the
content for any other purpose, please ask our permission first. You can contact us at info@thesouthafrican.com.

Content on this website

Table 6: Example of context and summary for the domain of privacy policies.
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Abstract

Seeking legal advice is often expensive. Recent
advancements in machine learning for solving
complex problems can be leveraged to help
make legal services more accessible to the pub-
lic. However, real-life applications encounter
significant challenges. State-of-the-art lan-
guage models are growing increasingly large,
making parameter-efficient learning increas-
ingly important. Unfortunately, parameter-
efficient methods perform poorly with small
amounts of data (Gu et al., 2022), which are
common in the legal domain (where data la-
belling costs are high). To address these chal-
lenges, we propose parameter-efficient legal
domain adaptation, which uses vast unsuper-
vised legal data from public legal forums to per-
form legal pre-training. This method exceeds
or matches the fewshot performance of exist-
ing models such as LEGAL-BERT (Chalkidis
et al., 2020) on various legal tasks while tun-
ing only approximately 0.1% of model param-
eters. Additionally, we show that our method
can achieve calibration comparable to existing
methods across several tasks. To the best of
our knowledge, this work is among the first to
explore parameter-efficient methods of tuning
language models in the legal domain.

1 Introduction

Seeking legal advice from lawyers can be expen-
sive. However, a machine learning system that
can help answer legal questions could greatly aid
laypersons in making informed legal decisions. Ex-
isting legal forums, such as Legal Advice Reddit
and Law Stack Exchange, are valuable data sources
for various legal tasks. On one hand, they provide
good sources of labelled data, such as mapping
legal questions to their areas of law (for classifi-
cation), as shown in Figure 1. On the other hand,
they contain hundreds of thousands of legal ques-
tions that can be leveraged for domain adaptation.
Furthermore, questions on these forums can serve
as a starting point for tasks that do not have labels

xiaodan.zhu}queensu.ca

@ Legal Advice Subreddit

...got stopped at Safeway. Wasn't
shoplifting either time...

... got braced a couple of months
ago... then they checked the time
stamp on my, uh, advisement... |
went f***ing nuclear on them....

l Predict

B

Label: Criminal Law

& Law Stack Exchange

What EU law regulates the service
providers liabilities and
responsibilities for user posted
content? ...America usually uses
the DMCA or the fair-use policy...

B

l Predict

Label: Copyright law

Figure 1: Example classification task using legal ques-
tions from Legal Advice Subreddit (top) and Law Stack
Exchange (bottom). Reddit data is generally more infor-
mal than Stack Exchange.

found directly in the dataset, such as classifying the
severity of a legal question. In this paper, we show
that this vast unlabeled corpus can improve perfor-
mance on question classification, opening up the
possibility of studying other tasks on these public
legal forums.

In the past few years, large language models
have shown effectiveness in legal tasks (Chalkidis
et al., 2022). A widespread method used to train
these models is finetuning. Although finetuning is
very effective, it is prohibitively expensive; train-
ing all the parameters requires large amounts of
memory and requires a full copy of the language
model to be saved for each task. Recently, prefix
tuning (Li and Liang, 2021; Liu et al., 2022) has
shown great promise by tuning under 1% of the
parameters and still achieving comparable perfor-
mance to finetuning. Unfortunately, prefix tuning
performs poorly in low-data (i.e., fewshot) settings
(Gu et al., 2022), which are common in the legal
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domain. Conveniently, domain adaptation using
large public datasets is an ideal setting for the legal
domain with abundant unlabelled data (from pub-
lic forums) and limited labelled data. To this end,
we introduce prefix domain adaptation, which per-
forms domain adaptation for prompt tuning to im-
prove fewshot performance on various legal tasks.
Overall, our main contributions are as follows:

* We introduce prefix adaptation, a method
of domain adaptation using a prompt-based
learning approach.

* We show empirically that performance and
calibration of prefix adaptation matches or
exceeds LEGAL-BERT in fewshot settings
while only tuning approximately 0.1% of the
model parameters.

* We contribute two new datasets to facilitate
different legal NLP tasks on the questions
asked by laypersons, towards the ultimate ob-
jective of helping make legal services more
accessible to the public.

2 Related Works

Forums-based Datasets Public forums have
been used extensively as sources of data for ma-
chine learning. Sites like Stack Overflow and
Quora have been used for duplicate question de-
tection (Wang et al., 2020; Sharma et al., 2019).
Additionally, many prior works have used posts
from specific sub-communities (called a "subred-
dit") on Reddit for NLP tasks, likely due to the
diversity of communities and large amount of data
provided. Barnes et al. (2021) used a large number
of internet memes from multiple meme-related sub-
reddits to predict how likely a meme is to be popu-
lar. Other works, such as Basaldella et al. (2020),
label posts from biomedical subreddits for biomed-
ical entity linking. Similar to the legal judgement
prediction task, Lourie et al. (2021) suggest using
"crowdsourced data" from Reddit to perform eth-
ical judgement prediction; that is, they use votes
from the "r/AmITheAsshole" subreddit to classify
who is "in the wrong" for a given real-life anecdote.
We explore using data from Stack Exchange and
Reddit, which has been vastly underexplored in
previous works for the legal domain.

Full Domain Adaptation Previous works such
as BioBERT (Lee et al., 2019) and SciBERT (Belt-
agy et al., 2019) have shown positive results while

domain adapting models. In the industry, compa-
nies often use full domain adaptation for legal appli-
cations '. Chalkidis et al. (2020) introduce LEGAL-
BERT, a BERT-like model domain adapted for legal
tasks. They show improvements across various le-
gal tasks by training on a domain-specific corpus.
Zheng et al. (2021) also perform legal domain ada-
pation, using the Harvard Law case corpus, show-
ing better performance in the CaseHOLD multiple-
choice question answering task. Unlike existing
works, we perform domain adaptation parameter-
efficiently, showing similar performance in a few-
shot setting. We compare our approach against
LEGAL-BERT as a strong baseline.

Parameter-efficient Learning Language models
have scaled to over billions of parameters (He et al.,
2021; Brown et al., 2020), making research mem-
ory and storage intensive. Recently, parameter-
efficient training methods—techniques that focus
on tuning a small percentage of the parameters
in a neural network—have been a prominent re-
search topic in natural language processing. More
recently, prefix tuning (Li and Liang, 2021) has
attracted much attention due to its simplicity, ease
of implementation, and effectiveness. In this pa-
per, we use P-Tuning v2 (Liu et al., 2022), which
includes an implementation of prefix tuning.
Previously, Gu et al. (2022) explored improv-
ing prefix tuning’s fewshot performance with pre-
training by rewriting downstream tasks for a multi-
ple choice answering task (in their "unified PPT"),
and synthesizing multiple choice pre-training data
(from OpenWebText). Unlike them, we focus on
domain adaptation and not general pre-training.
We show a much simpler method of prompt pre-
training using the masked language modelling
(MLM) task while preserving the format of down-
stream tasks. Ge et al. (2022) domain adapt contin-
uous prompts (not prefix tuning) to improve perfor-
mance with vision-transformer models for different
image types (e.g., "clipart”, "photo", or "product").
Zhang et al. (2021) domain adapt an adapter
(Houlsby et al., 2019), which is another type of
parameter-efficient training method where small
neural networks put between layers of the large
language model are trained. Vu et al. (2022) ex-
plored the transferability of prompts between tasks.
They trained a general prompt for the "prefix LM"

"https://vectorinstitute.ai/2020/04/02/how-thomson-
reuters-uses-nlp-to-enable-knowledge-workers-to-make-
faster-and-more-accurate-business-decisions/
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(Raffel et al., 2020) objective on the Colossal Clean
Crawled Corpus (Raffel et al., 2020). They do not
study the efficacy of their general-purpose prompt
in fewshot scenarios. Though we use a similar un-
supervised language modelling task (Devlin et al.,
2019), we aim to train a domain adapted prompt
and not a general-purpose prompt.

3 Background

Legal Forums Seeking legal advice from a
lawyer can be incredibly expensive. However, pub-
lic legal forums are incredibly accessible to layper-
sons to ask legal questions. One popular commu-
nity is the Legal Advice Reddit community (2M+
members), where users can freely ask personal le-
gal questions. Typically, the questions asked on the
Legal Advice Subreddit are written informally and
receive informal answers. Another forum is the
Law Stack Exchange, a community for questions
about the law. Questions are more formal than on
Reddit. Additionally, users are not allowed to ask
about a specific case and must ask about law more
hypothetically, as specified in the rules.

In particular, data from the Legal Advice Subred-
dit is especially helpful in training machine learn-
ing models to help laypersons in law, as questions
are in the format and language that regular people
would write in (see Figure 1). We run experiments
on Law Stack Exchange (LSE) for comprehensive-
ness, though we believe that the non-personal na-
ture of LSE data makes it less valuable than Reddit
data in helping laypersons.

Prefix Tuning As language models grow very
large, storage and memory constraints make train-
ing impractical or very expensive. Deep prefix
tuning addresses these issues by prepending contin-
uous prompts to the transformer. These continuous
prefix prompts, which are prepended to each atten-
tion layer in the model, and a task-specific linear
head (such as a classification head) are trained.
More formally, for each attention layer L; (as
per Vaswani et al., 2017) in BERT’s encoder, we
append some trainable prefixes P, (trained key pre-
fix) and P, (trained value prefix) with length n to
the key and value matrices for some initial prompts:

L;= Attn(qu(i),
Cat(PkEi) , achEi)),
Cat(PY, 2W "))

v v

ey
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With W{(’; kv } representing the respective query,
key, or value matrices for the attention at layer ¢,
and z denoting the input to layer 7. Here, we as-
sume single-headed attention for simplicity. Here,
the Clat function concatenates the two matrices
along the dimension corresponding to the sequence
length.

Note that in Equation 1 we do not need to left-
pad any query values, as the shape of the query
matrix does not need to match that of the key and
value matrices.

Expected Calibration Error First suggested in
Pakdaman Naeini et al. (2015) and later used for
neural networks in Guo et al. (2017), expected
calibration error (ECE) can determine how well
a model is calibrated. In other words, ECE eval-
uates how closely a model’s logit weights reflect
the actual accuracy for that prediction. Calibration
is important for two main reasons. First, having
a properly calibrated model reduces misuse of the
model; if output logits accurately reflect their real-
world likelihood, then software systems using such
models can better handle cases where the model
is uncertain. Second, better calibration improves
the interpretability of a model as we can better un-
derstand how confident a model is under different
scenarios (Guo et al., 2017). Bhambhoria et al.
(2022) used ECE in the legal domain, where it is
especially important due the high-stakes nature of
legal decision making.

4 Methods

Here we outline our approach and other baselines
for comparison.

RoBERTA To establish a baseline, we train
RoBERTa (Liu et al., 2019) for downstream tasks
using full model tuning (referred to as "full finetun-
ing"). In addition to the state of the art performance
that ROBERTa achieves in many general NLP tasks,
it has also shown very strong performance in le-
gal tasks (Shaheen et al., 2020; Bhambhoria et al.,
2022). Unlike some transformer models, ROBERTa
has an encoder-only architecture, and is normally
pre-trained on the masked language modelling task
(Devlin et al., 2019). We evaluate the model on
both of its size variants, RoBERTa-base (approxi-
mately 125M parameters) and RoBERTa-large (ap-
proximately 335M parameters).

LEGAL-BERT We evaluate the effectiveness
of our approach against LEGAL-BERT, a fully
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Figure 2: Training process for our methods, with colored boxes representing model weights, colored outlines
representing datasets, and dotted outlines representing training method (in this case, P-Tuning v2). Notice that
(a) prefix domain adapation and (b) prefix adaptation both use the same starting model and training method, but

different datasets.

domain-adapted version of BERT for the legal do-
main (Chalkidis et al., 2020). In our experiments,
we further perform full finetuning for each down-
stream task. The number of parameters in LEGAL-
BERT (109M) is comparable to RoBERTa-base
(125M), as used in our other experiments.

Full Domain Adaptation We also perform full
domain adaptation by pre-training all model param-
eters using the masked language modelling (MLM)
task with text from each dataset. Then, we train
this fully domain adapted model using full-model
tuning for each downstream task. This method is
a strong baseline for comparison, as we tune all
model parameters twice (MLM pre-training and
downstream task) for each task, taking up many
computational resources.

P-Tuning v2 We compare our approach against
P-Tuning v2 (Liu et al., 2022), an "alternative to
finetuning” that only optimizes a fractional per-
centage of parameters (0.1%-3%). It works by
freezing the entire model, then appending some
frozen prompts in each layer. That is, trainable
prompts are added as prefixes to each layer, with
only the key and value matrices of the self-attention
mechanism trained. We use P-Tuning v2 as a base-
line, being the original parameter-efficient training
method that we base our study on.

Prefix Domain Adaptation Inspired by domain
adaptation, we introduce prefix domain adaptation,

which domain adapts a deep prompt (Li and Liang,
2021) to better initialize it for downstream tasks.
As the domain adapted deep prompt is very small
(approximately 0.1% the size of the base model),
it is easy to store and distribute. Once trained, the
deep prompt is used as a starting point for down-
stream tasks.

More specifically, we train a deep prompt, using
prefix tuning as in Liu et al. (2022)?, for the masked
language modelling task (Devlin et al., 2019) on
a large, domain-specific unsupervised corpus, as
shown in Figure 2(a). Next, we use this pre-trained
prompt and randomly initialize a task-specific head
(such as a classification head for a classification
task) for each downstream task. Finally, we train
the resulting model for the downstream task, using
the same prompt tuning approach from Liu et al.
(2022). To the best of our knowledge, no prior
works have trained a prefix prompt for a specific
domain to better initialize it for downstream tasks
using an unsupervised pre-training task (masked
language modelling).

Formally, we can treat a prefix-tuned model
as having a trained prefix P, and a trained task-
specific head H. We group each downstream task
into m domains in { Dy, Dy, ..., Dy, }, such that
there is some overlap between the tasks in each
domain D;. For each domain D;, we use a domain-
specific corpus, Cj, to train some prefix P; for
the masked language modelling task with prompt

2Same implementation as provided in Liu et al. (2022)
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Figure 3: Toy example of how our framework works. (a) We pre-train a prefix on the unsupervised masked language
modelling task. (b) We randomly initialize the classification head but preserve the prefix for downstream tasks.
Green blocks represent trainable prompt embeddings or layers of the transformer, and blue blocks represent frozen

embeddings or computations.

tuning (Figure 3(a)). Then, for each downstream
task in D;, we use the deep prefix P; to initialize
the prompts, while randomly initializing the task-
specific head H; (Figure 3(b)).

Prefix Adaptation In addition to prefix domain
adaptation, we conduct experiments using our ap-
proach in general settings, inspired by work done
in Vu et al. (2022) and Gu et al. (2022). We name
this more general approach prefix adaptation. That
is, we test the performance of initializing a prompt
with the masked language modelling task on a sub-
set of the Colossal Clean Crawled Corpus (Raffel
et al., 2020), instead of domain-specific texts (illus-
trated in Figure 2(b)). Formally, we use the same
prefix domain adaptation approach as previously
mentioned, but we group all tasks under one "Gen-
eral" domain D, and thus only train one prefix P.

5 Datasets

We evaluate each of the approaches listed above on
three different datasets.

Legal Advice Reddit We introduce a new dataset
from the Legal Advice Reddit community (known
as "/t/legaldvice"), sourcing the Reddit posts from
the Pushshift Reddit dataset (Baumgartner et al.,
2020) 3. The dataset maps the text and title of each
legal question posted into one of eleven classes,
based on the original Reddit post’s "flair" (i.e., tag).

3https://huggingface.co/datasets/jonathanli/legal-advice-
reddit

Questions are typically informal and use non-legal-
specific language. Per the Legal Advice Reddit
rules, posts must be about actual personal circum-
stances or situations. We limit the number of labels
to the top eleven classes and remove the other sam-
ples from the dataset (more details in Appendix B).
To prefix adapt the model for Reddit posts, we use
samples from the Legal Advice sub-reddit that are
not labelled or do not fall under the top eleven
classes. We use the provided "flair" for each ques-
tion for a legal area classification task (Soh et al.,
2019), as illustrated in Figure 1.

European Court of Human Rights We use the
European Court of Human Rights (ECHR) dataset
(Chalkidis et al., 2019), which consists of a list
of facts specific to a legal case, labelled with vio-
lated human rights articles (if any). Specifically, we
evaluate our approach on the binary violation pre-
diction task, where the task is to predict whether a
given case violates any human rights articles given
a list of facts. We undersample this relatively large
dataset to simulate a fewshot learning environment.
To prefix adapt the model for ECHR cases, we
use the original corpus of unlabelled cases (similar
to what was done in Chalkidis et al., 2020). As
the average document length is 700 words (above
BERT’s maximum length limit), we truncate the
text to 500 tokens, concatenating the title and facts
of the case together.

Law Stack Exchange We also introduce a sec-
ond dataset with data from the Law Stack Exchange
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Dataset Name Neass | Fewshot Sizes

ECHR 2
Legal Advice Reddit 11
Law Stack Exchange 16

4,8,16,32
32, 64, 128, 256
32, 64, 128, 256

Table 1: Classification tasks evaluated in our experi-
ments. N.j,ss represents the number of classes, and
"Fewshot Sizes" represents the various number of sam-
ples used (4 different fewshot sizes evaluated for each
dataset).

(LSE)*. This dataset is composed of questions from
the Law Stack Exchange, which is a community
forum-based website containing questions with an-
swers to legal questions. Unlike the Legal Advice
Reddit dataset, the Law Stack Exchange dataset
is generally more formal (shown in Figure 1), and
questions are generally more theoretical or hypo-
thetical. We link the questions with their associated
tags (e.g., "copyright" or "criminal-law"), and per-
form the multi-label classification task. Though
posts can have multiple tags, we use the questions
with only one tag in the top 16 most frequent tags
(excluding tags associated with countries). Simi-
larly to the Legal Advice Reddit dataset, we use
other unused questions from the Law Stack Ex-
change to prefix domain adapt the model.

6 Experimental Setup

We test our approaches under a fewshot setting,
where prompt tuning is known to perform poorly
(Gu et al., 2022). We use RoBERTa-base and
RoBERTa-large (Liu et al., 2019) for our exper-
iments. To simulate a fewshot learning scenario,
we randomly undersample the train and validation
sets for each dataset, ensuring that the distribu-
tion of train and validation data roughly matches.
Additionally, we vary the amount of data under-
sampled to study how fewshot size affects perfor-
mance. In these tasks, we use a validation size of
256 (much smaller than the original) to represent
true fewshot learning better (Perez et al., 2021).
Considering that fewshot learning is quite unsta-
ble, we ran all of our experiments five times, using
the seeds { 10, 20, 30, 40,50 }. We provide more
training details in Appendix A.

There is often confusion around whether fewshot
sizes represent the number of samples per class or

*https://huggingface.co/datasets/jonathanli/law-stack-
exchange

Legal Advice Reddit Results
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Figure 4: Various fewshot sizes and their performance
(measured by macro F1). The shaded region represents
the standard deviation across runs, while each point
represents the mean performance across runs. Overall,
our approach (prefix domain adaptation) matches the
performance of full finetuning.

the total number of samples (Perez et al., 2021). In
our results, the fewshot sizes we show are the exact
number of training samples used (i.e., total training
samples). The exact number of samples is listed in
Table 1. To keep the number of samples per class
roughly equivalent, we use fewer total samples for
the ECHR task, which only has two classes.

7 Results and Discussion

We make a few observations on our results, shown
in Table 2. We observe that our method, prefix
domain adaptation, outperforms both regular pre-
fix tuning and full finetuning in most tasks across
fewshot sizes, despite training considerably fewer
parameters. We find that prefix adaptation is com-
parable to full domain adaptation; in some settings
(such as ECHR and some Reddit fewshot settings),
prefix adaptation even outperforms full domain
adaptation. We argue that prefix domain adaptation
achieves better fewshot performance relative to reg-
ular prefix tuning because the pre-trained prompts
are closer to an effective prompt after our domain
adaptation step. This is similar to full domain
adaptation, which improves performance on down-
stream tasks relative to a base model (Chalkidis
et al., 2020) by making parameters closer to opti-
mal parameters. Consistent with Gu et al. (2022),
we find that regular prefix tuning falls behind full
parameter tuning in fewshot settings.
Additionally, we find that LEGAL-BERT per-
forms worse than other techniques on datasets
with more informal language (such as the Reddit
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Legal Advice Reddit Law Stack Exchange European Court of Human Rights

Fewshot Size 32 64 128 256 32 64 128 256 4 8 16 32
FT 44819 56794 63.808 72718 | 195171 29.0148 58.80s 67.409 | 53.716 60.1s5 66.557 66.335
LEGAL-BERT + FT | 36.129 352161 49.537 70217 | 24.6131 51209 47.6049 67505 | 59.3124 55833 61.137 67.63¢
Domain Adapt + FT | 31.8164 66.733 66.615 75.809 | 38.504 53.225 62411 66606 | 47.605 51217 47913 56.7,,
Prefix Domain Adapt | 41.9,,  61.727  66.606 72.019 | 36.1p9 5247 56.1p8 63.117 | 72746 70923 75118 69.4,
Prefix Adapt 35.52.1 58.06‘4 52.7214 72.20‘5 31.712 46.82‘5 57.00‘3 66.60_5 68.96.4 71.41,4 75.02‘7 66.37.8
P-Tuning v2 25610 41.0p4 62.01¢ 71206 | 24.600 45359 56.307 65306 | 70.926 70.53¢ 70.9,3 67.1p9

Table 2: Classification results with RoBERTa-base (or similarly sized models), with fewshot size listed as italic
numbers in the second row. Experiments run five times with different seeds, with subscripts representing the standard
deviation of the five runs. Bolded results represent the best performance for the fewshot size, and underlined results
represent second best. All methods are assumed to be initialized from RoBERTa-base, except for LEGAL-BERT
from Chalkidis et al. (2020). "FT" represents fully finetuned for downstream tasks and "Domain Adapt" is full
domain adaptation, with a line separating full-model (top) and parameter efficient (bottom) tuning methods.

dataset). LEGAL-BERT shows more instability
across seeds (i.e., larger standard deviation) . As
LEGAL-BERT-SC (the model we use) was only
trained on very formal legal text, it did not see
many colloquialisms or slang during training that
are prevalent in informal text. For this reason, we
do not think LEGAL-BERT would be effective as
initialization for tasks involving legal questions
asked by laypersons, which typically do not use
incredibly formal legal language.

In contrast to other datasets, the ECHR dataset’s
train and test split have different distributions. In
fewshot scenarios with very little data (i.e., 4-16
examples), we find that prefix tuning based ap-
proaches perform better than full finetuning; this
suggests that prefix tuning approaches are more ro-
bust to changes in distribution (and possibly noise).
We also note that BERT with truncation (maximum
token length of 500) performs a lot better than ini-
tially reported in Chalkidis et al. (2019), who report
an F1 worse than random guessing (macro F1 of
66.5 in ours, 17 in theirs). We believe this under-
performance of finetuning BERT could be caused
by a mistake in their training process.

In Figure 4, we show the trend of performance
on Reddit data as the number of samples increases.
Prefix domain adaptation is comparable to fine-
tuning, consistently outperforming regular prefix
tuning. As shown by the larger shaded area around
the lines, the stability of finetuning is worse than
prefix domain adaptation for this task. Performance
gradually converges increases as more data is given
to each method.

Larger models typically provide better perfor-
mance on various tasks. Thus, we run experi-
ments using ROBERTa-large (over 2x larger than

Fewshot Size 32 64 128 256
FT 42.15_7 55.55_4 62.03_5 77.61.0
Domain Adapt + FT | 34.2;5 61.756 66.637 77.313
Prefix Domain Adapt | 46.75;7 63.515 67.017 72219
Prefix Adapt 46.554 63.1,5 643,53 70.019
P—Tuning v2 46.71,7 59.01.5 65.62,7 69.21,7

Table 3: Classification results on ROBERTa-large, evalu-
ated on Reddit data. Note that we do not evaluate results
with LEGAL-BERT because LEGAL-BERT models
with comparable size to ROBERTA-large do not exist.

RoBERTa-base) to see how our approach scales to
larger models. As seen in Table 3, our approach
is still comparable to or outperforms full finetun-
ing with larger models. Impressively, in the few-
shot sizes 32-128, prefix domain adaptation with
RoBERTa-base is even comparable to full finetun-
ing with RoBERTa-large. Additionally, we note
that full domain adapation is more sensitive to
learning rates in larger models, explaining weaker
performance in fewshot sizes 32 and 64. Due to
limitations in computational resources, we leave
more extensive hyperparameter search as future
work.

7.1 Calibration

While providing predictions to laypersons, it is vital
that the distribution of the output logits accurately
reflect the model’s confidence. Thus, we use the ex-
pected calibration error (ECE) (Pakdaman Naeini
et al., 2015) to measure the calibration of each
model resulting from each method. We show that
the calibration of our approach is better than fine-
tuning across tasks, as seen in Table 4. Addition-
ally, we observe that our approach is comparable to
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Reddit LSE ECHR
FT 0.1580.012 | 0.2430.015 | 0.3200.037
LEGAL-BERT + FT | 0.454005 | 0.165¢043 | 0.245¢042
Domain Adapt +FT | 0.1520004 0.214¢ 01 0.3200.121
Prefix Domain Adapt | 0.133p0; | 0.242¢023 | 0.214¢.032
Prefix Adapt 0.1040_021 0.240'003 0.26604063
P—Tuning v2 0.412()‘019 0.2630'009 0.2530.050

Table 4: Calibration, measured by the top-1 expected
calibration error (ECE). "Reddit" is the ECE on our
Legal Advice Reddit dataset (fewshot size of 256),
"ECHR" is ECE on European Court of Human Rights
dataset (fewshot size of 32), and "LSE" is ECE on
the Law Stack Exchange dataset (fewshot size of 256).
Lower is better, with bold being the best and underline
being second best.
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Figure 5: Performance of prefix domain adaptation after
training the domain adapted prompt for a different num-
ber of training steps, performed on Reddit data with a
fewshot size of 32 using RoBERTa-base. Shaded region
represents standard deviation between five runs.

LEGAL-BERT across tasks. In the case where
questions are well formulated (i.e., in the LSE
dataset), we found that legal models are better cali-
brated. However, in Reddit data, which is central
to helping laypersons with legal questions, we find
that our approach is very competitive.

7.2 Sample Efficiency

We study the effect of training time (i.e., number
of training steps) for the domain-adapted prompt
on downstream performance. To analyze the effect
of additional training steps on the domain adapted
prefix’s performance, we initialize models using
pre-trained prefixes from specific steps and plot the
performance (over five runs) in Figure 5. We find
that more optimization steps during the prefix adap-
tation step lead to better downstream performance.
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Figure 6: Convergence comparison of prefix domain
adaptation ("Domain PA"), full finetuning ("Finetune"),
and P-Tuning v2 on Reddit data, using a fewshot size of
64.

Intuitively, this makes sense as a longer training
time means the prefix starts closer to an ideal one
for a downstream task.

Though each optimization step is faster with reg-
ular prefix tuning (Gu