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Introduction

IAutomatic prediction of personality is important for the development of empathetic virtual agents.
IPeople infer personality from different cues, both behavioral and verbal. A model to predict per-

sonality should take language, speech, as well as visual cues into account.
IPersonality is modeled with the Big Five personality descriptors (Goldberg, 1990). An individual’s

personality is defined as a collection of five scores in range [0, 1] for personality traits Extraversion,
Agreeableness, Conscientiousness, Neuroticism and Openness to Experience.

IWe predict personality from speech, language and video frames (facial features). We first consider
the different modalities separately, to gain an understanding of how personality is expressed and
which modalities contribute more. Then we analyze fusion methods to effectively combine the
three modalities.

Corpus

We used the ChaLearn First Impressions
Dataset, which consists of YouTube vlogs clips
of around 15 seconds. The speaker in each
video is annotated with Big Five personality
scores. The ChaLearn dataset was divided into
a training set of 6,000 clips and 20% of the train-
ing set was taken as validation set during train-
ing to tune the hyperparameters, the early stop-
ping conditions and the ensemble method train-
ing. We used pre-defined ChaLearn Validation
Set of 2,000 clips as the test set.
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Methodology

Audio channel. The audio channel looks at
acoustic and prosodic (non-verbal) information
of speech. It takes raw waveforms as input in-
stead of commonly used spectrograms or tradi-
tional feature sets. A stack of four convolutional
layers is applied to the input, following by global
average pooling operation.
Text channel. We extract word2vec embed-
dings from transcriptions and feed those into
a CNN. Three convolutional windows are ex-
pected to extract compact n-grams from sen-
tences. After this layer, a max-pooling is taken
for the outcome of each of the kernels separately
to get a final sentence encoding.
Video channel. We first take a random frame
from each of the videos, which leads to per-
sonality recognition from only appearance, not
temporal and movement information. We extract
representations from the images using the VGG-
face CNN model.
Multimodal fusion. We look at three differ-
ent fusing methods to find how to combine the
modalities best.

1. Decision-level fusion approach, a voting
method: linear combination of weights for each
modality, for each trait. We can read the rele-
vance of the modalities for each of the traits ,
from the weights.

2. Merging the modalities by truncating each
modality final fully connected layer, and con-
catenating the previous fully connected layers,
to obtain shared representations of the input
data. Finally we add two extra fully connected
layers on top.

Methodology

- Limited backpropagation: all layers in the sep-
arate channels are frozen, to learn only what
combination of channel outputs is optimal.

- Fully backpropagation: This enables the model
to learn more complex interaction between the
different channels.

Modality weights

Big Five personality traits
Model E A C N O
Audio 0.44 0.32 0.27 0.45 0.54
Text -0.03 0.22 0.13 0.03 -0.06
Video 0.59 0.46 0.60 0.52 0.52

Results

MAE Big Five Personality Traits
Model Mean E A C N O
Audio .1059 .1080 .0953 .1160 .1077 .1024
Text .1132 .1177 .0977 .1206 .1167 .1135
Video .1035 .1040 .0960 .1087 .1064 .1024
DLF .0967 .0970 .0893 .1049 .0979 .0947
NNLB .0966 .0970 .0896 .1038 .0973 .0951
NNFB .0938 .0958 .0907 .0922 .0964 .0938
Baseline .1165 .1194 .1009 .1261 .1209 .1153

Conclusion

XLanguage is the least relevant. Video frames
(appearance) are slightly more relevant than au-
dio (non-verbal) information.
XCombining all modalities outperforms using
individual modalities. Full backpropagation
method obtains 9.4% better than the perfor-
mance of the best individual modality.
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