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Introduction



Aim:
• Find a solution to estimate the quality of the MT output before it is produced, by looking at the source

file only (no reference translation needed)

• Use this solution to prioritize low-quality MT for post-editing

• Use quality features that can be computed easily and without training a model

Assumptions:
• A NMT engine will handle content best if it is similar to the data it was trained on

• To improve BLEU at document level, post-editing should focus on segments that dangerously differ
from the training material

Proposed Process:
• Step 1: Quality Estimation: predict the quality of raw NMT output by comparing the source content to

be translated and the engine training material

• Step 2: Post-Editing Prioritization: error-prone segments are prioritized for post-editing by looking at
the similarity scores obtained. Low-similarity segments are more likely to contain issues

Introduction



Source QE for NMT



Vectors describe the number of
occurrences of a set of words

With this representation we
compute for each segment to
translate

the average similarity to all
training segments

the maximum similarity over all
training segments

It reduces the similarity to word
matching

BOW Similarity
the how … is good day you

0 0 … 1 0 0 0

0 1 … 0 0 0 1

0 0 … 0 0 1 0

1 0 … 0 0 0 0

1 0 … 1 0 0 0The kitchen is closed.

It is raining.

How are you?

I prefer the snow.

Sunny day.



Semantic Similarity

An accurate semantic
representation can be implemented
with sentence embedding models

These models are Siamese BERT-
Networks trained on SNLI data

With this representation we
compute for each segment to
translate

the average similarity to all
training segments

the maximum similarity over all
training segments



Unknown Words

A segment to translate can be highly
similar to a training segment but
with an important difference

If a word is not contained in the
training data, the engine will
probably fail

We call this type of words: unknown
words

We propose a feature counting the
number of unknown words per
segment
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Experiment Setup

N M T S Y S T E M S

• en>de, en>it and en>ko generic engines are created with
a large amount of data form different domains

• The generic engines are then adapted with User Interface
and User Assistance domain data

N M T D A T A

• Generic data: large amounts of data extracted from OPUS

• In-domain data: private company TMs and glossaries

B E N C H M A R K B A S E L I N E F E A T U R E S

• TP: NMT sequence-level translation probability normalized
by length

• COMET-as-QE: score returned by a model trained on labeled
data

Generic 
parallel data

NMT 
system

In-domain 
data

Generic 
NMT

Domain 
adapted 

NMT

Generic 
NMT



Correlation 
Experiment

How do the proposed new features correlate to the translation quality at a
segment level?

We extract the correlations between the features and different quality metrics:

✓ MT SCORES (all engines)

• BLEU: commonly used token-level metric

• chrF3: character-level metric

• COMET: metric showing highest correlation to human DA

✓ DIRECT ASSESSMENT (customized en>it and en>de engines)

• Adequacy + Fluency (1 is the lowest score and 5 is the highest)

• 3 annotators

• Scores averaged and standardized



Results
Generic Engines

BLEU and chrF3: our proposed features do not show a strong correlation

COMET: stronger correlation can be seen for max_sem (en>it, en>de) and
max_bow (en>de)

This behavior can be explained by the nature of the translation and the
limitation of the string metrics: they fail to correctly evaluate the quality of
flawless translations which use different terminology or style compared to the
reference.



• max_bow: interesting correlation for en>ko only

• max_sem: stronger overall correlation between the
proposed features

• unk: significant negative correlation with COMET

D I R E C T  
A S S E S S M E N T

M T  S C O R E S

Results
Domain-adapted 

Engines

• max_bow: moderate correlation

• max_sem: competitive correlation vs COMET as QE

• unk: our feature does not seem to correlate

• Highest correlation is achieved with TP



PE 
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Settings

Source segment BLEU TP COMET unk sem_max
_sim

It is raining. 45 0.75 0.53 0 0.95

How are you? 65 0.83 0.51 0 0.93

Sunny day. 85 0.68 0.47 0 0.89

I prefer the snow. 59 0.55 0.50 1 0.76

The kitchen is closed. 41 0.70 0.61 2 0.52

The cat is on the mat. 30 0.37 0.42 0 0.44

50% selection based on max similarityen>it and en>de domain-adapted engines

• We obtain the BLEU scores after simulating PE
on a selected number of segments according to
the corresponding indicators:
o sem_max_sim
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33% selection based on unk



Settings

Source segment BLEU TP COMET unk sem_max
_sim

It is raining. 45 0.75 0.53 0 0.95

How are you? 65 0.83 0.51 0 0.93

Sunny day. 85 0.68 0.47 0 0.89

I prefer the snow. 59 0.55 0.50 1 0.76

The kitchen is closed. 41 0.70 0.61 2 0.52

The cat is on the mat. 30 0.37 0.42 0 0.44

50% selection based on max similarityen>it and en>de domain-adapted engines

• We obtain the BLEU scores after simulating PE
on a selected number of segments according to
the corresponding indicator:
o sem_max_sim
o unk
o COMET
o TP
o unk+sem_max_sim: selects first segments

based on unk, then segments based on
sem_max_sim

Source segment BLEU TP COMET unk sem_max
_sim

The kitchen is closed. 41 0.70 0.61 2 0.52

I prefer the snow. 59 0.50 0.50 1 0.76

It is raining. 45 0.75 0.53 0 0.95

How are you? 65 0.83 0.51 0 0.93

Sunny day. 85 0.68 0.47 0 0.89

The cat is on the mat. 30 0.37 0.42 0 0.44

33% selection based on unk



Settings

Source segment BLEU TP COMET unk sem_max
_sim

It is raining. 45 0.75 0.53 0 0.95

How are you? 65 0.83 0.51 0 0.93

Sunny day. 85 0.68 0.47 0 0.89

I prefer the snow. 59 0.55 0.50 1 0.76

The kitchen is closed. 41 0.70 0.61 2 0.52

The cat is on the mat. 30 0.37 0.42 0 0.44

50% selection based on max similarityen>it and en>de domain-adapted engines
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o sem_max_sim
o unk
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o TP
o unk+sem_max_sim: selects first segments
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• Benchmarks:
o Random selection: lower benchmark

randomly selecting segments to PE.
o BLEU selection: upper benchmark

selecting segments based on the BLEU
score of the translation.*

*Note: we need the reference to get this score,
so it is an advantageous/unfair situation over
the other features.
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Unk outperforms all features for the
first 30%

Sem_max_sim above 40%
outperforms comet_qe and
competes with TP

Unk+max_sem takes advantage of
both features and outperforms all
features across all the experiment

Results: en>de



Results: en>it

Unk is competitive for the first 20%
only outperformed by comet_qe

Sem_max_sim performs poorly on
the first 40%. Above that proportion
the indicator is competitive with
other indicators

Unk+max_sem takes advantage of
both features and is only
outperformed by comet_qe on the
first 40%



Key Takeaways

All source indicators seem to be more advantageous
in some scenarios compared to Source + Translation
or Source + NMT probabilities:

• unk: good indicator to select first segments while
the value is superior to 1

• sem_max_sim: competitive information to decide
which segments to select when you have more
than 40% to post-edit

• Rule combining both indicators lead to
outstanding results for every number of segments
selected



Conclusions



Conclusions

• The proposed features provide information about the
quality of raw MT output and do not need any reference
translation

o Generic engines: no strong correlation with string
metrics, but strong correlation with COMET

o Domain-adapted engines: strong correlation with MT
metrics and DA

• unk feature is a good indicator to initially select challenging
segments that need PE

• It is beneficial to use the sem_max_sim feature to prioritize
segments for PE when you have more than 40% of the
file to post-edit

• Combining both features is the preferred solution because it
benefits from both unk and sem_max_sim

• Engine update: select challenging segments, perform MTPE
on these segments and add post-edited segments to the
engine training material to improve the engine's performance

• Future QE models should make use of features that consider
the similarity or domain shift between translation data
and training data

MTPE prioritization

Looking to the future

Correlation experiment



Thank you
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