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Abstract

This study aims to propose a novel pipeline
architecture in building and analyzing large-
scaled linguistic data on the cloud-based envi-
ronment, an experimental survey on Chinese
Polarity Lexicon will be taken as an exam-
ple. In this experiment, data are evaluated
and tagged by applying crowd sourcing ap-
proach using online Google Form. All the data
processing and analyzing procedures are com-
pleted on-the-fly with free cloud services au-
tomatically and dynamically.The paper shows
the advantages of using cloud-based environ-
ment in collecting and processing linguistic
data which can be easily scaled up and effi-
ciently computed. In addition, the proposed
pipeline architecture also brings out the poten-
tials of merging with mashups from the web
for representing and exploring corpus data of
various types.

1 Introduction

With the emergence of huge amount of web data
available in recent years, corpus linguistics as well
as other related empirical fields such as the collect-
ing and processing of language resources, and their
evaluation are facing with the greatest challenges
ever. The spread of corpus and lexical resources
in linguistics has been led to a great level of theo-
retical survey and enhanced the empirical founda-
tion, not only with respect to sampling and annota-
tion, but also with exploratory data analysis. How-
ever, more recently there have been long discussions
about what the current state of art in corpus linguis-
tics fails to do, which can be pinpointed at least in

two respects: (1) the lack of socio-cultural (meta-)
information reflected in the data, is incompetent for
pragmatic usages and discourse analysis; (2) rather
skewed with data in the public domain, heterogene-
ity of (individualized) language usages and develop-
ment is not able to be traced.

With the advanced technological progress in data
availability with storage and computing ability, the
issues mentioned can be tackled to a great extent.
We take it as the turning point for corpus-based lin-
guistics to transform into a data-intensive and cloud-
based linguistics. In light of that, we want to ex-
plore the transformation viability in this paper. As
a first step, we present a novel pipeline architecture
to build Chinese Polarity Lexicon on the cloud en-
vironment by taking the data from the web as re-
source. Polarity lexicon contains sentiment-bearing
words and phrases, encoded with polarities to each
word or phrase, usually either assigned as positive or
negative. The study of polarity lexicon has attracted
much attention in recent years for classifiers to train
on the lexical dataset, and is becoming important for
applications such as Sentiment Analysis and Opin-
ion Mining.

For the purpose of constructing automatic iden-
tifying and classifying polarity lexicon systems, a
lot of (semi-) unsupervised machine learning meth-
ods for recognizing polarities of words and phrases
have been proposed. In terms of language resources,
these approaches either consider the information
provided from the synonyms or glosses of a the-
saurus or WordNet (Hu and Liu, 2004; Kamps et al.,
2004; Kim and Hovy, 2004; Esuli and Sebastiani,
2005), or based on the co-occurrence relationship
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messages derived from the corpus (Hatzivassiloglou
and McKeown, 1997; Turney, 2002; Kanayama and
Nasukawa, 2006) to assign and determine the word
polarity.

Notwithstanding their significant success in
achieving accuracy rate, in this paper, we will ar-
gue that current approaches to the problem might
face with the methodological drawbacks due to the
lack of scalability on the one hand, and indifference
to the individual sentimental varieties on the other
hand. First, referring to the lack of scalability, it is
rather difficult to handle out-of-vocabulary (OOV)
issue on the lexical and corpus resources, in particu-
lar, those OOV words and phrases (or called as neol-
ogisms) often carried with popular usage meanings
generated from the social network, and given with
explicit polarities; and secondly, regarding the indi-
vidual sentimental varieties, which may correspond
to the linguistic varieties, subjectivities and senti-
ments, are largely ad-hoc, that is with whom s/he
chats and temporal, geographical, and communica-
tion situations, etc. will have influence on her/his
sentiment. Those heterogeneous properties are not
properly embodied in lexical and corpus resources.

2 Cloud-based vs Corpus-based
Linguistics

To track the essentially emergent, ever-changing,
and large-scaled lexicalized sentimental social web
data, we argue that corpus statisticians and lin-
guists will need to tap into the opportunities that
cloud computing environment offers. In this paper,
rather than corpus-based, we propose a novel crowd-
aided cloud-based methodology for constructing
Language Resource and its Evaluation (LRE), with
an experiment on Chinese Polarity Lexicon as exam-
ple. The advantages of connecting LRE with cloud
computing environment are multi-fold:

1. [Easy and multi-sourced online data collec-
tion, management, integration and collab-
oration] Linguistic and sentimental data can
be gathered online easily using Web as Cor-
pus (WaC), and further powered by the increas-
ing evaluating possibilities through crowd-
sourcing and the enlarging of cloud storage
space for reserving large-scaled data.

2. [Seamless data preprocessing and ex-
ploratory data analysis] The collected WaC
data in the cloud storage, can be processed
seamlessly online (without downloading the
data) for the preliminary data preprocessing
(e.g., Chinese segmentation and POS tag-
ging), and may further apply to early data
introspection with online preprocessing sta-
tistical analysis and data visualization. These
techniques could be accomplished by using
various application programming language
interfaces (e.g., APIs for R and Python). By
hosting a web interface could even facilitates
the scattered tasks that used to be.

3. [Mashup for data and models] Once the data
is collected and processed, the owner can adapt
the data and mashup with others (textual, pic-
tures or videos) to make the resource even more
creative and full of varieties, which is in line
with emerging trend of ‘web of data’ (‘linked
data web’) proposed by Tim Berners-Lee (Tim,
2009) recently. In addition, the data can be
taken as seeds and fed up the prediction mod-
els processing on the clouds, which is so-called
(dynamically) stream learning .

We believe the proposed architecture above will
unlock the potentials and values of linguistic data in-
stantiated by the web. In the following, we focus on
the preliminary survey of Chinese Polarity Lexicon
as an example adapting the cloud-based methodol-
ogy.

3 Review of Polarity Lexicons

This session explores different paradigms for how to
build and evaluate polarity lexicons.

Words had been discovered with three main fac-
tors, which were evaluative factor, potency factor
and activity factor, as described by Osgood et al.
(1957). Within the three factors, what many re-
searchers generally mentioned is the evaluative fac-
tor. The evaluative factor, also known as polarity
or semantic orientation called by Hatzivassiloglou
and McKeown (1997), which can present the inten-
sity and the positive or negative of a word. Some
researchers have found that most antonyms can be
assigned with relevant polarities (e.g. happy can be
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assigned as positive; and its antonym sad as nega-
tive).

Learning the polarity of words can be helpful for
an amount of applications, in addition, the synonyms
in the data could be further refined as well. Hatzi-
vassiloglou and McKeown (1997) had taken the po-
larity of words into a system, and tried to investi-
gate antonyms from the collected corpus and also
to disambiguate the synonyms automatically. Also,
Turney and Littman (2003) mentioned that an auto-
mated system containing polarity information, could
be applied to text classification, analysis of sur-
vey response, filtering, tracking online opinions, and
even generating chatbots.

There are a lot of ways for collecting and detect-
ing word polarity from the text or corpora. For col-
lecting data, Turney and Littman (2003), and Rao
and Ravichandran (2009) had taken the General In-
quirer lexicon (Stone et al., 1966) as their refer-
ence data, which the word polarity list was already
constructed by manually tagged and evaluated via
a group of people. In addition, other papers used
different methods for collecting data, such as tak-
ing the 1987 Wall Street Journal with tagged data
as corpus (Hatzivassiloglou and McKeown, 1997;
Wiebe, 2000), WordNet (Rao and Ravichandran,
2009; Wiebe, 2000) and via crowd sourcing (Mo-
hammad, 2011).

As for detecting polarity, Hatzivassiloglou and
McKeown (1997) introduced using conjunctions of
adjectives to train the model and then labeled an ori-
entation to each adjective through clustering. Also,
Rao and Ravichandran (2009) tried using three
graph-based semi-supervised learning methods to
detect the word polarity, which were Mincuts, Ran-
domized Mincuts, and Label Propagation.

Most previous papers chose to use the existed
large databases for their experimental usages, and
followed with different training approaches to ex-
tract or detect word polarities. Since our goal in
this paper does not focus on the machine learning
performance in this experimental task, we would
rather demonstrate the data collection on the fly, so
we use a naive PMI method enriched with emoticon
information to dynamically and semi-automatically
detect Chinese word polarity based on Plurk API

(Chen et al., 2010), 1 by which all the training and
testing tasks are constructed and pipelined to Google
Form.

4 Pipelining Cloud and Crowd Computing
in Lexicon Resource Development

This session explains the proposed framework, gen-
erally speaking, the data retrieved from Plurk API
and preprocessed (segmented and POS-tagged) by
other Chinese NLP APIs, is sent to the collaborative
platform of Google called Google Form for evalu-
ation, once evaluated they are sent to Google Fu-
sion Table for data exploration and visualization,
and stored in Google Cloud Storage with Google
BigQuery. For leaning purpose, the corpus is also
sent to Google Prediction model with stream ma-
chine learning method. Detailed procedures are ex-
plained in the following.

4.1 General framework

Once the data are collected, many of the typical pre-
processing tasks can be done in a pipeline, like the
tools adapted from openNLP 2. In this paper, we pro-
pose to pipeline the processing tasks in the cloud and
crowd computing environment schematized as fol-
lows, taking the extracted Plurk data as example:

We used third-party APIs (e.g. Plurk API) to get
the training data from the Mood classifier (Chen
et al., 2010), and evaluated two types of resulting
data given the testing data: automatically tagged by
Mood classifier (Chen et al., 2010) against the crowd
tagged data collected from Google Form3 (Crowd
sourcing). Only the data that have the same evalu-
ated results from the two types are considered and
sent to Google Fusion Table 4 for visualizing intro-
spection, and once the coming data scaled up, it was
sent to the backend of Google Cloud Storage5 with

1Plurk, like Twitter, is the most popular social micro-
blogging system in Taiwan, we focused on it because of the
advantages of tracking attitudes by mining prevalent language
usages, the thus constructed Plurk Corpus can be browsed at
lope.linguistics.ntu.edu.tw/plurk/

2opennlp.sourceforge.net
3http://www.google.com/google-d-s/

forms/
4http://www.google.com/fusiontables/

public/tour/index.html
5https://developers.google.com/storage/
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Figure 1: Proposed pipeline framework

Google BigQuery6. Then finally, it was sent forward
to prediction model with stream machine learning.

4.2 Formulate seed-sets from emotion-tagged
Plurk Corpus

We have collected a total of 13534 Chinese posts ex-
tracted from Plurk corpus. The data have been seg-
mented and POS-tagged by importing yahoo! Chi-
nese Segmentator and Tagger 7, for which the ya-
hoo! segmentation system is powerful for its lexi-
con extension on new emerged words from the social
web (e.g. trendy words and code-mixing words).
From the previous research (Chen et al., 2010), a
Mood classifier had built up by training the target
text with the keywords generated from Anctconc us-
ing log-likelyhood feature selection method (Kilgar-
riff, 2001; Anthony, 2004). Also, a manually clas-
sified result was used to evaluate the accuracy of
Mood classifier. In this paper, in order to construct
the word polarity prediction model more specifi-
cally, the Plurk posts are collected and fed on only if
the posts have identical resulting results from Mood
classifier and manual evaluation.

After the chosen posts are selected and seg-
mented, a list of 100 seed words (all seed words
are content words, including nouns, adjectives and
verbs) are chosen based on the following three cri-
teria: the balance in corpus frequency distribution,
opinion relevance, and wordnet POS representa-
tives. The first criterion is used to create a corpus

6https://developers.google.com/bigquery/
7http://tw.developer.yahoo.com/cas/

frequency word list, and the 100 seed words are ex-
tracted in balance according to the corpus frequency
distribution. Then the last two criteria are applied to
confirm whether each seed word has opinion expres-
sions in meaning and an relevant description from
wordnet. The above seed word selecting elements
are integrated to ensure the seed words have appar-
ent meaning descriptions before adapting to the pre-
diction model.

An online survey is created by using Google
Form, which we ask the participants to evaluate the
100 seed words with a finer granularity of 5 star rat-
ing (scaling from 1 (Extremely Positive) to 5 (Ex-
tremely Negative)). Instead of taking a readily pre-
pared corpus as previous studies (which the word
polarity corpora are manually tagged by a specific
group of people), for example as using the General
Inquirer corpus, we let the participants to decide the
polarities of each seed word, and then assign differ-
ent weights to each seed word based on the overall
survey statistical results. Therefore, a list of seed
words with polarities is created, which only the seed
words given with positive weights are tagged with
positive polarity, and reversely, assigned with nega-
tive polarity.

So far, we already have 100 people complete this
evaluation survey. The advantages of using Google
Form to construct this word polarity evaluation sur-
vey, are that the scale of the investigation can be
easily expanded and its statistical results can be re-
newed automatically and rapidly online, whenever
there are more participants join this task. Figure 2
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Figure 2: Score form with functions written online

shows a snapshot of this scored form.

4.3 Preprocessing and Exploratory Data
Analysis

In order to compute the model training more effi-
ciently, we use Google API to write our own func-
tions and apply them to the data in Google Form.
This is a convenient way for training and analyz-
ing the data online without needing to run the whole
programs on our own devices. To be even better,
once the data is renewed, the programs will run the
functions automatically in an instant and no need to
execute the programs manually. Through this small
experiment of this paper, we hope to provide a prac-
tical method for linguists to deal with data in a more
skilled and dynamic way.

With the data imported into Google Fusion Table,
it is convienient to use a variety of Visualize plots as
shown in Figure 3. The Visualize function contains
table, map, line, bar, pie and other plotting tools to
help quickly analyze the data. In addition, it allows
us to add some specific conditions while plotting.
By applying the line chart, we can quickly find out
which city has the greatest Plurk population. Visu-
alize function has also implanted the Geocode (ge-
ography codes) which takes the location data to tag
places on a map or colored up the related regions.
Also, once clicking on the tagged places or colored
regions, the related meta information will be pre-
sented. For investigating data distribution (for ex-

ample gender, location, and age), the pie chart can
be used which provides results calculated in percent-
ages. On the other hand, for more detailed distribu-
tion analysis, bar chart is shown to be better present-
ing the statistic results between two variables, such
as location and age.

4.4 Prediction Model

The prior polarity lexicons thus constructed are used
as training data for cloud-based prediction model
in extracting more polar words and determining the
overall sentiment of Plurk texts. As the first attempt,
we are using the Google-hosted prediction model
as a black-box for primer experiment,8 and a Pre-
dictive Model Markup Language (PMML)-based9

adaptive prediction model is envisioned which com-
bines Chinese wordnet-based sense/sentiment prop-
agation approach (by assuming that sentiment and
lexical relatedness are linked) with bootstrapped in-
dividualized parameters.

4.5 Limitations

With its versatility in processing and exploring cor-
pus data, the limitations we encountered with this
framework so far lie in two aspects: First, due to
the free service provided by Google, the experiment
is largely dependent on the services provided by the

8http://lope.linguistics.ntu.edu.tw/
wordpola/iosubscribe.html

9http://dmg.org/pmml-v4-0-1.html
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Figure 3: Corpus data exploratory analysis using Fusion Table APIs

commercial company, which could be a weak point
in terms of stability in the future; and (2) what is
also at stake here is indeed the embedded use of
other tools and APIs can be a problem due to their
compatibility with Google services. However, with
the downside mentioned, we believe that much more
can be improved with respect to the likelihood of fu-
ture convergence for the open collaboration between
academic and commercial fields.

5 Conclusion

In conclusion, we showed a novel architecture of
language resource construction and evaluation on
the cloud computing environment, and illustrated it
with the experiment on Chinese Polarity Lexicon.
We believe that this approach will open up many
possibilities to be explored. This mixed scenario
of folksonomy and cloud computing allow us to not
only detect how different groups of people recog-
nize prior polarities and their weights from the con-
textual clues, but also understand further which pa-
rameters should be modeled as patterns for polarity
detection. The compiled lexicon can be served as a
dynamic input for the cloud-based streaming predic-
tion model(s) for the maximum performance.

In future work, we will apply the proposed ar-

chitecture to augment the newly released Chinese
Wordnet10 by polarity classification of synsets in-
stead of lemma, since the current way is not able
to capture the fact that a word with various senses
could have different polarities. In addition, although
these methods can be applied on Chinese words,
word sentiment is in fact a function of the compos-
ite characters and the way as how people process an
ideogram while encountering a new word. In the
future, we will consider running an experiment on
Character Sentiment in parallel.
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