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Abstract

We report on work in progress which con-
sists of annotating an Icelandic corpus for
named entities (NEs) and using it for train-
ing a named entity recognizer based on
a Bidirectional Long Short-Term Mem-
ory model. Currently, we have annotated
7,538 NEs appearing in the first 200,000
tokens of a 1 million token corpus, MIM-
GOLD, originally developed for serving as
a gold standard for part-of-speech tagging.
Our best performing model, trained on
this subset of MIM-GOLD, and enriched
with external word embeddings, obtains
an overall F1 score of 81.3% when cate-
gorizing NEs into the following four cat-
egories: persons, locations, organizations
and miscellaneous. Our preliminary re-
sults are promising, especially given the
fact that 80% of MIM-GOLD has not yet
been used for training.

1 Introduction

Named Entity Recognition (NER) is the task of
identifying named entities (NEs) in text and label-
ing them by category. Before the work presented
in this paper, no labeled data sets for NER existed
for Icelandic. On the other hand, NER data sets
exist for various other languages, e.g. for Span-
ish and Dutch (Tjong Kim Sang, 2002), for En-
glish and German (Tjong Kim Sang and De Meul-
der, 2003), and for seven Slavic languages (Pisko-
rski et al., 2017). In all these data sets, NEs
have been categorized into the following four cat-
egories: PER (person), LOC (location), ORG (or-
ganization), and MISC (miscellaneous), accord-
ing to the CoNLL shared task conventions (Tjong
Kim Sang, 2002).

The work in progress described in this paper
is twofold. The first part consists of categorizing

NEs in an Icelandic corpus, MIM-GOLD, contain-
ing about 1 million tokens, that has been devel-
oped to serve as a gold standard for training and
evaluating part-of-speech (PoS) taggers (Loftsson
et al., 2010). In the second part, MIM-GOLD
is used to train and evaluate a named entity rec-
ognizer by applying a Bidirectional Long Short-
Term Memory (BiLSTM) model (Hochreiter and
Schmidhuber, 1997; Schuster and Paliwal, 1997).
Our work will result in the first annotated Icelandic
training corpus for NER and the first named entity
recognizer for Icelandic based on machine learn-
ing (ML).

Currently, we have categorized 7,538 NEs ap-
pearing in the first 200,000 (200K) tokens of
MIM-GOLD with the commonly used four NE
categories: PER, LOC, ORG and MISC. Our best
performing BiLSTM model, trained on this sub-
set of MIM-GOLD, and enriched with external
word embeddings (representations of words in n-
dimensional space), obtains an overall F1 score of
81.3%. Given the fact that 80% of MIM-GOLD
has not yet been used for training, this preliminary
result is promising and indicates that we may be
able to develop a high accuracy named entity rec-
ognizer for Icelandic.

2 Background

In the last few years, neural network methods
and deep learning have become the prevalent ML
method in NER (Collobert et al., 2011; Yadav
and Bethard, 2018). The main advantage of these
methods is that they typically do not need domain-
specific resources like lexicons or gazetteers (lists
containing names of known entities) and features
are normally inferred automatically as opposed to
being learned with the help of hand-crafted feature
templates as in feature-engineered systems.

Commonly used neural network architectures
for NER include convolutional neural networks
and recurrent neural networks (RNNs), along with



other ML methods, such as conditional random
fields (Lafferty et al., 2001), which have been im-
plemented as layers in neural network architec-
tures (Lample et al., 2016) and used for NER
tasks in under-resourced languages such as Persian
(Poostchi et al., 2018).

Various studies show that pre-trained character
and word embeddings are beneficial for NER tasks
(Demir and Özgür, 2014; Wu et al., 2015; Dernon-
court et al., 2017). This is especially relevant for
morphologically rich languages without large an-
notated datasets, such as Icelandic, since they offer
a way to obtain subword information that cannot
be inferred from the training corpus alone (Laf-
ferty et al., 2001). Word embeddings have also
been used to construct multilingual NER systems
with minimal human supervision (Al-Rfou et al.,
2014).

2.1 NeuroNER

Neural networks can be complicated and challeng-
ing to use, even for experts. NeuroNER (Dernon-
court et al., 2017) is an easy-to-use tool for NER
based on a bidirectional RNN. An RNN is a neu-
ral network that is specialized for processing a se-
quence of values. A bidirectional RNN combines
an RNN that moves forward in a sequence with
another RNN that moves backward. The specific
type of a bidirectional RNN used in NeuroNER
is a BiLSTM model, which is capable of learning
long-term dependencies.

The BiLSTM model in NeuroNER contains
three layers: 1) a character-enhanced word-
embedding layer, 2) a label prediction layer, and
3) a label sequence optimization layer (Dernon-
court et al., 2016). The first layer maps each token
to a vector representation using two types of em-
beddings: a word embedding and a character-level
token embedding. The resulting embeddings are
then fed into the second layer which outputs the
sequence of vectors containing the probability of
each label for each corresponding token. Finally,
the last layer outputs the most likely sequence of
predicted labels based on the output from the pre-
vious label prediction layer.

Instead of implicitly learning the word embed-
dings, NeuroNER allows users to provide their
own external (pre-trained) word embeddings (see
Section 4).

NeuroNER enables users to annotate a corpus
for NEs by interfacing with the web-based anno-

tation tool BRAT (Stenetorp et al., 2012), and use
the annotated corpus to train a named entity rec-
ognizer.

2.2 NER for Icelandic

As mentioned in Section 1, no labeled Icelandic
data set for NER existed before our work started.
Annotating a training corpus of a viable size for
NER can be time-consuming task even if semi-
automatic methods are used (Lample et al., 2016;
Piskorski et al., 2017). Presumably, this is why no
NER tools based on ML had been developed for
Icelandic.

A rule-based named entity recognizer for Ice-
landic, IceNER, is part of the IceNLP toolkit
(Loftsson and Rögnvaldsson, 2007). It has been
reported to reach F1 score of 71.5% without
querying gazetteers, and 79.3% using a gazetteer
(Tryggvason, 2009).

Greynir is an open-source NLP tool and web-
site that parses sentences and extracts informa-
tion from Icelandic news sites (Þorsteinsson et al.,
2019). One of the features of Greynir is a rule-
based named entity recognizer used to find and la-
bel person names in the news texts. The accuracy
of this named entity recognizer has not been eval-
uated.

3 Developing the Training Corpus

The MIM-GOLD corpus is a balanced corpus of
1 million tokens of Icelandic texts, written in
2000-2010, from 13 different sources, including
news texts, speeches from the Icelandic Parlia-
ment, laws and adjucations, student essays, and
various web content such as blogs and texts from
websites (Loftsson et al., 2010).1 The texts have
been tokenized and automatically PoS-tagged us-
ing the tagset developed for the Icelandic Fre-
quency Dictionary corpus (Pind et al., 1991), with
subsequent manual corrections (Helgadóttir et al.,
2014). Note that MIM-GOLD is tagged for proper
nouns, but does not contain any categorization of
the proper nouns.

In order to reduce the work of categorizing Ice-
landic proper nouns in MIM-GOLD, we gathered
official gazetteers of persons, organizations and
place names, and used them as input to an auto-
matic pre-classification program. Thereafter, we
manually reviewed and corrected the results.

1Available for download from http://malfong.is

http://malfong.is


Category Count %

PER 3,045 40.4
LOC 1,748 23.2
ORG 1,768 23.4
MISC 977 13.0
Total 7,538 100.0

Table 1: Number of NEs in the 200K token train-
ing corpus.

Foreign tokens in the MIM-GOLD are all as-
signed the same tag with no further distinction,
and since a large portion of them are NEs, they
were reviewed and classified manually.

To make the review and correction process more
efficient, we used the BRAT annotation tool (see
Section 2). We use the IOB (inside, outside, be-
ginning) format as used in the CoNLL data sets
(Tjong Kim Sang, 2002).

At the time of writing, we have categorized
7,538 NEs appearing in the first 200K tokens of
MIM-GOLD with the commonly used four cate-
gories: PER, LOC, ORG and MISC (see Table 1).

The annotated corpus was reviewed by a single
linguist (first author), using the following defini-
tions for each of the four categories:

• Persons: Names of humans and other beings,
real or fictional, deities, pet names.

• Locations: Names of locations, real or fic-
tional, i.e. buildings, street and place names,
both real and fictional. All geographical and
geopolitical entities such as cities, countries,
counties and regions, as well as planet names
and other outer space entities.

• Organizations: Icelandic and foreign com-
panies and other organizations, public or pri-
vate, real or fictional. Schools, churches,
swimming pools, community centers, musi-
cal groups, other affiliations.

• Miscellaneous: All other capitalized nouns
and noun phrases, such as works of art, prod-
ucts, events, printed materials, vessels and
other named means of transportation, etc.

4 Training and Evaluation

The training corpus was arranged into two sets
of different sizes, 100K and 200K tokens, each
split into training (80%), validation (10%) and test

W. embeddings Implicit External
Corpus size 100K 200K 100K 200K

PER 71.8 76.1 95.2 93.3
LOC 61.8 65.6 81.8 85.6
ORG 23.5 40.5 62.7 69.2
MISC 3.2 28.3 14.8 41.5
Overall 55.5 61.8 80.6 81.3

Table 2: F1 scores (%) of four different training
configurations.

(10%) sets. Four different models were trained
and evaluated, for the two different training set
sizes and for both implicitly and externally trained
word embeddings.

We pre-trained our own word embeddings of
200 dimensions using about 543 million tokens
from a large unlabelled corpus, the Icelandic Gi-
gaword Corpus (Steingrímsson et al., 2018), using
a Word2Vec architecture (Mikolov et al., 2013).

All the parameters in NeuroNER’s configura-
tion file, controlling the structure of the model,
along with the hyperparameters directed towards
the learning process, were left at their default
values. The only exception to this is the to-
ken_embedding_dimension parameter, controlling
the length of the word vectors. This value was in-
creased from 100 to 200 for the external word em-
beddings.

In the training, early stop was applied by default
when no improvement had been seen on the vali-
dation set for ten consecutive epochs. The model
used is based on the network weights taken from
the epoch where the F1 score last peaked for the
validation set.

Evaluation was done automatically by Neuro-
NER according to CoNLL practices, which means
that to score a true positive, both the NE category
and the token boundaries need to be correct.

The F1 scores for the models of the four train-
ing configurations, i.e. for the two training cor-
pora sizes, with implicit and external word embed-
dings, are shown in Table 2. The best performing
model is the one trained on 200K tokens and using
external pre-trained word embeddings, achieving
an overall F1 score of 81.3%.

5 Discussion

The results presented in Section 4 are promising,
especially given the few NEs found in the 200K
tokens of the training corpus (see Table 1).



Table 2 shows that, using implicitly trained
word embeddings, the F1 score increases consid-
erably when doubling the corpus size, i.e. from
55.5% to 61.8%. This was to be expected, as the
training set in the 100K token corpus only con-
tains around 80K tokens, and has thus a very lim-
ited number of NE examples to learn from. When
further increasing the training corpus, we expect
this trend to continue.

However, a more effective approach to in-
crease the accuracy proved to be incorporating
pre-trained word embeddings. In that case, the
F1 score increases to 81.3% when using the 200K
corpus. In what follows, we refer to this best per-
forming model as 200K_External.

Most studies on the benefits of word embed-
dings in NER tasks do not report more than a few
percent points increase in F1 score by introduc-
ing pre-trained word embeddings. Intuitively, we
deduce that the main reason we are experiencing
this huge benefit of pre-trained word embeddings
is the small size of our training corpus. For a small
training set, the model will more often encounter
unseen words in the test set. In our 200K cor-
pus, 60% of the incorrectly labeled words had not
been seen in the training set. When the large col-
lection of word embeddings is added to the pool,
the chances that a word is known increase substan-
tially.

Another reason as to why word embeddings
from a large external corpus are so beneficial for
our model may be the underlying language. Ice-
landic, a morphologically rich language, presents
special challenges for various NLP tasks, such
as NER. Nouns, generally the building blocks of
NEs, have up to 16 unique inflectional forms, and
verbs and adjectives can have over a hundred dif-
ferent forms. This greatly increases the vocabu-
lary size of a corpus, and causes a problem with
data sparsity, as pointed out by Demir and Özgür
(2014), for the case of Turkish and Czech. The im-
plication is that a NER system may not recognize a
NE in the test set even if it has seen it in a different
form in the training set.2 We could try to lemma-
tize the tokens in the training corpus and use the
normalized output for building the NER model,
but then we would lose important contextual in-
formation about the NEs and their neighbors. The

2For example, the Icelandic person name “Egill” (nom-
inative) may be tagged as such in the training set and then
appear as “Egil” (accusative),“Agli” (dative), or “Egils” (gen-
itive) in the test set.

pre-trained word embeddings contribute many ex-
amples to the model of different word forms that
do not appear in the training set, and the likelihood
of correctly labeling them increases as a result.

With a larger corpus, say by doubling it once
again, we believe, from the trend, that the F1

score without external embeddings might end up
between the earlier score (61.8%) and the one ob-
tained by 200K_External (81.3%). On the other
hand, the results with pre-trained embeddings in-
dicate a much slower increase in F1 score when
increasing the size of the corpus (from 80.6% to
81.3% when increasing the corpus size from 100K
to 200K). This might indicate that we are ap-
proaching the upper limit with regard to the F1

score.
NeuroNER has achieved 90.5% F1 score for

English on the CoNLL data set (Dernoncourt
et al., 2017). This English data set contains 35,089
NEs (Tjong Kim Sang and De Meulder, 2003)
whereas our 200K Icelandic training corpus con-
tains only 7,538 NEs. Therefore, we are optimistic
that increasing the training corpus size for Ice-
landic will further increase the overall F1 score, al-
beit we do not expect getting close to the score for
English, which is a morphologically simple lan-
guage compared to Icelandic.

5.1 Accuracy for Different Categories

Table 2 shows a considerable difference in the ac-
curacy of different categories. Especially promis-
ing are the results for the PER category, with F1

score of 93.3% for 200K_External. The recall
for PER is high, 94.85%, which means that only
about 5% of the person names in the test set were
not identified. Several factors may explain the top
performance in this category. Most importantly,
person names are by far the most frequent entity
type in the training corpus, almost double that of
the LOC and ORG categories (see Table 1). Per-
son names are often constructed in a similar man-
ner, with Icelandic full names usually composed of
one or two given names and a surname ending in
-son or -dóttir “daughter”. Furthermore, they are
almost always capitalized, and since they are not
unique (many people can have the same name),
each person name is bound to appear more often
than, for example, each organization name.

200K_External also performs quite well on the
LOC category (85.6%). It is the nature of a corpus
sampled from any geographic area that some lo-



Predicted categories
LOC MISC ORG PER O

LOC 161 3 11 8 5
MISC 7 87 26 14 68
ORG 19 6 174 4 21
PER 0 3 1 568 16

O 1 46 33 12 19,245

Table 3: Confusion matrix for the classification
of the test set in 200K_External. True categories
are shown vertically, predicted categories horizon-
tally. The O category denotes “outside”, i.e. that
the corresponding token is not a part of a NE.

cations appear more often than others, in this case
Ísland “Iceland” and Reykjavík, to name two of the
most common. This means that during testing, the
system is much more likely to label them correctly,
because they are likely to have been found during
training. Another property of place names is that
they tend to be single word entities, and are capi-
talized, with a few exceptions. As a result, detect-
ing word boundaries becomes less of a challenge.

The LOC and ORG categories are equally com-
mon in the corpus, but the accuracy for ORG
(69.2%) is significantly worse. In the ORG cat-
egory, word boundaries are a problem, as orga-
nizations are often composed of more than one
word, not necessarily capitalized, e.g. Samband
lífeyrisþega ríkis og bæja “Organization (of) pen-
sioners (of) state and towns”. Furthermore, some-
times it can be hard to decide whether an entity
is an organization name or a product, which may
cause overlap with the MISC category.

The MISC category was the most problematic
one for 200K_External, with F1 score of only
41.5%. Recall is particularly low (33.6%), mean-
ing many MISC entities are not found, and preci-
sion is not particularly high either (54.17%), thus
many entities are mislabeled.

The confusion matrix (see Table 3) from the
classification of the test set in 200K_External
shows how many of the tokens in the test set were
correctly labeled (the diagonal line running from
the top left corner to the bottom right), and where
mislabeling occurs. The MISC category contains
the most outliers, with a total of 115 NEs misla-
beled out of 202 in total. In the PER category
only 20 NEs out of 588 are mislabeled. There
are only around 1000 MISC entities in the whole
200K corpus, and a lot of variation in how they are

constructed, which makes detecting them harder,
even for human annotators. Some are long book or
movie titles, some are complicated product names
with numbers and hyphens, and there is no corre-
lation within the category. This is the category that
tends to score lowest in most NER models, but a
substantially larger corpus should lead to some im-
provement.

6 Conclusion

We have described work in progress consisting of
annotating the MIM-GOLD corpus for NEs and
using it to train a named entity recognizer based
on a BiLSTM model. By only categorizing about
20% of the NEs found in MIM-GOLD, the best
resulting model, enriched with external word em-
beddings, achieves an overall F1 score of 81.3%.
We are optimistic that we can further increase the
F1 score for Icelandic by increasing the training
corpus size. Currently, the number of NEs found
in our training corpus (7,538) is only about 1/5
of the training examples provided in the English
CoNLL data set.

In future work, we will continue categorizing
NEs in MIM-GOLD, such that we will be able
to use 100% of the corpus to train NER mod-
els for Icelandic. We are also working on adding
categories for numerical units, such as dates and
prices. The annotated corpus will be publicly re-
leased, in order to serve as a valuable asset for fur-
ther research on NER for Icelandic. The resulting
NER models will also be made available for public
use.

In addition to further developing our BiLSTM
model and testing different configurations, we in-
tend to develop models based on other ML tech-
niques, for the sake of comparison, as well as be-
ing able to combine various different classifiers.

As mentioned in Section 2, different word
and character representations have shown promise
when developing NER models. In this preliminary
work we used the Word2Vec architecture, which
resulted in a large improvement, but in the fu-
ture we intend to measure how some of the other
word and character representation methods com-
pare, e.g. contextual word embeddings such as
ELMo (Peters et al., 2018) and flair (Akbik et al.,
2018).
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Tomoko Ohta, Sophia Ananiadou, and Jun’ichi Tsu-
jii. 2012. brat: a Web-based Tool for NLP-Assisted
Text Annotation. In Proceedings of the Demonstra-
tions at the 13th Conference of the European Chap-
ter of the Association for Computational Linguistics,
Avignon, France.

Erik F. Tjong Kim Sang. 2002. Introduction to the
CoNLL-2002 Shared Task: Language-Independent

https://doi.org/10.1137/1.9781611974010.66
https://doi.org/10.1137/1.9781611974010.66
http://arxiv.org/abs/1103.0398
http://arxiv.org/abs/1103.0398
https://doi.org/10.1109/ICMLA.2014.24
https://doi.org/10.1109/ICMLA.2014.24
https://doi.org/10.1109/ICMLA.2014.24
https://doi.org/10.18653/v1/D17-2017
https://doi.org/10.18653/v1/D17-2017
https://doi.org/10.18653/v1/D17-2017
http://arxiv.org/abs/1606.03475
http://arxiv.org/abs/1606.03475
http://www.lrec-conf.org/proceedings/lrec2014/pdf/677_Paper.pdf
http://www.lrec-conf.org/proceedings/lrec2014/pdf/677_Paper.pdf
https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.18653/v1/N16-1030
https://doi.org/10.1.1.330.5629
https://doi.org/10.1.1.330.5629
http://arxiv.org/abs/arXiv:1301.3781
http://arxiv.org/abs/arXiv:1301.3781
https://doi.org/10.18653/v1/W17-1412
https://doi.org/10.18653/v1/W17-1412
https://doi.org/10.18653/v1/W17-1412
https://doi.org/10.18653/v1/W17-1412
https://www.aclweb.org/anthology/L18-1701
https://www.aclweb.org/anthology/L18-1701
https://www.aclweb.org/anthology/L18-1701
https://doi.org/10.1109/78.650093
https://doi.org/10.1109/78.650093
https://www.aclweb.org/anthology/L18-1690
https://www.aclweb.org/anthology/L18-1690
https://www.aclweb.org/anthology/E12-2021
https://www.aclweb.org/anthology/E12-2021
https://doi.org/10.3115/1118853.1118877
https://doi.org/10.3115/1118853.1118877


Named Entity Recognition. In Proceedings of
CoNLL-2002, Taipei, Taiwan.

Erik F. Tjong Kim Sang and Fien De Meulder.
2003. Introduction to the CoNLL-2003 Shared
Task: Language-Independent Named Entity Recog-
nition. In Proceedings of CoNLL-2003, Edmonton,
Canada.

Aðalsteinn Tryggvason. 2009. Named Entity Recog-
nition for Icelandic. Research report – Reykjavik
University.

Yonghui Wu, Jun Xu, Min Jiang, Yaoyun Zhang, and
Hua Xu. 2015. A Study of Neural Word Em-
beddings for Named Entity Recognition in Clini-
cal Text. AMIA Annual Symposium Proceedings,
2015:1326–33.

Vikas Yadav and Steven Bethard. 2018. A Survey
on Recent Advances in Named Entity Recognition
from Deep Learning models. In Proceedings of
the 27th International Conference on Computational
Linguistics, COLING 2018, Santa Fe, New Mexico,
USA.

Vilhjálmur Þorsteinsson, Hulda Óladóttir, and Hrafn
Loftsson. 2019. A Wide-Coverage Context-Free
Grammar for Icelandic and an Accompanying Pars-
ing System. In Proceedings of Recent Advances in
Natural Language Processing (to appear), RANLP
2019, Varna, Bulgaria.

https://doi.org/10.3115/1118853.1118877
https://doi.org/10.3115/1119176.1119195
https://doi.org/10.3115/1119176.1119195
https://doi.org/10.3115/1119176.1119195
http://europepmc.org/abstract/MED/26958273
http://europepmc.org/abstract/MED/26958273
http://europepmc.org/abstract/MED/26958273
https://www.aclweb.org/anthology/C18-1182
https://www.aclweb.org/anthology/C18-1182
https://www.aclweb.org/anthology/C18-1182

	Introduction
	Background
	NeuroNER
	NER for Icelandic

	Developing the Training Corpus
	Training and Evaluation
	Discussion
	Accuracy for Different Categories

	Conclusion

