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Abstract

In this study, we developed an automated al-
gorithm to provide feedback about the specific
content of non-native English speakers’ spo-
ken responses. The responses were sponta-
neous speech, elicited using integrated tasks
where the language learners listened to and/or
read passages and integrated the core content
in their spoken responses. Our models de-
tected the absence of key points considered to
be important in a spoken response to a par-
ticular test question, based on two different
models: (a) a model using word-embedding
based content features and (b) a state-of-the art
short response scoring engine using traditional
n-gram based features. Both models achieved
a substantially improved performance over the
majority baseline, and the combination of the
two models achieved a significant further im-
provement. In particular, the models were ro-
bust to automated speech recognition (ASR)
errors, and performance based on the ASR
word hypotheses was comparable to that based
on manual transcriptions. The accuracy and
F-score of the best model for the questions
included in the train set were 0.80 and 0.68,
respectively. Finally, we discussed possible
approaches to generating targeted feedback
about the content of a language learner’s re-
sponse, based on automatically detected miss-
ing key points.

1 Introduction

In this study, we propose an automated algorithm
which provides feedback about the specific con-
tent of non-native English speakers’ spoken re-
sponses. It is designed to help language learners
preparing for a speaking test that is part of an as-
sessment of English proficiency for academic pur-
poses. The speaking test includes questions elic-
iting spontaneous speech. In particular, the items
require language learners to read and/or listen to

stimulus materials and then integrate and repro-
duce the key content from the source materials into
their speaking performances (hereafter, integrated
tasks). Research in integrated task performance
(Brown et al., 2005; Cotos, 2011; Frost et al.,
2012; Xi, 2010) has shown that human raters pay
substantial attention to test-takers’ speech content.
A speaker’s performance is evaluated by the con-
tent completeness and accuracy of the reproduced
information, in addition to linguistic criteria in-
cluding fluency, pronunciation, grammar, and vo-
cabulary.

The current study investigated automated feed-
back through the dimension of content complete-
ness. This content-aspect of speech performance
refers to the degree to which an individual can pro-
cess, select, integrate, and reproduce key source
information into a subsequent oral response. The
ability to reproduce complete content represents
a critical aspect of integrated speaking task per-
formance and is evaluated by the number of key
points reproduced from the input materials (Frost
et al., 2012). Key points are brief descriptions of
content elements that test developers determine to
be important in responses to a particular test ques-
tion.

Providing feedback on content aspects of
speech can help language learners discern the
quality of their speech performance beyond lin-
guistic dimensions such as fluency or grammar.
This type of feedback is particularly relevant and
crucial when we consider integrated task perfor-
mance, because the ability to accurately and ade-
quately recreate the source materials is an essential
language skill required in real-world academic or
workplace contexts.

Despite the importance of content as a compo-
nent of speech, few studies have explored auto-
mated content feedback. To address this gap, we
aim to develop a content feedback algorithm. In
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this study, we trained automated models to detect
the absence of key points that are the core content
expected in correct answers. Next, we discussed
possible ways to generate content feedback based
on the output of the automated models.

2 Previous studies

In the past two decades, feedback has become a
central issue for second language education re-
search, and language teachers and researchers
have continued to identify guidelines and best
practices for providing learners with effective
feedback (Lyster et al., 2013). Advances in tech-
nology have led to increased research efforts in
developing automated feedback systems that can
support language learners (Xi, 2010). Automated
feedback systems can provide practical benefits,
such as making teaching and learning more in-
dividualized, efficient, and cost effective. How-
ever, research on automated feedback is still scarce
and primarily focused on aspects of learners’ writ-
ing performance, rather than speech (Cotos, 2011).
In automated feedback for spoken responses, pre-
vious studies focused on pronunciation (Franco
et al., 2010) and prosody (Eskenazi et al., 2007)
from restricted speech.

Automated scoring of, or automated feedback
generation about content in spontaneous speech is
a challenging task for a variety of reasons. First,
an automated speech recognition (ASR) system is
used to generate an automated transcription of a
spoken response as an input of the content fea-
ture generator. Errors at the ASR stage may neg-
atively affect the content features such that they
are noisy and distorted to some extent. Secondly,
and more importantly, spontaneous speech, unlike
read speech, is highly variable, and particular as-
pects of content can be expressed in many differ-
ent ways by different speakers. Consequently, rel-
atively few studies have explored content of spon-
taneous spoken responses. Xie et al. (2012) and
Cheng et al. (2014) assessed content using similar-
ity scores between test responses and highly pro-
ficient sample responses, based on content vector
analysis (CVA). Loukina and Cahill (2016) used a
content-scoring engine based on many sparse fea-
tures, such as unigrams and bigrams, trained on
a large corpus of existing responses. These stud-
ies were based on traditional character or word n-
grams. Recently, significant improvement in ASR
systems, semantic modeling technology based on

more advanced deep-neural networks (DNN), and
larger training data sets encouraged researchers
in the automated scoring field to explore content-
modeling for spoken responses. For instance,
Chen et al. (2018) and Qian et al. (2018) devel-
oped automated oral proficiency scoring models
using diverse neural models and achieved compa-
rable or superior performance to sophisticated lin-
guistic feature-based systems. In addition, Yoon
et al. (2018) and Rei and Cummins (2016) used
similarity scores between the prompt texts and test
responses based on word embeddings. Compared
to the traditional word-matching based method,
they have the advantage of capturing topical rele-
vance that is not based on specific, identical words.
However, these studies have focused only on scor-
ing, and based on our knowledge, no study has ex-
plored content feedback for spontaneous speech.

3 Overview of the approach

In order to address this gap, we developed an
automated algorithm which provides feedback
about content completeness for non-native speak-
ers’ spontaneous speech. Distinct from previous
content scoring approaches that look at correct-
ness of overall content by calculating similarity
scores with high-scoring responses, our algorithm
first determines absence of individual key points.
The absence of a key point signals an issue in
the content completeness of a spoken response.
Next, we provide a list of missing key points with
feedback about how to improve content complete-
ness to the speakers. Our approach is able to pro-
vide much more fine-grained and targeted feed-
back about the content of a response, as compared
to a traditional holistic approach.

In order to determine the absence of the key
points, we calculated similarity scores between a
spoken response and a key point using a short
response scoring engine (Heilman and Madnani,
2013) and new word-embedding based features.
The short response scoring engine generally re-
quires a sizable amount of response data for each
question to achieve a reliable performance. Col-
lecting question-specific data is a difficult task.
Thus, the word-embedding features, that do not re-
quire any sample responses for each question for
the feature training, have a strong advantage for
practical systems. We evaluated the algorithm in
two different conditions (questions in the training
data vs. questions not in the training data) and ex-
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plored the impact of a question-specific training
dataset.

4 Data

We used a collection of spoken responses from an
English proficiency assessment. 395 non-native
speakers with a wide range of proficiency lev-
els1 and from 52 different native language back-
grounds produced a total of 1, 185 responses.
Each response consisted of around one minute of
spontaneous speech. We used four forms2, and
each student responded to the questions on one
form. We collected approximately 100 speakers’
responses per form.

When producing the integrated speaking tasks
that were used for the current study, expert assess-
ment developers first generated a list of key points
to guide the creation of the reading and listen-
ing passages. These key points were provided to
and used by human raters to evaluate content com-
pleteness of the spoken responses. Six key points
were generated for each speaking task (henceforth,
Key Point 1 to Key Point 6).

Each key point generally consisted of one
complete sentence. Key Point 1 and 2 were
about the mentioning of the concepts introduced
in the source materials or the general opin-
ions voiced (i.e., agree or disagree with a situa-
tion/change/proposal). Depending on the nature
of the task questions, Key Point 3, 4, 5, and 6 in-
volved brief definitions of the concepts, reasons
provided for the opinions voiced, or detailed ex-
amples that illustrated the topics or concepts dis-
cussed. Key Point 1 and 2 were relatively straight-
forward whereas Key Point 3 to 6 contained more
elaborated content.

To give an idea of what the key points look like,
we provide one sample in Figure 1. Originally, a
question, a reading material, and a listening mate-
rial were one set, and there were three Key Points
for the reading material and three Key Points for
the listening material. Due to the page limit, we
provide only the question, the reading material,
and three Key Points relevant to the reading ma-
terial.

The human transcripts of the audio files were

1We selected approximately 100 speakers per A2, B1, B2,
and C1 levels based on Common European Framework of
Reference for Languages (CEFR).

2A form is a set of three questions, and we used four
forms. There were no question overlaps among different
forms. Thus, we used a total of 12 questions.

Figure 1: Question, reading material, and KPs

analyzed by three annotators who had back-
grounds in linguistics and language education. In
order to identify the Key Points that the students
included or omitted in their responses, a binary
scale, with 1 representing presence and 0 repre-
senting absence of each Key Point for the entire
response3, was used. The annotators paid atten-
tion to the ideas rather than the particular word-
ing in Key Points and assigned a score of 1 (pres-
ence of Key Point) when students’ conveyed the
Key Points in semantically legitimate variations,
not necessarily using identical expressions. The
three annotators went through multiple rounds of
training and calibration in order to establish inter-
rater reliability. In the initial rounds of train-
ing, when there were disagreements in the annota-
tion, the three annotators resolved the problematic
cases through discussions until exact agreements
were reached. After that, each annotator inde-
pendently annotated roughly even numbers of re-
sponses. The inter-rater agreement was relatively
strong, and Cohen’s kappa based on the 22% of
double-scored responses was 0.72. However, there
were large variations across different Key Points
and kappa ranged from 0.61 to 0.85. The number
of responses and distribution of Key Point score

3The annotators were not indicating the specific location
of the Key Points in the responses.
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are presented in Table 1.

5 Method

We used two different approaches to detect the ab-
sence of a Key Point in a spoken response. First,
we trained classifiers using a set of features that
calculate similarity scores between a student’s re-
sponse and a Key Point. Next, we trained auto-
mated models used for short response scoring.

5.1 Models based on word-embedding
features

First, both Key Points and transcriptions of stu-
dents’ responses were normalized by removing
stop words and disfluencies. After the normaliza-
tion process, the length of the Key Points and re-
sponses were reduced into 60% and 40% of the
original texts on average. After removing stop
words, the average number of words in responses
was 50.9 (based on the manual transcriptions) and
51.3 (based on the ASR hypotheses), respectively.

The number of words in the Key Point after
the normalization was 3.85 on average. In partic-
ular, Key Point 1 and Key Point 2 were shorter
than the other Key Points; the average number of
words for Key Point 1 was 2.08, while it was 5.58
for Key Point 6. For each Key Point, we first cre-
ated a word list containing all words (ALL) af-
ter the normalization. While some words (e.g.,
the topic or the concept name) appeared in mul-
tiple Key Points in the same question, some words
were unique to a particular Key Point. Under the
assumption that these unique words may be more
important for detecting the absence of the specific
Key Point, we created two additional word lists for
each Key Point: a unique word list (Unique) 4 and
a shared word list (Shared) that contained words
not in the unique list.

The response was segmented into a sequence of
word n-grams 5 with 5 words overlap between two
consecutive n-grams. For each n-gram, the sim-
ilarity with a particular Key Point was calculated
using the following three word-embedding based
metrics:

• Word Mover’s Distance (WM-distance):
This calculates a sum of the minimum dis-
tances between words in the two compared

4words unique to the particular Key Point when compar-
ing the 6 Key Points for a given question

5n = the number of words in a Key Point after the normal-
ization

strings (a key-point and an n-gram of the
response) where the distance between two
words was the Euclidean distance between
the two corresponding word vectors in the
embedding space (Kusner et al., 2015).

• Weighted word embeddings: This calcu-
lates a cosine similarity score between a Key
Point vector and a response n-gram vector.
The Key Point vector was an average of the
corresponding embedding vector with a tf-idf
weight for each word in the Key Point. The
n-gram vector was generated using the same
process.

• Query-document Similarity (QD): Re-
sponses are generally much longer than Key
Points and WM-distance may assign unfairly
low similarity scores to responses with extra
information. To address this issue, we use
metrics designed for information retrieval
(Kim et al., 2016). For each word in the
Key Point, the algorithm finds the word with
the maximum similarity from a response
n-gram, where the similarity score is the
cosine similarity between two corresponding
word embeddings. Finally, this metric uses
a sum of all maximum similarity scores
normalized by the Key Point length.

Next, we generated response-level features by
selecting the minimum and the maximum values
among all n-grams in a response. From 9 n-gram-
based features (3 Key Point word lists * 3 met-
rics), 18 values were selected for each response.
We used the publicly available word embedding
vectors trained on the Google News corpus by
Mikolov et al. (2013) for all word-embedding
based features, and WM-distance implementation
in the gensim package (Rehurek and Sojka, 2010)
for WM-distance calculation.

Finally, we trained a binary classifier us-
ing response-level features with human Key
Point scores as class labels. A total of 6 binary
classifiers (one per Key Point) were trained using
the random forest classifier algorithm6 in scikit-
learn (Pedregosa et al., 2011).

6During a pilot experiment, multiple machine learning al-
gorithms such as decision tree, Support Vector Machine, Ad-
aBoost were tested, and the random forest classifier was se-
lected based on the consistently high performance.
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CEFR # speakers # responses # ratings
Percentage of Key Point absence (score = 0)
All KP1 KP2 KP3 KP4 KP5 KP6

A2 95 285 1710 63 48 60 60 65 71 73
B1 100 300 1800 43 32 39 38 49 48 51
B2 100 300 1800 28 21 28 17 34 32 37
C1 100 300 1800 19 22 20 11 19 15 26
Total 395 1185 7110 31 37 31 42 41 47 38

Table 1: Data size and Key Point (KP) distribution by proficiency levels

5.2 Models based on the content scoring
engine

We used an automated scoring system that
achieved state-of-the-art performance in scoring
content of short text responses (Heilman and Mad-
nani, 2013) (hereafter, c-rater). This is also the
same system used in Loukina and Cahill (2016).

The system first generated sparse lexicalized
features including word and character n-gram fea-
tures and syntactic dependency features. Unlike
the word-embedding features, we used an entire
spoken response as an input for the feature gener-
ator. Finally, we trained a Support Vector Regres-
sor with a radial basis function kernel for each Key
Point, resulting in a total of 6 regression models.
Each model was a generic model that was trained
on all 12 questions7.

6 Experiment

The speakers were partitioned into two sets: train
(49%), and test sets (51%). All responses from
the same speaker belonged to one set, and thus
the train and test sets did not share any speakers.
The percentage of each form and speakers’ profi-
ciency levels were similar in each set. In order to
investigate the impact of a question-specific train-
ing dataset, we conducted 4-fold cross-validation.
As described in Section 4, the data was comprised
of four forms (with three questions on each form).
For each fold, three forms were used as the “seen
form”, and the remaining form was used as the
“unseen form”. The model was trained only on
the seen form responses in the training partition.

7We also trained a separate regression model for each
question of each Key Point, resulting in 6 × 12 = 72 mod-
els (question-specific models). Because the overall perfor-
mance of the question-specific models were not superior to
the generic models, we reported only the generic model-
based results. In a future study using a much larger numbers
of questions, we will conduct more rigorous comparisons be-
tween the generic models and the question-specific models
and select the final models.

During evaluation, the model was evaluated on
the seen form responses and the unseen form re-
sponses, separately. In the results section, we re-
port the average of the four-folds.

We used two different transcription methods:
manual transcriptions by professional transcribers
and automated transcriptions by an ASR system
trained on non-native speakers’ speech. We used a
gender-independent acoustic model (AM) trained
on 800 hours of spoken responses covering over
100 native languages across 8,900 speakers using
the Kaldi toolkit (Povey et al., 2011). A DNN-
HMM model was adapted to test takers with fM-
LLR and i-vectors. The language model (LM) was
a trigram model trained using the same dataset
used for AM training. This ASR system achieved
a Word Error Rate of 18.5% on 600 held-out re-
sponses. Detailed information about the ASR sys-
tem is provided in Qian et al. (2016). In or-
der to compare the performance of the content
features with c-rater, we trained three models:
EMB (model based on word-embedding features),
c-rater (model based on the c-rater engine), and
CMB (combination of two models). For CMB, we
averaged the probabilities generated by EMB and
c-rater with 0.5 as a decision boundary. Finally,
for each transcription mode, we trained 18 binary
classifiers.

7 Results

7.1 Performance on Seen form
Table 2 provides performance of the models on the
seen forms where all questions in the test set ap-
peared in the train set. The models were evalu-
ated in terms of accuracy, F-score, and Cohen’s
kappa for detecting absence of the Key Points.
We reported the average performance for 6 Key
Points. In this study, the accuracy of the majority
class baseline (classifying all responses as the Key
Point presented) was 64% since the proportion of
the responses without Key Point was 36% on av-
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erage.

Model accuracy F-score κ

Manual
EMB 0.77 0.65 0.47
c-rater 0.76 0.65 0.43
CMB 0.79 0.69 0.51

ASR
EMB 0.77 0.64 0.46
c-rater 0.75 0.63 0.42
CMB 0.80 0.68 0.51

Table 2: Average performance of six Key Points on
seen form

For the experiment using the manual transcrip-
tions, both the EMB and c-rater models achieved
substantial improvement over the majority base-
line. The performance of the EMB model was
comparable to the c-rater model, and the com-
bination of the two models resulted in further
improvement. The accuracy and F-score of the
CMB model were 0.79 and 0.69, respectively.

The results based on the ASR word hypothe-
ses were comparable to those based on the man-
ual transcriptions; the accuracy of the CMB model
was 0.80 (0.79 for the manual transcription-based
results) and F-score was 0.68 (0.69 for the man-
ual transcription-based results). The EMB model
achieved a slightly better performance than the c-
rater model.

7.2 Performance on Unseen form

Table 3 provides the performance of the models on
the unseen form where all questions in the test set
did not appear in the train set.

Model accuracy F-score κ

Manual
EMB 0.71 0.56 0.35
c-rater 0.61 0.56 0.23
CMB 0.71 0.61 0.37

ASR
EMB 0.71 0.54 0.33
c-rater 0.61 0.55 0.23
CMB 0.71 0.60 0.36

Table 3: Average performance of six Key Points on un-
seen form

The performance of models for the unseen
forms was substantially lower than that for the
seen forms. For the manual transcription-based
results, the accuracy and the F-score of the
CMB model were 0.71 and 0.61, respectively, ap-
proximately 0.07 ∼ 0.08 lower than the results on
the seen form. Notably, the performance drop of

the c-rater model was much larger than that of the
EMB model, and the accuracy of the c-rater model
was lower than the majority baseline. The per-
formance of the EMB model was relatively better
than the c-rater model, but it was still substantially
lower than the performance on the seen forms. Fi-
nally, the combination of the two models resulted
in a slight improvement in the F-score, but not in
accuracy. The results based on the ASR word hy-
potheses were comparable to those based on the
manual transcriptions.

The low performance of the c-rater models for
the unseen form was somewhat expected. The
models learned characteristic n-grams of specific
Key Points from the training data. The Key Points
in this study were largely different by questions,
and these characteristic n-grams for one ques-
tion may not be useful for other questions. The
EMB models, however, did not directly use the
n-gram patterns in the training data. Instead,
they calculated the similarity scores between Key
Points and responses using the word-embeddings-
based metrics and the train set was only used to de-
termine the relationships between these features.
This difference resulted in the performance differ-
ence between the two models on the unseen forms.

In summary, the models were relatively ro-
bust to the ASR errors, and performance based
on the ASR hypotheses was comparable to the
manual-transcription-based performance when us-
ing a high performing ASR system. Feedback
that relies on manual transcription may be a crit-
ical challenge, or not even a feasible option, for
automated feedback systems used for large-scale
learning programs. Therefore, the robustness to
the ASR errors is an important advantage of our
method. In contrast, unseen questions had a strong
negative impact on the models, and the perfor-
mance of the best performing model (CMB model)
decreased substantially when using the unseen
questions. This may raise an important challenge
to adding new questions in an operational learning
program; in order to add new questions without
lowering system performance, a sizable amount of
responses may need to be annotated for each ques-
tion.

8 Discussion

The proposed models achieved promising perfor-
mance in detecting missing Key Points from re-
sponses to the questions included in the training
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set. However, their performance was meaningfully
lower than the performance of human raters; the
κ between the algorithm and the human rater was
0.52, while the κ between two human raters was
0.72.

In this study, the raters did not penalize stu-
dents who did not use the exact wordings in the
Key Points; if a response contained a semantically
comparable sentence to a Key Point, then the Key
Point was considered to be present in the response.
This approach may increase the difficulty of auto-
mated detection. In order to investigate how fre-
quently students used expressions different from
Key Points, we calculated a ratio of Key Point
words that appeared in a response to all words
in a particular Key Point (hereafter, Key Point ra-
tio). For instance, if a Key Point is comprised of 5
words and only 2 words appear in a response, then
the Key Point ratio is 0.4, and it roughly suggests
that 3 words in the Key Point are realized in differ-
ent expressions. If the Key Point ratios are gener-
ally low for the Key Point-present responses, then
it suggests that students frequently use expressions
other than those in the Key Point. We calculated
Key Point ratio for each response using the manual
transcription after the normalization process. Ta-
ble 4 presents the average of the Key Point ratio.

Key Point type Proportion of Key Point
words in responses

Key Point 1 0.69
Key Point 2 0.54
Key Point 3 0.60
Key Point 4 0.49
Key Point 5 0.41
Key Point 6 0.51

Table 4: Average of the Key Point ratios for the Key
Point-present responses

The average of the ratios for Key Point-present
responses was 0.54. It ranged from 0.41 to 0.69.
This suggests that around half of the words in the
Key Points were realized in the different wordings
in these responses.

In order to understand the reason for the rela-
tively low use of the exact wordings, we selected
a subset of Key Point-present responses with low
Key Point ratio and analyzed how the Key Points
were expressed. Figure 2 shows one Key Point
and two sample responses. For the responses, we
provide only the segments that are relevant to the

specific Key Point.

Figure 2: Sample Key Point and responses

Example 1 contained 3 Key Point words
(“need”, “time”, “books”), and “reference”,
“longer” were realized in their morphological vari-
ations (“refer”, “long”). “papers”, “students”,
“use”, and “period” were replaced with contextu-
ally legitimate expressions (e.g., “research assign-
ments” for “papers”) or omitted. In example 2, the
Key Point was realized in very different wordings.
For instance, the core concepts, “use books for pa-
pers” and “need the reference”, were expressed
as “writing a paper” and “need to go back to the
book”, respectively. In particular, spontaneous
non-native speech includes frequent grammatical
or vocabulary usage errors, and this results in even
wider variations in the realization of Key Points
in their responses. The Key Point in this study
was generally short and 38 Key Point (53%) con-
tained less than 3 content word types. The short
Key Point length may increase the difficulty of au-
tomated detection further, since the impact of re-
placing one Key Point word with different word-
ings is large.

This analysis further motivates use of the word-
embedding based features. In contrast to tradi-
tional lexical similarity features, which are limited
to a reliance on exact word matching, the word
embedding features have the advantage of captur-
ing topically relevant words that are not identi-
cal. The students’ responses frequently included
semantically legitimate expressions that were not
same words with Key Points, and this has resulted
in improvements over systems using only tradi-
tional lexical similarity features.
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9 Targeted feedback based on the
missing Key Points

In this section, we will discuss our future plan
about how to generate targeted feedback based on
the automated Key Point scores. There are sev-
eral reasons that language learners may miss the
key information from the source materials. When
a student misses a key point, it may be an issue of
reading and/or listening comprehension difficulty,
or it could be an indication of lower speaking pro-
ficiency. When a language learner processes, se-
lects, and synthesizes the key information from the
source materials, the individual will need to recre-
ate the key points using their linguistic knowl-
edge to generate the speech content. If a speaker
does not possess the required linguistic knowledge
to produce a full response, a speaker may repro-
duce inaccurate or inadequate key points. In ad-
dition, previous research has suggested that read-
ing and/or listening to source materials and repro-
ducing them in an assessment context is a cogni-
tively taxing task, especially for lower-proficiency
students (Brown et al., 2005). This implies that
some learners may not have the necessary linguis-
tic working memory capacity to retain all the de-
tailed information they read or heard that would
enable them to reproduce the key information sat-
isfactorily. Thus, providing feedback about miss-
ing key points can be helpful and revealing be-
cause it indicates the gaps in spoken summaries
or responses.

To address this need, our preliminary feedback
algorithm provides targeted feedback about the
missing Key Points. Specifically, the feedback is
comprised of four parts: (a) source materials, (b)
a language learner’s response, (c) actionable in-
structions, and (d) sample responses.

The first part (source materials) provides the lis-
tening passage and/or the reading passage of the
question. The expert assessment developers an-
notate sentences relevant to each Key Point from
the source materials, and the algorithm stores this
information in advance. During feedback gener-
ation, the algorithm first automatically identifies
Key Points missing from a response and displays
the source materials relevant to the missing Key
Points.

The second part (a language learner’s response)
provides a function for the language learner to re-
play their own responses. Listening to his or her
own responses while paying attention to the miss-

ing Key Points provided in the first part may help
the test taker to understand the gaps in the re-
sponse better. Optionally, the algorithm provides
the ASR-based transcriptions of the responses.

For the third part, the algorithm first classifies a
response into a sub-group based on the automated
Key Point scores and provides feedback prepared
for the particular group. The Key Points in this
study were designed in a highly structured way,
and each Key Point was tied to specific skill ar-
eas (e.g., listening and reading) or tasks (e.g., de-
fine a concept, express his/her position about the
proposal). Thus, the combination of the Key Point
scores for each response may reveal specific weak-
nesses of the language learner. For instance, a high
proportion of missing Key Points related to the
listening passage may indicate that the language
learner has a weakness with regard to listening or
integrating information from listening into speak-
ing. The algorithm stores actionable instructions
prepared based on these language learners’ char-
acteristics for each group. In addition, when ap-
plying the feedback algorithm with an automated
proficiency scoring system, it further classifies a
response into a sub-group based on an automati-
cally detected proficiency level and provides feed-
back prepared for the particular proficiency level.
The algorithm may provide different instructions
for different proficiency levels, and this enables us
to provide simpler and easier instructions for be-
ginners while more complicated and sophisticated
instructions are provided for the intermediate or
advanced learners.

Finally, the fourth part (samples) provides rep-
resentative samples from highly proficient lan-
guage learners. The algorithm also provides ex-
planations about how Key Points are expressed in
their responses and what their strengths are. Op-
tionally, the algorithm may provide some samples
from low proficiency language learners with ex-
planations about their weaknesses.

10 Conclusions

In this study, we aim to develop an automated con-
tent feedback algorithm for spontaneous speech
from non-native English speakers. The algorithm
was designed for integrated tasks where language
learners listen to and/or read the passages and in-
tegrate the key content in their spoken responses.
Focusing on the content completeness, the algo-
rithm generated automated Key Point scores and
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provided targeted feedback about the missing Key
Points. It achieved promising performance for
questions included in the training data and also
was robust to ASR errors. In future work, we will
conduct a user study and investigate whether our
content feedback system could lead to improve-
ment in learners integrated speaking task perfor-
mance.
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