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Abstract

Technologies for abusive language detection
are being developed and applied with little
consideration of their potential biases. We ex-
amine racial bias in five different sets of Twit-
ter data annotated for hate speech and abusive
language. We train classifiers on these datasets
and compare the predictions of these classi-
fiers on tweets written in African-American
English with those written in Standard Amer-
ican English. The results show evidence of
systematic racial bias in all datasets, as classi-
fiers trained on them tend to predict that tweets
written in African-American English are abu-
sive at substantially higher rates. If these abu-
sive language detection systems are used in the
field they will therefore have a disproportion-
ate negative impact on African-American so-
cial media users. Consequently, these systems
may discriminate against the groups who are
often the targets of the abuse we are trying to
detect.

1 Introduction

Recent work has shown evidence of substantial
bias in machine learning systems, which is typi-
cally a result of bias in the training data. This in-
cludes both supervised (Blodgett and O’Connor,
2017; Tatman, 2017; Kiritchenko and Moham-
mad, 2018; De-Arteaga et al., 2019) and unsuper-
vised natural language processing systems (Boluk-
basi et al., 2016; Caliskan et al., 2017; Garg et al.,
2018). Machine learning models are currently be-
ing deployed in the field to detect hate speech and
abusive language on social media platforms in-
cluding Facebook, Instagram, and Youtube. The
aim of these models is to identify abusive lan-
guage that directly targets certain individuals or
groups, particularly people belonging to protected
categories (Waseem et al., 2017). Bias may reduce
the accuracy of these models, and at worst, will

mean that the models actively discriminate against
the same groups they are designed to protect.

Our study focuses on racial bias in hate speech
and abusive language detection datasets (Waseem,
2016; Waseem and Hovy, 2016; Davidson et al.,
2017; Golbeck et al., 2017; Founta et al., 2018),
all of which use data collected from Twitter. We
train classifiers using each of the datasets and use
a corpus of tweets with demographic information
to compare how each classifier performs on tweets
written in African-American English (AAE) ver-
sus Standard American English (SAE) (Blodgett
et al., 2016). We use bootstrap sampling (Efron
and Tibshirani, 1986) to estimate the proportion
of tweets in each group that each classifier as-
signs to each class. We find evidence of systematic
racial biases across all of the classifiers, with AAE
tweets predicted as belonging to negative classes
like hate speech or harassment significantly more
frequently than SAE tweets. In most cases the bias
decreases in magnitude when we condition on par-
ticular keywords which may indicate membership
in negative classes, yet it still persists. We expect
that these biases will result in racial discrimina-
tion if classifiers trained on any of these datasets
are deployed in the field.

2 Related works

Scholars and practitioners have recently been de-
voting more attention to bias in machine learn-
ing models, particularly as these models are be-
coming involved in more and more consequen-
tial decisions (Athey, 2017). Bias often de-
rives from the data used to train these mod-
els. For example, Buolamwini and Gebru (2018)
show how facial recognition technologies per-
form worse for darker-skinned people, particularly
darker-skinned women, due to the disproportion-
ate presence of white, male faces in the training
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data. Natural language processing systems also in-
herit biases from the data they were trained on. For
example, in unsupervised learning, word embed-
dings often contain biases (Bolukbasi et al., 2016;
Caliskan et al., 2017; Garg et al., 2018) which
persist even after attempts to remove them (Go-
nen and Goldberg, 2019). There are many ex-
amples of bias in supervised learning contexts:
YouTube’s captioning models make more errors
when transcribing women (Tatman, 2017), AAE
is more likely to be misclassified as non-English
by widely used language classifiers (Blodgett and
O’Connor, 2017), numerous gender and racial bi-
ases exist in sentiment classification systems (Kir-
itchenko and Mohammad, 2018), and errors in
both co-reference resolution systems and occupa-
tional classification models reflect gendered occu-
pational patterns (Zhao et al., 2018; De-Arteaga
et al., 2019).

While hate speech and abusive language detec-
tion has become an important area for natural lan-
guage processing research (Schmidt and Wiegand,
2017; Waseem et al., 2017; Fortuna and Nunes,
2018), there has been little work addressing the
potential for these systems to be biased. The dan-
ger posed by bias in such systems is, however, par-
ticularly acute, since it could result in negative im-
pacts on the same populations the systems are de-
signed to protect. For example, if we mistakenly
consider speech by a targeted minority group as
abusive we might unfairly penalize the victim, but
if we fail to identify abuse against them we will be
unable to take action against the perpetrator. Al-
though no model can perfectly avoid such prob-
lems, we should be particularly concerned about
the potential for such models to be systematically
biased against certain social groups, particularly
protected classes.

A number of studies have shown that false pos-
itive cases of hate speech are associated with the
presence of terms related to race, gender, and
sexuality (Kwok and Wang, 2013; Burnap and
Williams, 2015; Davidson et al., 2017). While
not directly measuring bias, prior work has ex-
plored how annotation schemes (Davidson et al.,
2017) and the identity of the annotators (Waseem,
2016) might be manipulated to help to avoid bias.
Dixon et al. (2018) directly measured biases in
the Google Perspective API classifier,1 trained on
data from Wikipedia talk comments, finding that

1https://www.perspectiveapi.com

it tended to give high toxicity scores to innocuous
statements like “I am a gay man”. They called this
“false positive bias”, caused by the model over-
generalizing from the training data, in this case
from examples where “gay” was used pejoratively.
They find that a number of such “identity terms”
are disproportionately represented in the examples
labeled as toxic. Park et al. (2018) build upon this
study, using templates to study gender differences
in performance across two hate speech and abusive
language detection datasets. They find that classi-
fiers trained on these data tend to perform worse
when female identity terms used, indicating gen-
der bias in performance. Wiegand et al. (2019)
identify more general biases due to the sampling
procedures used to collect training data, result-
ing in classifiers associating innocuous topics like
sports with abusive language. We build upon this
work by auditing a series of abusive language and
hate speech detection datasets for racial biases.
We evaluate how classification models trained on
these datasets perform in the field, comparing their
predictions for tweets written in language used by
whites or African-Americans.

3 Research design

3.1 Hate speech and abusive language
datasets

We focus on Twitter, the most widely used data
source in abusive language research. We use all
available datasets where tweets are labeled as var-
ious types of abuse and are written in English.
We now briefly describe each of these datasets in
chronological order.

Waseem and Hovy (2016) collected 130k tweets
containing one of seventeen different terms or
phrases they considered to be hateful. They then
annotated a sample of these tweets themselves,
using guidelines inspired by critical race theory.
These annotators were then reviewed by “a 25 year
old woman studying gender studies and a nonac-
tivist feminist” to check for bias. This dataset con-
sists of 16,849 tweets labeled as either racism, sex-
ism, or neither. Most of the tweets categorized
as sexist relate to debates over an Australian TV
show and most of those considered as racist are
anti-Muslim.

To account for potential bias in the previous
dataset, Waseem (2016) relabeled 2876 tweets in
the dataset, along with a new sample from the
tweets originally collected. The tweets were anno-

https://www.perspectiveapi.com
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tated by “feminist and anti-racism activists”, based
upon the assumption that they are domain-experts.
A fourth category, racism and sexism was also
added to account for the presence of tweets which
exhibit both types of abuse. The dataset contains
6,909 tweets.

Davidson et al. (2017) collected tweets con-
taining terms from the Hatebase,2 a crowdsourced
hate speech lexicon, then had a sample coded by
crowdworkers located in the United States. To
avoid false positives that occurred in prior work
which considered all uses of particular terms as
hate speech, crowdworkers were instructed not to
make their decisions based upon any words or
phrases in particular, no matter how offensive, but
on the overall tweet and the inferred context. The
dataset consists of 24,783 tweets annotated as hate
speech, offensive language, or neither.

Golbeck et al. (2017) selected tweets using ten
keywords and phrases related to anti-black racism,
Islamophobia, homophobia, anti-semitism, and
sexism. The authors developed a coding scheme
to distinguish between potentially offensive con-
tent and serious harassment, such as threats or hate
speech. After an initial round of coding, where
tweets were assigned to a number of different cat-
egories, they simplified their analysis to include
a binary harassment or non-harassment label for
each tweet. The dataset consists of 20,360 tweets,
each hand-labeled by the authors.3

Founta et al. (2018) constructed a dataset in-
tended to better approximate a real-world setting
where abuse is relatively rare. They began with
a random sample of tweets then augmented it by
adding tweets containing one or more terms from
the Hatebase lexicon and that had negative sen-
timent. They criticized prior work for defining
labels in an ad hoc manner. To develop a more
comprehensive annotation scheme they initially
labeled a sample of tweets, allowing each tweet
to belong to multiple classes. After analyzing the
overlap between different classes they settled on
a coding scheme with four distinct classes: abu-
sive, hateful, spam, and normal. We use a dataset
they published containing 91,951 tweets coded
into these categories by crowdworkers.4

2https://hatebase.org/
3The paper describes 35k tweets but there were many du-

plicates in this dataset which were removed from the dataset
the authors made available.

4They describe 80k tweets in the paper but more tweets
were added to the dataset released by the authors. Some of
the tweets in this dataset are duplicates: if all versions of a

Dataset Class Precision Recall F1
W. & H. Racism 0.73 0.79 0.76

Sexism 0.69 0.73 0.71
Neither 0.88 0.85 0.86

W. Racism 0.56 0.77 0.65
Sexism 0.62 0.73 0.67
R. & S. 0.56 0.62 0.59
Neither 0.95 0.92 0.94

D. et al. Hate 0.32 0.53 0.4
Offensive 0.96 0.88 0.92
Neither 0.81 0.95 0.87

G. et al. Harass. 0.41 0.19 0.26
Non. 0.75 0.9 0.82

F. et al. Hate 0.33 0.42 0.37
Abusive 0.87 0.88 0.88
Spam 0.5 0.7 0.58
Neither 0.88 0.77 0.82

Table 1: Classifier performance

3.2 Training classifiers
For each dataset we train a classifier to predict
the class of unseen tweets. We use regularized
logistic regression with bag-of-words features, a
commonly used approach in the field. While we
expect that we could improve predictive perfor-
mance by using more sophisticated classifiers, we
expect that any bias is likely a function of the train-
ing data itself rather than the classifier. Moreover,
although features like word embeddings can work
well for this task (Djuric et al., 2015) we wanted
to avoid inducing any bias in our models by using
pre-trained embeddings (Park et al., 2018).

We pre-process each tweet by removing ex-
cess white-space and replacing URLs and men-
tions with placeholders. We then tokenize them,
stem each token, and construct n-grams with a
maximum length of three. Next we transform each
dataset into a TF-IDF matrix, with a maximum of
10,000 features. We use 80% of each dataset to
train models and hold out the remainder for val-
idation. Each model is trained using stratified 5-
fold cross-validation. We conduct a grid-search
over different regularization strength parameters
to identify the best performing model. Finally,
for each dataset we identify the model with the
best average F1 score and retrain it using all of
the training data. The performance of these mod-
els on the 20% held-out validation data is reported
in Table 1. Overall we see varying performance
across the classifiers, with some performing much
better out-of-sample than others. In particular, we
see that hate speech and harassment are particu-

duplicated tweet were coded in the same way by the majority
of coders we retained one copy and deleted the rest; if the
labels disagreed we removed all copies.

https://hatebase.org/
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larly difficult to detect. Since we are primarily in-
terested in within classifier, between corpora per-
formance, any variation between classifiers should
not impact our results.

3.3 Race dataset

We use a dataset of tweets labeled by race
from Blodgett et al. (2016) to measure racial bi-
ases in these classifiers. They collected geo-
located tweets in the U.S. and matched them
with demographic data from the Census on the
population of non-Hispanic whites, non-Hispanic
blacks, Hispanics, and Asians in the block group
where the tweets originated. They then identified
words associated with particular demographics
and trained a probabilistic mixed-membership lan-
guage model. This model learns demographically-
aligned language models for each of the four de-
mographic categories and is used to calculate the
posterior proportion of language from each cate-
gory in each tweet. Their validation analyses in-
dicate that tweets with a high posterior propor-
tion of non-Hispanic black language exhibit lex-
ical, phonological, and syntactic variation consis-
tent with prior research on AAE. Their publicly-
available dataset contains 59.2 million tweets.

We define a user as likely non-Hispanic black if
the average posterior proportion across all of their
tweets for the non-Hispanic black language model
is ≥ 0.80 (and ≤ 0.10 Hispanic and Asian com-
bined) and as non-Hispanic white using the same
formula but for the white language model.5 This
allows us to restrict our analysis to tweets writ-
ten by users who predominantly use one of the
language models. Due to space constraints we
discard users who predominantly use either the
Hispanic or the Asian language model. This re-
sults in a set of 1.1m tweets written by people
who generally use non-Hispanic black language
and 14.5m tweets written by users who tend to use
non-Hispanic white language. Following Blod-
gett and O’Connor (2017), we call these datasets
black-aligned and white-aligned tweets, reflecting
the fact that they contain language associated with
either demographic category but which may not all

5We use this threshold following Blodgett and O’Connor
(2017) and after consulting with the lead author. While these
cut-offs should provide high confidence that the users tend to
use AAE or SAE, and hence serve as a proxy for race, it is im-
portant to note that not all African-Americans use AAE and
that not all AAE users are African-American, although use of
the AAE dialect suggests a social proximity to or affinity for
African-American communities (Blodgett et al., 2016)

be produced by members of these categories. We
now describe how we use these data in our exper-
iments.

3.4 Experiments

We examine whether the probability that a tweet
is predicted to belong to a particular class varies
in relation to the racial alignment of the language
it uses. The null hypothesis of no racial bias is
that the probability a tweet will belong to a neg-
ative class is independent of the racial group the
tweet’s author is a member of. Formally, for class
ci, where ci = 1 denotes membership in the class
and ci = 0 the opposite, we aim to test HN :
P (ci = 1|black) = P (ci = 1|white). If P (ci =
1|black) > P (ci = 1|white) and the difference is
statistically significant then we can reject the null
hypothesis HN in favor of the alternative hypothe-
sis HA that black-aligned tweets are classified into
ci at a higher rate than white-aligned tweets. Con-
versely, if P (ci = 1|black) < P (ci = 1|white)
we can conclude that the classifier is more likely
to classify white-aligned tweets as ci. We should
expect that white-aligned tweets are more likely
to use racist language or hate speech than black-
aligned tweets, given that African-Americans are
often targeted with racism and hate speech by
whites. However for some classes like sexism we
have no reason to expect there to be racial differ-
ences in either direction.

To test this hypothesis we use bootstrap sam-
pling (Efron and Tibshirani, 1986) to estimate the
proportion of tweets in each dataset that each clas-
sifier predicts to belong to each class. We draw
n random samples with replacement of k tweets
from each of the two race corpora, where n = k =
1000. For each sample we use each classifier to
predict the class membership of each tweet, then
store the proportion of tweets that were assigned
to each class, pi. For each classifier-class pair,
we thus obtain a pair of vectors, one for each cor-
pus, each containing n sampled proportions. The
bootstrap estimates for the proportion of tweets
belonging to class i for each group, ̂piblack and̂piwhite

, are calculated by taking the mean of the
elements in each vector: 1

n

∑n
j=1 pij . We then use

a t-test to test whether ̂piblack = ̂piwhite
. We also

calculate the ratio
̂piblack̂piwhite

, which shows the mag-

nitude of any difference. Values greater than 1 in-
dicate that black-aligned tweets are classified as
belonging to class i at a higher rate than white-
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Dataset Class ̂piblack ̂piwhite t p
̂piblack̂piwhite

Waseem and Hovy Racism 0.001 0.003 -20.818 *** 0.505
Sexism 0.083 0.048 101.636 *** 1.724

Waseem Racism 0.001 0.001 0.035 1.001
Sexism 0.023 0.012 64.418 *** 1.993
Racism and sexism 0.002 0.001 4.047 *** 1.120

Davidson et al. Hate 0.049 0.019 120.986 *** 2.573
Offensive 0.173 0.065 243.285 *** 2.653

Golbeck et al. Harassment 0.032 0.023 39.483 *** 1.396
Founta et al. Hate 0.111 0.061 122.707 *** 1.812

Abusive 0.178 0.080 211.319 *** 2.239
Spam 0.028 0.015 63.131 *** 1.854

Table 2: Experiment 1
We focus on the “negative” classes so other classes have been omitted. Stars indicate level of statistical significance. ∗ ∗ ∗ =
p < 0.001. No stars indicates p > 0.05.

aligned tweets.
We also conduct a second experiment, where

we assess whether there is racial bias conditional
upon a tweet containing a keyword likely to be
associated with a negative class. While differ-
ences in language will undoubtedly remain, this
should help to account for the possibility that re-
sults in Experiment 1 are driven by differences in
the true distribution of the different classes of in-
terest, or of words associated with these classes,
in the two corpora. For classifier c and cate-
gory i, we evaluate HN : P (ci = 1|black, t) =
P (ci = 1|white, t) for a given term t. We con-
duct this experiment for two different terms, each
of which occurs frequently enough in the data to
enable our bootstrapping approach. We select the
term “n*gga”, since it is a particularly prevalent
source of false positives for hate speech detection
(Kwok and Wang, 2013; Davidson et al., 2017;
Waseem et al., 2018).6 In this case, we expect
that tweets containing the word should be classi-
fied as more negative when used by whites, thus
HA1 : P (ci = 1|black, t) < P (ci = 1|white, t).
The other alternative, HA2 : P (ci = 1|black, t) >
P (ci = 1|white, t) would indicate that black-
aligned tweets containing the term are penalized
at a higher rate than comparable white-aligned
tweets. We also assess the results for the word
“b*tch” since it is a widely used sexist term, which
is often also used casually, but we have no the-
oretical reason to expect there to be racial dif-

6We also planned to conduct the same analysis using the
“-er” suffix, however the sample was too small, with the
word being used in 555 tweets in the white-aligned corpus
(0.004%) and 61 in the black-aligned corpus (0.005%).

ferences in its usage. The term “n*gga” was
used in around 2.25% of black-aligned and 0.15%
of white-aligned tweets. The term “b*tch” was
used in 1.7% of black-aligned and 0.5% of white-
aligned tweets. The substantial differences in the
distributions for these two terms alone are con-
sistent with our intuition that some of the results
in Experiment 1 may be driven by differences in
the frequencies of words associated with negative
classes in the training datasets. Since we are using
a subsample of the available data, we use smaller
bootstrap samples, drawing k = 100 tweets each
time.

4 Results

The results of Experiment 1 are shown in Ta-
ble 2. We observe substantial racial disparities in
the performance of all classifiers. In all but one
of the comparisons, there are statistically signifi-
cant (p < 0.001) differences and in all but one of
these we see that tweets in the black-aligned cor-
pus are assigned negative labels more frequently
than those by whites. The only case where black-
aligned tweets are classified into a negative class
less frequently than white-aligned tweets is the
racism class in the Waseem and Hovy (2016) clas-
sifier. Note, however, the extremely low rate at
which tweets are predicted to belong to this class
for both groups. On the other hand, this classi-
fier is 1.7 times more likely to classify tweets in
the black-aligned corpus as sexist. For Waseem
(2016) we see that there is no significant difference
in the estimated rates at which tweets are clas-
sified as racist across groups, although the rates
remain low. Tweets in the black-aligned corpus
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are classified as containing sexism almost twice
as frequently and 1.1 times as frequently classi-
fied as containing racism and sexism compared to
those in the white-aligned corpus. Moving onto
Davidson et al. (2017), we find large disparities,
with around 5% of tweets in the black-aligned cor-
pus classified as hate speech compared to 2% of
those in the white-aligned set. Similarly, 17%
of black-aligned tweets are predicted to contain
offensive language compared to 6.5% of white-
aligned tweets. The classifier trained on the Gol-
beck et al. (2017) dataset predicts black-aligned
tweets to be harassment 1.4 times as frequently
as white-aligned tweets. The Founta et al. (2018)
classifier labels around 11% of tweets in the black-
aligned corpus as hate speech and almost 18% as
abusive, compared to 6% and 8% of white-aligned
tweets respectively. It also classifies black-aligned
tweets as spam 1.8 times as frequently.

The results of Experiment 2 are consistent with
the previous results, although there are some no-
table differences. In most cases the racial dispari-
ties persist, although they are generally smaller in
magnitude and in some cases the direction even
changes. Table 3 shows that for tweets containing
the word “n*gga”, classifiers trained on Waseem
and Hovy (2016) and Waseem (2016) are both pre-
dict black-aligned tweets to be instances of sexism
approximately 1.5 times as often as white-aligned
tweets. The classifier trained on the Davidson
et al. (2017) data is significantly less likely to clas-
sify black-aligned tweets as hate speech, although
it is more likely to classify them as offensive. Gol-
beck et al. (2017) classifies black-aligned tweets
as harassment at a higher rate for both groups than
in the previous experiment, although the disparity
is narrower. For the Founta et al. (2018) classi-
fier we see that black-aligned tweets are slightly
less frequently considered to be hate speech but
are much more frequently classified as abusive.

The results for the second variation of Experi-
ment 2 where we conditioned on the word “b*tch”
are shown in Table 4. We see similar results for
Waseem and Hovy (2016) and Waseem (2016). In
both cases the classifiers trained upon their data
are still more likely to flag black-aligned tweets as
sexism. The Waseem and Hovy (2016) classifier
is particularly sensitive to the word “b*tch” with
96% of black-aligned and 94% of white-aligned
tweets predicted to belong to this class. For David-
son et al. (2017) almost all of these tweets are

classified as offensive, however those in the black-
aligned corpus are 1.15 times as frequently classi-
fied as hate speech. We see a very similar result
for Golbeck et al. (2017) compared to the previ-
ous experiment, with black-aligned tweets flagged
as harassment at 1.1 times the rate of those in the
white-aligned corpus. Finally, for the Founta et al.
(2018) classifier we see a substantial racial dis-
parity, with black-aligned tweets classified as hate
speech at 2.7 times the rate of white aligned ones,
a higher rate than in Experiment 1.

5 Discussion

Our results demonstrate consistent, systematic and
substantial racial biases in classifiers trained on all
five datasets. In almost every case, black-aligned
tweets are classified as sexism, hate speech, ha-
rassment, and abuse at higher rates than white-
aligned tweets. To some extent, the results in the
first experiment may be driven by underlying dif-
ferences in the rates at which speakers of differ-
ent dialects use particular words and phrases as-
sociated with these negative classes in the train-
ing data. For example, the word “n*gga” appears
fifteen times as frequently in the black-aligned
corpus compared to the white-aligned corpus.7

However, the second experiment shows that these
disparities tend to persist even when comparing
tweets containing keywords likely to be associated
with negative classes. While some of the remain-
ing disparities are likely due to differences in the
distributions of other keywords we did not condi-
tion on, we expect that other more innocuous as-
pects of black-aligned language may be associated
with negative labels in the training data, leading
classifiers to disproportionately predict that tweets
by African-Americans belong to negative classes.
We now discuss the results as they pertain to each
of the datasets used.

Classifiers trained on data from Waseem and
Hovy (2016) and Waseem (2016) only predicted
a small fraction of the tweets to be racism. We
suspect that this is due to the composition of their
dataset, since the majority of the racist training
examples consist of anti-Muslim rather than anti-
black language. Across both datasets the words
“n*gger” and “n*gga” appear in 4 and 10 tweets

7It is also possible that these disparities are amplified by
the Blodgett et al. (2016) model, which constructs the poste-
rior proportions of different language models in part by ex-
ploiting underlying differences in word frequencies associ-
ated with the different demographic categories.
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Dataset Class ̂piblack ̂piwhite t p
̂piblack̂piwhite

Waseem and Hovy Racism 0.010 0.011 -1.462 0.960
Sexism 0.147 0.100 31.932 *** 1.479

Waseem Racism 0.010 0.010 0.565 1.027
Sexism 0.040 0.026 18.569 *** 1.554
Racism and sexism 0.011 0.010 0.835 1.026

Davidson et al. Hate 0.578 0.645 -31.248 *** 0.896
Offensive 0.418 0.347 32.895 *** 1.202

Golbeck et al. Harassment 0.085 0.078 5.984 *** 1.096
Founta et al. Hate 0.912 0.930 -15.037 *** 0.980

Abusive 0.086 0.067 16.131 *** 1.296
Spam 0.010 0.010 -1.593 1.000

Table 3: Experiment 2, t = “n*gga”

Dataset Class ̂piblack ̂piwhite t p
̂piblack̂piwhite

Waseem and Hovy Racism 0.010 0.010 -0.632 0.978
Sexism 0.963 0.944 20.064 *** 1.020

Waseem Racism 0.011 0.011 -1.254 0.955
Sexism 0.349 0.290 28.803 *** 1.203
Racism and sexism 0.012 0.012 -0.162 0.995

Davidson et al. Hate 0.017 0.015 4.698 *** 1.152
Offensive 0.988 0.991 -6.289 *** 0.997

Golbeck et al. Harassment 0.099 0.091 6.273 *** 1.091
Founta et al. Hate 0.074 0.027 46.054 *** 2.728

Abusive 0.925 0.968 -41.396 *** 0.956
Spam 0.010 0.010 0.000 1.000

Table 4: Experiment 2, t = “b*tch”

respectively. Looking at the sexism class on the
other hand, we see that both models were consis-
tently classifying tweets in the black-aligned cor-
pus as sexism at a substantially higher rate than
those in the white-aligned corpus. Given this re-
sult, and the gender biases identified in these data
by Park et al. (2018), it not apparent that the pur-
portedly expert annotators were any less biased
than amateur annotators (Waseem, 2016).

The classifier trained on Davidson et al. (2017)
shows the largest disparities in Experiment 1, with
tweets in the black-aligned corpus classified as
hate speech and offensive language at substan-
tially higher rates than white-aligned tweets. We
expect that this result occurred for two reasons.
First, the dataset contains a large number of cases
where AAE is used (Waseem et al., 2018). Sec-
ond, many of the AAE tweets also use words like
“n*gga” and “b*tch”, and are thus frequently asso-
ciated with the hate speech and offensive classes,
resulting in “false positive bias” (Dixon et al.,
2018). On the other hand, the distinction be-

tween hate speech and offensive language appears
to hold up to scrutiny: while a large proportion
of tweets in Experiment 2 containing the word
“n*gga” are classified as hate speech, the rate
is substantially higher for white-aligned tweets.
Without this category we expect that many of the
tweets classified as offensive would instead be
mistakenly classified as hate speech.

Turning to the Golbeck et al. (2017) classifer we
found that tweets in the black-aligned dataset were
significantly more likely to be classified as harass-
ment in all experiments, although the disparity de-
creased substantially after conditioning on certain
keywords. It seems likely that their simple binary
labelling scheme may not be sufficient to capture
the variation in language used, resulting in high
rates of false positives.

Finally, Founta et al. (2018) is the largest and
perhaps the most comprehensive of the available
datasets. In Experiment 1 we see that this clas-
sifier has the second highest rates of racial dis-
parities, classifying black-aligned tweets as hate
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speech, abusive, and spam at substantially higher
rates than white-aligned tweets. In Experiment
2 the classifier is slightly less likely to classify
black-aligned tweets containing the word “n*gga”
as hate speech but is 2.7 times more likely to pre-
dict that black-aligned tweets using “b*tch” be-
long to this category.

6 Conclusion

Our study is the first to measure racial bias in hate
speech and abusive language detection datasets.
We find evidence of substantial racial bias in all
of the datasets tested. This bias tends to persist
even when comparing tweets containing certain
relevant keywords. While these datasets are still
valuable for academic research, we caution against
using them in the field to detect and particularly
to take enforcement action against different types
of abusive language. If they are used in this way
we expect that they will systematically penalize
African-Americans more than whites, resulting in
racial discrimination. We have not evaluated these
datasets for bias related to other ethnic and racial
groups, nor other protected categories like gen-
der and sexuality, but expect that such bias is also
likely to exist. We recommend that efforts to mea-
sure and mitigate bias should start by focusing on
how bias enters into datasets as they are collected
and labeled. In particular, future work should fo-
cus on the following three areas.

First, some biases emerge at the point of data
collection (Wiegand et al., 2019). Some stud-
ies sampled tweets using small, ad hoc sets of
keywords created by the authors (Waseem and
Hovy, 2016; Waseem, 2016; Golbeck et al., 2017),
an approach demonstrated to produce poor re-
sults (King et al., 2017). Others start with large
crowd-sourced dictionaries of keywords, which
tend to include many irrelevant terms, resulting
in high rates of false positives (Davidson et al.,
2017; Founta et al., 2018). In both cases, by us-
ing keywords to identify relevant tweets we are
likely to get non-representative samples of train-
ing data that may over- or under-represent certain
communities. In particular, we need to consider
whether the linguistic markers we use to iden-
tify potentially abusive language may be associ-
ated with language used by members of protected
categories. For example, although Davidson et al.
(2017) started with thousands of terms from the
Hatebase lexicon, AAE is over-represented in

the dataset (Waseem et al., 2018) because some
keywords associated with this speech community
were used more frequently on Twitter than other
keywords in the lexicon and were consequentially
over-sampled.

Second, we expect that the people who anno-
tate data have their own biases. Since individual
biases in reflect societal prejudices, they aggre-
gate into systematic biases in training data. The
datasets considered here relied upon a range of dif-
ferent annotators, from the authors (Golbeck et al.,
2017; Waseem and Hovy, 2016) and crowdwork-
ers (Davidson et al., 2017; Founta et al., 2018)
to activists (Waseem, 2016). Even the classi-
fier trained on expert-labeled data (Waseem, 2016)
flags black-aligned tweets as sexist at almost twice
the rate of white-aligned tweets. While we agree
that there is value in working with domain-experts
to annotate data, these results suggest that activists
may be prone to similar biases as academics and
crowdworkers. Further work is therefore neces-
sary to better understand how to integrate exper-
tise into the process and how training can be used
to help to mitigate bias. We also need to con-
sider how sociocultural context influences annota-
tors’ decisions. For example, 48% of the work-
ers employed by Founta et al. (2018) were lo-
cated in Venezuela but the authors did not consider
whether this affected their results (or if the annota-
tors understood English sufficiently for the task).

Third, we observed substantial variation in the
rates of class membership across classifiers and
datasets. In Experiment 1 the rate at which tweets
were assigned to negative classes varied from 1%
to 18%. Some of the low proportions may indicate
a preponderance of false negatives due to a lack
of training data, suggesting that these models may
not be able to sufficiently generalize beyond the
data they were trained on. The high proportions
may signal too many false positives, which may a
result of the over-sampling of abusive language in
labeled datasets. Founta et al. (2018) claim that,
on average, between 0.1% and 3% of tweets are
abusive, depending upon the category of abuse.
Identifying such content is therefore a highly im-
balanced classification problem. When labeling
datasets and evaluating our models we must pay
more attention to the baseline rates of usage of dif-
ferent types of abusive language and how they may
vary across populations (Silva et al., 2016).

Finally, we need to more carefully consider
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how contextual factors interact with linguistic sub-
tleties and our definitions of abuse. The “n-word”
is a particularly useful illustration of this issue. It
exhibits polysemy, as it can be extremely racist
or quotidian, depending on the speaker, the con-
text, and the spelling. While the history of the
word and its usages is too complex to be sum-
marized here (Neal, 2013), when used with the “-
er“ suffix it is generally considered to be a racist
ephiphet, associated with white supremacy. Prior
work has confirmed that the use of this variant on-
line is generally considered to be hateful (Kwok
and Wang, 2013), although not always the case,
for example when a victim of abuse shares an in-
sult they have received. However the variant with
the “-a” suffix is typically used innocuously by
African-Americans (Kwok and Wang, 2013), in-
deed our results indicate that it is used far more
frequently in black-aligned tweets (although it is
still used by many white people).8 Despite this
distinction, some studies have considered this vari-
ant to be hateful (Silva et al., 2016; Alorainy et al.,
2018). This approach results in high rates of false
positive cases of hate speech, thus Davidson et al.
(2017) included a class for offensive language
which does not appear to be hateful and let annota-
tors decide which class tweets belonged to based
upon their interpretation of the context, many of
whom labeled tweets containing the term as offen-
sive. Waseem et al. (2018) criticized this decision,
claiming that it is problematic to ever consider the
word to be offensive due to its widespread use
among AAE speakers. This critique appears to be
reasonable in the sense that we should not penal-
ize African-Americans for using the word, but it
avoids grappling with how to act when the word is
used by other speakers and in other contexts. What
should be done if it is used by a white social media
user in reference to a black user? How should the
context of their interaction and the nature of their
relationship affect our decision?

A “one-size-fits-all”, context-independent ap-
proach to defining and detecting abusive lan-
guage is clearly inappropriate. Different commu-
nities have different speech norms, such that a
model suitable for one community may discrim-
inate against another. However there is no con-
sensus in the field on how and if we can develop
detection systems sensitive to different social and

8This spelling also exhibits derhotacization, a phonologi-
cal feature of AAE (Blodgett et al., 2016).

cultural contexts. In addition to our recommen-
dations for improving training data, we emphasize
the necessity of considering how context matters
and how detection systems will have uneven ef-
fects across different communities.

7 Limitations

First, while the Blodgett et al. (2016) dataset is the
best available source of tweets labeled as AAE,
we do not have ground truth labels for the racial
identities of the authors. By filtering on users
who predominantly used one type of language we
may also miss users who may frequently code-
switch between AAE and SAE. Second, although
we roughly approximate this in Experiment 2, we
cannot rule out the possibility that the results,
rather than evidence of bias, are a function of dif-
ferent distributions of negative classes in the cor-
pora studied. It is possible that words associated
with negative categories in our abusive language
datasets are also used to predict race by Blodgett
et al. (2016), potentially contributing to the ob-
served disparities. To more thoroughly investigate
this issue we therefore require ground truth labels
for abuse and race. Third, the results may vary
for different classifiers or feature sets. It is possi-
ble that more sophisticated modeling approaches
could enable us to alleviate bias, although they
could also exacerbate it. Fourth, we did not inter-
pret the results of the classifiers to determine why
they made particular predictions. Further work
is needed to identify what features of AAE the
classifiers are learning to associate with negative
classes. Finally, this study has only focused on
one dimension of racial bias. Further work is nec-
essary to assess the degree to investigate the extent
to which data and models are biased against peo-
ple belonging to other protected categories.
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