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Abstract 

Social media posts may yield clues to the 
subject’s (usually, the writer’s) suicide risk 
and intent, which can be used for timely in-
tervention. This research, motivated by the 
CLPsych 2019 shared task, developed neu-
ral network-based methods for analyzing 
posts in one or more Reddit forums to as-
sess the subject’s suicide risk. One of the 
technical challenges this task poses is the 
large amount of text from multiple posts of 
a single user. Our neural network models 
use the advanced multi-headed Attention-
based autoencoder architecture, called Bi-
directional Encoder Representations from 
Transformers (BERT). Our system 
achieved the 2nd best performance of 0.477 
macro averaged F measure on Task A of the 
challenge. Among the three different alter-
natives we developed for the challenge, the 
single BERT model that processed all of a 
user’s posts performed the best on all three 
Tasks. 

1 Introduction 

Social media has become an important part of eve-
ryone’s life, and in particular online discussion fo-
rums related to mental health provide opportunities 
for individuals to share their feelings and their state 
of mind. These self-documented posts are valuable 
in assessing suicidality and potentially offering in-
terventions. Since the volume of posts and the time 
sensitivity of potential interventions, automation is 
critical for monitoring the forums.  

The CLPysch 2019 shared task1,2 used the Uni-
versity of Maryland Reddit Suicidality Dataset, 
which was developed using data from Reddit, a 
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well-known online site for anonymous discussion 
forums on a wide variety of topics. As described in 
Shing et al3 the data was extracted from the 2015 
Full Reddit Submission Corpus, including postings 
from one specific r/SuicideWatch subreddit forum 
(denoted as SW here), to identify suicidality risk of 
the post subject. The data contained post id, anon-
ymous user id, timestamp, subreddit name, post ti-
tle, and post body. The training data contained four 
labels, denoted by a to d, with increasing risk of 
suicidality of low risk to the highest risk. The or-
ganizers also provided a separate control group of 
users and their subreddit posts with no known sui-
cidality risk. The challenge involved three different 
subtasks, and they were: 
• Task A: Assess the subject’s suicide risk (a, b, 

c, or d) from a user’s SW postings only;  
• Task B: Similar to the Task A, but the user’s 

posts from other subreddits are also used; 
• Task C: Assess the subject’s suicide risk from 

a user’s Reddit posts other than from SW; 
Note that the prediction is not for a post but for a 
user (actually for the subject of a user’s posts). The 
training dataset contained 496 users with as an av-
erage of 1.85 posts per user. The test dataset con-
tained 125 users. The gold standard was based on 
a consensus of human annotators.3  

The challenge used macro average of the F 
measures of the four labels, a, b, c, and d as the 
system performance indicator. The evaluation also 
provided accuracy (number of correct predictions 
divided by the number of all predictions), and F 
measures of flagged and urgent predictions. The 
flagged predictions measure performance of iden-
tifying b, c, d, out of the four labels, and the urgent 
predictions measure the performance of identifying 
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c and d out of the four labels. We proposed three 
different methods based on BERT (Bidirectional 
Encoder Representations from Transformers).4 An 
important hypothesis we considered here was if a 
model that is built for general domain NLP and 
only fine-tuned with the suicide-related training 
data performs on suicide prediction. As such, we 
did not make use of the suicide literature or the the-
ories of suicide in our methods. 

2 Methods 

2.1 Pre-Processing and Data Preparation 

We pre-processed the text from the posts and 
presented the resulting text (a sequence of words) 
as the input to the model. This processing was com-
mon to all three methods and Tasks, although some 
steps are only relevant to certain Tasks, as de-
scribed below. 
• Removed stop words (am, the, for, etc.) and 

punctuations 
• Expanded contractions like couldn’t to could 

not for easier interpretation and to avoid awk-
ward splitting of words. 

• Concatenated words from all posts in a se-
quence of decreasing order of timestamp so 
that the most recent post is considered first 
based on the intuition that the latest psycholog-
ical state of a user is based on his or her most 
recent post. The first word in most recent post 
occupies the first word location in the se-
quence.  

• For Task B and C the subreddit name was pre-
pended to the corresponding posts. The intui-
tion was that the subreddit name might provide 
a clue to the model. 

In addition, we also made the following adjust-
ments to the data: 
• Class “b” was over sampled to class “a” in-

stance count by random oversampling class b 
instances. This was because, given its low fre-
quency in the given training data, our prelimi-
nary models couldn’t identify the class “b” 
very well. 

• For Task B, posts of the control users were ig-
nored from the training set for the simplicity 
and also because it was not necessary for the 
model to predict them in the test set. 

• For Task C, a None label was used for the con-
trol users and the model was trained using 5 

labels instead of 4. Then post processing con-
verted all None labels to class 'a' label as per 
the challenge requirements. 

2.2 Bidirectional Encoder Representations 
from Transformers (BERT) 

BERT4 is a new exciting development in neural 
network models research, demonstrating signifi-
cantly improved state-of-the-art performance on 
various general domain NLP tasks, including text 
classification. BERT pre-trained model produces 
sequence (i.e. sentence) level and word level rep-
resentations, which can be fine-tuned for task-spe-
cific outcomes. BERT includes an advanced auto-
encoder architecture to generate the representa-
tions. The pre-trained BERT model, after fine-tun-
ing for a task, has been shown to perform well on 
multiple general domain NLP tasks, using only an 
additional, simple feed-forward network with a 
softmax layer.4  

The BERT approach is distinctly different from 
the most biomedical NLP architectures where 
word2vec and similar representations of words are 
used as input that is processed by complex task-
specific, heavily-engineered architectures contain-
ing Bidirectional LSTMs, RNNs, and CNNs. 
BERT provides a broadly applicable pre-trained 
model which only need to be fine-tuned using task-
specific training data. BERT uses layers of neural 
network components known as Transformer en-
coders to generate representations of input words 
and sequences. See Figure 1. The Transformer en-
coders contain layers of bidirectional multi-headed 
self-attention5 encoders with residual connection 
around each layer. Intuitively, an Attention layer 
produces output (say, a sentence representation) 
that is based on any arbitrary word positions of the 
input sequence. See Figure 2. Multi-headed atten-
tion can simultaneously optimize for various input 
combinations.  

2.3 BERT-Fine-Tuning 

The pre-processed (combined) posts of each user is 
given as input to the BERT Model with a Linear 
classifier (SoftMax) to predict the output labels 
(Fig 1). Fine tuning helps to tune the initial embed-
dings of BERT to the CLPsych downstream task 
with the help of error backpropagation. The BERT 
Implementation in PyTorch6 was used to imple-
ment this architecture. The configuration that gave 
the best results on a validation subset of the train-
ing data was a maximum sentence length of  
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Figure 1. BERT architecture along with the feed-
forward network and the softmax layer 

384 tokens with a batch size of 16 and 75 epochs. 
Note that no theories of suicide or lexicons specific 
to suicide were used in the model. Instead we let 
BERT learn task-specific lexical clues through fine 
tuning on all of a user’s text and make predictions 
on unseen posts. 

 

Figure 2. The transformer architecture used in 
BERT, with acknowledgements to Vaswani et al5 

 

2.4 BERT-Sentence-Embedding + BiLSTM 
+ ATTN 

The sentences of the combined posts were ex-
tracted using NLTK. The representation for each of 
the sentences was obtained from the pre-trained 
BERT model. The [CLSo] BERT output, as shown 
in Figure 1, provides this representation. All sen-
tence representations of a user were concatenated 

as a sequence and fed into a BiLSTM+Attention7 
model with a linear projection layer and a softmax 
layer. The maximum number of sentences per user 
was set as 50 and the model was run for 200 epochs 
with a batch size of 10. The intuition behind this 
model is to see if sentence level aggregation at the 
input results in better learning and prediction from 
a user’s posts.  

2.5 BERT-Multiple-Instance-Learning 

Pre-Processing of a user’s posts was the same as 
before except that the posts, ordered in decreasing 
order of timestamps, were kept separate. Each post 
was separately processed by the fine-tuned BERT 
model (from Task A) and a post-level representa-
tion was produced at the [CLSo] output. Multiple 
independent BiLSTM+Attention7 models analyzed 
the post-level representations. The output vectors 
from the BiLSTM+Attention models were concat-
enated, fed to a Linear projection layer with ReLU 
activation and dropout of 0.4, and then finally to a 
linear projection layer with a softmax for classifi-
cation. 

We configured this multi-instance learning 
model with five BiLSTM+Attention models be-
cause an average user had at most 5 posts. If a user 
had more than 5 posts, all older posts (after 5 posts) 
were ignored and if user had less than 5 posts, nulls 
were fed as input to the corresponding models.  

The model takes time to fit to the data and 
gives poor results after the first 5 epochs but at 
around 10 epochs it tends to learn better and 
then overfits rather quickly. Thus, the use of the 
dropout layer was very important in this implemen-
tation to prevent overfitting. Our best configuration 
for this model ran 20 epochs with a batch size of 
16. The intuition behind this model is to retain the 
word level input but to aggregate decisions from 
separate models each of which analyzes a single 
post. 

3 Results 

The results, determined by the organizing team 
from our system output, for our models and the 
Tasks are shown in Table 1. Generally, across the 
broad, the BERT-Fine-Tuning model achieved the 
best results in our experiments. BERT-Multi-In-
stance-Learning model performed close to the fine-
tuning model, and in fact outperformed it on the 
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flagged metric. We used the BERT-Sentence-Em-
bedding model only for Task A, and its perfor-
mance was the lowest of our models. 

In the challenge our BERT-Fine-Tuning model 
achieved the 2nd place on Task A (See Table 2). 
However, our models did not fare well on Task B 
and C, in part because we could not invest enough 
time and resources to analyze and/or enhance our 
models for these tasks in the short time that was 
available. Across all participating teams, the best 
performance on Task B was 0.451 macro F meas-
ure and Task C it was 0.268. So, the performance 
of all participating systems was low on Task C. 
 

4 Discussion and Conclusion 

The methods we proposed here did not make use 
of any suicide-specific domain knowledge and yet 
our system finished close second on Task A. This 
is significant because it indicates that the BERT 
model that uses transfer learning from general do-
main NLP can perform well on a domain-specific 
dataset8 after only fine-tuning for the specific do-
main. It suggests that the new generation of auto-
encoder architectures, with pre-trained models, can 
potentially reduce the need for domain-specific 
features, lexicons, and pre-training. However, it 
would be interesting to explore the possibility of 
further customization to the domain and improve-
ment such models can achieve from it.  

In developing the methods for this task, which 
we mapped the task to text classification, one of the 
challenges was how to deal with large input text.  
For example, for the Task A, 27% of users had 
more than one post, and 4% of users had more 5 
posts. Maximum length of a post (in the Task A 
training set) was 8457 words, and 124 posts had 
more than 512 words. Task B input is even larger 
since all posts are included not just SW. So, since 
our primary method (BERT-Fine-Tuning) used 
stop-word eliminated, truncated sequences up to 
384 words as the input, we attempted to include 
larger parts of a user’s posts with the other two 
methods. However, the results did not show im-
provement over the primary method, indicating 
that either the most recent words are the most im-
portant or our secondary methods do not represent 
larger text well.  

In conclusion, this study applied the state-of-
the-art, general domain, pre-trained neural network 
model, BERT, and achieved good performance on 
a domain-specific task. Future research includes 
error analysis, improvement of our methods with 
and without the use of domain-specific knowledge. 
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