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Abstract

We describe our NMT system submitted to
the WMT2018 shared task in news translation.
Our system is based on the Transformer model
(Vaswani et al., 2017). We use an improved
technique of backtranslation, where we iterate
the process of translating monolingual data in
one direction and training an NMT model for
the opposite direction using synthetic parallel
data. We apply a simple but effective filtering
of the synthetic data. We pre-process the input
sentences using coreference resolution in or-
der to disambiguate the gender of pro-dropped
personal pronouns. Finally, we apply two sim-
ple post-processing substitutions on the trans-
lated output.

Our system is significantly (p < 0.05) bet-
ter than all other English-Czech and Czech-
English systems in WMT2018.

1 Introduction

The quality of Neural Machine Translation (NMT)
depends heavily on the amount and quality of the
training parallel sentences as well as on various
training tricks, which are sometimes surprisingly
simple and effective.

In this paper, we describe our NMT system
“CUNI Transformer” (Charles University version
of Transformer), submitted to the English→Czech
and Czech→English news translation shared task
within WMT2018. We describe five techniques,
which helped to improve our system, so that it out-
performed all other systems in these two transla-
tion directions: training data filtering (Section 3),
improved backtranslation (Section 4), tuning two
separate models based on the original language of
the text to be translated (Section 5), coreference
pre-processing (Section 6) and post-processing us-
ing regular expressions (Section 7). Our sys-
tem significantly outperformed all other systems
in WMT2018 evaluation (Section 8).

sentence words (k)data set
pairs (k) EN CS

CzEng 1.7 57 065 618 424 543 184
Europarl v7 647 15 625 13 000
News Commentary v12 211 4 544 4 057
CommonCrawl 162 3 349 2 927
EN NewsCrawl 2016–17 47 483 934 981
CS NewsCrawl 2007–17 65 383 927 348

total 170 951 1 576 923 1 490 516

Table 1: Training data sizes (in thousands).

2 Experimental Setup

Our training data is constrained to the data allowed
in the WMT2018 shared task. Parallel (authentic)
data are: CzEng 1.7, Europarl v7, News Commen-
tary v11 and CommonCrawl. In our backtrans-
lation experiments (Section 4), we used synthetic
data translated by backtranslation of monolingual
data: Czech and (a subset of) English NewsCrawl
articles. We filtered out ca. 3% of sentences from
the synthetic data (Section 3). Data sizes are re-
ported in Table 1.

Note that usually the amount of available mono-
lingual data is orders of magnitude larger than the
available parallel data, but in our case it is compa-
rable (58M parallel vs. 65M/48M monolingual).
We used all the Czech monolingual data allowed
in the constrained task.

We used the Transformer self-attentional
sequence-to-sequence model (Vaswani et al.,
2017) implemented in the Tensor2Tensor
framework.1 We followed the training setup
and tips of Popel and Bojar (2018), but we
trained our models with the Adafactor opti-
mizer (Shazeer and Stern, 2018) instead of the
default Adam: We used T2T version 1.6.0,
transformer_big and hyper-parameters
learning_rate_schedule=rsqrt_decay,

1
https://github.com/tensorflow/tensor2tensor
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learning_rate_warmup_steps=8000,
batch_size=2900, max_length=150,
layer_prepostprocess_dropout=0,
optimizer=Adafactor. For decoding, we
used alpha=1.

We stored model checkpoints each hour and av-
eraged the last eight checkpoints. We used eight
GTX 1080 Ti GPUs.

3 Training Data Filtering

We found out that the Czech monolingual data set
(NewsCrawl 2007–2017) contains many English
sentences. Those sentences were either kept un-
translated or paraphrased when preparing the syn-
thetic data with backtranslation. Thus the syn-
thetic data included many English-English sen-
tence pairs. Consequently, the synth-trained mod-
els had a higher probability of keeping a sentence
untranslated.

In order to filter out the English sentences from
the Czech data, we kept only sentences containing
at least one accented character.2 We also filtered
out sentences longer than 500 characters from the
synthetic data. Most of these sentences would
be ignored anyway because we are training our
Transformer with max_length=150, i.e. filter-
ing out sentences longer than 150 subwords (cf.
Popel and Bojar, 2018, § 4.4). Sometimes a Czech
sentence was much shorter than its English trans-
lation (especially for the translations by Nema-
tus2016) – because of filler words repeated many
times, which is a well-known problem of NMT
systems (e.g. Sudarikov et al., 2016). We filtered
out all sentences with a word (or a pair of words)
repeated more than twice using a regular expres-
sion / (\S+ ?\S+) \1 \1 /. This way, we
filtered out ca. 3% of sentences and re-trained our
systems. After this filtering, we did not observe
any untranslated sentences in the synth-trained
output.

4 Improved Backtranslation

Sennrich et al. (2016b) introduced backtranslation
as a simple way how to utilize target-language
monolingual data in NMT. The monolingual data

2 m/[ěščřžýáíéúůd’t’ň]/i – this simple heuris-
tics is surprisingly effective for Czech. In addition to English
sentences, it filters out also some short Czech sentences, sen-
tences in other languages (e.g. Chinese) and various “non-
linguistic” content, such as lists of football or stock-market
results.

sets are translated (by a target-to-source MT sys-
tem) to the source language, resulting in synthetic
parallel data, which is used as additional training
data (in addition to authentic parallel) for the final
(source-to-target) NMT system.

Sennrich et al. (2017) compared two regimes
of how to incorporate synthetic training data cre-
ated using backtranslation of monolingual data. In
the fine-tuned regime, a system is trained first on
the authentic parallel data and then after several
epochs it is trained on a 1:1 mix of authentic and
synthetic data. In the mixed regime, the 1:1 mixed
data is used from the beginning of training. In
both cases, the 1:1 mix means shuffling the data
randomly at the sentence level, possibly oversam-
pling the smaller of the two data sources.

We used a third approach, termed concat
regime, where the authentic and synthetic parallel
data are simply concatenated (without shuffling).
We observed that this regime leads to improve-
ments in translation quality relative to both mixed
and fine-tuned regimes, especially when check-
point averaging is used.

For obtaining the final English→Czech system,
we iterated the backtranslation process:

1. We downloaded the Nematus2016 models
trained by Sennrich et al. (2016a) using fine-
tuned backtranslation of English NewsCrawl
2015 articles, which were translated “with
an earlier NMT model trained on WMT15
data” (Sennrich et al., 2016a). We used these
Nematus2016 models to translate Czech
NewsCrawl 2007–2017 articles to English.

2. We trained an English→Czech Transformer
on this data (filtered as described in Sec-
tion 3) using concat backtranslation with
checkpoint averaging. We used this
Transformer model to translate English
NewsCrawl 2016–2017 articles into Czech.

3. We trained our Czech→English Transformer
model (used for our WMT18 submission) on
this data using concat backtranslation with
averaging. We translated Czech NewsCrawl
2016–2017 articles into English using this
system, producing a higher-quality synthetic
data than in step 1 (but smaller because of
lack of time and resources).

4. We trained our final English→Czech system
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on this data, again using concat backtransla-
tion with averaging.

Each training (steps 2, 3 and 4) took eight days
on eight GPUs. Translating the monolingual data
with Nematus2016 (step 1) took about two weeks
and with our Transformer models (steps 2 and 3)
took about five days. The final model trained in
step 4 is +0.83 BLEU better than the model trained
in step 2 without data filtering, as measured on
newstest2017 (cf. Table 2).

5 CZ/nonCZ Tuning

In WMT test sets since 2014, half of the sentences
for a language pair X-EN originate from English
news servers (e.g. bbc.com) and the other half
from X-language news servers. All WMT test
sets include the server name for each document
in metadata, so we were able to split our test set
(and dev set newstest2013) into two parts: CZ
(for Czech-domain articles, i.e. documents with
docid containing “.cz”) and nonCZ (for non-
Czech-domain articles). We noticed that when
training on synthetic data, the model performs
much better on the CZ test set than on the nonCZ
test set. When trained on authentic data, it is the
other way round. Intuitively, this makes sense:
The target side of our synthetic data are original
Czech sentences from Czech newspapers, simi-
larly to the CZ test set. In our authentic data,
over 90% of sentences were originally written in
English about “non-Czech topics” and translated
into Czech (by human translators), similarly to the
nonCZ test set. There are two closely related phe-
nomena: a question of domain (topics) in the train-
ing data and a question of so-called translationese
effect, i.e. which side of the parallel training data
(and test data) is the original and which is the
translation.

Based on these observations, we prepared a CZ-
tuned model and a nonCZ-tuned model. Both
models were trained in the same way, they differ
only in the number of training steps. For the CZ-
tuned model, we selected a checkpoint with the
best performance on wmt13-CZ (Czech-origin
portion of newstest2013), which was at 774k
steps. Similarly, for the nonCZ-tuned model, we
selected the checkpoint with the best performance
on wmt13-nonCZ, which was at 788k steps.
Note that both the models were trained jointly in
one experiment, just selecting checkpoints at two
different moments.

6 Coreference Pre-processing

In Czech, as a pro-drop language, it is common
to omit personal pronouns in subject positions.
Usually, the information about gender and num-
ber of the subject is encoded in the verb inflec-
tion, but present-tense verbs have the same form
for the feminine and masculine gender. For ex-
ample, “Není doma” can mean either “She is not
home” or “He is not home”. When translating such
sentences from Czech to English, we must use the
context of neighboring sentences in a given docu-
ment, in order to disambiguate the gender and se-
lect the correct translation. However, our Trans-
former system (similarly to most current NMT
systems) translates each sentence independently of
other sentences. We observed that in practice it al-
ways prefers the masculine gender if the informa-
tion about gender could not be deduced from the
source sentence.

We implemented a simple pre-processing of the
Czech sentences, which are then translated with
our Czech→English Transformer system – we in-
serted pronoun ona (she), where it was “miss-
ing”. We analyzed the source Czech documents
in the Treex NLP framework (Popel and Žabokrt-
ský, 2010), which integrates a coreference re-
solver (Novák, 2017). We found sentences where
a female-gender pronoun subject was dropped and
the coreference link was pointing to a different
sentence (usually the previous one). We restricted
the insertion of ona only to the cases in which the
antecedent in the coreference chain represents a
human (i.e. excluding grammatical-only female
gender of inanimate objects and animals). We
used a heuristic detection of human entities, which
is integrated in Treex.

This preprocessing affected only 1% of sen-
tences in our nestest2017 dev set and for most of
them the English translation was improved (ac-
cording to our judgment), although the overall
BLEU score remained the same. We consider
this solution as a temporary workaround before
document-level NMT (e.g. Kuang et al., 2017) is
available in T2T. That said, the advantage of the
described preprocessing is that it can be applied to
any (N)MT system – without changing its archi-
tecture and even without retraining it.

7 RegEx Post-processing

We applied two simple post-processings to the
translations, using regular expressions.
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English→Czech BLEU BLEU chrF2
system cased uncased cased

Nematus (Sennrich et al., 2016b) 22.80 23.29 0.5059
T2T (Popel and Bojar, 2018) 23.84 24.40 0.5164

our mixed backtranslation 24.85 (+1.01) 25.33 0.5267
our concat backtranslation 25.77 (+0.92) 26.29 0.5352
+ higher quality backtranslation 26.60 (+0.83) 27.10 0.5410
+ CZ/nonCZ tuning 26.81 (+0.21) 27.30 0.5431

Table 2: Automatic evaluation on (English→Czech) newstest2017. The three scores in parenthesis show
BLEU difference relative to the previous line.

We deleted phrases repeated more than twice
(immediately following each other); we kept just
the first occurrence. We considered phrases of one
up to four words. With the training-data filter-
ing described in Section 3, less than 1% sentences
needed this post-processing.

For English→Czech, we converted quotation
symbols in the translations to the correct-Czech
„lower and upper“ quotes using two regexes:
s/(ˆ|[ ({[])("|,,|’’|‘‘)/$1„/g and
s/("|’’)($|[ ,.?!:;)}\]])/“$2/g. In
English, the distinction between "straight" and
“curly” quotes is considered as a rather typograph-
ical (or style-related) issue. However, in Czech,
a mismatch between lower (opening) and upper
(closing) quotes is considered as an error in for-
mal writing.

8 Evaluation

8.1 WMT2017 Evaluation

Table 2 evaluates the relative improvements de-
scribed in Sections 4 and 5 on English→Czech
newstest2017 and compares the results with the
WMT2017 winner – Nematus (Sennrich et al.,
2016b), and with the result of Popel and Bojar
(2018) – T2T without any backtranslation.

The three reported automatic metrics are: case-
sensitive (cased) BLEU, case-insensitive (un-
cased) BLEU and a character-level metric chrF2
(Popović, 2015). We compute all the three metrics
with sacreBLEU (Post, 2018). The reported cased
and uncased variants of BLEU differ also in the
tokenization. The cased variant uses the default
(ASCII-only) for better comparability with the re-
sults at http://matrix.statmt.org. The
uncased variant uses the international tokeniza-
tion, which has higher correlation with humans
(Macháček and Bojar, 2013). The sacreBLEU sig-

natures of the three metrics are:

• BLEU+case.mixed+lang.en-cs+
numrefs.1+smooth.exp+
test.wmt17+tok.13a,

• BLEU+case.lc+lang.en-cs+
numrefs.1+smooth.exp+
test.wmt17+tok.intl and

• chrF2+case.mixed+lang.en-cs+
numchars.6+numrefs.1+
space.False+test.wmt17.

We performed a small-scale manual evaluation
on newstest2017 and noticed that in many cases
the human reference translation is actually worse
than our Transformer output. Thus the results of
BLEU (or any other automatic metric comparing
similarity with references) may be misleading.

8.2 WMT2018 Evaluation
Table 3 the reports results of all English↔Czech
systems submitted to WMT2018, according to
both automatic and manual evaluation. For the
automatic evaluation, we use the same three met-
rics as in the previous section (just with wmt18
instead of wmt17). For the manual evaluation,
we report the reference-based direct assessment
(refDA) scores, provided by the WMT organizers.

Our Transformer is the best system in
English→Czech and Czech→English WMT2018
news task. It is significantly (p < 0.05) better
than the second-best system – UEdin NMT, in
both translation directions and both according to
BLEU bootstrap resampling test (Koehn, 2004)
and according to refDA Wilcoxon rank-sum test.

9 Conclusion

We have presented five simple but effective tech-
niques for improving (N)MT quality. All five tech-

485



English→Czech Czech→English

BLEU BLEU chrF2 refDA BLEU BLEU chrF2 refDA
system uncased cased cased Ave. % uncased cased cased Ave. %

our Transformer 26.82 26.01 0.5372 67.2 35.64 33.91 0.5876 71.8
UEdin NMT 24.30 23.42 0.5166 60.6 34.12 33.06 0.5801 67.9
Online-B 20.16 19.45 0.4854 52.1 33.58 31.78 0.5736 66.6
Online-A 16.84 15.74 0.4584 46.0 28.47 26.78 0.5447 62.1
Online-G 16.33 15.11 0.4560 42.0 25.20 22.53 0.5310 57.5

Table 3: WMT2018 automatic (BLEU, chrF2) and manual (refDA = reference-based direct assessment) evaluation
on newstest2018.

niques can be applied to virtually any NMT sys-
tem. According to the preliminary results of the
manual evaluation, the final translation quality is
comparable to or even better than the quality of
human references.

As a future work, we would like to assess the
relative improvement of each of the five tech-
niques based on manual evaluation (because au-
tomatic single-reference evaluation is not reliable
when the MT quality is near to the quality of ref-
erence translations).
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