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Abstract

In this paper we present a browser plugin
NewsScan that assists online news readers in
evaluating the quality of online content they
read by providing information nutrition labels
for online news articles. In analogy to gro-
ceries, where nutrition labels help consumers
make choices that they consider best for them-
selves, information nutrition labels tag online
news articles with data that help readers judge
the articles they engage with. This paper dis-
cusses the choice of the labels, their imple-
mentation and visualization.

1 Introduction

Nowadays, the amount of online news content is
immense and its sources are very diverse. For the
readers and other consumers of online news who
value balanced, diverse and reliable information,
it is necessary to have access to methods of evalu-
ating the news articles available to them.

This is somewhat similar to food consumption
where consumers are presented with a huge va-
riety of alternatives and therefore face the chal-
lenge of deciding what is good for their health.
This is why food packages come with nutrition
labels that guide the consumers in their deci-
sion making. Taking this analogy, Fuhr and col-
leagues (2018) discuss the idea of implement-
ing information nutrition labels for news arti-
cles. They propose to label every online news
article with information nutrition labels that de-
scribe the ingredients of the article and give
readers a chance to make an informed judgment
about what they are reading. The authors dis-
cuss nine different information nutrition labels:
factuality, readability, virality, emotion/sentiment,

opinion/subjectivity/objectivity, controversy, au-
thority/credibility/trust, technicality and topical-
ity. Gollub and colleagues (2018) categorize these
labels into fewer dimensions. Their aim is to es-
tablish group labels that are easily understood by
readers. However, both studies do not go beyond
discussing, proposing and grouping the labels.

In this work we actually implement information
nutrition labels and deliver them as a browser plu-
gin that we call NewsScan. Therefore we provide
a basis for evaluating how well labels describe
the online news content and for investigating how
useful they are to real users for making decisions
about whether to read the news and whether to
trust its content. To avoid biasing the user in any
way with respect to the consumption of an article,
the information is solely presented but not inter-
preted. Judgments about news sources should be
made by users themselves. Whether an article will
be read or discarded depends on the user’s own
weighing of importance of the information nutri-
tion labels.

The plugin supports the reader in these tasks
through easy-to-understand visualizations of the
labels. In this paper we discuss the methods be-
hind the label computation (Section 2) and the de-
sign of the user interface (Section 3).

2 Information nutrition labels

NewsScan implements six information nutrition
labels: source popularity, article popularity, ease
of reading, sentiment, objectivity and political
bias. Ease of reading, sentiment and objectivity
have been proposed by Fuhr et al. (2018). We pro-
pose to add three more nutrition labels: Source as
well as article popularity and political bias. Sim-
ilar to food nutrition labels the information nutri-
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tion labels aim to provide the reader some base to
judge about the reliability of the article’s content.
The credibility nutrition label proposed by Fuhr et
al. (2018), for instance, is able to give the reader
the indication whether e.g. the source where the
article come from is credible or not. However,
the credibility label entails already a judgment.
It already sums some pieces of information and
makes conclusion based on them. We think in-
stead of providing the reader such a judgment the
user might be better informed when we provide
information that are possible bases for computing
e.g. the credibility label. The proposed three new
labels aim this purpose, i.e. providing enough de-
tails to enable the user to make an informed judg-
ment about an articles content.

In the following we describe the nutrition labels
currently implemented within the plugin.

2.1 Source popularity

The label source popularity encompasses two di-
mensions: the reputation of the news source and
its influence.

The reputation of a source is analyzed using the
Web of Trust Score1. This score is computed
by an Internet browser extension that helps peo-
ple make informed decision about whether to trust
a website or not. It is based on a unique crowd-
sourcing approach that collects rating and reviews
from global community of millions of users who
rate and comment on websites based on their per-
sonal experiences.

The influence of a source is computed using
Alexa Rank, Google PageRank2 and popularity on
Twitter.

Alexa Rank is a virtual ranking system set by
Alexa.com (a subsidiary of Amazon) that audits
and publishes the frequency of visits on various
websites. The Alexa ranking is the geometric
mean of reach and page views, averaged over a
period of three months.

Google PageRank is a link analysis algorithm
that assigns a numerical weight to each element of
a hyperlinked set of documents, such as the World
Wide Web, with the purpose of measuring its rela-
tive importance within the set.

Twitter Popularity is calculated as an average
of the scores for the following two metrics:

1https://www.mywot.com/
2https://www.domcop.com/openpagerank/

• Followers Count: This gives the amount of
users that are following a source.

• Listed Count: This indicates the number of
memberships of the source to different top-
ics. It is based on the user’s activity to
add/remove the source from their customized
list. The higher it is, the more diverse the
source is.

An overall source popularity score shown to the
user is calculated by averaging these four metrics.
However, when the icon card is flipped the user
can also get detailed information about each of the
above scores.

2.2 Article popularity

Popularity = alog(bx+ 1) (1)

where x is the average amount of tweets per
hour, so that the article popularity is 0 when x is
0. The most popular article we found had around
23 tweets per hour in its peak 24 hours. This is
used as a reference value, i.e. an article must have
this many tweets to reach a score of 100. The log-
arithmic function is used because the output has to
be scaled properly. For example, an article with
five tweets per hour is still relatively popular, even
though it is just a fraction of the reference score.
Choosing a large value for b will make the func-
tion close to being linear, which will cause even
the relatively popular articles to have low scores.
A small b will make the function more curved.
If b is too big however, any article with a decent
amount of tweets will have a score very close to
100. b is chosen empirically to be 1 so that the
scores are distributed well between 0 and 100 over
a variety of typical news articles. a is determined
to be 73 to give the reference article a score of 100.

2.3 Ease of reading

As described by Schwarm and Ostendorf (2005)
the readability level is used to characterize the ed-
ucational level a reader needs to understand a text.
This topic has been in research since 1930 and sev-
eral automatic solutions have been proposed to de-
termine the readability level of an input text (Vaj-
jala and Meurers, 2013; Xia et al., 2016; Schwarm
and Ostendorf, 2005). The core concept in these
studies is to use machine learning along with fea-
ture engineering covering lexical, structural, and
heuristic based features. We followed this core
concept and used Random Forest with features in-
spired by earlier studies. This approach achieved
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73% accuracy on a data set of texts written by
students in Cambridge English examinations (Xia
et al., 2016). The classifier predicts five different
levels of readability varying from A2 (easy) to C2
(difficult) (Xia et al., 2016). We map these values
to percentages so that A2 becomes 100% (easy to
read) and C2 becomes 20% (difficult to read) (see
Table 1)

Table 1: Levels of readability
Text level A2 B1 B2 C1 C2

Value 100% 80% 60% 40% 20%

2.4 Sentiment

A text containing sentiment is written in an emo-
tional style. To determine the sentiment value of
an article, our algorithm uses the pattern3.en li-
brary (Hayden and de Smet). In this library every
word is assigned a sentiment value, which can be
negative or positive [-1; 1]. If a word shows in-
tense positive emotions (e.g. happy, amazing), it
is given a high positive value. In line with that,
a term indicating intense negative emotions (e.g.
bad, disgusting) is assigned a high negative value.
A word not containing any emotions (e.g. the, you,
house), has a value of near to zero. First, the algo-
rithm calculates the sentiment value for every sen-
tence by averaging all absolute values of sentiment
for the distinct words. After that, the overall senti-
ment value of the whole news article is calculated.
For that, the average of the sentences is taken and
multiplied by 100. 3

2.5 Objectivity

Objectivity is given when a text is written from a
neutral rather than a personal perspective. Phrases
like ”in my opinion” or ”I think” are used by au-
thors to reflect their individual thoughts, beliefs
and attitudes. The process of determining the ob-
jectivity of a text is similar to the process of cal-
culating the sentiment value. The aforementioned
library pattern3.en (Hayden and de Smet) also in-
cludes a value of subjectivity for every word.4

Therefore we use it to obtain an objectivity score
for articles. Values range from 0 to 1, with a value

3Since we use the absolute values of the sentiment scores
we are interested in knowing how sentimental a news article
is rather than focusing on the valence of emotions.

4Similar to sentiment the algorithm calculates the subjec-
tivity score for every sentence by averaging all subjectivity
scores of its words.

near to 0 indicating objectivity and a value near
to 1 indicating subjectivity. The overall score for
subjectivity contained in an article is calculated as
the average over all sentences. However, since we
want to examine the objectivity and not the sub-
jectivity of a text, the values need to be inverted:

Objectivity = 1− Subjectivity (2)

This score is normalized by multiplying it by
100 to attain a consistent score range for all labels.

2.6 Political bias

Bias measures the degree to which an article is
written from a one-sided perspective that enforces
users to believe in a specific viewpoint without
considering opposing arguments.

For calculating political bias we followed Fair-
banks et al. (2018) and used two classes that repre-
sent different political orientations: conservatism
(sources that are biased towards the right) and lib-
eralism (sources that are biased towards the left).
The authors also argue that the content of the ar-
ticle is a strong discriminant to distinguish be-
tween biased and non-biased articles. Following
the authors we built a content based model for
prediction of political bias in the news articles.
To achieve that, a logistic regression classifier is
trained on a dataset containing articles from The
Global Database of Events Language and Tone
Project (The GDELT Project). This database mon-
itors the world’s broadcast news in over 100 lan-
guages and provides a computing platform. How-
ever, it does not contain any information about the
political bias. To retrieve the bias contained in
an article, we crawled from the Media Bias Fact
Check 5 the required bias information. The Media
Bias Fack Check contains human annotated fact
checks for various source domains. For our arti-
cles we have left-biased, right-biased and neutral
labels. We use a simple bag-of-words approach
as features to guide our logistic regression model.
As the label values in our plugin are all shown
in a range from 0-100%, the label’s landing page
shows 0% when the article has no political bias
otherwise 100% – regardless whether the article
is left or right biased. When the label’s card is
flipped the reader can see whether the article has
left or right political bias.

5https://mediabiasfactcheck.com
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3 Visualization

3.1 Colors and icons

Our information nutrition labels are represented
by simple, easy-to-identify and well-known icons,
which have been shown to be easily understood by
users (Antunez et al., 2013; Campos et al., 2011;
Hersey et al., 2013; Roberto and Khandpur, 2014).
Moreover, previous work reports that simple addi-
tional texts allow for a quicker processing of in-
formation represented by an icon (Campos et al.,
2011). Therefore the information nutrition label is
shown additionally as text.

To make nutrition labels more comprehensible,
colors indicating amounts of nutrients are helpful
(Aschemann-Witzel et al., 2013; Crosetto et al.,
2016; Ducrot et al., 2016). Relevant research
reports that both traffic light colors and mono-
chromic colors work equally well (Aschemann-
Witzel et al., 2013). Traffic light colors are most
common with red indicating high (i.e. negative)
and green indicating low (i.e. positive) levels of
nutrients (Kim et al., 2018). Since we do not want
to bias the users towards reading an article or not,
but rather give information about its content, we
chose to use different shades of blue in our plugin.
A light blue indicates low and a dark blue indi-
cates high levels of a certain label. Additionally,
blue stands for trust, honesty and security (Ven-
ngage, 2018), which should indicate that the user
is operating a reliable tool.

When deciding on what charts and figures to
use, we again took into account that simple and
commonly known visualizations are easiest to
comprehend (Campos et al., 2011). Thus, we
chose plain bar charts for representing overall nu-
trition label scores as well as scores of sub-labels.
Additionally, we enriched it with percentages as
well as coloring. Consequently, the amount of a
label contained in a news article is visualized in an
understandable and easy-to-process way.

For lettering, the font Futura is used. It is a
modern, straightforward and clean typeface often
used in state-of-the-art websites and fits the simple
and genuine layout.

3.2 Positioning and information distribution

Following the so-called gestalt laws of grouping6,
objects that are closer to each other (law of prox-
imity) are perceived as belonging together. More-

6e-teaching.org

Figure 1: NewsScan plugin

over, to indicate the grouping of information, sep-
arations between those groups are useful (law of
continuity). Therefore, the distinct labels are sep-
arated from each other by horizontal and vertical
lines.

To obviate information overload (Eppler and
Mengis, 2004) when using NewsScan, we reduced
the information on the landing page to a minimum.
Only the icons with their respective overall score
are visible on the front side of the cards we used
for visualization (as shown in Figure 1 for article
popularity, ease of reading, sentiment, objectivity
and political bias). Therefore, the users can get a
first impression about different nutrition labels of
the article. When time is scarce, a simple visual-
ization where users can find the demanded infor-
mation easily is most practicable (Crosetto et al.,
2016). However, if users are interested in getting
more detailed information, we created a backside
for each card. The backside also shows the total
score and, if available, relevant sub-labels that are
used to calculate the overall scores (see Figure 1:
source popularity). Additionally, on hovering over
the names of the labels and sub-labels, the user
gets a short explanation about what the wording
and score mean. To further avoid possible con-
fusion on the user side, all of the labels are rep-
resented in the same way. Overall and sub-label
scores are mapped to a range from 0-100% and
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icons, texts and charts are arranged consistently.

4 Evaluation

To evaluate NewsScan in terms of wording, color-
ing and usability, we will conduct qualitative user
studies. Participants will be interviewed and asked
about their perception of the tool in general as well
as concerning specific features. Since our aim is
to not bias the user towards a consumption of one
news article or another, we need to evaluate the
plugin regarding that. Especially the wording of
the features could affect the user in forming an
opinion about an article. However, we want to
help our users making an informed decision, so we
need some kind of guiding, hence wording. To en-
sure that our tool only works as a guide and not a
specific recommender, we do not interpret, for ex-
ample, an easy-to-read article as being not worth-
while reading but just easy to understand. How-
ever, we believe some threshold label values about
worthwhile and not worthwhile articles would in-
deed help readers in their decision making. In our
evaluation we will aim to incorporate such infor-
mation and draw conclusion between cases with
threshold and without threshold values.

5 Conclusion and implications

In this paper we introduced NewsScan, a browser
plugin to assist consumers of online news websites
in their decision making about the content they
engage with. Readers are guided to make an in-
formed decision about editorials based on six la-
bels: source popularity, article popularity, ease of
reading, sentiment, objectivity and political bias.
Label values are computed when a news article is
retrieved. Through simple visualizations and an
intuitive design, the user is confronted with the
meta-information of the respective piece. To avoid
biasing the user in any way with respect to the con-
sumption of an article, the information is solely
presented but not interpreted. Judgments about
news sources should be made by users themselves.
If an article is read or discarded relies on the user’s
opinion and individual weighing of the importance
of the six labels.

In our immediate future work we plan to con-
duct user studies to analyse the validity of infor-
mation nutrition labels and their usefulness for
users. We also plan to investigate and integrate
further information nutrition labels. Moreover it
would be interesting to apply NewsScan to further

media like videos or images accompanying news.
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