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1 Introduction

Learning universal sentence representations which
accurately model sentential semantic content is a
current goal of natural language processing re-
search (Subramanian et al., 2018; Conneau et al.,
2017; Wieting et al., 2016; Kiros et al., 2015). A
prominent and successful approach is to train re-
current neural networks (RNNs) to encode sen-
tences into fixed length vectors (Conneau et al.,
2018; Nie et al., 2017). Many core linguistic
phenomena that one would like to model in uni-
versal sentence representations depend on syn-
tactic structure (Chomsky, 1965; Everaert et al.,
2015). Despite the fact that RNNs do not have
explicit syntactic structural representations, there
is some evidence that RNNs can approximate
such structure-dependent phenomena under cer-
tain conditions (Gulordava et al., 2018; McCoy
et al., 2018; Linzen et al., 2016; Bowman et al.,
2015), in addition to their widespread success in
practical tasks.

In this work, we assess RNNs’ ability to learn
the structure-dependent phenomenon of main
clause tense. To test whether sentence represen-
tations derived from RNNs capture main clause
tense, we attempt to predict the tense from the rep-
resentation. This approach is called probing, and
was introduced by Ettinger et al. (2016) and sub-
sequently used by Adi et al. (2017) and others.

Conneau et al. (2018) probed English sentence
representations from various RNN architectures
for main clause tense and concluded that these
architectures, along with a bag-of-vectors (BoV)
baseline, capture tense very well (84-91% accu-
racy). However, this result was based on a test set
in which the tense category (i.e. past or present)
to be predicted was the most common tense cate-
gory in the sentence for 95.2% of sentences. The
high performance of the BoV model on this test set

is not entirely surprising, given that Köhn (2015,
2016) showed a wide variety of word embed-
ding models capture tense at the word level very
well. The high performance of the RNN mod-
els is not strong evidence that they are sensitive
to the structure-dependence of main clause tense.
As suggested by Linzen et al. (2016), these models
may be learning a flawed heuristic that only works
in grammatically simple examples.

Our goal is to determine whether RNNs learn
to perform structure-dependent computation or
whether they merely learn practical heuristics.
To do this, we extend the experimental setup of
Adi et al. (2017), which has a two step nature.
First, we train autoencoders for English, Span-
ish, French and Italian where both the encoder
and decoder are either Simple Recurrent Networks
(SRNs, Elman, 1990) or Long Short-Term Mem-
ory networks (LSTMs, Hochreiter and Schmidhu-
ber, 1997). Second, we use the trained encoder
to obtain sentence representations and probe those
representations for main clause tense. We inves-
tigate whether probing performance is affected by
eight potential distractors, one of which is other
words in the sentence with tense categories that
differ from the tense of the main clause (e.g. we
know who won). To the extent that the represen-
tations are insensitive to structure-dependence, we
expect to see probing performance negatively af-
fected by distractors. We compare the RNNs to
three BoV baseline models.

In this extended abstract, we report on our work
in progress. We have completed data collection
and preprocessing, designed our experiments and
obtained complete results from our BoV baselines.

2 Data

A guiding principle in our choice of data sources
was availability across multiple languages, be-
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cause we are interested in cross-linguistic gener-
ality. To train sentence embedding models (i.e.
RNNs and BoV), we extracted one million sen-
tences between 5 and 70 tokens in length from
each language’s Wikipedia, in line with Adi et al.
(2017). This yields between 25 and 29 million to-
kens per language.

Our labelled probing data are sentences from
Universal Dependencies treebanks (UD, Nivre
et al., 2016). Because of the way the UD schema
annotates tense in multiword verb phrases, ex-
tracting main clause tense is not straightforward.
Therefore, for each language we developed be-
tween five and seven heuristic rules in terms of
UD annotations to extract tense. A random sample
of 100 sentences for each language shows that our
heuristics produce the correct tense in at least 98%
of sentences.

To ensure the sentence embedding models see
all word types needed for the probing task during
training, the embedding vocabulary is set to the
union of the 50k most frequent word types in the
Wikipedia data and all word types in the probing
data. Resulting vocabulary sizes range from 53k
to 68k, with OOV rates in the Wikipedia data be-
tween 2 and 4% per language. We remove sen-
tences from the probing task that require word
types not seen in the Wikipedia data. This results
in between 12k and 31k sentences per language
in the probing task. We split these into 70% train
and 30% test sets, with the constraint that no word
form that is responsible for main clause tense in
the training set also appears in the test set, follow-
ing Conneau et al. (2018).

3 Experimental setup

In line with Adi et al. (2017), we trained word em-
beddings on the Wikipedia data using skipgram
(Mikolov et al., 2013), with hierarchical softmax
and a window size of five, for five epochs. We
trained 50 sets of embeddings per language, with
dimension sizes from 20 to 1000 in steps of 20.
Our three BoV baselines consist of combining
these word embeddings by summing, averaging
and using Smooth Inverse Frequency (Arora et al.,
2017). Here, we report results from summing,
which in contrast to related experiments (Conneau
et al., 2018; Arora et al., 2017), consistently and
significantly outperforms the other two baselines.
For the probing task, we use L1-regularized logis-
tic regression with ten-fold cross validation.

4 Baseline results

Here, we present results for one of our eight dis-
tractors. Figure 1 shows the effect on probing per-
formance of the number of words in the sentence
with tense categories that differ from the main
clause tense. In all four languages, as the number
of such conflicting tensed forms in the sentence
increases, error rates on the probing task also tend
to increase. This is expected given that BoV is
not sensitive to syntactic structure, and serves as a
baseline for our upcoming work using RNNs.

Figure 1: The effect of conflicting tensed words on
probing performance for our summed BoV baseline.
We measure the absolute percentage increase in er-
ror rate over the error rate when no conflicting tensed
words are in the sentence. Each bar represents this
quantity averaged across all 50 sets of embeddings per
language. Error bars are 95% confidence intervals.

Adi et al. (2017) found a negative correlation
between performance on one of their probing tasks
(content prediction) and sentence length. Surpris-
ingly, we find no correlation between performance
of any of our baseline models and sentence length.

5 Remaining work

Our goal is to understand to what extent
RNNs show a similar insensitivity to structure-
dependence. Our next step is to train SRN- and
LSTM-based autoencoders on the Wikipedia data
and assess their representations in our probing
task. Due to our careful choice of data sources, fu-
ture work can extend our analysis to any language
with i) a sizable Wikipedia, ii) a UD corpus, and
iii) tense.
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Arne Köhn. 2015. What’s in an embedding? analyzing
word embeddings through multilingual evaluation.
In Proceedings of the 2015 Conference on Empiri-
cal Methods in Natural Language Processing, pages
2067–2073. Association for Computational Linguis-
tics.
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