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Abstract

This paper presents two large newly con-
structed datasets of moderated news comments
from two highly popular online news por-
tals in the respective countries: the Slovene
RTV MCC and the Croatian 24sata. The
datasets are analyzed by performing manual
annotation of the types of the content which
have been deleted by moderators and by in-
vestigating deletion trends among users and
threads. Next, initial experiments on auto-
matically detecting the deleted content in the
datasets are presented. Both datasets are pub-
lished in encrypted form, to enable others to
perform experiments on detecting content to
be deleted without revealing potentially inap-
propriate content. Finally, the baseline classi-
fication models trained on the non-encrypted
datasets are disseminated as well to enable
real-world use.

1 Introduction

With the rapid rise of user-generated content, there
is increased pressure to manage inappropriate on-
line content with (semi)automated methods. The
research community is by now well aware of
the multiple faces of inappropriateness in on-line
communication, which preclude the use of simple
vocabulary-based approaches, and are therefore
turning to more robust machine learning methods
(Pavlopoulos et al., 2017). These, however, re-
quire training data.

Currently available datasets of inappropriate
on-line communication are primarily datasets of
English, such as a Twitter dataset annotated for
racist and sexist hate speech (Waseem and Hovy,
2016)1, the Wikimedia Toxicity Data Set (Wul-
czyn et al., 2017)2, the Hate Speech Identifica-

1https://github.com/ZeerakW/hatespeech
2https://figshare.com/projects/

Wikipedia_Talk/16731

tion dataset containing tweets annotated as hate
speech, offensive language, or neither (Davidson
et al., 2017)3, and the SFU Opinion and Comment
Corpus consisting of online opinion articles and
their comments annotated for toxicity4.

Datasets in other languages have recently also
started to emerge, with a German Twitter dataset
focused on the topic of refugees in Germany
(Ross et al., 2017)5 and a Greek Sport News
Comment dataset containing moderation metadata
(Pavlopoulos et al., 2017)6.

In this paper we present two new and large
datasets of news comments, one in Slovene, and
one in Croatian. Apart from the texts, they
also contain various metadata, the primary being
whether the comment was removed by the site ad-
ministrators. Given the sensitivity of the content,
we publish the datasets in full-text form, but with
user metadata semi-anonymised and the comment
content encrypted via a simple character replace-
ment method using a random, undisclosed bijec-
tive mapping, similar to the encryption method
applied to the Gazzetta Greek Sport News Com-
ments dataset7 introduced in Pavlopoulos et al.
(2017). The two datasets presented in this pa-
per are aimed at further enriching the landscape
of datasets on inappropriate online communication
overall, but especially the dimension of multilin-
guality and multiculturality.

3https://data.world/crowdflower/
hate-speech-identification

4https://github.com/sfu-discourse-lab/
SOCC

5https://github.com/UCSM-DUE/IWG_
hatespeech_public

6https://straintek.wediacloud.net/
static/gazzetta-comments-dataset/
gazzetta-comments-dataset.tar.gz

7https://straintek.wediacloud.net/
static/gazzetta-comments-dataset/README.
txt
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The contributions of this paper are the follow-
ing: (1) we introduce two new datasets annotated
for content inappropriateness, (2) we perform a
basic analysis of the type of the deleted content,
(3) we investigate whether the deleted content is
more dependent on specific users, threads or loca-
tions in a thread, (4) we build baseline predictive
models on these datasets and (5) we publish the
full but semi-anonymised and encrypted datasets,
as well as the models built on the non-encrypted
data ready to be used in real-life scenarios.

2 Dataset description

This section gives a description of the two
datasets, which we obtained from two different
sources from different countries and in different
languages. Both datasets are comprehensive in the
sense that they contain all the comments from the
given time period. Their main value in the context
of studying inappropriate content lies in the fact
that they also contain all the comments that were
deleted by the moderators of the two sites.

The Slovenian MMC dataset contains com-
ments on news articles published on the MMC
RTV web portal8, the on-line portal of the Slove-
nian national radio and television. The dataset
comprises all the comments from the beginning of
2010 until the end of 2017, i.e. eight years’ worth
of content, including deleted comments. The por-
tal is monitored by moderators who delete com-
ments that contain hate speech but also those that
are not relevant for the thread or are spam by ad-
vertisers.

We obtained the dataset as a CSV file, where
we deleted comments with formatting errors, re-
moved illegal UTF-8 characters and remnants of
formatting, and then converted the dataset into
XML. Apart from the text itself, each comment
contains the following metadata: comment ID;
ID of the news article that is commented (note,
however, that we did not receive the news articles
themselves due to copyright limitations); user ID;
time stamp; whether the comment was deleted or
not; and the number of up- and down-votes.

The Croatian STY dataset contains comments
on articles from the news portal 24sata9 which
is owned by Styria Media International. They
comments in the dataset span from 2007-09-12 to
2017-07-21, i.e. almost ten years of content. Until

8http://www.rtvslo.si/
9https://www.24sata.hr/

2016 the portal was monitored by one moderator,
with the last two years of content being moderated
by two moderators. Both hate speech and spam
are deleted, and the respective users are banned
for an amount of time depending on the frequency
of their misbehavior.

We received the dataset as a SQL database
dump, where we, similarly to MMC, cleaned the
file and converted it to a similar XML as the MMC
one. Here, the metadata was somewhat different,
comprising: comment ID; ID of the news article
that is commented (again, we did not receive the
news articles themselves); where applicable, ID
of comment that is being replied to; the ID of the
thread to which the comment belongs; the user ID;
the user name; time stamp; whether the comment
was deleted or not; and the number of replies to
the comment.

2.1 The datasets in numbers

Table 1 gives the sizes of the two datasets in users,
texts (comments) and words, split into retained
and deleted comments, and overall. As can be
seen, both datasets are substantial, having together
almost 25 million comments, and over 700 million
words. The two datasets have a similar size per
year, but given that the STY dataset has a longer
time span it is also larger, with over 407 million
words, against 325 million words in MMC. In-
terestingly, given their comparable size, the STY
dataset has many more comments (17 million, as
opposed to only 7.6 million of MMC) as well
as many more users (185 thousand as against 42
thousand of MMC). On the other hand, MMC
users write significantly longer texts.

As for the deleted comments, we first note that
for a user to be classified into either of the Yes/No
deleted row, it suffices that one of their comments
has been deleted (or not), so the two percent-
ages do not sum to 100%. The percentages re-
veal that the two portals adopt somewhat differ-
ent deletion policies: for MMC almost half of the
users had at least one comment deleted, while un-
der 10% had a comment deleted in STY. Simi-
larly for texts, the MMC portal deleted over 8% of
the texts, while STY deleted under 2%. The pro-
portion of the number of deleted words is lower
for MMC and higher for STY, meaning that with
MMC the deleted comments are typically shorter
than the retained texts, while for STY they are
slightly longer.

http://www.rtvslo.si/
https://www.24sata.hr/
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Corpus Deleted Users Texts Words
MMC No 41,142 96.8% 6,965,725 91.7% 302,123,513 92.9%
MMC Yes 20,086 47.3% 630,961 8.3% 23,102,063 7.1%
MMC Σ 42,502 100.0% 7,596,686 100.0% 325,225,576 100.0%
STY No 181,626 98.0% 16,732,818 98.2% 399,214,351 98.0%
STY Yes 17,810 9.6% 310,147 1.8% 8,334,776 2.0%
STY Σ 185,266 100.0% 17,042,965 100.0% 407,549,127 100.0%
Σ No 222,768 97.8% 23,698,543 96.2% 701,337,864 95.7%
Σ Yes 37,896 16.6% 941,108 3.8% 31,436,839 4.3%
Σ Σ 227,768 100.0% 24,639,651 100.0% 732,774,703 100.0%

Table 1: Sizes of MMC and STY datasets.

MMC STY
Calumination 6 8
Discrimination 11 10
Disrespect 37 21
Insult 10 42
Irony 19 10
Swearing 3 14
Other 19 18
Σ 105 124

Table 2: Categories of deleted comments.

2.2 Types of inappropriate content

To gain more insight into the nature of the deleted
comments, we manually classified 100 random
deleted comments from each datasets into the 9
categories proposed by Pavlopoulos et al. (2017):
calumniation, discrimination, disrespect, hooli-
ganism, insult, irony, swearing, threat and other.
Both samples were annotated by the same annota-
tor. Where required, multiple labels were assigned
to a comment.

As shown in Table 2, there are many differences
between the two datasets. In the MMC sample,
the most frequently represented category is dis-
respect (37) while swearing is the least frequent
(3). Only 5 of the 100 comments were annotated
with double labels. In the STY sample, on the
other hand, 17 received a double and 1 a triple la-
bel (most frequent combinations being insult and
swearing). The most frequent category in the STY
sample is insult (42) and the least frequent one
threat (1), which does not appear in the MMC
sample. In general, the Croatian sample of deleted
comments contains worse forms of inappropriate
content compared to the Slovene one (e.g., many
more cases of insults and swearing compared to

more subtle irony which is particularly common
in the Slovene sample). Beyond the types of in-
appropriate comments, we have also observed dif-
ferences in the persons, groups and institutions to-
wards which the disrespectful comments are tar-
geted. Whereas the targets are the expected “cul-
prits” in the Croatian sample (e.g. marginalized
members of the society), in the Slovenian sample,
most of them are targeted at the national broad-
casting service, its journalists or the administrators
of the on-line comments, especially in the cate-
gory of disrespectful comments.

The reasons for these differences could lie in the
different positions of the two media (one national
and the other one private) and their subsequently
different policies for the treatment of inappropri-
ate content, with MMC deleting more and STY
only the most blatant examples of inappropriate
comments. Another reason could also be cultural
differences, such as more widespread swearing in
public discourse in Croatia compared to Slove-
nia. Interestingly, in both samples a substantial
amount (19 vs. 18) of the analysed comments did
not belong to any of the categories specified by
Pavlopoulos et al. (2017), suggesting that the an-
notation schema might benefit from further refine-
ments.

3 Dataset Analysis

This section presents a basic analysis of deleted
vs. retained content in both datasets. We ana-
lyze (1) the distribution of deleted vs. retained
content through the years, (2) the distribution of
deleted content among users, (3) the distribution
of deleted content in threads, and (4) the dis-
tribution of the relative positions of the deleted
comments in a thread. We compare the distribu-
tions (2)-(4) with their random counterparts to see
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Figure 1: Distribution of deleted (red) and retained (green) comments throughout the publication years for MMC
(left) and STY (right).

whether there is a dependence of comment dele-
tion on these three phenomena: user, thread, and
location in a thread.

3.1 Distribution through time

Figure 1 shows the distribution of the deleted and
retained comments in each dataset throughout the
publication years. The trends in the two datasets
are quite different. While the STY dataset has
an obvious increase in the number of comments
throughout the years, the number of comments
in the MMC dataset is rather stable. The num-
ber of the deleted comments throughout the years
is even more different in the two datasets. Most
of the deleted content in the STY dataset is from
2016 and 2017, which indicates an obvious change
in the policy of content deletion.10 In the MMC
dataset, on the other hand, the percentage of the fil-
tered content is rather stable throughout the years,
with only a slight increase through time. The ob-
served difference can be followed back to the type
of publishers: STY is a commercial publisher,
freely modifying filtering rules, whereas MMC is
a national broadcasting company and is as such re-
quired to have a much more elaborate and strict, as
well as more stable code of conduct.

3.2 Distribution per user

Figure 2 depicts the distribution of the percent-
age of comments deleted from each user, taking
into account only users that published 10 or more
comments to ensure a proper representation of the
percentages on a histogram with 10 bins. The
plot shows similar trends in both languages, with
most users having 10% or less of their comments
deleted. In both datasets we see an increase in
the percentage of users having all their comments

10The increase in the amount of deleted content can be fol-
lowed back to the internal decision of the newspaper to make
the moderation model more strict, resulting in greater identi-
fication of inappropriate content, but also an increase in the
amount of inappropriate content aimed at the moderators.

deleted. This phenomenon can be followed back
to the practice of deleting users and all their corre-
sponding content.

We hypothesize that this distribution is signifi-
cantly different from a random one, i.e., that there
are users whose comments are deleted more often
than by chance. Put in simpler terms, we assume
that inappropriate comments are not a blunder that
happens to everyone now and then but that there
are consistently “non-conforming” users whose
comments are deleted more often than those of
other users. We test our hypothesis by applying the
Kolmogorov-Smirnov non-parametric two-tailed
test (Massey, 1951) of the equality of two distri-
butions, with the null hypothesis that there is no
difference between the observed and the expected
random distribution. We calculate the expected,
random distribution by calculating the probability
of a comment to be deleted in a dataset and gen-
erating a dataset with the identical distribution of
comments among users, calculating whether the
comment is deleted via a random function with
the deletion probability as estimated on the real
dataset. On the MMC test we obtain a statistic
of 0.274 with the p-value, i.e., the probability that
we might falsely reject the null hypothesis that the
two distributions are identical being close to 0.0.
For the STY dataset we obtain a statistic of 0.371,
with a p-value being close to 0.0. These results
show that in each dataset some users’ comments
are being deleted more often than by chance.

To measure to what amount each of the distri-
butions are different to a random one, we calculate
the Wasserstein distance (Ramdas et al., 2017) be-
tween the observed and the random distributions.
While we obtain a distance of 0.068 for the MMC
distribution, this distance for the STY distribu-
tion is 0.032.11 This inspection shows that in the

11We repeat the calculation on the STY dataset only on
the data from 2016 and 2017 to control for the different ap-
proach to deleting comments before and from 2016, obtaining
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Figure 2: Distribution of the percentage of comments deleted per user publishing 10 or more comments for MMC
(left) and STY (right).

Slovene MMC dataset the phenomenon of deleting
content of specific users is more prominent than in
the Croatian STY dataset.

3.3 Distribution per thread

In this subsection we repeat the calculations per-
formed in the previous subsection on user-focused
distributions of deleted content, only that this time
we utilize the thread structures which are available
in both datasets. For this analysis, as well as the
following one presented in Section 3.4, we take
into account only threads with at least 10 com-
ments, again to ensure a proper representation on
a 10-bin histogram.

In Figure 3 we plot the probability distribution
of the percentage of comments deleted in each
thread, obtaining a similar, long-tailed distribution
as with the user-focused distribution. As with the
user distributions, the MMC dataset has a larger
number of threads with slightly higher percentage
of deleted content (higher than 10%), indicating a
less random deletion process in the MMC dataset,
i.e., that there are threads that have more content
deleted than would be expected by chance.

Similar to our previous calculations, we first
calculate whether the obtained distributions are
different from distributions obtained by randomly
deleting comments in threads by applying the
Kolmogorov-Smirnov test of the equality of two
distributions. We then quantify the distance of the
observed distributions to the random distributions
via the Wasserstein distance.

When applying the Kolmogorov-Smirnov test
on the MMC dataset, we obtain a statistic of 0.292
with a p-value close to 0.0, while on the STY
dataset the obtained statistic is 0.333 with a p-
value also close to 0.0. Based on this we can re-
ject the null hypothesis that the random and the
observed probability distributions are the same on
both datasets. In other words, deletion on some

an identical distance.

threads is more prominent than on others.
We continue by calculating the Wasserstein dis-

tance metric between the observed and the random
distribution, with an obtained distance of 0.036
on the MMC dataset and a distance of 0.010 on
the STY dataset. Similar to the previous mea-
surements on the percentage of users’ deleted con-
tent, a stronger difference between the two distri-
butions is again observed on the MMC dataset,
showing the deletion on that dataset to be less
random. Furthermore, the distances obtained on
the thread-dependent distributions are almost half
the size of the distances calculated on the user-
dependent distributions, showing that comments
of specific users are deleted more often than com-
ments on specific threads, which is an interest-
ing result. Note that the user-focused and thread-
focused distances are directly comparable as both
distributions are defined on the same scale be-
tween 0 and 1.

3.4 Distribution per location in thread

Finally, we inspect the distributions of the deleted
comments as per their relative location in a dis-
cussion thread. We apply the same calculations as
with the user-focused and thread-focused analyses
presented in the previous two subsections.

We first analyze the plot of the distribution of
the relative location in a thread where a comment
is deleted, which is given in Figure 4. Our expec-
tation was that more comments will be deleted in
the middle and at the end of the thread because
discussions get heated gradually. Both distribu-
tions seem very similar, with a close to uniform
distribution. However, on both distributions we
observe a trend that is opposite to our expecta-
tions, namely that comments are deleted more of-
ten at the beginning of a thread. The Kolmogorov-
Smirnov test of the equality of the random and
the observed distribution gives the test statistic
of 0.027 and the p-value of 1.448 ∗ 10−199 on
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Figure 3: Distribution of the percentage of comments deleted in each thread containing 10 or more comments for
MMC (left) and STY (right).

Figure 4: Distribution of the relative position of comments deleted in a thread containing 10 or more comments
for MMC (left) and STY (right).

the MMC dataset, while the test statistic on the
STY dataset is 0.017 and the p-value 3.26∗10−39.
The differences between the observed and the ran-
dom distribution are still highly significant, but
less than with the other analyses. Again, the STY
dataset appears more random-like than the MMC
dataset. We double-check these observations by
calculating the Wasserstein distance between ob-
served and random distributions. On the MMC
dataset the distance is 0.018, while on the STY
dataset it is 0.011. On the MMC dataset this is the
smallest distance measured, while on the STY dis-
tance this distance is similar to the one calculated
on the thread-dependent distribution. The distance
to a random distribution is, again, smaller on the
STY dataset than on the MMC dataset.

3.5 Discussion

Regarding the three analyses performed, namely
the analysis of content deletion among users,
threads and relative locations in threads, we can
conclude that on the MMC dataset all the distribu-
tions are further away from random distributions
than on the STY dataset, hinting at a more careful
supervision of comments on that dataset. How-
ever, we must be careful about drawing such a con-
clusion because a less random behavior might also
point towards targeting specific users (e.g., previ-
ously misbehaving users), threads (e.g., threads on
specific topics) or locations of the comment in the
thread (e.g., the beginning of the thread).

With these three levels of analysis we have
shown that the user-dependent distribution of
deleted comments is the least random, followed
by the thread-dependent distribution, with the lo-
cation of the comment in the thread being closest
to random. In other words, specific users seem to
be the most filtered, followed by specific threads,
with specific locations in the thread being least
prone to filtering. The observation that comments
of specific users are more prone to deletion than
comments in specific threads is interesting and
should be compared to the distributions in other
datasets. Given that we observe the same phe-
nomenon in two datasets of different origin, we
assume that such regularity would hold in other
datasets as well.

4 Availability of data and baseline model

4.1 Data availability

Both datasets are published on the CLARIN.SI
repository with all the metadata pseudo-
anonymised, and the text encrypted via a
simple character replacement method using a
random, undisclosed bijective mapping to comply
with the terms-of-use of our data providers as
well as to mitigate propagation of inappropri-
ate content. The Slovene dataset, published
together with the baseline model described
in the following subsection, is available from
http://hdl.handle.net/11356/1201,
while the Croatian counterpart is available from

http://hdl.handle.net/11356/1201
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http://hdl.handle.net/11356/1202.

4.2 Model availability

Given that the distributed datasets are encrypted,
because of which only in-vitro experiments on in-
appropriate content identification can be run, but
the final systems cannot be applied on real data,
we have also published baseline models trained
on the non-encrypted data. While these models
are capable of identifying potentially inappropri-
ate content, by sharing them we do not propagate
inappropriate content above the token level.

For building the baseline models, we split each
dataset into training, development and testing por-
tions in a 8:1:1 distribution, and trained, tuned and
evaluated fastText (Joulin et al., 2016) classifica-
tion models on that data split. The published fast-
Text models were trained on the full datasets.

When splitting the data into train, dev and test,
we randomly shuffled on the thread level, ensur-
ing that there is no spillover between threads, i.e.,
that there are no portions of the same thread to be
found in train and dev or test data.

During tuning, we optimized the following fast-
Text hyperparameters: word n-gram length (de-
fault is 1), minimum and maximum character n-
gram length (no character n-grams are used by de-
fault) and number of epochs (default is 5). We op-
timize them by training on the train portion and
evaluating on the dev portion. In Table 3 we give
the results of the best-performing non-default val-
ues on each of the hyperparameters. We evalu-
ate via the ROC AUC score, i.e., the area under
the ROC curve, which is 0.5 in case of random
results and 1 for perfect results where all posi-
tive instances are ranked higher than all negative
instances. The presented results show that most
impact can be obtained with adding character n-
grams to the word, i.e., text representation proce-
dure. By adding character n-grams of length 3 to
7 we lower the error rate on both datasets by 18%.
Adding word n-grams longer than 1 does not have
a positive impact on performance of fastText. Op-
timizing the number of epochs has a slight posi-
tive impact as long as other hyperparameters are
kept default. If we combine optimal character n-
gram and epoch hyperparameter values (last row
in Table 3, there is no significant difference to us-
ing optimal character n-grams only. This is why
we decided to use for our final setting all default
hyperparameters, except for the character n-gram

lengths that we set between 3 and 7.
We evaluate our final system setting on the test

set and obtain a ROC AUC result of 0.794 for
the MMC dataset and 0.793 for the STY dataset.
These results are more than half way from random
to perfect, which is still far from satisfying. We
leave the task of building stronger prediction mod-
els to future work.

The baseline fastText models trained on the full
non-encrypted datasets with optimal hyperparam-
eter values can be obtained from the CLARIN.SI
repository together with the encrypted datasets, as
mentioned above.

MMC STY
default (ngram=1;epoch=5) 0.755 0.746
ngram=2 0.717 0.711
charngram=3,7 0.798 0.791
epoch=3 0.762 0.753
charngram=3,7;epoch=3 0.796 0.792

Table 3: Results of tuning hyperparameters on both
datasets. Results are ROC AUC scores.

5 Conclusions

In this paper we have introduced two new large
on-line news comment datasets annotated for in-
appropriate content by the content providers for
Slovene and Croatian, languages typically rarely
represented in similar datasets, making them all
the more valuable for the research community.

We have performed a small manual analysis of
the kinds of comments that get deleted in each of
the datasets. The Croatian deleted comments con-
tain more severe types of inappropriate content,
such as insults, as well as more swearing. The
Slovene ones, on the other hand, are more covert,
formulated as irony, and are frequently aimed at
the broadcaster or are off-topic, which indicates
differences in the policy of handling user com-
ments by the two media outlets.

The initial statistical analysis of the distribution
of filtering among users, threads and locations in
threads, has shown that all the distributions are
less random on the MMC dataset than on the STY
dataset, which is probably caused by more con-
stant and vigilant moderation on the MMC RTV
portal. Regarding the three levels of analysis,
we showed that the distribution of deleted content
among users is the least random, followed by the
distribution of that content among threads, with

http://hdl.handle.net/11356/1202
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the location of the deleted content being closest
to random. This shows that specific users seem to
be the most deleted, followed by specific threads,
with specific locations in the thread being least
prone to deletion.

Finally, by building baseline models on the new
datasets, we have shown that fastText classifiers
can be improved most easily by adding character
n-gram information to the text representation. The
obtained results are promising, but still far from
production-ready, at least for most usages. How-
ever, we have published not only the datasets with
metadata pseudo-anonymised and texts encrypted,
but also the baseline models trained on the non-
encrypted full text of each dataset. We expect that
our baseline classification models will not serve
just as a point of comparison, but will also be used
in real world scenarios, either for feature extrac-
tion and text representation for similar tasks, or
for the task of ranking or classifying inappropriate
content directly.
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