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Introduction

During the years NLP has matured a suites of technologies able to cope with many problems raised by
the contemporary need of global information, and so, it is the high time for the NLP to get engaged in
the mass media process as an active partner for both journalists and readers. The EMNLP workshop
- at its second edition after the IJCAI-2016 workshop held on July 10th, 2016 in New York - has the
potential to attract the interest of researchers both in computational linguistics and journalism, and of
professionals in the news production system. The main goal is to have a forum in which it will be
possible to share and discuss advancements in natural language processing and real needs in the field of
journalism. The workshop received an unexpected number of submissions and the program committee
identified 19 papers of high quality. We are happy to notice that papers submitted to this second edition
display a large variety of topics that we consider at the core of our initiative. Many interesting aspects
of journalism in mass-media age, from discovering bias and incongruent headlines in news to analyzing
the content of social media in order to capture hot topics and trends are present. We can confidently say
that fundamental topics of natural language processing have been covered this year, a fact that makes
all the effort of organizing this workshop worthwhile. There are four excellent papers running for the
best paper award and we already know it is a close call. Some of the accepted papers are likely to stir
vivid debates, which, as the last year experience proves it, will turn into papers next year. In fact, we can
see that some of the ideas that emerged from the papers and the discussions we carried out in the first
edition are properly represented in this second edition. While we cannot partition the papers into three
or four well defined classes, we can see that the NLP researchers have understood and have developed
technologies able to cope with bias detection, sentiment analysis and relevance of specific information.

In an era in which there is no single point of view and the "objectiveness of information" lacks a unilateral
standard, playing with language register and clarity in a piece of news are powerful instruments at
journalist disposal. NLP may raise some flags on details, and papers such as "Tracking Bias in News
Sources Using Social Media: the Russia-Ukraine Maidan Crisis of 2013–2014", "Incongruent Headlines:
Yet Another Way to Mislead Your Readers", "Fake news stance detection using stacked ensemble of
classifiers", "From Clickbait to Fake News Detection: An Approach based on Detecting the Stance of
Headlines to Articles", "An NLP Analysis of Exaggerated Claims in Science News" present interesting
and efficient ways to warn the reader against possible abuses in the media.

Sentiment analysis is an important component in understanding the impact of a piece of news and few
papers at this workshop focus on this aspect: "Comparing Attitudes to Climate Change in the Media using
sentiment analysis based on Latent Dirichlet Allocation", "Improved Abusive Comment Moderation
with User Embeddings", "Deception Detection in News Reports in the Russian Language: Lexics and
Discourse", "Using New York Times Picks to Identify Constructive Comments", "Using New York Times
Picks to Identify Constructive Comments", "Predicting News Values from Headline Text and Emotions".

A group of papers deals with a crucial issue of modern journalism, i.e., how to manage the enormous
flow of available information: "What to Write? A topic recommender for journalists", "Data-to-text
generation for tailored soccer journalism“, "Language-based Construction of Explorable News Graphs
for Journalists", "Storyteller: Visual Analytics of Perspectives on Rich Text Interpretations", "Analyzing
the Revision Logs of a Japanese Newspaper for Article Quality Assessment", "Unsupervised Event
Clustering and Aggregation from Newswire and Web Article", "Semantic Storytelling, Cross-lingual
Event Detection and other Semantic Services for a Newsroom Content Curation Dashboard", "A News
Chain Evaluation Methodology along with a Lattice-based Approach for News Chain Construction".

In conclusion, we are very happy and proud about the high quality papers dealing with essential topics
in modern journalism. We believe that more and more NLP will have an impact on journalism, the force
that truly and directly represents all us in the confrontation with the social problems.

Octavian Popescu and Carlo Strapparava
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Abstract

We present a preliminary study on predict-
ing news values from headline text and
emotions. We perform a multivariate anal-
ysis on a dataset manually annotated with
news values and emotions, discovering in-
teresting correlations among them. We
then train two competitive machine learn-
ing models – an SVM and a CNN – to
predict news values from headline text and
emotions as features. We find that, while
both models yield a satisfactory perfor-
mance, some news values are more diffi-
cult to detect than others, while some profit
more from including emotion information.

1 Introduction

News values may be considered as a system of
criteria applied to decide about the inclusion or
exclusion of material (Palmer, 2000) and about
the aspects of the selected material that should be
emphasized by means of headlines. In fact, the in-
formative value of headlines lays its foundations in
their capability of optimizing the relevance of their
stories for their users (Dor, 2003). To the intent of
being optimizers of the news relevance, headlines
carry out a set of different functions while meeting
two needs: attracting users’ attention and summa-
rizing contents (Ifantidou, 2009). In order to attract
users’ attention, headlines should provide the trig-
gers for the emotional impact of the news, account-
ing emotional aspects related to the participants
of the event or to the actions performed (Ungerer,
1997). As far as the summarization of contents is
concerned, headlines may be distinguished on the
basis of two main goals: headlines that represent
the abstract of the main event and headlines that
promote one of the details in the news story (Bell,
1991; Nir, 1993). Furthermore, Iarovici and Amel

(1989) recognize two simultaneous functions: “a
semantic function, regarding the referential text,
and a pragmatic function, regarding the reader (the
receiver) to whom the text is addressed.”

In this work we present a preliminary study on
predicting news values from headline text and emo-
tions. The study is driven by two research ques-
tions: (1) what are the relations among news values
conveyed by headlines and the human emotions
triggered by them, and (2) to what extent can a ma-
chine learning classifier successfully identify the
news values conveyed by headlines, using merely
text or text and triggered emotions as input? To
this end, we manually annotated an existing dataset
of headlines and emotions with news values. To
answer the first question, we carried out a multivari-
ate analysis, and discovered interesting correlations
among news values and emotions. To answer our
second research question, we trained two compet-
itive machine learning models – a support vector
machine (SVM) and a convolutional neural net-
work (CNN) – to predict news values from head-
line text and emotions. Results indicate that, while
both models yield a satisfactory performance, some
news values are more difficult to detect, some profit
from including emotion information, and CNN per-
forms better than SVM on this task.

2 Related work

Despite the fact that news values has been widely
investigated in Social Science and journalism stud-
ies, not much attention has been paid to its auto-
matic classification by the NLP community. In fact,
even if news value classification may be applied in
several user-oriented applications, e.g., news rec-
ommendation systems, and web search engines,
few scholars (De Nies et al., 2012; Piotrkowicz
et al., 2017) have been focused on this particular
topic. Related to our work is the work on predicting
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emotions in news articles and headlines, which has
been investigated from different perspectives and
by means of different techniques. Strapparava and
Mihalcea (2008) describe an experiment devoted
to analyze emotion in news headlines, focusing
on six basic emotions and proposing knowledge-
based and corpus-based approaches. Kozareva et al.
(2007) extract part of speech (POS) from headlines
in order to create different bag of words pairs with
six emotions and compute for each pair the Mutual
Information Score. Balahur et al. (2013) test the
relative suitability of various sentiment dictionaries
in order to separate positive or negative opinion
from good or bad news. Ye et al. (2012) deal with
the prediction of emotions in news from readers’
perspective, based on a multi-label classification.
Another strand of research more generally related
to our work is short text classification. Short text
classification is technically challanging due to the
sparsity of features. Most work in this area has
focused on classification of microblog messages
(Sriram et al., 2010; Dilrukshi et al., 2013; Go et al.,
2009; Chen et al., 2011).

3 Dataset

As a starting point, we adopt the dataset proposed
for the SemEval-2007 Task 14 (Strapparava and
Mihalcea, 2007). The dataset consists of 1250
headlines extracted from major newspapers such as
New York Times, CNN, BBC News, and Google
News. Each headline has been manually annotated
for valence and six emotions (Anger, Disgust, Fear,
Joy, Sadness, and Surprise) on a scale from 0 to
100. In this work, we use only the emotion labels,
and not the valence labels.

News values. On top of the emotion annotations,
we added an additional layer of news value labels.
Our starting point for the annotation was the news
values classification scheme proposed by Harcup
and O’Neill (2016). This study proposes a set of fif-
teen values, corresponding to a set of requirements
that news stories have to satisfy to be selected for
publishing. For the annotation, we decided to omit
two news values whose annotation necessitates con-
textual information: “Audio-visuals”, which sig-
nals the presence of infographics accompanying
the news text, and “News organization’s agenda”,
which refers to stories related to the news organi-
zation’s own agenda. This resulted in a set of 13
news value labels.

IAA IAA (adj)

News value κ F1 κ F1 Support

Bad news 0.47 0.526 0.72 0.744 85
Celebrity 0.51 0.545 0.74 0.761 82
Conflict 0.19 0.245 0.52 0.564 86
Drama 0.25 0.383 0.58 0.663 178
Entertainment 0.53 0.684 0.76 0.843 351
Follow-up 0.10 0.129 0.43 0.451 29
Good news 0.23 0.268 0.54 0.563 65
Magnitude 0.08 0.121 0.34 0.371 45
Shareability 0.05 0.101 0.29 0.335 130
Surprise 0.06 0.102 0.38 0.409 43
Power elite 0.36 0.472 0.66 0.718 166

Table 1: Original and adjudicated interannotator
agreement (Cohen’s κ and F1-macro scores) and
counts for each news value (agreement scores aver-
aged over three annotator pairs and four annotator
groups; moderate/substantial κ agreement shown
in bold).

Annotation task. We asked four annotators to
independently label the dataset. The annotators
were provided short guidelines and a description
of the news values. We first ran a calibration
round on a set of 120 headlines. After calcu-
lating the inter-annotator agreement (IAA), we
decided to run a second round of calibration,
providing further information about some labels
conceived as more ambiguous by the annotators
(e.g., “Bad news” vs. “Drama” vs. “Conflict” and
“Celebrity” vs. “Power elite”). For the final anno-
tation round, we arranged the annotators into four
distinct groups of three, so that each headline would
be annotated by three annotators. The annotation
was done on 798 headlines using 13 labels. An-
notation analysis revealed that two of these labels
“Exclusivity” and “Relevance”, have been used in
a marginal number of cases so we decide to omit
these labels from the final dataset.

Table 1 show the Cohen’s κ and F1-macro IAA
agreement scores for the 11 news value labels. We
observe a moderate agreement of κ ≥ 0.4 (Lan-
dis and Koch, 1977) only for the “Bad news”,
“Celebrity”, and “Entertainment” news values, sug-
gesting that recognizing news values from head-
lines is a difficult task even for humans. To obtain
the final dataset, we adjudicated the annotations of
the three annotators my a majority vote. The ad-
judicated IAA is moderate/substantial, except for
“Magnitude”, “Shareability”, and “Surprise”.

Factor analysis. As a preliminary investigation
of the relations among news values and emotions in
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● ANGER

Figure 1: A dendrogram of the correlations among
factor loadings for news values and emotions.
(Emotions are shown in caps.)

headlines, we carry out a multivariate data analysis
using factor analysis (FA) (Hair et al., 1998). The
main goal of FA is to measure the presence of un-
derlying constructs, i.e., factors, which in our case
represent the correlation among emotions and news
values, and their factor loading magnitudes. The
use of FA is justified here because (1) we deal with
cardinal (news values) and ordinal (emotions) vari-
ables and (2) the data exhibits a substantial degree
of multicollinearity. We applied varimax, an or-
thogonal factor rotation used to obtain a simplified
factor structure that maximizes the variance. We
then inspected the eigenvalue scree plot and chose
to use seven factors whose values were larger than
1 as to reduce the number of variables without loos-
ing relevant information. To visualize the factor
structure and relations among news values and emo-
tions, we performed a hierarchical cluster analysis,
using complete linkage with one minus Pearson’s
correlation coefficient as the distance measure.

Fig. 1 shows the resulting dendrogram. We can
identify three groups of news values and emotions.
The first group contains the negative emotions re-
lated to “Conflict” and “Bad news”, and the rather
distant “Power elite”. The second group contains
only news values, namely “Drama”, “Celebrity”,
and “Follow up”. The last group is formed by two
positive emotions, joy and surprise, which are the
kernels of two sub-groups: joy is related to “Good
news”, “Shareability” and, to a lesser extent, to
“Magnitude”, while surprise emotions relates to
“Entertainment” and “Surprise” news values.

4 Models

We consider two classification algorithms in this
study: a support vector machine (SVM) and the
CNN. The two algorithms are known for their effi-
ciency in text classification tasks (Joachims, 1998;
Kim, 2014; Severyn and Moschitti, 2015). We
frame the problem of news values classification as
a multilabel task, and train one binary classifier for
each news value, using headlines labeled with that
news value as positive instances and all other as
negative instances.

Features. We use the same feature sets for both
SVM and CNN. As textual features, we use the pre-
trained Google News word embeddings, obtained
by training the skip-gram model with negative sam-
pling (Mikolov et al., 2013). For emotion features,
we used the six ground-truth emotion labels from
the SemEval-2007 dataset, standardized to zero
mean and unit variance.

SVM. An SVM (Cortes and Vapnik, 1995) is a
powerful discriminate model trained to maximize
the separation margin between instances of two
classes in feature space. We follow the common
practice of assuming additive compositionality of
the word embeddings and represent each headline
as one 300-dimensional vector by averaging the in-
dividual word embeddings of its constituent words,
whereby we discard the words not present in the
dictionary. Note that this representation is not sen-
sitive to word order. We use the SVM implemen-
tation from scikit-learn (Pedregosa et al., 2011),
which in turn is based on LIBSVM (Chang and Lin,
2011). To maximize the efficiency of the model,
we use the RBF kernel and rely on nested 5×5-
cross-validation for hyperparameter optimization,
with C ∈ {1, 10, 100} and γ ∈ {0.01, 0.1}.
CNN. A CNN (LeCun and Bengio, 1998) is a
feed-forward neural network consisting of one or
more convolutional layers, each consisting of a
number of filters (parameter matrices). Convolu-
tions between filters and slices of the input em-
bedding matrix aim to capture informative local
sequences (e.g., word 3-grams). Each convolu-
tional layer is followed by a pooling layer, which
retains only the largest convolutional scores from
each filter. A CNN thus offers one important advan-
tage over SVM, in that it can detect indicative word
sequences – a capacity that might be crucial when
classifying short texts such as news headlines.

3



SVM CNN

News value T T+E T T+E

Bad news 0.652 0.763∗ 0.778† 0.848∗†
Celebrity 0.553 0.534 0.496 0.526
Conflict 0.526 0.487 0.654† 0.659†
Drama 0.636 0.637 0.668 0.681
Entertainment 0.832 0.783∗ 0.803 0.841∗
Good news 0.414 0.513 0.509 0.578
Magnitude 0.299 0.515∗ 0.438 0.507
Power elite 0.596 0.570 0.695† 0.700†
Shareability 0.309 0.318 0.427† 0.425†

Table 2: F1-scores of SVM and CNN news values
classifiers using text (“T”) or text and emotions
(“T+E”) as features. Best result for each news
value are shown in bold. “∗” denotes a statistically
significant difference between feature sets “T” and
“T+E” for the same classifier, and “†” a statistically
significant difference between SVM and CNN clas-
sifiers with the same features (p<0.05, two-tailed
permutation test).

In our experiments, we trained CNNs with a sin-
gle convolutional and pooling layer. We used 64
filters, optimized filter size ({3,4,5}) using nested
cross-validation, and performed top-k pooling with
k = 2. For training, we used the RMSProp algo-
rithm (Tieleman and Hinton, 2012).

In addition to the vanilla CNN model that uses
only the textual representation of a headline, we
experimented with a model that additionally uses
emotion labels as features. For each headline, the
emotion labels are concatenated to the latent CNN
features (i.e., output of the top-k pooling layer) and
fed to the output layer of the network. Let x(i)

T

be the latent CNN vector of the i-th headline text,
and x(i)

E the corresponding vector of emotion labels.
The output vector y(i), a probability distribution
over labels, is then computed as:

y(i) = softmax
(
W · [x(i)

T ;x(i)
E ] + b

)
where W and b are the weight matrix and the bias
vector of the output layer.

5 Evaluation

Table 2 shows the F1-scores of the SVM and CNN
news values classifiers, trained with textual fea-
tures (“T”) or both textual and emotion features
(“T+E”). We report the results for nine out of 11
news values from Table 1; the two omitted labels
are “Follow-up” and “Surprise”, for which the num-
ber of instances was too low to successfully train

the models. Models for the remaining nine news
values were trained successfully and outperform a
random baseline (the differences are significant at
p<0.001; two-sided permutation test (Yeh, 2000)).

We can make three main observations. First,
there is a considerable variance in performance
across the news values: “Bad news” and “Entertain-
ment” seems to be the easiest to predict, whereas
“Shareability”, “Magnitude”, and “Celebrity” are
more difficult. Secondly, by comparing “T” and
“T+E” variants of the models, we observe that
adding emotions as features improves leads to fur-
ther improvements for the “Bad news” and “Enter-
tainment” news values (differences are significant
at p<0.05) for CNN, and for SVM also for “Mag-
nitude”, but for other news values adding emotions
did not improve the performance. This finding is
aligned with the analysis from Fig. 1, where “Bad
news“ and “Entertainment” are the two news values
that correlate the most with one of the emotions.
Finally, by comparing between the two models, we
note that CNN generally outperforms SVM: the dif-
ference is statistically significant for “Bad news”,
“Conflict”, “Power elite”, “Shareability”, regardless
of what features were used. This suggest that these
news values might be identified by the presence of
specific local word sequences.

6 Conclusions and Future Work

We described a preliminary study for predicting
news values using headline text and emotions. A
multivariate analysis revealed a three-way grouping
of news values and emotions. Experiments with
predicting news values revealed that both a support
vector machine (SVM) and a convolutional neural
network (CNN) can outperform a random baseline.
The results further indicate that some news values
are more easily detectable than others, that adding
emotions as features helps for news values that are
highly correlated with emotions, and that CNNs
ability to detect local word sequences helps in this
task, probably because of the brevity of headlines.

This works opens up a number of interesting
research directions. One is to study the relation
between the linguistic properties of headlines and
news values. Another research direction is the com-
parison between headlines and full-text stories as
features for news value prediction. It would also
be interesting to analyze how news values correlate
with properties of events described in text. We in-
tend to pursue some of this work in the near future.
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Abstract

We analyze user viewing behavior on an
online news site. We collect data from
64,000 news articles, and use text fea-
tures to predict frequency of user views.
We compare predictiveness of the headline
and “teaser” (viewed before clicking) and
the body (viewed after clicking). Both are
predictive of clicking behavior, with the
full article text being most predictive.

1 Introduction

With so much news being consumed online, there
is great interest in the way this news is consumed
– what articles do users click on, and why? The
data generated in online news consumption con-
stitutes a rich resource for the exploration of news
content and its relation to user opinions and behav-
iors. There are undoubtedly a wide variety of fac-
tors that influence reading behavior at online news
sights, including the visual presentation of the web
site. But certainly the language seen by the user
plays a central role.

In this paper we experiment with a dataset from
the online news site of Jyllands-Posten, a major
Danish newspaper.1 The data consists both of
user logs and news articles. We attempt to pre-
dict viewing behavior from the text of articles. We
also look at the difference in predictiveness of the
text the user sees before clicking, i.e., the headline
and the teaser, vs. the body of the article, which
the user only sees after clicking, vs. the complete
text of the article,

The first question we address is whether a sim-
ple lexical representation of articles is predictive
of viewer behavior. We investigate bag of words,
word vectors, and article length. A second ques-
tion we investigate is the relative predictiveness of

1http://jyllands-posten.dk

the headline and teaser, which are displayed be-
fore clicking, and the body of the article, which is
of course only seen after the decision to view.

We explore these questions because we see
them as relevant to a fundamental issue in today’s
media landscape: to what extent are news con-
sumers manipulated by “clickbait”, as opposed to
making informed decisions about what news to
consume? While the term clickbait is difficult to
define, we see it as highlighting a potential differ-
ence between the promise of a headline or teaser
compared to the actual nature of the article being
pointed to. The work discussed in this paper is part
of an effort (see for example (Blom and Hansen,
2015)) to use large amounts of data and computa-
tional methods to understand “clickbait”.

2 Data

Our dataset consists of news articles and user
logs from the online portal of the Danish daily,
Jyllands-Posten. User logs have been maintained
since July 2015. An entry in the user logs is cre-
ated each time a user clicks on a new article on the
site. An entry includes the time of the click and the
page ID of the article, as well as a user ID if the
user is registered on the site. It also includes addi-
tional information, including the referring page –
the page the user was viewing when they clicked
on the article. We collected all online articles pub-
lished since July 2015, a total of 64,401 articles.
The log file includes a total of 213,972,804 article
views.

Articles are linked from two types of pages on
the Jyllands-Posten website: the start page, and
specialized pages for different subject matters (do-
mestic, international, culture, sports, local, etc.).

Jyllands-Posten is a mainstream Danish daily
paper, covering all major news topics,with a some-
what right-of center slant. While we have not an-
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alyzed the distribution of topics covered, table 1
gives the most frequent unigrams in the training
data, with stopwords manually removed. This list-
ing reveals a focus on immigrants and other per-
ceived external threats to Denmark.

1136 Denmark
652 Danish
633 refugees
618 EU
580 Aarhus (home town of paper)
552 USA
535 Danish
472 Løkke (prime minister)
444 killed
422 Danish
419 DF (Danish anti-immigrant party)
367 police
361 Syria
339 victory
339 death
331 satire
330 Trump
325 children
323 dead
316 Danish
315 Turkey
306 Europe
301 Russia
300 Islamic
286 attack

Table 1: Most frequent words (translated from
Danish, note that inflectional variants in Danish of
the word Dansk ‘Danish’ result in Danish appear-
ing multiple times)

The articles consist of three distinct parts:

• The headline of the article, which is the text
always displayed as the clickable link to the
article on the referring page. It is also re-
peated on the article page.

• On the article page, there is typically a phrase
or short sentence displayed below the head-
line, called the teaser. On the referring page,
the teaser is sometimes omitted. We do not
have information on whether the teaser was
present or not on the referring page.

• The body is the text of the actual article,
which is only visible after the user has clicked
on the headline text.

The text data (headline, teaser, and body) is di-
vided into training and development data, as de-
scribed in Table 2. (We have a held out test set
which we will use in future publications.)

Dataset Articles Words
Train 55,061 25,745,832
Development 9,351 4,134,432

Table 2: Text Data: Articles

The average number of views is 3,337, and the
median number of views is 795. See Table 3
for the two most viewed headline/teaser combi-
nations, and Table 4 for a headline/teaser with a
median number of views (translations from Dan-
ish by the authors). There are evident differences
between the high and median examples: the highly
viewed example deals with material of immediate
relevance to many readers. The top example con-
cerns a garden snail that has preoccupied Danish
gardeners for years, and promises a new solution.
The second concerns a beloved Danish TV Christ-
mas program, in which some off-color language
was clearly visible during the children’s program.
The language used is also more conversational, in-
formal and extreme. By contrast, the median ex-
ample is purely informative.

H Watch the unfortunate mistake in TV
2’s family Christmas calendar

T An attentive viewer caught the writing
on the board, which the children
probably should not see.

H See the surprising solution in the fight
against the killer snail

T Nature guide in Herning has made a
groundbreaking discovery that benefits
all garden owners.

Table 3: Headline (H)/Teaser(T) for the articles
with the most views (671,480 and 334,820, re-
spectively)

3 The Task: Predicting Clicks Based on
Text

Our task is to predict which articles get the most
user views. We bin the articles by numbers of
clicks into 2, 3, and 4 bins. This defines three
different classification tasks: is the article in the
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H International agreement: Elections in
East Ukraine this summer

T The goal is to hold local elections in
Donetsk and Lugansk before August.
Germany and Ukraine are skeptical.

Table 4: Headline (H)/Teaser(T) for an article with
median views (795 views)

top 50% of clicks, in the top 33.3% of clicks, in
the top 25% of clicks? We use different parts of
the article text to make the prediction. Specifi-
cally, we ask how much each of the text elements
(headline, teaser, body) contributes to our ability
to predict the highly clicked articles. Our work-
ing hypothesis is that the headline on its own, or
the headline with the teaser, should have higher
predictive power than the article alone. This is be-
cause the user sees only the headline (and perhaps
the teaser) before making the decision to click and
read the article. We investigate the following com-
binations of text elements, to see which provides
the most predictive power:

• Headline only: the reader definitely sees this
before clicking.

• Headline and teaser: in most cases, the user
also sees a teaser before clicking.

• Body only: the reader does not see the body
before clicking.

• Full article (headline, teaser, body): the
reader sees all this information together only
after clicking.

We experiment with the following classifiers, all
using the sklearn package: Support Vector Ma-
chines with a linear kernel, Logistic Regression
(logreg), Random Forests. For all classifiers, we
use the same set of features. For the initial exper-
iments we report in this workshop paper, we use
the following set of lexical features:

• Bag of Words (BoW): We construct a bag
of words from each article represented as a
vector whose size is that of the vocabulary.
We experiment with three values: a count
of occurrences, a weighted count (term fre-
quency), and tf-idf values.

• Word Vectors (vec): We also use word vec-
tor features for each word in each article

(Mikolov et al., 2013a,b). These vectors were
created using the Python gensim package, us-
ing all of the training data. We then form the
mean of the word vectors for all words in the
text component we are interested in (head-
line, teaser, or body).

• Text length (wc): the length in words.

4 Results

We found consistently that logistic regression out-
performs the other classifiers; we therefore only
present results using logreg. Furthermore, we
found that term frequency and tf-idf consistently
perform about equally, and both outperform sim-
ple counts; thus, we report only results using term
frequency. These results are shown in Tables 5,
6, and 7 for the top 50%, top 33.3% and top 25%
classification tasks, respectively. We provide ac-
curacy results and f-measure results, but we take
the f-measure results as the relevant result. The
baselines are always choosing the top-clicked cat-
egory.

We observe that the models consistently beat
the baselines (both on accuracy and f-measure).
The text features thus are, in general, predictive
of users’ viewing behavior. Furthermore, we ob-
serve across the three tasks that the performance
increases from using only the headline to using
headline and teaser to using only the body to using
the whole article. Put differently, more text is bet-
ter for this prediction task, contrary to our hypoth-
esis that the body would not contribute predictive
power as it is unseen at click time.

In terms of our features, we were surprised to
see that the wc (text length) and vec (word vectors)
features do not appear to have much effect. While
the results for different feature combinations vary
somewhat, we do not see variations greater than
0.7% (and usually much less) in the 12 separate
experiments (3 tasks and 4 data sources). The
one exception is using the body for finding the
top 33.3% of clicked articles (Table 6), where the
combination of bag of words and word count leads
to a drop of 3% over the other feature combina-
tions. We take this to be noise rather than an inter-
esting result.

5 Discussion

Our initial hypothesis was that article body would
not be as predictive as headline and particularly
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Accuracy F-measure
Always-H Bl

Data Source Feats Acc Bl Recall Precision F-m Prec F-m
Headline bow 0.612 0.513 0.856 0.583 0.694 0.513 0.678
Headline bow, wc 0.611 0.513 0.856 0.582 0.693 0.513 0.678
Headline bow, vec, wc 0.612 0.513 0.855 0.583 0.693 0.513 0.678
HeadlineTeaser bow, wc 0.630 0.513 0.847 0.599 0.701 0.513 0.678
HeadlineTeaser bow, vec, wc 0.629 0.513 0.847 0.598 0.701 0.513 0.678
HeadlineTeaser bow 0.627 0.513 0.850 0.596 0.700 0.513 0.678
Body bow, wc, vec 0.652 0.513 0.907 0.607 0.727 0.513 0.678
Body bow, wc 0.640 0.513 0.92 0.597 0.724 0.513 0.678
Body bow 0.650 0.513 0.889 0.609 0.722 0.513 0.678
HeadlineTeaserBody bow, wc, vec 0.664 0.513 0.891 0.620 0.731 0.513 0.678
HeadlineTeaserBody bow 0.670 0.513 0.875 0.627 0.731 0.513 0.678
HeadlineTeaserBody bow, wc 0.662 0.513 0.895 0.618 0.731 0.513 0.678

Table 5: Results for finding the top-clicked 50% of articles using logistic regression

Accuracy F-measure
Always-H Bl

Data Source Feats Acc Bl Recall Precision F-m Prec F-m
Headline bow, wc 0.470 0.355 0.743 0.450 0.560 0.337 0.504
Headline bow, vec, wc 0.469 0.355 0.740 0.451 0.560 0.337 0.504
Headline bow 0.467 0.355 0.739 0.448 0.558 0.337 0.504
HeadlineTeaser bow, vec, wc 0.480 0.355 0.751 0.471 0.579 0.337 0.504
HeadlineTeaser bow, wc 0.479 0.355 0.752 0.470 0.578 0.337 0.504
HeadlineTeaser bow 0.474 0.355 0.755 0.464 0.575 0.337 0.504
Body bow 0.498 0.355 0.793 0.484 0.601 0.337 0.504
Body bow, wc, vec 0.499 0.355 0.860 0.458 0.597 0.337 0.504
Body bow, wc 0.446 0.355 0.939 0.407 0.568 0.337 0.504
HeadlineTeaserBody bow 0.517 0.355 0.813 0.504 0.622 0.337 0.504
HeadlineTeaserBody bow, vec, wc
HeadlineTeaserBody bow, wc

Table 6: Results for finding the top-clicked 33.3% of articles using logistic regression (some numbers
missing for uninteresting reasons)
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Accuracy F-measure
Always-H Bl

Data Source Feats Acc Bl Recall Precision F-m Prec F-m
Headline bow, wc 0.363 0.271 0.673 0.357 0.466 0.242 0.390
Headline bow, vec, wc 0.363 0.271 0.672 0.355 0.465 0.242 0.390
Headline bow 0.361 0.271 0.665 0.351 0.46 0.242 0.390
HeadlineTeaser bow, wc 0.370 0.271 0.659 0.368 0.473 0.242 0.390
HeadlineTeaser bow, vec, wc 0.371 0.271 0.659 0.368 0.472 0.242 0.390
HeadlineTeaser bow 0.369 0.271 0.662 0.363 0.469 0.242 0.390
Body bow, wc, vec 0.424 0.271 0.757 0.401 0.525 0.242 0.390
Body bow, wc 0.419 0.271 0.755 0.399 0.522 0.242 0.390
Body bow 0.401 0.271 0.763 0.392 0.518 0.242 0.390
HeadlineTeaserBody bow, wc 0.421 0.271 0.760 0.406 0.529 0.242 0.390
HeadlineTeaserBody bow, wc, vec 0.421 0.271 0.761 0.406 0.529 0.242 0.390
HeadlineTeaserBody bow 0.42 0.271 0.765 0.404 0.529 0.242 0.390

Table 7: Results for finding the top-clicked 25% of articles using logistic regression

teaser, since teaser is presumably constructed to
induce clicking behaviors, while the article text it-
self is not visible to the user at the time a clicking
decision is made. Thus we find it quite surpris-
ing that body is more predictive than headline and
teaser, and the model combining headline, teaser
and body is the best.

How can it be that the body is more predictive
than the text the user actually sees when deciding
to click? Here we offer some hypotheses. First, we
note that some clicks are the result of social me-
dia referrals (this information is present in our log
data). In these cases, it makes sense that body data
is predictive, since presumably the referrer read
the article before making the referral. Second, it
is possible that the headline on its own gives read-
ers a lot of semantic information which we are not
capturing with our features, but which the whole
article does provide. So human readers can “imag-
ine” the article before they read it and implicitly
base their behavior on their expectation.

In general, although the bow features are consis-
tently predictive, there is little or no improvement
from the vec and wc features. We expected that
wc (text length) might be relevant in some ways:
for example, that short, punchy teasers might tend
to be more effective. No such effect has been ob-
served however. The vec (word embeddings) fea-
ture was used to compute an average vector for
the entire text. Computing an average of word
vectors has been shown effective in other docu-
ment classification tasks (Alkhreyf and Rambow,

2017). However, clearly such a vector loses a lot
of information about a text, and more fine-grained
modeling is needed.

6 Plans for Future Work

This work lays the foundation for multi-faceted in-
vestigations of news data, language, and user be-
havior and preferences. We have extracted aggre-
gate totals of article views from the user logs. This
dataset, which includes logs of all user behavior
since 2015, has rich potential for further data min-
ing. For example, the logs include the referring
page for each user view. We intend to produce sep-
arate models for views resulting from social media
referrals. Our hypothesis is that the body of the ar-
ticle is (even) more predictive in these cases, since
the decision to view is, indirectly, based on a read-
ing of the body of the article. We also intend to
mine the logs to divide users into different classes
based on their reading behavior. In addition, we
plan to examine further our use of word embed-
dings, to explore ways in which they could be bet-
ter exploited for prediction of views. We will also
experiment with topic modeling.

Ultimately, we seek to shed some light on ba-
sic questions about online news. In particular, we
would like to characterize the nature of different
text types in headlines, teasers and article bodies,
and in the process to use NLP techniques to help
explore the difference between clickbait and gen-
uine journalistic quality.
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Abstract

This paper addresses the task of identify-
ing the bias in news articles published dur-
ing a political or social conflict. We cre-
ate a silver-standard corpus based on the
actions of users in social media. Specifi-
cally, we reconceptualize bias in terms of
how likely a given article is to be shared
or liked by each of the opposing sides.
We apply our methodology to a dataset of
links collected in relation to the Russia-
Ukraine Maidan crisis from 2013-2014.
We show that on the task of predicting
which side is likely to prefer a given ar-
ticle, a Naive Bayes classifier can record
90.3% accuracy looking only at domain
names of the news sources. The best ac-
curacy of 93.5% is achieved by a feed for-
ward neural network. We also apply our
methodology to gold-labeled set of arti-
cles annotated for bias, where the afore-
mentioned Naive Bayes classifier records
82.6% accuracy and a feed-forward neural
networks records 85.6% accuracy.

1 Introduction

The proliferation of online information sources
and the dissolution of the centralized news de-
livery system creates a situation where news no
longer comes from a restricted set of reputable (or
not-so-reputable) news organizations, but rather
from a collection of multiple distributed sources
such as blogs, political columns, and social me-
dia posts. In times of social or political con-
flict, or when contentious issues are involved, such
sources may present biased opinions or outright
propaganda, which an unprepared reader is often
not equipped to detect. News aggregators (such as
Google News) present the news organized by top-

ics and popularity. But an adequate understand-
ing of a news story or a blog post requires weed-
ing out the “spin” or “framing”, which reflects the
source’s position on the spectrum of conflicting
opinions. In short, we need to know not only the
content of the story, but also the intent behind it.

Many supervised approaches to bias detection
rely on text analysis (Recasens et al., 2013; Iyyer
et al., 2014), effectively detecting words, phrases,
and memes characteristic of an ideology or a polit-
ical position. All such methods can be character-
ized as language-based methods of bias detection.
In contrast, the methods that we term reaction-
based use human response to a news source in
order to identify its bias. Such response is reg-
istered, for example, in social media when users
post links to news sources, or like the posts that
contain such links. We observe that with respect
to divisive issues, users tend to split into cohe-
sive groups based on their like streams: people
from conflicting groups will like and pass around
sources and links that express the opinions and the
sentiment common only within their group. Put
simply, reaction-based methods determine the bias
of a source by how the communities of politically
like-minded users react to it, based on the amount
of liking, reposting, retweeting, etc., the text gets
from the opposing groups. Such methods have re-
cently been used with success in the context of
liberal/conservative biases in US politics (Conover
et al., 2011; Zhou et al., 2011; Gamon et al., 2008).

We believe the language-based and reaction-
based methods are complementary and should be
combined to supplement each other. Much work
in bias detection relies on pre-existing annotated
corpora of texts with known conservative and lib-
eral biases. Such corpora obviously do not exist
for most ideologies and biases found outside of
American or Western discourse. In this work, we
propose to use a reaction-based analysis of biases
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in news sources in order to create a large silver
standard of bias-marked text that will be used to
train language-based bias detection models. This
is done by collecting the articles reacted upon
(liked/linked/posted) by the members of opposing
political groups in social networks. We thus con-
ceptualize the bias of a news article in terms of
how likely it is to be referenced by one of the op-
posing groups, following the idea that any public-
ity is good publicity, and any reference to a source
can in a some sense be considered a positive ref-
erence. The resulting “silver” corpus is slightly
noisier than a manually annotated gold standard
such as the one used in (Iyyer et al., 2014), but
makes up for this deficiency by not being limited
in size.

In this work, we use the Russia-Ukraine Maidan
conflict of 2013–2014 as a case study for predict-
ing bias in a polarized environment. We collect a
large silver corpus of news articles using the posts
in the user groups dedicated to the discussion of
this conflict in a Russian social media network
VKontakte, and evaluate several methods of using
this data to predict which side is likely to like and
share a given article. We use features derived both
from a source’s URL as well as the text of the ar-
ticle. We also analyze the news sharing patterns
in order to characterize the specific conflict rep-
resented in our case study. Lastly, we annotate a
small corpus of news articles for bias in relation
to the Maidan crisis. We are then able to test the
effectiveness of classifiers on gold-standard data
when trained solely with silver-labeled data.

Our results show that predicting bias based on
the frequency of sharing patterns of users repre-
senting opposing communities for our case study
is quite effective. Specifically, a Naive Bayes clas-
sifier using only the domain name of a link as a
feature (a one-hot input representation) achieves
90% accuracy on a bias prediction task. We com-
pare an SVM-based classification method with a
Feed Forward Neural Network (FFNN), and find
that the best accuracy of 93.5% is achieved by the
FFNN.

2 Dataset

In this study, we use data from Russian-speaking
online media, posted during the Ukrainian events
of 2013-2014. We use the largest Russian so-
cial network “VKontakte” (VK)1. According to

1http://vk.com

Domain Google Antimaidan Evromaidan
Name News groups groups

segodnya.ua 102 95 232
unian.net 78 160 2311
zn.ua 72 38 395
lenta.ru 70 869 146
news.liga.net 61 63 777
ru.tsn.ua 54 65 809
korrespondent.net 52 333 571
rbc.ua 34 91 115
ria.ru 21 8968 109
vestifinance.ru 19 104 6
glavred.info 19 12 117
forbes.ua 18 11 66
rian.com.ua 17 58 11
pravda.com.ua 17 197 6307
vz.ru 16 2092 8
vesti.ru 15 831 54
lb.ua 15 18 222
biz.liga.net 15 6 56
slon.ru 14 29 77
gordonua.com 14 34 762
gazeta.ru 12 454 94
interfax.com.ua 12 45 131
obozrevatel.com 11 57 670
podrobnosti.ua 10 60 275
top.rbc.ru 10 406 118
interfax.ru 9 1166 39
ntv.ru 8 408 36
mk.ru 8 150 44
pravda.ru 7 282 4
gigamir.net 7 5 16
focus.ua 6 8 101
forbes.ru 6 54 6
nbnews.com.ua 6 27 117
ng.ru 6 33 5
rosbalt.ru 6 90 61

Table 1: Statistics of the occurrences of domains
extracted from Google News.

liveinternet.ru, VKontakte has 320 million regis-
tered users and is the most popular social network
in both Russia and Ukraine. During the conflict,
both pro-Russian (also known as “Antimaidan”)
and pro-Ukrainian side (also known as “Pro-” or
“Evromaidan”) were represented online by large
numbers of Russian-speaking users.

We have built a scalable open stack system
for data collection from VKontakte using the VK
API. The system is implemented in Python using
a PostgreSQL database and Redis-based message
queue. VK API has a less restrictive policy than
Facebook’s API, making it an especially suitable
social network for research. Our system supports
the API methods for retrieving the group mem-
bers, retrieving all posts from a wall, retrieving
comments and likes for a given post, and so on.

In order to seed the data collection, we selected
the most popular user groups from the two op-
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posing camps, the Evromaidan group (154,589
members) and the Antimaidan group (580,672
members). We then manually annotated other
groups to which the administrators of these two
groups belonged, selecting groups with political
content. This process produced 47 Evromaidan-
related groups with 2,445,661 unique members
and 51 Antimaidan-related groups with 1,942,918
unique members.

To create a dataset for our experiments, we
randomly selected 10,000 links, 5,000 each from
Antimaidan and Evromaidan-related group walls.
Links are disregarded if they appear on walls from
both sides, which is to ensure an unambiguous as-
signment of labels. We made a 90%/10% train/test
split of the data. The labels for the links corre-
spond to whether they came from an Antimaidan
or Evromaidan related wall. We refer to these
datasets as our silver-labeled training and test sets.

3 News Sharing Patterns in Polarized
Communities

In this section we investigate whether the bias
of a news article can be detected by examining
the users who shared or liked this article. If
the link to this article is predominantly shared
by Evromaidan users, then it is more likely to
cover the events in a way favorable to the Evro-
maidan side, and vice versa. Examining the
links shared by “Antimaidan” and “Evromaidan”
groups, we see that they have a very small num-
ber of shared links in common. The “Antimaidan”
groups have posted 239,182 links and the “Evro-
maidan” groups have posted 222,229 links, but the
number of links that have been posted by both
sides is only 1,888, which are 0.79% and 0.85%
of links posted to Antimaidan and Evromaidan
groups, respectively, an alarmingly small num-
ber. This general mutual exclusion of link shar-
ing makes our label assignment strategy realistic
for our case study, since links are rarely shared by
both communities.

In order to check how many links from a news
aggregator are actually posted on the groups walls,
we have collected links from the first 5 pages
of Google News Russia by using “maidan” and
“Ukraine” query words. This resulted in a total of
1,039 links. Out of these, 106 were posted on the
“Antimaidan” group walls and 113 on the “Evro-
maidan” group walls.

In order to investigate the possibility of charac-

terizing a news source, rather than a specific news
article in terms of its bias, we also extracted do-
main names from the links collected from Google
News, as well as the links from the group walls.
This produced 126 unique domain names from
Google News, out of which only 7 domains were
not presented on the groups wall, for a total of 14
links, or 1.3%. Examining the number of occur-
rences of each domain name on each side’s group
walls is quite instructive, since for most sources a
clear preference from one of the sides can be ob-
served.

4 Bias Annotation

In order to evaluate our methodology on gold-
labeled data, as opposed to the silver-labeled
dataset from Section 2, we have annotated the
news articles from Section 3. Of the 1,039 links
from the Google News query, only 678 were ac-
tive at the time of the annotation. Two different
annotators labeled the articles on a scale from -
2 to 2, where -2 is strongly Antimaidan, -1 is
weakly Antimaidan, 0 is neutral, 1 is weakly Pro-
maidan, and 2 is strongly Promaidan. The annota-
tors could also label NA if the article isn’t related
to the Maidan crisis. We then merged the non-zero
labels to be either Pro or Anti Maidan, like our sil-
ver data. In terms of labels where both annotators
agreed, there are 40 Anti, 95 Pro, and 215 neutral
articles. We test our methodology on the articles
with a Pro or Anti bias (we were unable to scrape
3 of the Pro articles, so there are 92 Pro articles for
testing).

5 Predicting Bias

In this section, we describe our experiments for
predicting issue-based bias of links shared online,
using the Maidan crisis as a case study.

5.1 Feature Representation

We define a feature representation for each article
that will use the following types of features:

Domain Name This features is simply the
domain name of the link. There are a total of
1,043 domain names in the training set. The
use of this feature is inspired by the uneven
distribution of domain name sharing present in
Table 1. Most importantly, this feature provides a
single non-zero value for its representation, which
allows us to evaluate how effective domain names
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are for predicting bias.

Text-Based Features We initially scrape the
full HTML page from links and strip the HTML
content using BeautifulSoup2, followed by to-
kenization of the text. We use a bag-of-words
representation of the text with count-based fea-
tures3. We filter the vocabulary to contain words
that occur in at least 10 documents and at most
in 90% of documents. This representation has
53,274 dimensions.

URL-Based Features Each article appears in our
system as a link. We conjecture that we can better
determine bias using features of this link. There
are three features taken from the link: 1) domain
name, 2) domain extension, and 3) path elements.
For example, The URL http://nlpj2017.
fbk.eu/business-website-services
will have the following features: ‘nlpj2017’ and
‘fbk’ will be domain features, ‘eu’ will be an
extension feature, and ‘business-website-services’
will be a path feature. We use the same vocab-
ulary filtering strategy as with the text features
– minimum frequency of ten documents and a
maximum frequency of 90% of documents4. This
representation has 277 dimensions.

5.2 Models

Our experiments are a binary classification task.
We experimented with three types of classifiers.
The first is a Naive Bayes classifier. The second
classifier is an SVM. Both the Naive Bayes and
SVM classifiers are implemented in scikit-learn
(Pedregosa et al., 2011) using default settings. The
second classifier is a FFNN, implemented in Keras
(Chollet et al., 2015). The FFNN has two layers5,
each with size 64, and ReLu activation (Nair and
Hinton, 2010) for the hidden layer.

6 Results and Discussion

The results of our experiments on the silver-
labeled test set are shown in Table 2. Since the

2http://www.crummy.com/software/
BeautifulSoup/

3We also experimented with tfidf and binary features, but
found count features to perform the best.

4Filtering of URL features greatly reduces the feature
size, as it is 11,516 dimension in total. Also, the SVM classi-
fier gains 11% accuracy with filtering.

5We also experimented with adding more layers, but did
not find a gain in performance.

Model Features Accuracy
Naive Bayes Domain Name 90.3
SVM URL 87.0
SVM Text 90.2
SVM URL+Text 90.2
FFNN URL 91.3
FFNN Text 93.5
FFNN URL+Text 93.1

Table 2: Results of our supervised experiments for
predicting bias on the silver-labeled test set.

Model Features Accuracy
Naive Bayes Domain Name 82.6
SVM URL 80.3
SVM Text 73.5
SVM URL+Text 72.7
FFNN URL 78.0
FFNN Text 71.2
FFNN URL+Text 85.6

Table 3: Results of our supervised experiments for
predicting bias on gold-labeled data.

dataset is balanced, random guessing would pro-
duce 50% accuracy. We can see from the re-
sults that all systems perform very well when com-
pared to random guessing, with the best accuracy
posted by the FFNN at 93.5%. The main result
that should be noted is the performance of the
Naive Bayes classifier using only domain names,
which is effectively determining bias purely based
on which side has shared a given domain name the
most. This method is highly competitive, outper-
forming all SVM models, and trailing the FFNN
with URL features by only 1%. This result con-
firms the unbalanced sharing habits shown in Ta-
ble 1. Furthermore, the high accuracy of the do-
main name/URL features could potentially be an
indicator of just how polarizing the Maidan issue
is, as the two sides are highly separable in terms of
the sources and links they share in their respective
communities.

One interesting result is that, regardless of the
classifier, combining URL and text features does
not increase the accuracy of text features alone,
and even sees a drop in performance for the FFNN.
This could potentially be explained by Karamshuk
et al.’s (2016) assertion that the text on web pages
contains markers of its URL features. However,
when combining URL and text features, URL fea-
tures are represented in different dimensions than
the text features, so the classifier could potentially
treat them differently than if they were just appear-
ing in the text.
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# Training Ex. Accuracy
9,000 90.2
4,500 89.2
2,250 88.4
1,124 86.0

562 83.3
280 81.2
140 78.5

70 77.1
34 71.7
16 49.9

Table 4: Accuracy of the SVM model with text
features based on differing amounts of training
data. Evaluation is done on silver-labeled test set.

Table 3 shows the results of our models on the
gold-labeled test set described in Section 4. First,
we establish a trend of domain names being a
highly informative feature. Secondly, we see a
model that makes a dramatic improvement com-
bining URL and text features; the FFNN. How-
ever, when using either URL or text features indi-
vidually, the SVM performs better on this test set.

Effects of Training Set Size
Table 4 Shows the accuracy of the SVM model
with text features based on differing amounts of
training data evaluated on the silver-labeled test
set. There are several interesting insights from
these results. First, reducing the initial train-
ing set size by 75% reduces accuracy less than
2%. Second, even with just 280 training exam-
ples, the model still achieves above 80%; simi-
larly, the model still achieves above 70% accuracy
with only 34 training examples. Lastly, the model
sees its accuracy drop to that of random guessing
only once it is given 16 training examples.

7 Related Work

Most state-of-the-art work on bias detection deals
with known pre-defined biases and relies either
strictly on text or strictly on user reactions in order
to determine the bias of a statement. For exam-
ple, Recasens et al. (2013) developed a system for
identifying the bias-carrying term in the sentence,
using a dataset of Wikipedia edits that were meant
to remove bias. The model uses a logistic re-
gression classifier with several types of linguistic
features including word token, word lemma, part-
of-speech tags, and several lexicons. The clas-
sifier also looks at the edits that have previously
been made on the article. Using the same dataset,
Kuang and Davison (2016) build upon previous

approaches by using distributed representations of
words and documents (Pennington et al., 2014; Le
and Mikolov, 2014) to create features for predict-
ing biased language.

Iyyer et al. (2014) created a system that de-
tects the political bias of a sentence using a re-
cursive neural network to create multi-word em-
beddings. The model starts with the individual
embeddings of the sentence’s words and system-
atically combines them to create the sentence em-
beddings. These sentence embeddings are then
used as input to a supervised classifier that pre-
dicts the author’s political affiliation for the sen-
tence. The model is trained on a set of sentences
annotated down to phrase-level for political bias.
The authors argue that, unlike bag-of-words mod-
els, the sentence embeddings capture the full se-
mantic composition of the sentence.

The work most similar to ours is that of
Karamshuk et al. (2016). While both their work
and ours seek to predict the bias of a news source,
the key difference is in how we construct our
datasets. Karamshuk et al. manually annotate spe-
cific news sources to identify partisan slant, and
label an article’s bias based on its source. Our
labeling is based on the sharing patterns of users
in a polarized setting (see Section 2 for a further
description of our dataset). Lastly, Karamshik et
al. use a bag of (word vector) means to construct
features for their classification experiments, which
has been shown to be a poor representation for text
classification (Zhang et al., 2015). The authors’
best accuracy is 77% in their binary classification
tasks.

A different approach to bias detection consists
in analyzing not the texts themselves, but the way
the texts circulate or are reacted upon within a so-
cial network. Examples of such an approach are
found in the work of Gamon et al (2008) who an-
alyze the links between conservative and liberal
blogs and the news articles they cite, as well as the
expressed sentiment toward each article. Zhou et
al (2011) detected and classified the political bias
of news stories using the users’ votes at such col-
laborative news curation sites as diggs.com. Re-
latedly, Conover et al (2011) used Twitter political
tags to show that retweet patterns induce homoge-
neous, clearly defined user communities with ex-
tremely sparse retweets between the communities.
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8 Conclusion

In this paper we address the issue of predicting the
partisan slant of information sources and articles.
We use the the Russia-Ukraine Maidan crisis of
2013-2014 as a case study, wherein we attempt to
predict which side of the issue is likely to share
a given link, as well as its corresponding article.
Our best classifier, a FFNN, achieves 93.5% accu-
racy on the binary classification task using a BOW
representation of the link content, and 91.3% accu-
racy using only information from the URL itself.
Moreover, a Naive Bayes classifier using only the
domain name of a link can record 90.3% accuracy,
outperforming an SVM with more complex fea-
tures. This remarkably high accuracy dictates that
this case study exhibits high polarization in terms
of its news sources, as well as its semantic con-
tent. We also evaluate our methodology – training
a classifier with silver-labeled data based on user
actions – on a gold-labeled test annotated for bias
in relation to the Maidan crisis. The classifier us-
ing only domain names continues its impressive
performance, recording an 82.6% accuracy. Con-
versely, a FFNN records 85.6% accuracy. For our
case study, we find that the situation when two op-
posing sides share the same links is extremely rare.
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Abstract

In this paper we present a recommender
system, What To Write and Why (W 3),
capable of suggesting to a journalist, for
a given event, the aspects still uncov-
ered in news articles on which the read-
ers focus their interest. The basic idea is
to characterize an event according to the
echo it receives in online news sources
and associate it with the corresponding
readers’ communicative and informative
patterns, detected through the analysis of
Twitter and Wikipedia, respectively. Our
methodology temporally aligns the results
of this analysis and recommends the con-
cepts that emerge as topics of interest from
Twitter and Wikipedia, either not covered
or poorly covered in the published news
articles.

1 Introduction

In a recent study on the use of social media sources
by journalists (Knight, 2012) the author concludes
that ”social media are changing the way news
are gathered and researched”. In fact, a growing
number of readers, viewers and listeners access
online media for their news (Gloviczki, 2015).
When readers feel involved by news stories they
may react by trying to deepen their knowledge
on the subject, and/or confronting their opinions
with peers. Stories may then solicit a reader’s in-
formation and communication needs. The inten-
sity and nature of both needs can be measured
on the web, by tracking the impact of news on
users’ search behavior on on-line knowledge bases
as well as their discussions on popular social plat-
forms. What is more, on-line public’s reaction to
news is almost immediate (Leskovec et al., 2009)
and even anticipated, as for the case of planned

media events and performances, or for disasters
(Lehmann et al., 2012). Assessing the focus, dura-
tion and outcomes of news stories on public atten-
tion is paramount for both public bodies and me-
dia in order to determine the issues around which
the public opinion forms, and in framing the issues
(i.e., how they are being considered) (Brooker and
Schaefer, 2005). Futhermore, real-time analysis
of public reaction to news items may provide use-
ful feedback to journalists, such as highlighting as-
pects of a story that needs to be further addressed,
issues that appear to be of interest for the public
but have been ignored, or even to help local news-
papers echo international press releases.

The aim of this paper is to present a news me-
dia recommender, What to Write and Why (W 3),
for analyzing the impact of news stories on the
readers, and finding aspects – still uncovered in
news articles – on which the public has focused
their interest. The purpose of W 3 is to support
journalists in the task of reshaping and extend-
ing their coverage of breaking news, by suggesting
topics to address when following up on such news
items. For example, we have found that a com-
mon pattern for news readers is to search events of
the same type occurred in the past on Wikipedia,
which is not surprising per se: however, among
the many possible similar events, our system is
able to identify those that the majority of read-
ers consider (sometimes surprisingly) highly as-
sociated with breaking news, e.g., searching for
the 2013 CeaseFire program in Baltimore during
Egypt’s ceasefire proposal in Gaza on July 2014.

2 Methodology

Our methodology is in five steps, as shown in the
workflow of Figure 1:

Step 1. Event detection: We use SAX*, an
unsupervised temporal mining algorithm that we
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Figure 1: Workflow of W 3
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Figure 2: Cluster of normalized time series of Wikipedia
page views for Malaysia Airline crash on July 2014.

introduced in (Stilo and Velardi, 2016), to cluster
tokens – words, entities, hashtags, page views –
based on the shape similarity of their associated
signals s(t). In SAX*, signals observed in tempo-
ral windowsLk are first transformed into strings of
symbols of an alphabet Σ; next, strings associated
to active tokens (those corresponding to patterns
of public attention) are clustered based on their
similarity. Each cluster is interpreted as related to
an event ei. Clusters are extracted independently
from on-line news (N ), Twitter messages (T ) and
Wikipedia page views (W ).
For example, the cluster in Figure 2 shows
Wikipedia page views related to the Malaysia Air-
line crash on July 2014. We remark that SAX*
blindly clusters signals without prior knowledge
of the event and its occurrence date, and further-
more, it avoids time-consuming processing of text
strings, since it only considers active tokens.

Step 2. Intra-source clustering: Since clus-
ters are generated in sliding windows Lk of equal
length L and temporal increment ∆, clusters refer-
ring to the same event but extracted in partly over-
lapping windows may slightly differ, especially
for long-lasting events, when news updates moti-
vate the emergence of new sub-topics and the de-
cay of others. An example is in Figure 3, show-
ing for simplicity a cluster with a unique signal
s(t) which we can also interpret as the cluster cen-
troid. The Figure also shows the string of symbols

a a a a b b a a a a a

a a a a a a a a a b b

a b b a a a a a a b a

a a a a a b a a a a a

a a a a a a a b b a a
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Figure 3: SAX* strings associated to a temporal series s(t)
in 5 adjacent or overlapping windows.

associated with the signal in each window (with
Σ = {a, b}).

For a better characterization of an event, we
merge clusters referring to the same event and ex-
tracted in adjacent windows, based on their sim-
ilarity. Merged clusters form meta-clusters, de-
noted with mS

i , where the index i refers to the
event and S ∈ {N,T,W} to the data source. With
reference to Figure 3, the signals in windows 1, 2,
3 and 4 would be merged, but not the signal in
window 5.
An example from the T dataset is shown in Table
1: note that the first two clusters show that ini-
tially Twitter users where concerned mainly about
the tragedy (clusters C9 and C5), and only later
did their interest focus on political aspects (e.g.,
Barack Obama, Vladimir Putin in C17 and C18).

Step 3. Inter-source alignment: Next, an
alignment algorithm explores possible matches
across the three data sources N , T and W . For
any event ei, we eventually obtain three ”aligned”
meta-clusters mN

i , mT
i and mW

i mirroring respec-
tively the media coverage of the considered event
and its impact on readers’ communication and in-
formation needs.

Step 4. Generating a recommendation: The
input to our recommender is the news meta-
clusters mN

i related to an event ei first reported
on day d0 and extracted during an interval I :
d0 ≤ d ≤ d0+x, where d0+x is the day in which
the query is performed by the journalist. The
system compares the three aligned meta-clusters
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Table 1: The Twitter meta-cluster capturing the Malaysia Airlines flight crash event and its composing clusters

Clusters
C9 [tragic, crash, tragedi, Ukraine 1.0, Malaysia Airlines 0.6, Airline 0.66, Malaysia Airlines Flight 17 0.65, Malaysia 0.60, Russia 0.51, Avia-
tion accidents and incidents 0.36, Airliner 0.35, Malaysia Airlines Flight 37 0.28, United States 0.21, Tragedy 0.20, Boeing 777 ... ]

C5 [tragic, tragedi, Airline 1.0, Malaysia Airlines Flight 17 0.97, Malaysia Airlines 0.70, Malaysia 0.58, Ukraine 0.40, Twitter 0.39, Gaza Strip 0.32, CNN 0.26,
Tragedy 0.25, God 0.24, Airliner 0.22, Israel 0.22, Malaysia Airlines Flight 370 0.22, Netherlands 0.21,..]

C17 [tragedi, tragic, Malaysia Airlines Flight 17 1.0, Airline 0.89, Malaysia Airlines 0.62, Malaysia 0.54, Gaza Strip 0.42, Twitter 0.38, Ukraine 0.38, Hamas 0.33,
Barack Obama 0.32, Israel 0.29, Vladimir Putin 0.27, God 0.26, CNN 0.25, Hell 0.25, Airliner 0.23, Malaysia Airlines Flight 37 0.20,...]

T C18 [tragedi, tragic, Malaysia Airlines Flight 17 1.0, Airline 0.98, Malaysia Airlines 0.80, Tragedy , Malaysia 0.54, Gaza Strip 0.50, Ukraine 0.48, Hamas 0.408,
Israel 0.38, Barack Obama 0.7, Twitter 0.37, Vladimir Putin 0.36, CNN 0.32, Airliner 0.28, Malaysia Airlines Flight 370 0.26, Hell 0.252, ...]

Meta-cluster
[tragedi 0.22, tragic 0.22, airline 0.20, malaysia airlines flight 17 0.20, ukraine 0.19, malaysia airlines 0.19, malaysia 0.17, russia 0.129, tragedy 0.12, vladimir putin
0.12, airliner 0.12, crash 0.12, gaza strip 0.11, barack obama 0.11, aviation accidents and incidents 0.11, cnn 0.106, malaysia airlines flight 370 0.10, god 0.10, ... ]

to identify in mT
i and mW

i the set of most rele-
vant entities 1, respectively ET

i and EW
i . A set

of entities Ei in either T or W is further parti-
tioned in Rin news

i and Rnovel
i , representing, re-

spectively, the event-related topics already dis-
cussed, and those not yet considered in news
items. The first set is interesting for journal-
ists in order to understand which topics mostly
attracted the attention of the public, while the
second set includes event-related, but still un-
covered, topics that W 3 recommends to discuss.
For example, the following is a recommenda-
tion generated from the analysis of Wikipedia
page views, related to Scottish Independence elec-
tions on September 17th, 2014: [scotland, wales,
alex salmond, united kingdom, scottish national
party, flag of scotland, william wallace, coun-
tries of the united kingdom, mary queen of sco-
ts, tony blair, braveheart, flag of the united
kingdom, republic of ireland]. When com-
paring these entities with the aligned news
meta-clusters, the set of novel entities Rnovel

i

is: [flag of scotland, william wallace, countries
of the united kingdom, mary queen of scots, tony
blair, braveheart] and all the others are also found

in news.
Step 5. Classification of information and

communication needs: In addition to recom-
mendations, we automatically assign a category
both to event clusters mN

i in news, and to related
entities in Twitter and Wikipedia aligned meta-
clusters mT

i and mW
i , in order to detect recur-

rent discussion topics and search patterns in re-
lation to specific event types. To do so, we ex-
ploit both BabelNet (Navigli and Ponzetto, 2010),

1We used TextRazor https://www.textrazor.
com and DataTXT https://dandelion.eu/
semantic-text/entity-extraction-demo/
to extract entities respectively from Twitter and news items

dataset # clusters #
m.clusters

av. size
m.clusters

News 9396 829 122.46
Twitter 4737 413 136.76
Wikipedia 5450 535 6.44

Table 2: Statistics on data and results

a large-scale multilingual semantic network2, and
the Wikipedia Category graph.

3 Discussion

To conduct our study, we created three datasets:
Wikipedia PageViews (W), On-line News (N) and
Twitter messages (T). Data was collected during
4 months from June 1st, 2014 to September 30th.
Table 2 shows some statistics. Note that Wikipedia
clusters are smaller, since cluster members are
only named entities (page views).
We defined the following evaluation framework:

i) Given an event ei and related news ni ∈ Ni, we
generate recommendations as explained in Step
4, in a selected interval prior to the day of the
query. ii) Automated evaluation: we we select the
top K scored recommendations and measure the
saliency of Rin news

i and serendipity of Rnovel
i in

an automated fashion, and we compare the perfor-
mance against a primitive recommender, in anal-
ogy with (Murakami et al., 2008) and (Ge et al.,
2010); ii) Manual evaluation: we select the top K
scored recommendations in Rnovel

i for a restricted
number of 21 high-impact world-wide events, and
we perform manual evaluation using the Crowd-
flower.com platform, providing detailed evalua-
tion guidelines for human annotators. Using this
ground truth, we measure the global serendipity of
W 3 recommendations.

2http://babelnet.org/about
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3.1 Automated Evaluation

We first build two primitive recommenders (PRs)
for Wikipedia and Twitter, which we use as a base-
line. The input to a PR is the same as for W 3 (see
Step 4).
Wikipedia PR: The Wikipedia PR is based on find-
ing connected components of the Wikipedia hy-
perlink page graph (like in (Hu et al., 2009)), when
considering only the topmost visited pages in a
temporal slot. More precisely, for each day d in
the interval I ′ : d0−x ≤ d ≤ d0+x

3, we se-
lect the top H ≥ K visited named entities of
the day EW

d . Entities are ranked by frequency of
page views4. Next, we create clusters cdj obtained
by extracting the connected components of EW

d in
the Wikipedia hyperlink graph. Let CI′ be the set
of all clusters cI

′
j in I ′. From this set, we select

the top r clusters based on the Jaccard similarity
with news meta-clusters mN

i . A ”primitive” rec-
ommendation for event ei on day d0+x is the set
PRW

i of topmost K ranked entities in the r pre-
viously selected clusters. Like in W 3 recommen-
dations, PRW

i is a ranked list of entities some of
which are also found in mN

i , and some others are
novel.
Twitter PR: For each entity e ∈ mN

i we retrieve
and recommend the top K co-occurring entities in
tweets in the considered interval.

Note that both primitive recommenders are far
from being naive. A hyperlink graph to character-
ize users’ intent in Wikipedia search is used in (Hu
et al., 2009) (although the authors use Random
Walks rather than connected components analy-
sis to identify related pages). Co-occurrences with
top ranked news terms has been used in (Weiler
et al., 2014) to track on Twitter the evolution and
the context around events. We generate recom-
mendations using four systems: W 3(T ), W 3(W ),
PR(T ) and PR(W ). The first two originate from
What To Write and Why when applied to Twitter
and Wikipedia, respectively. The second two are
generated by the two primitive recommenders de-
scribed above. For all systems, we consider the
first K top ranked entities, as we said.

To assess the quality of ”not novel” recom-
mended entities in W 3 (and similarly for the other
systems), for any rj ∈ Rin news

i we retrieve all the

3Since rumors on an event can be anticipated wrt the day
d0 in which the first news item is published

4Note that EW
d could be straightly used for recommenda-

tion, however it would be an excessively rough strategy.

news Ni related to mN
i meta-clusters, and com-

pute the saliency of rj as follows:

saliency (rj , ni) = β × occtitle (rj , ni) + (1− β)× occsnip (rj , ni)

(1)

where ni ∈ Ni, occtitle(rj , ni) is the number
of occurrences of rj in the title of ni, while
occsnip(rj , ni) is the number of occurrences of rj
in the text snippet of ni and β has been experimen-
tally set to 0.7. The intuition is that recommended
entities in Rin news

i are salient if they frequently
occur in the title and text of news snippets, where
occurrences in the title have a higher weight. The
total saliency of rj is then:

saliency (rj) =
∑

ni∈Ni
saliency(rj ,ni)

|Ni| × IDF (rj)

(2)

where IDF (rj) is the inverse document fre-
quency of rj in all news of the considered tem-
poral slot, and is used to smooth the relevance of
terms with high probability of occurrence in all
documents. The average saliency of Rin news

i is:

saliency
(
Rin news

i

)
=

∑
rj∈Rin news

i
saliency(rj)

|Rin news
i | (3)

To provide an estimate of the serendipity
of novel recommendations, we compute the
NASARI similarity (Camacho-Collados et al.,
2016) of entities rk ∈ Rnovel

i with in-news entities
rj ∈ EN

i and we weight these values with the
saliency of rj . The intuition is that serendipitous
recommendations are those concerning topics
which have not been discussed so far in on-line
news, but are highly semantically related with
highly salient topics in news:

serend.
(
rk ∈ Rnovel

i

)
=

∑
rk∈Rnovel

i
,rj∈EN

i
(NASARI(rk,rj)×saliency(rj))

|RS
i |

(4)

Note that this formulation is not conceptually
different from other measures used in literature
(e.g, (Tran et al., 2015),(Murakami et al., 2008)),
that commonly assign a value to novel recom-
mendations proportionally to their relevance and
informativeness, however given the absence of
prior knowledge on users’ choices, we assume that
semantic similarity with salient entities in news
items is a clue for relevance.

In Table 3 we summarize the results of our ex-
periments, that we run over the full dataset (see
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Table 3: Percentage difference in performances between W 3

and PRs on Twitter and Wikipedia

Source Saliency Serendipity F-Value
Twitter d0 -28% +91% +15%
Wikipedia d0 +172% +656% +371%
Twitter d2 -34% +81% +8%
Wikipedia d2 +106% +547% +286%

Table 2). We set the maximum number of pro-
vided recommendations K = 10 for Wikipedia
(where clusters are smaller) and K = 50 for
Twitter. All recommendations are gathered ei-
ther the same day (d0) of the first news item on
the event ei, or two days after (d2 = d0 + 2).
In analogy with (Murakami et al., 2008) and (Ge
et al., 2010), we show the percentage difference in
performance between W 3 and Primitive Recom-
menders (PRs). Besides saliencey and serendip-
ity, we also compute the harmonic mean between
the two (the F value). The Table shows that
for Wikipedia, W 3 outperforms the PR both in
saliency and serendipity (it is up to 656% more
serendipitous than the baseline) while in Twitter,
W 3 shows better serendipity (+91%) but lower
salience (-28%). Comparatively, the performance
of W 3 is much better on Wikipedia than on Twit-
ter, probably due to the limited evidence provided
by the 1% available traffic. We also noted that two
days after the main event (x=2), both serendipity
and saliency only slightly decrease showing that
newswires have covered only a small portion of
users’ communication and information needs.

3.2 Manual Evaluation

In manual evaluation, in order to start from a clean
representation of each event for all systems, we se-
lected 21 relevant (with topmost number of news,
tweets and wikipedia views) events in the consid-
ered 4-months period, and we manually identified
the relevant news items Ni for each event ei in a
± 1-day interval around the event peak day d0. An
excerpt of 5 events is shown in Table 4. We then
automatically extracted named entities from these
news items.

For each of the four systems W 3(T ), W 3(W ),
PR(T ) and PR(W ) and each event ei, we gen-
erate the first K = 5 novel recommendations,
and we use the CrowdFlower.com platform to as-
sess the relevance of these recommendations5. For
each item of news, annotators are asked to decide

5The saliency of Rin news
i is well assessed by formula (2)

Table 4: Excerpt of selected events

Date Event
11/06/2014 Al-Qaeda Faction Seizes Key Iraqi City
14/06/2014 England vs. Italy at the 2014 World

Cup
30/06/2014 Limiting Rights: Imposing Religion on

Workers
05/07/2014 Wimbledon: Novak Djokovic

and Roger Federer Reach Men’s Final
. . .

22/09/2014 Nasa’s Newest Mars Mission Space-
craft Enters Orbit Around Mars

if an entity IS or IS NOT relevant with reference
to the reported news (”not sure” is also allowed).
”Relevant” means that either the entity is semanti-
cally related to the domain of the news, or that it is
factually related. The task was run on April 23rd,
2017, and we collected 1344 total judgements. To
compute the performance of each system, we use
the Mean Average Precision (MAP)6, which takes
into account the rank of recommendations. The re-
sults are shown in Table 5, which shows, in agree-
ment with the automated evaluation of Table 3, a
superiority ofW 3 and also confirms that the differ-
ence between W 3 and the primitive recommender
is much higher in Wikipedia than in Twitter. We
also note that the absolute performance of the rec-
ommender is higher in Twitter, which is not in
contradiction with Table 3, since here we are fo-
cusing on world-wide high impact news, those for
which our 1% Twitter stream provides sufficient
evidence to obtain clean clusters, such as those in
Table 1.

3.3 Analysis of Information Needs

To analyze readers’ behavior more systematically,
we classified events meta-clusters automatically,
extending the work in (Košmerlj et al., 2015),
were the authors have manually classified 13,883
Wikipedia event-related articles in 9 categories.
Furthermore, we classified recommendations, i.e.,
tokens in mT

i and mW
i meta-clusters associated to

each event ei, using BabelNet hypernymy (IS A)
relations7, and their mapping onto Wikipedia Cat-
egories. In Figure 4 we plot the category dis-
tribution of Wikipedia articles (more specifically,
we plot only novel recommendations extracted
by W 3) that readers have accessed in correspon-
dence of different event types. The Bubble plot
shows several interesting patterns: for example,

6https://www.kaggle.com/wiki/MeanAveragePrecision
7http://babelnet.org/about
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Source W3 BR
Twitter 0.934 0.851
Wikipedia 0.789 0.363

Table 5: MAP (mean average precision) of compared sys-
tems in Crowdflower.com evaluation (on a sample of 21
breakings news)
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Figure 4: Bubble plot of event categories and associated in-
formation needs (during Summer 2014)

Religion is the main searched category for events
classified as Armed Conflicts and Attacks, mir-
roring the fact that religion is perceived as be-
ing highly related with latest world-wide conflicts.
Accordingly, users try to deepen their knowledge
on these aspects. Disasters and accidents mostly
include members in the same Wikipedia category
(Disasters) and also Aircraft, since the Malaysia
crash was the dominating event in the considered
period. Business and Economy draw the atten-
tion of readers mostly when related to Technol-
ogy, e.g., new devices being launched. Law and
Crime events induce in readers the need to find
out more about specific laws and treaties (the cat-
egory Documents). Finally, we note that Sport is
the event category showing the highest dispersion
of information needs. While many of the bubbles
in Figure 4 indeed show real information needs
(e.g, VideoGames refers to the many sport games
launched on the market, Model (person) refers to
gossip about football players, and in general all
people and media related categories refer to the
participation of celebrities in sporting events), a
number of bubbles can be considered as noise,
e.g., Literature, Politics. In fact, Sport was the
dominating event type during the considered pe-
riod (2014 World Football Cup), therefore it is rea-
sonable that sport-related clusters are those cumu-
lating the highest number of system errors.
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Abstract

News media typically present biased ac-
counts of news stories, and different pub-
lications present different angles on the
same event. In this research, we inves-
tigate how different publications differ in
their approach to stories about climate
change, by examining the sentiment and
topics presented. To understand these at-
titudes, we find sentiment targets by com-
bining Latent Dirichlet Allocation (LDA)
with SentiWordNet, a general sentiment
lexicon. Using LDA, we generate topics
containing keywords which represent the
sentiment targets, and then annotate the
data using SentiWordNet before regroup-
ing the articles based on topic similar-
ity. Preliminary analysis identifies clearly
different attitudes on the same issue pre-
sented in different news sources. Ongo-
ing work is investigating how systematic
these attitudes are between different pub-
lications, and how these may change over
time.

1 Introduction

Editorial decisions in newspaper articles are influ-
enced by diverse forces and ideologies. News pub-
lications do not always present unbiased accounts,
but typically present frames reflecting opinions
and attitudes which can heavily influence the read-
ers’ perspectives (Spence and Pidgeon, 2010). Cli-
mate change is a controversial issue in which this
kind of framing is very apparent. Although bias
among different news sources has been discussed
previously (Fortuna et al., 2009; Evgenia and van
Der Goot, 2008), sentiment analysis has not been
commonly applied to newspaper articles for this
purpose.

Sentiment analysis is typically implemented
on short documents such as Twitter (Pak and
Paroubek, 2010; Agarwal et al., 2011) and cus-
tomer reviews (Pang et al., 2008; Shelke et al.,
2017). However, newspaper articles have diverse
context length, so their content is much more com-
plicated than other types of sources, especially as
these articles are normally cross-domain. A vari-
ety of topics might be discussed in the context of
a particular climate change issue. Thus, we need
to understand what the target of the opinion is in
each case, i.e. which aspect of climate change the
opinion is about. For instance, using the methods
described in this work, we found in reports about
the IPCC 2008 (Intergovernmental Panel on Cli-
mate Change) that The Independent talked about
carbon dioxide emission, but The Guardian con-
centrated on issues of rising sea levels.

Furthermore, unlike with short documents
where one can just find a single sentiment for
that document, in order to understand the over-
all opinion in articles about climate change, we
need to look at each opinion and its target sepa-
rately, as multiple targets may be addressed in a
single article. Additionally, even when reporting
on the same event and topic, different newspaper
sources will have diverse focuses. However, un-
like with tweets or customer reviews, newspaper
articles must give at least some semblance of ob-
jectivity, and often refrain from using explicit pos-
itive or negative vocabulary.

In this paper, we examine a set of articles about
climate change in four UK broadsheets during the
last decade. It is impractical to manually iden-
tify topics and analyse all the opinions about them
in this large set. We therefore propose a topic
modelling method to generate topics using Latent
Dirichlet Allocation (LDA), and then cluster the
articles into groups with similar topics. Then we
perform sentiment analysis on each cluster, in or-
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der to investigate the opinions, how they differ in
the 4 sources, and how they may have changed
over time.

2 Related Work

Research on sentiment analysis for news articles
is not entirely new (Yi et al., 2003; Wilson et al.,
2005). Henley et al. (2002) analysed violence-
related reports in different newspapers and found
that there is a significant difference between the
manner of reporting the same violence-related is-
sues. They also found newspaper sentiments re-
flecting the corresponding ideologies of the edi-
tors. However, they applied their content analy-
sis on a limited number of articles, so that the vo-
cabulary for the analysis was also small and strict.
Wiebe et al. (2004) applied a classification task for
detecting subjectivity and objectivity in newspaper
articles. Their work depended on several newspa-
per datasets which were manually labelled.

Sentiment analysis has been more commonly
implemented on newspaper titles. Strapparava
and Mihalcea (2007) automatically classified ti-
tles with a valence indication, while Burget et al.
(2011) proposed a method that classified 6 emo-
tions in Czech newspapers based on their head-
lines. Burscher et al. (2016) proposed selec-
tion and baseline approaches to analyse sentiments
in headlines and entire articles respectively, with
clustering performed by combining K-means clus-
ter analysis and sentiment analysis. Others have
analysed the quotations in newspaper articles.
Balahur et al. (2009) extracted annotated quota-
tions from Europe Media Monitor (EMM), and
classified them into positive and negative classes
using several sentiment lexicons and a Support
Vector Machine (SVM) classifier. Both quota-
tions and headlines are short pieces of text, which
means that the sentiment analysis is less noisy, and
also that the source and target of the sentiment
could easily be identified. However, those short
pieces of text could not always reveal the insights
of news, missing much useful information.

LDA is a generative probabilistic model which
has been used to extract abstract topics from doc-
uments. It investigates the hidden semantic struc-
ture from large amounts of text without requiring
manual coding, thus reducing time and cost (Blei
et al., 2003). Feuerriegel et al. (2016) applied LDA
to extract 40 topics from German financial news-
paper articles and found that some topics have an

important effect on the stock price market. Xu and
Raschid (2016) also developed two probabilistic
financial community models to extract topics from
financial contracts. However, the implementation
of LDA on newspaper articles is less known.

3 Method

3.1 Data

The data for our experiment consists of 11,720
newspaper articles collected from 4 UK broad-
sheets – The Guardian, The Times, The Telegraph
and The Independent – between 2007 and 2016.
These articles were extracted from LexisNexis by
searching all four sources for those containing the
keywords “Climate Change” at least 3 times in to-
tal.

3.2 Pre-processing

In order to identify the topics that can best rep-
resent events and issues with respect to climate
change, we use a part of speech tagger to anno-
tate all the words, and only keep the nouns for the
LDA model. For the sentiment analysis, all words
are included.

3.3 LDA model

Typically, the number of topics in the LDA model
is determined by computing the log-likelihood or
perplexity. However, Bigelow (2002) has shown
that predictive likelihood (or equivalently, per-
plexity) and human judgment are often not corre-
lated, and even sometimes slightly anti-correlated.
In this paper, we therefore treat the topics as clus-
ters, and apply the Silhouette Coefficient instead.
This method has been previously used for find-
ing the optimal number of topics (Panichella et al.,
2013; Ma et al., 2016), and is suitable for our LDA
approach, since LDA is fully unsupervised. Nev-
ertheless, in future work, it may be worth eval-
uating some probability measures such as log-
likelihood and perplexity, and comparing the per-
formance using these methods.

Sil =
b− a

max(a, b)
(1)

where a is the mean distance between a point and
other points in the same cluster, and b is the mean
distance between a point and other points in the
next nearest cluster. In the silhouette analysis (Ma
et al., 2016), silhouette coefficients close to +1 in-
dicate that the samples in the cluster are far away
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Sources Topics
The Guardian copenhagen,world,deal,agreement,summit,president,obama,china,action,treaty
The Times copenhagen, world, cent, deal, president, summit, agreement, conference, china, year
The Telegraph world, carbon, copenhagen, summit, deal, cent, agreement, energy, time, president
The Independent world, carbon, copenhagen, deal, cent, agreement, year, conference, cancun, government

Table 1: Topics in 2009

Topic ID Keywords
Topic 1 0.31*food 0.84*land 0.79*world ...
Topic 2 0.53*year 0.98*science 0.03*time ...
Topic 3 0.29*world 0.21*car 0.18*weather...

Table 2: Example of Topic list in The Guardian
2007

from the neighbouring clusters. In contrast, a neg-
ative silhouette coefficient means that the samples
might have been assigned to the wrong cluster.

In our case, we repeatedly ran the analysis on
the entire dataset with a different number of top-
ics (0-30) and added the silhouette value for each
number of topics to the plot in Figure 1. We can
see that when the number of topics reaches 20, it
has the highest silhouette coefficient score which
indicates the best clustering result.

Figure 1: Silhouette analysis for LDA model

Once the number of topics has been determined
at 20, the LDA assigns keywords to one of the top-
ics of the news article, based on the probability of
the keywords occurring in the topics. This assign-
ment also gives topic representations of all the ar-
ticles. We repeatedly updated the assignment for
50 iterations to generate both topic distribution in
the articles and word distribution in the topics. For
each topic in the LDA model, we select the top 10
keywords with their distribution to represent the
corresponding topic (see Table 2).

Articles Topic ID Distributions
Article 1 1 0.519842
Article 2 12 0.348175
Article 3 7, 12 0.412394, 0.1492813
Article 4 2 0.249132

Table 3: Example of topic-document matrix

Each article is assigned to a set of topics, and
each topic generates a set of keywords based on
the vocabulary of the articles. After acquiring
the topics from the LDA model, we convert the
bag-of-words model into a topic-document matrix,
which can be seen as a lower dimensionality ma-
trix (Table 3).

We then select the highest distribution topic
among 20 topics from each news article in differ-
ent news sources.

3.4 Applying SentiWordNet
To automatically annotate the articles with senti-
ment labels, we use SentiWordNet1, which con-
tains roughly 155,000 words associated with posi-
tive and negative sentiment scores. The keywords
in each topic indicate the sentiment targets to be
annotated with the corresponding score from Sen-
tiWordNet. For each article, the scores for all tar-
gets are combined and normalised (to a score be-
tween -1 and +1) to deal with the fact that some
clusters have more articles than others. The dif-
ferent attitudes of each news source on the same
climate change issue can then be analysed once we
have a score for each article. For this, we manually
check the keywords in the topic lists in each news
source in each year, and group those topics con-
taining at least two of the same keywords. Specif-
ically, we analysed every keyword in each topic
ID from 2007 to 2016 in each news source, and
extract the keywords which occur in each topic.
Then we also extract the topic IDs based on those
keywords, and group the IDs based on the top-
ics that contain at least two identical keywords.
We assume that those news articles have similar
or the same topics, as well as sentiment targets,
though this also requires verification. We note that

1http://sentiwordnet.isti.cnr.it/
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Detected Sentences
Positive
China itself defended its crucial role in saving the Copenhagen conference from failure. (The Guardian, 28 Dec, 2009)
Don’t panic. Copenhagen really wasn’t such a disaster. (The Independent,15 Dec, 2009)
Negative
The move emerged from the chaotic Copenhagen conference on climate change. (The Telegraph, 21 Dec, 2009)
Copenhagen puts nuclear options at risk. (The Times, 23 Dec, 2009)

Table 4: Example sentences with sentiment polarity detected in the four news source in 2009.

the current method of grouping similar topics be-
tween news sources manually could introduce hu-
man bias. Future work will look at ways to avoid
this.

4 Results and Discussion

We compared the 4 news sources by analysing the
clusters we identified. For some years, there was
no single topic that appeared in the clusters (prob-
ably because different newspapers attached dif-
ferent levels of importance to most topics). One
example that stands out, however, is the report-
ing by all 4 broadsheets of the Copenhagen Sum-
mit in 2009 (see Table 1). The clusters all con-
tain the keywords “copenhagen” and “agreement”,
which refer to the Copenhagen Summit explicitly.
This feature identified the main topics that also
can be seen as the sentiment targets. We utilised
this feature to compare the different attitudes to-
ward the same issue (Copenhagen Summit) be-
tween four news sources. However, the keywords
are mostly different between the sources in other
years. For instance, some topics in The Guardian
and The Times have large numbers of keywords
such as “gas” and “energy” in 2012, but topics in
the The Telegraph in that year are associated with
the keyword “wind”, while The Independent has
keywords like “government” and “investment”.

In Figure 2, we show how sentiment differs be-
tween the reports about the Copenhagen Summit
in 2009 in the 4 newspapers. Table 4 gives also
some examples of positive and negative sentences
found. A manual check of a random selection of
the relevant articles confirms the general tendency.
Most of the articles used some negative words,
such as “failures”, “collapse”, “drastic”. However,
Figure 2 indicates that the overall sentiment is rel-
atively impartial to positive (the average sentiment
score across all sources is +0.15). The Guardian is
the most positive, while The Times is the most neg-
ative. We suspect that some of the keywords may
be a bit misleading (e.g agreement is typically pos-
itive), which might influence the sentiment analy-

sis.
However, there are some clear indications that

match the automatic analysis results. While The
Guardian does have some quite negative reports
about the summit, mentioning things like “catas-
trophic warming”, it also tries to focus on the hope
aspect (“The talks live. There is climate hope.
A bit. Just.”). The Independent tends also to-
wards the positive, talking about leaders achieving
”greater and warmer agreement”. The Telegraph,
on the other hand, plays more on the fear and
alarmist aspect, talking about ”drastic action” and
”imminent dangerous climate change”, although
also about positive steps towards the future. The
Times, on the other hand, emphasises the role
of honesty; although its overall tone is not over-
whelmingly negative, it does mention repeatedly
the fear and alarmist aspect of climate change and
some of the negative points about the summit (for
example that Obama will not be there).

Figure 2: Attitudes of four news sources to the
Copenhagen Summit in 2009

In future work, we plan a number of improve-
ments. SentiWordNet is not ideal because it does
not cover all the terminology in the specific do-
main of climate change, nor does it deal with con-
text (see (Maynard and Bontcheva, 2016) for a dis-
cussion on these points). We will therefore de-
velop a semi-supervised learning approach, based
on a small corpus of manually annotated news
articles that we will create, combining lexicon-
based and corpus-based methods with co-training,
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in order to take the best of each. The lexicon-
based method will combine LDA with word-
embeddings to build a domain-specific lexicon,
while the corpus-based method will use a stacked
denoising auto-encoder to extract features from
news articles. The preliminary results demonstrate
the comparison of attitudes between different pub-
lications in a single year. However, the attitude to-
wards such climate change topic may change over
time. Ongoing work is investigating how the at-
titudes may change over time between different
publications.

5 Conclusion

In this paper, we have described a methodology
and a first experiment aimed at understanding the
attitudes expressed by different newspapers when
reporting about climate change. Traditionally,
these kind of analyses have only been carried out
manually, and are therefore limited to small case
studies. Our aim, however, is to apply such tech-
niques on a large scale, looking at thousands of
documents and studying the differences over time,
geographic area and newspaper type. While this
is only one example about different attitudes to
an event, it nevertheless shows a nice case study
about how we might use the approach to analyse
the different attitudes expressed in the news about
the same topic.

Due to the difficulty of annotating news articles
manually, and the fact that existing labelled data
is rare, an unsupervised approach is more suitable
in this case. In contrast to most of the existing
sentiment classification approaches, our method is
fully unsupervised, which provides more flexibil-
ity than other supervised approaches. The prelimi-
nary results demonstrate that our method is able to
extract similar topics from different publications
and to explicitly compare the attitudes expressed
by different publications while reporting similar
topics.

The methodology is domain-independent and
could also be applied to different languages given
appropriate lexical resources. Besides the co-
training approach mentioned above, there are a
number of other ways to extend this work: in par-
ticular, we aim to extend the sentiment analysis to
consider not just positive and negative attitudes,
but also the emotions expressed, and to analyse
the effect this might have on readers. The current
method also ignored word ordering, so that issues

like negation are not considered. We therefore will
extend our method to include higher order infor-
mation in our future experiments.
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Abstract

Faced with ever-growing news archives,
media professionals are in need of ad-
vanced tools to explore the information
surrounding specific events. This problem
is most commonly answered by browsing
news datasets, going from article to article
and viewing unaltered original content. In
this article, we introduce an efficient way
to generate links between news items, al-
lowing such browsing through an easily
explorable graph, and enrich this graph by
automatically typing links in order to in-
form the user on the nature of the rela-
tion between two news pieces. User eval-
uations are conducted on real world data
with journalists in order to assess for the
interest of both the graph representation
and link typing in a press reviewing task,
showing the system to be of significant
help for their work.

1 Introduction

With content being massively made accessible
grows the need for analytics and efficient orga-
nization of news collections so as to help users
search and explore large amounts of content to
gain knowledge and insight. Entity extraction and
linking, along with topic and event detection, are
now widely available to journalists in order to de-
scribe content and help search pieces of informa-
tion. While these techniques are instrumental to
content description and search, they are not suf-
ficient to user-friendly exploration and navigation
of a collection to gain insight, e.g., to summarize
or to synthesize information. In the absence of
a precise search intent, exploration is much more
adapted than search.

News data have been extensively studied due

to the relatively large accessibility and interest
to both media professionals and general public,
however mostly from the search angle. Typi-
cal search-based approaches consist in organizing
datasets around clusters, in which similar or top-
ically close news articles are grouped. The cre-
ated clusters can be further processed to be dis-
played as threads (Ide et al., 2004), or according
to temporal relations (Muller and Tannier, 2004).
However, pitfalls appear when dealing with large
timeframes, as the number of clusters to display
becomes overwhelming. In this work, we rather
focus on an exploration scenario without precise
information need, where one has to get a com-
prehensive view on a topic in a limited amount of
time, and for which the methods mentioned above
are not suited. For this scenario, the usual ap-
proach consists in creating links between pairs of
documents within the collection, allowing users to
directly go from one news piece to another. By
following links, the user is able to navigate the
collection, choosing his next step among a limited
set of links that are related to the news item he is
currently viewing. Structures created by connect-
ing pairs of news pieces can be seen as graphs, in
which nodes correspond to documents, and edges
are links between document pairs. Such collection
structuring can lead to interesting applications,
such as the ability to find a path connecting two
arbitrary nodes, connecting the dots between two
information pieces (Shahaf and Guestrin, 2010).
In this context, we put forward the notion of ex-
plorable graphs linking news pieces in such a way
that media professionals can easily find all rele-
vant information on a topic by browsing the graph.
Departing from standard approaches, e.g., E-NN
graphs, we propose a novel nearest neighbor graph
construction algorithm based on lexical similar-
ity that creates links in a reasonable number to
avoid user overload and disorientation, yet ensur-
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ing relevance and serendipitous drift. We further
propose a typology of links between news pieces
along with rules for automatic link categorization.
These two elements, graph construction and link
categorization, result in an explorable organization
of large collections of news. We prove the interest
of this organization to media professionals, and in
particular that of link categorization, by means of
user tests, where journalists were asked to write a
synthesis on a particular topic in a limited amount
of time.

2 Explorable news graph

Related studies on music recommendation have
proven that explorability, or browsing capabilities,
have a big impact on user experience (Seyerlehner
et al., 2009) but, to the best of our knowledge, no
attempts have been made at formalizing a list of
necessary properties for explorable recommenda-
tions. We thus propose a set of intuitive proper-
ties that a graph should exhibit to be explorable:
Property 1: A link between two nodes indicates
that those nodes are related in some way. The user
should not be faced with senseless links that would
lead to disorientation;
Property 2: There exists a path between any two
given nodes. This ensures that the user can drift
away from his original topic of interest and dis-
cover new information;
Property 3: The shortest path between any two
given nodes should be reasonably small. The user
can go from one topic to another in a relatively
small number of steps;
Property 4: There is a reasonable amount of out-
going links for any given node. This ensures that
the user is not overloaded by the number of pro-
posed links;
Property 5: The amount of incoming links is pro-
portional to the popularity of the node. The user
should easily get access to the main topics of the
collection.

The two main approaches to create graphs are
the E nearest neighbors (E-NN) and the K nearest
neighbors (K-NN). They consist in linking each
node to its closest neighbors–closeness being cal-
culated by means of similarity measures–and rely
on a fixed threshold that is either a number of
neighbors K for K-NN or a similarity score E for
E-NN. In practice, finding their respective optimal
thresholds, K or E , is difficult and requires some
annotation to estimate the ratio of irrelevant links,

Figure 1: Illustration of similarity drops between
close neighbors and far ones on two real-world ex-
amples.

a process that is often complex and subjective (Ge
et al., 2010). Moreover, graphs created with those
methods exhibit some strong limitations in terms
of explorability. K-NN graphs do not discrimi-
nate between news that are heavily discussed, and
that could thus rightfully be linked to many other
news pieces, and news that are reported by only a
few medias, with few connections to other items.
Using the same threshold K for the whole collec-
tion thus leads to links that are too few for some
news items, and too numerous for others. The use
of a distance threshold in E-NN graphs skirts this
issue by reducing the number of unrelevant links.
However, E-NN graphs tend to create very large
hubs (Radovanović et al., 2010) , with a few nodes
being connected to hundreds of others, causing
navigation in such structures to be cumbersome.

Since the existence of a unique threshold for the
entire collection leads to poorly crafted graphs,
we propose a new method allowing to adapt the
threshold on a per node basis, automatically decid-
ing on the appropriate number of near neighbors
by detecting a large gap in the representation space
between close neighbors and far ones. Such gaps
are known to happen naturally in large collections
such as social graphs (Danisch et al., 2013) and are
linked to the variations of the density of points in
the representation space (Kriegel et al., 2011). For
an item i corresponding to node vi, the gap corre-
sponds to a drop in the similarity between item i
and other items sorted in descending order of sim-
ilarity. Only items appearing before the gap are
linked to item i. In our experiments, standard NLP
approaches are used for lexical similarity scoring
and drop detection. First, a tf-idf weighting and a
cosine similarity measure allow us to obtain effi-
cient similarity scores for document pairs. Then,
after sorting in descending order all documents ac-
cording to their similarity with a node/document
of interest, we detect the largest drop in similar-
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Figure 2: The LIMAH news exploration and analytics interface

ity among consecutive documents. The shallow
lexical representation described above allows us
to detect such drops, as illustrated in Figure 1,
which do not appear when using semantic vecto-
rial representations such as averaged word2vec or
doc2vec (Mikolov et al., 2013).

Even with explorable graphs, the connection ex-
isting between two nodes can sometimes be puz-
zling to the user. We thus propose to character-
ize links between nodes according to a typology
specifically crafted for news collections. News
data depend a lot on chronology, which resulted in
many approaches organizing collections as time-
lines so as to be able to follow the evolution of
specific stories. The temporal relation is clearly
the most important type of relations according to
media professionals (Gravier et al., 2016). But
it is insufficient alone, in particular when explor-
ing large news datasets that include articles with
very similar content from different newswires that
tends to clutter timelines. Extending temporal re-
lations, we used a typology consisting of 7 types
of oriented links (Bois et al., 2015) defined as fol-
lows:
Near duplicate identifies a link between two
nodes discussing the same event, where the target
node provides little to no additional information
compared to the source node;
Anterior/Posterior indicates a target node report-
ing on an event related to the source that occurred
before (resp. after) the event of the source node;
Summary/Development corresponds to a link
providing a subset (resp. superset) of information

with respect to the source;
Reacts/In reaction to designates a reference
(resp. followup) to another news piece in the col-
lection.

In order to automatically categorize each link
according to the above typology, we apply a set
of handcrafted rules. Near duplicates are de-
tected first based on a cosine similarity over tf-idf
weighted terms. Summaries and developments are
then detected by comparing documents’ lengths.
We then assign the reaction type by detecting cue
phrases such as ”reacted to”, ”answered to”, or
”declared that”. Remaining links are considered as
temporal relations and given the anterior/posterior
type depending on publication dates.

3 Explorability evaluation and user
validation

In order to assess for the explorability of graphs
created with our novel method, we performed ex-
periments on dataset (Gasparetti, 2016) composed
of a five month monitoring of Google News over
4 categories (health, science, business, and enter-
tainment), each of them containing around 15,000
articles. While this dataset provides a groundtruth
based on clusters rather than pairing of documents,
it can be used as a estimation of the correctness
of our approach: elements that we link and be-
long to the same cluster can be considered as cor-
rect, and elements that we link but do not be-
long to the same cluster can be considered as in-
correct. Since a perfect precision in these condi-
tions would lead to a poorly explorable graph only
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composed of separate clusters, the goal here is
rather to obtain explorable graphs while maintain-
ing a high precision. Results revealed that not only
our parameter-free method obtained good preci-
sion scores around the 70% mark, but also man-
aged to regroup most nodes (over 93% of them)
in a single component allowing users to drift away
from topic to topic in a single walk. Results not
reported within the scope of this paper show that
our method builds graphs that offer much better
trade-offs between precision and connectivity than
K-NN and E-NN graphs.

Interest to media professionals was evaluated
by means of user testing involving journalism stu-
dents. We ran experiments on a French news
dataset gathered online. Documents were ex-
tracted over a 3 week period from a number of
French newswires websites and include press ar-
ticles, videos, and radio podcasts. Podcasts and
videos underwent speech transcription so as to ob-
tain textual representations. To deal with possibly
long audio or video recordings, topic segmenta-
tion based on automatic transcripts (Guinaudeau
et al., 2012) was used, each segment being treated
as a document per se. In total, the resulting collec-
tion contains 4,966 news articles, 1,556 radio seg-
ments and 290 video segments. We ran our near-
est neighbors algorithm on the collection as well
as link categorization, creating 17,468 links in to-
tal: 10,980 temporal, 3,878 quasi-duplicates, 725
reactions, and 575 summaries/developments.

The starting point of the end-user interface1 ,
called LIMAH for Linking Media in Acceptable
Hypergraphs, is a full-fledged search bar using
keywords. Search classically returns a list of doc-
uments ranked by relevance, from which the user
can choose an entry point for navigation. Selecting
an entry point brings the user to the content visu-
alization and navigation part of the interface, com-
posed of 5 parts, illustrated in Fig. 2. In this view,
the user can initially see the entry point document
itself (A) and the links that departs from it. In ad-
dition to the original content, metadata and key-
words are displayed (B), as both were judged cru-
cial in the preliminary usefulness studies (Gravier
et al., 2016). Links appear in one of two ways.
The graph view (C) quickly shows how related
documents appear on a navigable section, facili-
tating the comprehension of the development of

1Demo available on http://limahweb.irisa.
fr/texmix/

Figure 3: Knowledge extracted from the dataset
depending on the version of the LIMAH interface.

a story. Users can navigate the graph: a mouse-
over on a node highlights the keywords in com-
mon with the entry point document; a click on a
node enables viewing the content in zones A and
C. To enable further exploration, a double click on
a node defines the node as the new entry point and
changes the graph and metadata displayed. For
convenience, on the right side (D), links are also
provided as a list of recommendations organized
by link types, omitting chronological links that
only appear on the graph section. At any time,
filters listed in the top right section (E) allow se-
lecting specific sources and a new entry point can
be found from the search bar.

In order to evaluate the interest of the graph
structure and link typing to professionals, we com-
pare three versions of the interface. Version 1 only
provides the search engine, allowing for compari-
son with today’s usage and with a technology that
users are very familiar with. In this case, areas
C, D, and E are hidden. Version 2 adds the rec-
ommendation and graph structure but converts all
link types to temporal, organizing data in a linear
fashion. Recommendations in zone D are thus un-
categorized and every link in zone C is shown on
a timeline. Version 3 corresponds to the whole in-
terface, as presented above.

The study involved 25 journalism students in
their last years of studies, split in three test pools
of 8 to 9 people. The user test involved a pre ques-
tionnaire, an information gathering task, a post
questionnaire, and a final open discussion in which
users could provide feedback on their use of the
tool. Users were shown a short video explaining
how to use the interface, and received no addi-
tional support during tests. The information gath-
ering task consisted in writing a synthesis about a
particular subject in a limited amount of time, us-
ing the interface to find as much relevant informa-
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tion on the topic as possible. The chosen topic was
Solar Impulse 2, a solar-powered aircraft that cir-
cumnavigated the globe from March 2015 to July
2016. Bad weather conditions necessitating the
plane to land and consequences of this unexpected
halt are reported in 17 articles in the dataset, rep-
resenting a total of 68 distinct information pieces
over a long timespan. As the dataset comes from
a large set of newswires, some pieces of informa-
tion are repeated, while others are mentioned by
only one or two sources. Users had to complete
this task in 20 minutes, a time long enough to fully
read a few articles, but short enough to forbid read-
ing totally most of them.

A preliminary manual annotation was per-
formed on each document related to the Solar Im-
pulse topic in order to list all individual facts and
the documents in which they appeared. This an-
notation was used to assess for the exhaustiveness
of the syntheses created by users. Exhaustiveness
was measured by coding each synthesis according
to the proportion of the 68 information pieces it
contains. Figure 3 shows the average number of
information pieces gathered by users for each ver-
sion of the system under test. On average, versions
2 and 3 allowed to retrieve more information more
efficiently. Results show that 10.57 (resp. 12.10
and 14.44) pieces of information were found for
version 1 (resp. version 2 and version 3). More-
over, version 3 allowed to retrieve rarer pieces of
information that appear in only a few documents
in the collection. Surprisingly enough, the supe-
riority of version 3 is not due to a higher amount
of documents viewed by users. Rather, as shown
in Figure 4, users of version 3 saw on average less
documents than users of version 2, indicating that
the better explorability lead to a better choice of
which articles to read rather than an ability to read
more of them.

During the open discussion following the tests,
users from version 3 were mostly positive about
their experience with the tool, calling it ”useful”,
with a ”good accessibility”, and an ”interesting
take on recommendation”. A few users mentioned
a difficulty to handle the back and forth between
the graph representation and the search interface.

4 Conclusion

Appropriate graph representations of news articles
can help professionals gather information more
efficiently, as evidenced by the study presented

Figure 4: Number and origin of the articles viewed
for the 3 versions of the LIMAH interface.

in this paper. In particular, we experimentally
demonstrated that categorizing automatically hy-
perlinks established between articles further im-
proves the amount and quality of the information
retrieved while exploring to gain insight on a par-
ticular topic. We also proposed a parameter-free
nearest neighbors algorithm that was shown to of-
fer a better trade-off between relevance of the links
and their number than standard nearest neighbors
graph construction algorithms. Overall, organiz-
ing news collections in this way was proved to be
helpful to journalists for their everyday work.
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Abstract

Complexity of event data in texts makes
it difficult to assess its content, espe-
cially when considering larger collections
in which different sources report on the
same or similar situations. We present
a system that makes it possible to visu-
ally analyze complex event and emotion
data extracted from texts. We show that
we can abstract from different data mod-
els for events and emotions to a single data
model that can show the complex relations
in four dimensions. The visualization has
been applied to analyze 1) dynamic devel-
opments in how people both conceive and
express emotions in theater plays and 2)
how stories are told from the perspective
of their sources based on rich event data
extracted from news or biographies.

1 Introduction

People frequently write about the changes in the
world and about the emotions that these events
arouse. Events and emotions typically have com-
plex structures and are difficult to detect and repre-
sent. According to our estimation, standard news
articles contain about 200 event mentions on av-
erage (Vossen et al., 2016). These events stand
in complex temporal and causal relations to each
other, while the text can also present different per-
spectives on their impact. Especially when consid-
ering event data from many different sources that
may report on the same events, the extracted data
quickly becomes very complex.

Most systems that handle large collections of
text use some kind of topic clustering. Docu-
ments are grouped together on the basis of a sim-
ilarity measure and clustering technique. In the

case of streaming text, such as news and tweets,
topic modeling and clustering is also done dy-
namically over time, indicating when a cluster ap-
pears and dies out. Dynamic clustering can be
seen as a rough approximation of the temporal
bounding of a real world event. Although topic
modeling works well as an indicator of trending
real world events, it does not tell the story in de-
tail as a sequence of events with participants and
causal/temporal relations across these events.

In this paper we present Storyteller, a visual
analytics tool for complex multidimensional tex-
tual data. Storyteller groups events with multi-
ple participants into storylines. As such, it can
give insight into complex relations by providing
multiple perspectives on time-based textual data.
We explain the capabilities of Storyteller by ap-
plying it to semantically linked news data from
the NewsReader project,1 using different perspec-
tives on the data to visualize complex relations be-
tween the events found by its Natural Language
Processing (NLP) pipeline. These visualizations
give more insight into the performance of the sys-
tem and how well complex event relations approx-
imate the storylines people construct when reading
news. We further show the usability of the Sto-
ryteller visualization for general purpose event-
based textual data by applying it to other use cases,
namely the Embodied Emotions and BiographyNet
projects provided by other humanities experts.

The paper is structured as follows. In Section
3, we present the semantic model for events used
in NewsReader. Section 4 explains the Storyteller
visualization tool that loads the NewsReader data
and provides different views and interactions. We
show the capacity of data generalization by the
tool by applying it to other projects with biograph-

1http://www.newsreader-project.eu/
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ical data and emotions in Dutch 17th century the-
ater plays in Section 5. Section 2 explains how
our work differs from others. Section 6 concludes
with future plans.

2 Related work

Interactive graphics have been used for before to
analyze high dimensional data (Buja et al., 1996;
Martin and Ward, 1995; Buja et al., 1991), but
fast, web-based and highly interactive visualiza-
tions with filtering are a fairly new development.
With the advent of the open source libraries D3.js
(Bostock et al., 2011), Crossfilter.js (Square, 2012)
and DC.js (dcj, 2016), we now have the tools to
rapidly develop custom visual applications for the
web.

The egoSlider (Wu et al., 2016) uses a simi-
lar visualization to our co-participation graph for
Egocentric networks. Our visualization can how-
ever display co-participation of all participants
rather than just for one. The interactive filtering,
our other views on the multidimensional data, and
the immediate link to the original data are also not
present in egoSlider.

The TIARA system (Liu et al., 2012) visualizes
news stories as theme rivers. It also has a network
visualization of actor-actor relations. This can be
used when the corpus consists of e-mails, to show
who writes about what to whom. In StoryTeller,
the relations are not based on metadata but are re-
lations in the domain of discourse extracted from
text.

3 Multi-dimensional event data from text

The NewsReader system automatically processes
news and extracts what happened, who is involved,
and when and where it happened. It uses a cascade
of NLP modules including named entity recogni-
tion and linking, semantic role labeling, time ex-
pression detection and normalization and nomi-
nal and event coreference. Processing a single
news article results in the semantic interpretation
of mentions of events, participants and their time
anchoring in a sequence of text.

In a second step, the mention interpretations
are converted to an instance representation ac-
cording to the Simple Event Model (Van Hage
et al., 2011) or SEM. SEM is an RDF represen-
tation that abstracts from the specific mentions
within a single or across multiple news articles.
It defines individual components of events such

as the action, the participants with their roles and
the time-anchoring. A central notion in News-
Reader is the event-centric representation, where
events are represented as instances and all infor-
mation on these events is aggregated from all the
mentions in different sources. For this purpose,
NewsReader introduced the Grounded Annotation
Framework (GAF, (Fokkens et al., 2013)) as an ex-
tension to SEM through gaf:denotedBy relations
between instance representations in SEM and their
mentions represented as offsets to different places
in the texts. Likewise, information that is the same
across mentions in different news articles gets de-
duplicated and information that is different gets
aggregated. For each piece of information, the
system stores the source and the perspective of the
source on the information. The result is a com-
plex multidimensional data set in which events and
their relations are defined according to multiple
properties (Vossen et al., 2015). The Storyteller
application exploits these dimensions to present
events within a context that explains them, approx-
imating a story.

The following dimensions from the News-
Reader data are used for the visualization. Event
refers to the SEM-RDF ID: the instance identi-
fier. The actors in the news article, which are de-
scribed using role labels that come from different
event ontologies, such as PropBank (Kingsbury
and Palmer, 2002), FrameNet (Baker et al., 1998),
and ESO (Segers et al., 2015). A climax score
indicating the relevance of the event (normalized
between 0 and 100) for a story. The climax score
is a normalized score based on the number of men-
tions of an event and the prominence of each men-
tion, where early mentions count as more promi-
nent. A group label that uniquely identifies the
event-group to which the event belongs. In News-
Reader, groups are formed by connecting events
by topic overlap of the articles in which they are
mentioned and by sharing the same actors. Each
group also has a groupScore which indicates the
relevance of the group or storyline for the whole
collection. For NewsReader, this is the highest
climax score within the group of events normal-
ized across all the different groups extracted from
a data set. The group’s groupName consists of the
most dominant topic within the group in compari-
son with all other groups based on IDF*TF. Event
groups are the basis for event-centric story visual-
izations.
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The labels represent all the different wordings
used to mention the event. The prefLabel is the
most-frequent label for the event. Time refers to
the date to which the event is anchored. Mentions
is a list of mentions of the event in source texts.
A mention consists of a snippet, the offsets of the
label in that snippet (snippet char), the URI of
the source text, and char, the character offsets for
the raw text inside the source. Next we show an
abbreviated example of a NewsReader event in the
JSON format used in Storyteller:

{ "timeline":
"events": [{
"actors": {
"actor:": [

"dbp:European_Union",
"dbp:United_Kingdom",
"dbp:The_Times",
"dbp:Government_of_the_United_Kingdom"

]
},
"prefLabel": ["stop"],
"time": "20140622",
"climax": 89,
"event": "ev194",
"groupName": "[Community sanction]",
"groupScore": "099",
"labels": [
"stop",
"difficulty",
"pressure"

],
"mentions": [{
"char": [ "5665", "5673" ],
"perspective": [{

"source": "author:FT_reporters"
}],
"snippet": [" Sunday Times, said

they were extremely concerned
about the UK’s difficulties in
stopping the EU from introducing
measures that continue to
erode Britain’s competitiveness"],

"snippet_char": [ 81, 89 ],
"uri": ["http://www.ft.com/thing/
f2bc1380-fa32-11e3-a328-00144feab7de"]

}, {
(...)

4 Storyteller

The Storyteller application consists of 3 main co-
ordinated views (Wang Baldonado et al., 2000): a
participant-centric view, an event-centric view and
a data-centric view.

User interaction is a key component in the de-
sign. The rich text data are too complex to visual-
ize without it, as they contain numerous intercon-
nected events, participants and other properties.
Given that the estimated processing capacity for
accurate data of human sight is limited to around

500 kbit per second (Gregory and Zangwill, 1987),
a large number of connections can make the visual
exploration very difficult without filters to slice the
data into humanly manageable portions. This sec-
tion presents the 3 views and describes how filter-
ing can be applied.

The interactivity focuses mostly on analysis
through filtering. The user can apply filters by
clicking through various components of the charts.
These filters are then dynamically applied to the
other parts of the application, reducing the amount
of data on the screen. This allows a user to drill-
down into the data, gaining knowledge of its com-
position in the process.

4.1 Participation-centric view

The participation-centric view (Figure 1), which
is our own graph design that we have dubbed a
Co-Participation graph, is an interactively filter-
able version of the XKCD Movie Narrative Charts
(Munroe, 2009). It is placed at the top of the Sto-
ryteller page and visualizes the participants of all
the events. The major participants are placed on
the Y-axis and the events they participate in are
placed (as ovals) on a timeline. Each participant’s
timeline has a different color. If different partici-
pants take part in the same event, the lines are bent
towards and joint in this event, showing the co-
participation through this intersection. Events re-
ceive descriptive labels. Hovering the mouse cur-
sor over an event will show further details, such as
the mentions of that specific event.

4.1.1 Axis ordering
The X-axis is a timeline stretching between the
first of the events shown and the last. The Y-axis
is slightly more complicated. The ordering of the
participants is of great importance to the legibil-
ity of the resulting chart. If this is done improp-
erly, the resulting chart will be cluttered because
of many curved lines crossing each other unneces-
sarily. We solved this legibility problem by order-
ing the elements in such a way that the participant
lines travel straight for as long as possible. We do
this by re-ordering the elements on the Y-axis in
order of co-appearance on the timeline, from bot-
tom to top. We start by determining the first and
bottom-most line. For this, we select the first event
on the timeline and determine the participants of
this event. We then loop over all events that share
these participants in order of appearance on the
timeline. Every time a new co-participant is found
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Figure 1: The Co-Participation graph in its unfiltered state, with a NewsReader dataset loaded

Figure 2: The Co-Participation graph in a filtered state, showing only those events where Apple Inc.
co-participates

in one of these events, it is added to the list. Once
all events have been processed in this manner, the
algorithm has clustered events that share partici-
pants making the resulting graph much easier to
read.

4.1.2 Filtering

An alphabetic list of all of the participants
present in the dataset is displayed left of the Co-
participants graph. The length of the colored bar
indicates the number of events in which the partic-
ipant occurs. This number is shown when hover-
ing the mouse over the bar.

Clicking on one of the items in the partic-
ipant list applies a filter to the dataset. The
Co-participation graph only shows the lines with
events that involve the selected participant. This
means that the line of the selected participant
and those of participants that co-participate with
the selected participant are displayed. Selecting
more than one participant reduces the graph to
those events in which all selected participants co-
participate.

4.2 Event-centric view

Figure 3 shows the event-centric view. This sec-
ond view in the Storyteller demo shows time or-
dered sequences of events grouped in different
rows. The grouping can be determined in differ-
ent ways and according to different needs.

In NewsReader, each row in the graph approxi-
mates the structure of a story, as defined in (Vossen
et al., 2015): consisting of one or more climax
events, preceded by events that build up towards
the climax and following events that are the conse-
quence of the climax defined by prominence (see
section 3). Preceding and following events are se-
lected on the basis of co-participation and topic-
overlap: so-called bridging relations. The size
(and color) of the event bubbles represents the cli-
max score of the event.

A climax event together with all bridged events
approximate a story, where we expect events to in-
crease in bubble size when getting closer to the cli-
max event (the biggest bubble in a row) and then
gradually decrease after the climax event. The
size of the events thus mimics the topical devel-
opment of for example streaming news, while we
still show details on the events within such a topic.
The first row presents the story derived from the
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Figure 3: The event-centric view, with data of the Embodied Emotions project (See: Use Cases).

Figure 4: The same event-centric view, with a filter applied to only show high-climax events from the
year 1740 and onwards.

Figure 5: The same event-centric view, with a filter applied to only show events with the fear emotion.

climax event with the highest score (normalized to
100). The next rows show stories based on lower
scoring climax events that are not connected to
the main story. We thus apply a greedy algorithm
in which the most prominent events has the first
chance to absorb other events.

Stories are labeled by the climax event’s group-
Name (consisting of the topic that is dominant for

the set of events making up the story and the high-
est climax score within the event). In addition to
the label, each row has a colored bar that indicates
the cumulative value of the climax scores of all the
events within a story. Note that the story with the
highest climax event does not necessarily have the
largest cumulative score. If an event is mentioned
a lot but poorly connected to other events, the cu-
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mulative score may still be lower than that of other
stories.

The bottom graph of the second view plots in-
dividual events for climax score on the Y-axis so
that events from the same story may end up in dif-
ferent rows. Group membership is indicated by
symbols representing the events. This view shows
how events from a story are spread over climax
scores and time.

4.2.1 Filtering

The user can select a story by clicking on the in-
dex of stories to the left. Unlike the Participation-
centric view, selecting more than one group or
row adds data to the representation. This is inten-
tionally different from the co-participation graph,
where multiple selections intersect (groups can, in
this context, by definition not intersect), because
stories are separated on the basis of lack of over-
lap.

In the bottom graph of the event-centric view,
the user can make selections by dragging a region
in the Y/X space with the mouse. A region thus
represents a segment in time and a segment of cli-
max scores. This enables both selecting time in-
tervals (by dragging a full height box between two
particular time frames) and selection of the most
(or least) influential events, which can be used to
exclude outliers in the data but also to select and
inspect them.

All filters are applied globally: this means that
participant selection in the top view influences the
event-centric visualization and vice-versa.

4.3 Data-centric view

At the bottom of the Storyteller page, we see text
snippets from the original texts that were used to
derive the event data. It lists all events visual-
ized for a given set of filters. Events are presented
with the text fragments they are mentioned in and
the event word is highlighted. The event labels
are given separately as well, where synonyms are
grouped together. Furthermore, the table shows
the scores, the date and the group name or story la-
bel. No selections can be made through this view.

4.4 The full system

The seven tasks of the Visual Information Seeking Mantra

Overview Gain an overview of the entire collection.

Zoom Zoom in on items of interest.

Filter Filter out uninteresting items.

Details-on-demand Select an item or group and get details
when needed.

Relate View relationships among items.

History Keep a history of actions to support undo, replay,
and progressive refinement.

Extract Allow extraction of sub-collections and of the query
parameters.

(Shneiderman, 1996)

We designed Storyteller following the (author-
itative) Taxonomy for data visualizations (Shnei-
derman, 1996), phrased as the 7 tasks of the Visual
Information Seeking Mantra:

We initiate the visualization with the Overview
task presenting the initial (unfiltered) view. The
Filter and Zoom tasks allow the selection of sub-
sets of items in multiple ways through the differ-
ent views. The Details-on-demand task provides
detailed mouse-over information boxes as well as
a view into the raw data that is maintained while
filtering. The co-participation graph supports the
main Relate task, the filter state displays the His-
tory, and finally, the data-view allows users to Ex-
tract.

Storyteller is built to be as generic, reusable and
maintainable as possible. We have used only Free
and Open Source (FOSS) software web visualiza-
tion tools and libraries and made Storyteller it-
self fully FOSS as well. The code is available on
github2 and a demo is also available.3

5 Expert Panel Use Cases

The Storyteller demo has been used in two use
cases other than NewsReader. We briefly describe
both use cases in this section.

5.1 Embodied Emotions
Embodied Emotions (Zwaan et al., 2015) is a dig-
ital history project that investigates the relation

2https://github.com/NLeSC/
UncertaintyVisualization/

3http://nlesc.github.io/
UncertaintyVisualization/
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Figure 6: The data-centric view, showing the raw data and offsets for the text snippets, as well as the
(colored) labels as found in the text. The data displayed here is from 17th century dutch theatre plays

between body parts and emotions in Dutch stage
plays over time (i.e. in what body parts do peo-
ple experience emotions, and through which bod-
ily acts do they express emotions). In our Story-
teller visualization, emotions are events and body
parts are participants. The visualization can be ap-
plied at two levels. First, the X-axis of the Co-
participation graph can be used to represent the
acts of a single play. Second, the X-axis can be
used as a timeline where we plot which emotions
and body parts are linked to each other in plays
published in a specific year.

Intersections indicate when different body parts
are associated with the same emotion. The cur-
rent online demo shows the second type of visu-
alization: emotion/body-part pairs occurrence per
year.4 The climax score in this visualization re-
flects the prominence of the emotion (the occur-
rence of the emotion related to the number of sen-
tences).

5.2 BiographyNet

The BiographyNet (Ockeloen et al., 2013) use
case involves the visual exploration of biographies
of prominent people in Dutch history. The biogra-
phies have been processed by a pipeline similar to
the one used for NewsReader. However, the data
is radically different: biographies mainly contain
events related to the subject of the biography and
we do not find many instances of cross-document
event co-reference.

The BiographyNet demo5 therefore does not fo-
cus on event instances but on event types: we

4http://nlesc.github.io/
EmbodiedEmotions/

5http://nlesc.github.io/BiographyNet/

extract all events related to a person that can be
linked to a specific year from the biographical text
and meta data. The biography subjects are the par-
ticipants in our visualization, the event types are
the events. If two people are born in the same year,
study during the same year or die in the same year,
etc., their lines intersect. The BiographyNet visu-
alization thus allows historians to perform genera-
tion analyses: what other events have people born
in a specific year have in common? The climax
score reflects the number of participants involved
in an event. The event-centric visualization thus
shows which events are prominent in a given year.

6 Conclusion

The fast and efficient web-based visualizations of
the output of NLP pipelines allows us to visu-
ally analyze complex storylines spanning years.
This means that we can now analyze news articles
with much more context, be it by looking at co-
participants, co-occurrence or other such criteria.
This changes literature study from first having to
read all the text to build an overview to first having
a rough overview that allows you to decide which
text to read later.

Storyteller’s event-based input format makes it
easy to port to new data sources. We described
two other projects with different graph-like data
(biographies and emotions) that can be served with
the same application thanks to this generic input
format.

There are many directions in which this re-
search could be advanced in the future. First, the
interaction model should be completed. Although
Storyteller allows the user to select and filter the
data in almost all graphs, other interactivity could
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be added. For example, currently, the data table
(view 3) only shows the results of filters and se-
lections applied in other views. This table could
be made interactive by adding search functional-
ity. This means that the data can be filtered based
on user queries. Another possibility for improved
interaction is to allow the user to re-order events,
participants and groups according to different cri-
teria (e.g., based on frequency, or alphabetically).

While we now have a visualization capable of
displaying a decently sized data, it cannot handle
the sheer volume of all available news data. We
are currently implementing an interface that gen-
erates manageable data structures on the basis of
user queries from a triple store that contains mas-
sive event data from the processed news in RDF
(i.e. possibly millions of news articles and bil-
lions of triples). The user queries are translated
into SPARQL requests and the resulting RDF is
converted to the JSON input format. This solu-
tion requires that some structures, e.g. the climax
score and the storylines, need to be computed be-
forehand. The user should make a visually sup-
ported selection overview, zoom and filter before
querying the database to obtain all required data
and displaying the current views.

The NewsReader data exhibits various degrees
of uncertainty and source perspectives on the event
data (e.g. whether the source believes the event has
actually happened, or whether it is a positive or
negative speculation or expectation of the source).
These are modeled through the RDF representa-
tion as well but have not yet been considered in the
tool. In the next version of the Storyteller applica-
tion, we aim to visualize this data layer as well.

Feedback from domain experts who explored
data from the three different use cases indicates
that a proper understanding of the tool and the
data is required in order to get meaningful results.
In addition to developing tutorials that help re-
searchers to get the most out of Storyteller, we pro-
pose two types of user studies. First, we need to
evaluate Storyteller’s usability. Second, we need
to evaluate to what extent Storyteller generates re-
sults (data and views) that are useful for the differ-
ent domains.
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Abstract

We address the issue of the quality of
journalism and analyze daily article revi-
sion logs from a Japanese newspaper com-
pany. The revision logs contain data that
can help reveal the requirements of quality
journalism such as the types and number
of edit operations and aspects commonly
focused in revision. This study also dis-
cusses potential applications such as qual-
ity assessment and automatic article revi-
sion as our future research directions.

1 Introduction

Quality journalism deserves serious considera-
tion, particularly given the disruptions of exist-
ing publishing companies and the emergence of
new publishing companies, citizen journalism, and
automated journalism. Although no consensus
exists for the definition of quality journalism,
Meyer (2009) describes several aspects that con-
stitute quality journalism; for example, credibility,
influence, accuracy, and readability. To the best
of our knowledge, this is the first attempt to ana-
lyze the large-scale revision logs of professionals
in the field of journalism. In this study, we explore
aspects of quality journalism through analyses of
the newspaper article revision logs. More specifi-
cally, we analyze the revision processes as editors
refine the drafts written by reporters so that they
are of publication quality.

While our attempt is still in the early stages, this
paper reports the statistics of the actual revisions
made by professionals and shows the usefulness
of the revision logs. We also discuss the future di-
rections of this research, for example, the potential
to present feedback to reporters, extract guidelines
for ‘good’ articles, and develop systems for auto-
matic revision and sentence merging and spitting.

2 Analysis of revision logs

This section describes the daily activities of a
newspaper company needed to publish articles and
the analysis of the revision logs.

2.1 Flow of editing and publishing articles

A reporter drafts an article and sends it to an editor,
who has over ten years’ experience as a journalist.
The editor proofreads the article and forwards it to
a reviewers section. The reviewers in this section
fact-check the article. Finally, designers adjust the
article so that they fit in the newspaper and web-
site. In this way, a newspaper article is revised
many times from the original submission.

Figure 1 compares the text from an article writ-
ten by a reporter and the same text after it has been
revised by an editor. The editor revises the text
using insertion, deletion, and replacement. This
example also shows the operations of sentence re-
ordering and splitting.

2.2 Aligning original sentences with revised
sentences

Revision logs present two versions of an article:
the one written by a reporter (the original ver-
sion) and the final version revised by an editor
(the revised version). However, these logs do not
provide details about the editing process used to
transform the original version into the final ver-
sion (e.g., individual operations of word inser-
tion/deletion, sentence reordering). Hence, we es-
timate sentence alignments between the original
and revised versions using the maximum align-
ment method (Kajiwara and Komachi, 2016).

The accuracy, precision, recall, and F1 score
were 0.995, 0.996, 0.951, and 0.957, respectively,
on a dataset consisting of 50 articles in which the
correct alignments were assigned by a human.1

1We chose 0.06 for word similarity threshold and 0.70 for
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裁判員経験者の意見を生かそうと宇都宮地裁は１２日、裁判

員経験者と裁判官、検察官、弁護士による意見交換会を開い

た。

Utsunomiya District Court held a meeting for 

exchanging opinions among judges, experienced 

citizen judges, judges, prosecutors and lawyers on 

November 12th to make use of opinions of 

experienced citizen judges.
 

今年１～８月にかけて裁判員として審理に参加した９人が出席

し、審理日程や評議についての感想や改善点などを話した。

The nine experienced citizen judges, who participated 

in hearings from January to August in this month, 

attended this meeting and discussed the feedback and 

improvements about the schedule of hearings and 

deliberations.

参加した裁判員経験者は「社会の中で責任を果たす自覚を

持った」、「貴重な経験ができた」などという前向きな感想

が多かった一方、「弁護士の冒頭陳述がわかりにくかった」

などの課題も指摘された。

While the many comments which the citizen judges 

told were active, such as "I had a consciousness of 

fulfilling my responsibility in our society," and "I had 

valuable experience.", some citizen judges also 

pointed out problems to solve, such as " Lawyers' 

opening statement was hard to understand.”, and so 

on.

(…)

Reporter

(Original version of an article)

Editor

(Revised version of an article)

裁判員経験者の意見を生かそうと宇都宮地裁はが１２日、裁

判員経験者と裁判官、検察官、弁護士による意見交換会を開

いた。

Utsunomiya District Court held a meeting for 

exchanging opinions among judges, experienced 

citizen judges, judges, prosecutors, and lawyers on 

November 12th to make use of opinions of 

experienced citizen judges.

参加した裁判員経験者からは「社会の中で責任を果たす自覚

を持った」、「貴重な経験ができた」などという前向きな感

想が多かった声が出た一方、「弁護士の冒頭陳述がわかりに

くかった」などのといった課題も指摘された。

While the many comments which the citizen judges 

told were active provided active comments, such as "I 

had a consciousness of fulfilling my responsibility in 

our society," and "I had valuable experience.", some 

citizen judges also pointed out problems to solve 

issues, such as " Lawyers' opening statement was hard 

to understand.”, and so on.

意見交換会は１２日に開かれ、今年１～８月にかけて裁判員

として審理に参加した９人が出席し、。

This meeting was organized on November 12th, and 

the nine experienced citizen judges, who participated 

in hearings from January to August in this month, 

attended this meeting and . 

審理日程や評議についての感想や改善点などを話した。

They discussed the feedback and improvements about 

the schedule of hearings and deliberations.

(…)

Submit to a system

for proofreading and editing

Alignment

Sentence Splitting

Sentence

Reordering

Figure 1: Comparison of the original and revised versions of some text. In the revised version, the
strikethrough and underlined parts indicate deletions and insertions, respectively.

The precision, recall, and F1 score calculated from
only the sentence pairs that are changed during re-
vision were 0.926, 0.895, and 0.910, respectively.
There may be some room for improving the per-
formance of the alignments but it is sufficient for
this analysis.

2.3 Data analysis of the revision logs

To analyze the details of the revision processes,
we inspected articles published from October
1, 2015 to September 30, 2016. We applied
MeCab (Kudo et al., 2004), a Japanese morpho-
logical analyzer, with the enhanced dictionary NE-
ologd2, to split the sentences into words (mor-
phemes) and recognize their parts-of-speech.

sentence similarity threshold, optimizing the F1 score on a
development set consisting of 150 articles. We used word
embeddings that are pre-trained by the original articles and
revised articles to compute sentence similarity.

2
https://github.com/neologd/mecab-ipadic-neologd

The dataset analyzed in this study contains
120,331 articles with 1,903,645 original sentences
and 1,884,987 revised sentences. The dataset con-
sists of a Japanese newspaper’s articles3, which
have a mixed domain (genre) of the news, and
most of the articles have the same writing style.
We obtained 2,197,739 sentence pairs using the
alignment method described in Section 2.2. The
number of aligned pairs is larger than that of
the sentences because an original sentence can be
aligned to multiple sentences in the revised ver-
sion. About half of the sentence pairs (1,108,750)
were unchanged during the revision process, and
the remaining pairs (1,088,989) were changed. In
this section, we report the statistics of the edit op-
erations in the changed pairs. We found that news-
paper companies produce a huge number of sen-
tences, about half of which are revised, for analy-

3The Asahi Shimbun Company provided this dataset.
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Figure 2: Distribution of the Levenshtein distance
of changed sentence pairs.

Original sentence:

市場に同じ魚が出回りすぎると、魚の単価が下がってしまう。

If the same kind of fish is distributed in large quantities

in the market, the unit price of the fish manages to decrease.    

Revised sentence:

市場に同じ魚が出回りすぎるの水揚げが重なると、魚の単価が

下がってしまうる。

If the same kind of fish is distributed landed in large quantities

in the market, the unit price of the fish manages to decrease

is decreasing. 

Figure 3: An example of the original and revised
sentence pair whose Levenshtein distance is 15.

sis just within a year.

Figure 2 presents the distribution of the Lev-
enshtein distance between the original and re-
vised sentences. The mean of the Levenshtein
distances of the revised pairs (15.04) indicates
that the dataset includes many examples in which
drafts are deeply edited by the editors. Figure 3
is an example of the sentence pair which has the
mean of the Levenshtein distance of the dataset
(15).

Table 1 lists the number of insertions, dele-
tions, and replacements, according to the number
of words involved in the edit operations. We found
that 56.20% of the total edit operations were re-
placements for one or two words, and this fact in-
dicates that editors revised these articles with im-
pressive attention to detail.

Table 2 shows the number of edit operations
separated by different part-of-speech. The most
frequent target for revisions is nouns, followed by
particles (postpositions). This result indicates that
revisions in terms of both content and readability
are important for improving the quality of articles.

# of words Insertion Deletion Replacement
1 139,790 160,975 1,424,118
2 118,261 151,641 303,293
3 57,397 53,789 115,525
4 35,272 31,719 75,909
5 21,339 20,435 33,805
6 13,295 14,756 21,419
7 14,599 13,030 24,400
8 8,631 9,301 10,707
9 10,196 10,760 8,475
Over 10 48,754 60,523 61,387
Total 467,534 526,929 2,079,038

Table 1: Number of edit operations with respect to
the number of words involved.

Tag Count
Noun 1,255,113
Noun + Noun 174,306
Particle 157,840
Symbol 128,584
Noun + Particle 106,548
Verb 85,709
Symbol + Noun 47,635
Particle + Noun 42,714
Particle + Verb 41,342
Prefix 41,194
Noun + Symbol 37,580
Verb + Auxiliary 20,836
Auxiliary 18,145
Noun + Verb 14,153
Adverb 9,009
Others 101,714

Table 2: Distribution of parts-of-speech as targets
for the edit operations involving one or two words.

3 Future directions for quality
assessment and automatic article
revision

There are several possible future directions for the
utilization of the revision logs.

3.1 Feedbacks to reporters

We can use the revision logs for improving the
writing skills of reporters. An interesting finding
in the revision logs is that the articles of young
reporters (1–3 years’ experience) tend to be re-
vised more than those of experienced reporters
(31–33 years’ experience): the mean Levenshtein
distances of these young and experienced reporters
are 15.82 and 12.95, respectively. As exemplified
by this finding, the revision logs can indicate the
main types of revisions that a particular group of
reporters or an individual reporter receives. We
will explore the potential of the revision logs for
assessing the writing quality of a reporter and pre-
senting them with feedback.
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3.2 Establishing guidelines for writing
articles

Most textbooks on Japanese writing (including
the internal handbook for reporters produced
by the newspaper company) recommend that a
Japanese sentence should be 40 to 50 characters
long (Ishioka and Kameda, 2006). We could con-
firm that the newspaper articles satisfy this crite-
rion: the revised sentences are 41.10 characters
long on average. In this way, we can analyze the
revision logs to extract various criteria for estab-
lishing the guidelines for ‘good’ articles.

3.3 Automatic article revision within
sentences

Another future direction is to build a corpus for
improving the quality of articles. The revision logs
collected for a year (excluding duplicates) provide
517,545 instances of replace operations, 79,639
instances of insertions, and 54,111 instances of
deletions that involve one or two words. Table 3
shows some instances of the replace operations.
It may not be straightforward to use the revision
logs for error correction because some edit opera-
tions add new information and remove useless in-
formation. Nevertheless, the logs record the daily
activities of how drafts are improved by the edi-
tors. In future, we plan to build an editing sys-
tem that detects errors and suggests wording while
the reporters write drafts. We can use natural lan-
guage processing techniques for these tasks be-
cause local error correction has been previously
researched (Cucerzan and Brill, 2004).

3.4 Automatic sentence merging and splitting

The alignment method found 69,891 instances of
sentence splitting (wherein an original sentence is
split into multiple sentences) and 68,550 instances
of sentence merging (wherein multiple original
sentences are merged into one sentence). Table 4
shows examples of sentence splitting and merging.
We observe some sentences are also compressed
during sentence merging and splitting. We can
use these instances as a training data for building
a model for sentence splitting and merging (with
compression), and this may be an interesting task
in the field of natural language processing.

4 Conclusion

In this paper, we explored the potential of the re-
vision logs of a newspaper company for assessing

Original Revised
同政府関係者 韓国政府関係者
this Government offi-
cials

Korean Government of-
ficials: specification

放射線汚染 放射能汚染
contamination by radial
ray

radiologically contami-
nation

破顔し 笑顔で話し
broke into a smile spoke with a smile:

simplification
バラティ バラエティー
Varety Variety: typo
タンパク質 たんぱく質
Protain: written in
Katakana and Kanji

Protain: written in Hi-
ragana and Kanji

買えた 買える
could buy can buy

Table 3: Examples of commonly replaced
words/phrases.

Splitting
(S1) 新たな窓口を設けるなど内部通報制度も強化し、

通報は問題が発覚する前の 88件 (14年度)から
263件 (15年度)と 3倍に増えた。
They enhance whistle-blowing systems by provid-
ing such as new counseling offices, and the number
of whistle-blowing was increased three times from
88 in 2014, in which this issue was found out, to
263 in 2015.

(S2) 新たな窓口を設けるなど内部通報制度も強化。通
報は 2015年度に 263件と、不正会計問題の発覚
前の 14年度の 88件から約 3倍に増えたという。
They enhance whistle-blowing systems by provid-
ing such as new counseling offices. As a result,
the number of whistle-blowing was increased three
times from 88 in 2014, in which this issue was
found out, to 263 in 2015.

Merging
(M1)同署によると、事務所南側 1階の窓が割られ、室

内にある防犯カメラのモニター 4 台がすべて壊
されていた。食器棚も倒され、食器が散乱してい
たという。
Police said that the window on the first floor of the
office south is broken, and all four displays for the
security camera was destroyed. Police also said that
the cupboard was knocked down, and the dished are
scattered in the room.

(M2)署によると、室内の防犯カメラのモニター全 4台
が壊され、食器棚が倒れて食器が散乱していた。
Police said the all four displays for the security cam-
era was destroyed, the cupboard was knocked down,
and the dished are scattered in the room.

Table 4: Examples of sentence splitting and merg-
ing. Sentences S1 and M1 are the original sen-
tences, and S2 and M2 are the revised sentences.
In the merging example, we can also observe the
sentence compressing; the part “the window on the
first floor of the office south is broken” was elimi-
nated in M2.

the quality of articles. In addition to presenting
the revision logs statistics, we discussed the future
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directions of this work, which include feedback to
reporters, guidelines for ‘good’ articles, automatic
article revision, and automatic sentence merging
and splitting.
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Abstract

Experimenting with a dataset of approxi-
mately 1.6M user comments from a Greek
news sports portal, we explore how a state
of the art RNN-based moderation method
can be improved by adding user embed-
dings, user type embeddings, user biases,
or user type biases. We observe improve-
ments in all cases, with user embeddings
leading to the biggest performance gains.

1 Introduction

News portals often allow their readers to comment
on articles, in order to get feedback, engage their
readers, and build customer loyalty. User com-
ments, however, can also be abusive (e.g., bully-
ing, profanity, hate speech), damaging the reputa-
tion of news portals, making them liable to fines
(e.g., when hosting comments encouraging illegal
actions), and putting off readers. Large news por-
tals often employ moderators, who are frequently
overwhelmed by the volume and abusiveness of
comments.1 Readers are disappointed when non-
abusive comments do not appear quickly online
because of moderation delays. Smaller news por-
tals may be unable to employ moderators, and
some are forced to shut down their comments.2

In previous work (Pavlopoulos et al., 2017a),
we introduced a new dataset of approx. 1.6M
manually moderated user comments from a Greek
sports news portal, called Gazzetta, which we
made publicly available.3 Experimenting on that
dataset and the datasets of Wulczyn et al. (2017),
which contain moderated English Wikipedia com-
ments, we showed that a method based on a Recur-
rent Neural Network (RNN) outperforms DETOX

1See, for example, https://goo.gl/WTQyio.
2See https://goo.gl/2eKdeE.
3The portal is http://www.gazzetta.gr/. In-

structions to download the dataset will become available at
http://nlp.cs.aueb.gr/software.html.

(Wulczyn et al., 2017), the previous state of the art
in automatic user content moderation.4 Our pre-
vious work, however, considered only the texts of
the comments, ignoring user-specific information
(e.g., number of previously accepted or rejected
comments of each user). Here we add user embed-
dings or user type embeddings to our RNN-based
method, i.e., dense vectors that represent individ-
ual users or user types, similarly to word embed-
dings that represent words (Mikolov et al., 2013;
Pennington et al., 2014). Experiments on Gazzetta
comments show that both user embeddings and
user type embeddings improve the performance
of our RNN-based method, with user embeddings
helping more. User-specific or user-type-specific
scalar biases also help to a lesser extent.

2 Dataset

We first discuss the dataset we used, to help
acquaint the reader with the problem. The
dataset contains Greek comments from Gazzetta
(Pavlopoulos et al., 2017a). There are approxi-
mately 1.45M training comments (covering Jan. 1,
2015 to Oct. 6, 2016); we call them G-TRAIN (Ta-
ble 1). An additional set of 60,900 comments (Oct.
7 to Nov. 11, 2016) was split to development set
(G-DEV, 29,700 comments) and test set (G-TEST,
29,700).5 Each comment has a gold label (‘ac-
cept’, ‘reject’). The user ID of the author of each
comment is also available, but user IDs were not
used in our previous work.

When experimenting with user type embed-
dings or biases, we group the users into the fol-

4Two of the co-authors of Wulczyn et al. (2017) are with
Jigsaw, who recently announced Perspective, a system to de-
tect toxic comments. Perspective is not the same as DETOX
(personal communication), but we were unable to obtain sci-
entific articles describing it.

5The remaining 1,500 comments are not used here.
Smaller subsets of G-TRAIN and G-TEST are also available
(Pavlopoulos et al., 2017a), but are not used in this paper.
The Wikipedia comment datasets of Wulczyn et al. (2017)
cannot be used here, because they do not provide user IDs.
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Dataset/Split Gold Label Comments Per User Type TotalAccepted Rejected Green Yellow Red Unknown
G-TRAIN 960,378 (66%) 489,222 (34%) 724,247 (50%) 585,622 (40%) 43,702 (3%) 96,029 (7%) 1.45M

G-DEV 20,236 (68%) 9,464 (32%) 14,378 (48%) 10,964 (37%) 546 (2%) 3,812 (13%) 29,700
G-TEST 20,064 (68%) 9,636 (32%) 14,559 (49%) 10,681 (36%) 621 (2%) 3,839 (13%) 29,700

Table 1: Comment statistics of the dataset used.

Dataset/Split Individual Users Per User Type TotalGreen Yellow Red Unknown
G-TRAIN 4,451 3,472 251 21,865→ 1 8,175

G-DEV 1,631 1,218 64 1,281→ 1 2,914
G-TEST 1,654 1,203 67 1,254→ 1 2,925

Table 2: User statistics of the dataset used.

lowing types. T (u) is the number of training com-
ments posted by user (ID) u. R(u) is the ratio of
training comments posted by u that were rejected.

Red: Users with T (u) > 10 and R(u) ≥ 0.66.
Yellow: T (u) > 10 and 0.33 < R(u) < 0.66.
Green: T (u) > 10 and R(u) ≤ 0.33.
Unknown: Users with T (u) ≤ 10.

Table 2 shows the number of users per type.

3 Methods

RNN: This is the RNN-based method of our previ-
ous work (Pavlopoulos et al., 2017a). It is a chain
of GRU cells (Cho et al., 2014) that transforms the
tokens w1 . . . , wk of each comment to the hid-
den states h1 . . . , hk (hi ∈ Rm). Once hk has
been computed, a logistic regression (LR) layer es-
timates the probability that comment c should be
rejected:

PRNN(reject|c) = σ(Wphk + b) (1)

σ is the sigmoid function, Wp ∈ R1×m, b ∈ R.6

ueRNN: This is the RNN-based method with user
embeddings added. Each user u of the training set
with T (u) > 10 is mapped to a user-specific em-
bedding vu ∈ Rd. Users with T (u) ≤ 10 are
mapped to a single ‘unknown’ user embedding.
The LR layer is modified as follows; vu is the em-
bedding of the author of c; and Wv ∈ R1×d.

PueRNN(reject|c) = σ(Wphk + Wvvu + b) (2)

teRNN: This is the RNN-based method with user
type embeddings added. Each user type t is
mapped to a user type embedding vt ∈ Rd. The

6In our previous work (Pavlopoulos et al., 2017a), we also
considered a variant of RNN, called a-RNN, with an attention
mechanism. We do not consider a-RNN here to save space.

LR layer is modified as follows, where vt is the
embedding of the type of the author of c.

PteRNN(reject|c) = σ(Wphk + Wvvt + b) (3)

ubRNN: This is the RNN-based method with user
biases added. Each user u of the training set with
T (u) > 10 is mapped to a user-specific bias bu ∈
R. Users with T (u) ≤ 10 are mapped to a single
‘unknown’ user bias. The LR layer is modified as
follows, where bu is the bias of the author of c.

PubRNN(reject|c) = σ(Wphk + bu) (4)

We expected ubRNN to learn higher (or lower) bu

biases for users whose posts were frequently re-
jected (accepted) in the training data, biasing the
system towards rejecting (accepting) their posts.
tbRNN: This is the RNN-based method with user
type biases. Each user type t is mapped to a user
type bias bt ∈ R. The LR layer is modified as
follows; bt is the bias of the type of the author.

PtbRNN(reject|c) = σ(Wphk + bt) (5)

We expected tbRNN to learn a higher bt for the red
user type (frequently rejected), and a lower bt for
the green user type (frequently accepted), with the
biases of the other two types in between.

In all methods above, we use 300-dimensional
word embeddings, user and user type embeddings
with d = 300 dimensions, and m = 128 hidden
units in the GRU cells, as in our previous experi-
ments (Pavlopoulos et al., 2017a), where we tuned
all hyper-parameters on 2% held-out training com-
ments. Early stopping evaluates on the same held-
out subset. User and user type embeddings are
randomly initialized and updated by backpropa-
gation. Word embeddings are initialized to the
WORD2VEC embeddings of our previous work
(Pavlopoulos et al., 2017a), which were pretrained
on 5.2M Gazzetta comments. Out of vocabulary
words, meaning words not encountered or encoun-
tered only once in the training set and/or words
with no initial embeddings, are mapped (during
both training and testing) to a single randomly ini-
tialized word embedding, updated by backpropa-
gation. We use Glorot initialization (Glorot and
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System G-DEV G-TEST
ueRNN 80.68 (±0.11) 80.71 (±0.13)
ubRNN 80.54 (±0.09) 80.53 (±0.08)
teRNN 80.37 (±0.05) 80.41 (±0.09)
tbRNN 80.33 (±0.12) 80.32 (±0.05)

RNN 79.40 (±0.08) 79.24 (±0.05)
uBASE 67.61 68.57
tBASE 63.16 63.82

Table 3: AUC scores. Standard error in brackets.

Bengio, 2010) for other parameters, cross-entropy
loss, and Adam (Kingma and Ba, 2015).7

uBASE: For a comment c authored by user u, this
baseline returns the rejection rate R(u) of the au-
thor’s training comments, if there are T (u) > 10
training comments of u, and 0.5 otherwise.

PuBASE(reject|c) =
{

R(u), if T (u) > 10
0.5, if T (u) ≤ 10

tBASE: This baseline returns the following proba-
bilities, considering the user type t of the author.

PtBASE(reject|c) =


1, if t is Red
0.5, if t is Yellow
0.5, if t is Unknown
0, if t is Green

4 Results and Discussion

Table 3 shows the AUC scores (area under ROC

curve) of the methods considered. Using AUC al-
lows us to compare directly to the results of our
previous work (Pavlopoulos et al., 2017a) and the
work of Wulczyn et al. (2017). Also, AUC consid-
ers performance at multiple classification thresh-
olds t (rejecting comment c when P (reject|c) ≥ t,
for different t values), which gives a more com-
plete picture compared to reporting precision, re-
call, or F-scores for a particular t only. Accuracy is
not an appropriate measure here, because of class
imbalance (Table 1). For methods that involve ran-
dom initializations (all but the baselines), the re-
sults are averaged over three repetitions; we also
report the standard error across the repetitions.

User-specific information always improves our
original RNN-based method (Table 3), but the best
results are obtained by adding user embeddings
(ueRNN). Figure 1 visualizes the user embeddings
learned by ueRNN. The two dimensions of Fig. 1
correspond to the two principal components of the
user embeddings, obtained via PCA.The colors and
numeric labels reflect the rejection rates R(u) of

7We used Keras (http://keras.io/) with the Ten-
sorFlow back-end (http://www.tensorflow.org/).

Figure 1: User embeddings learned by ueRNN (2
principal components). Color represents the rejec-
tion rate R(u) of the user’s training comments.

the corresponding users. Moving from left to right
in Fig. 1, the rejection rate increases, indicating
that the user embeddings of ueRNN capture mostly
the rejection rate R(u). This rate (a single scalar
value per user) can also be captured by the sim-
pler user-specific biases of ubRNN, which explains
why ubRNN also performs well (second best re-
sults in Table 3). Nevertheless, ueRNN performs
better than ubRNN, suggesting that user embed-
dings capture more information than just a user-
specific rejection rate bias.8

Three of the user types (Red, Yellow, Green)
in effect also measure R(u), but in discretized
form (three bins), which also explains why user
type embeddings (teRNN) also perform well (third
best method). The performance of tbRNN is close
to that of teRNN, suggesting again that most of
the information captured by user type embeddings
can also be captured by simpler scalar user-type-
specific biases. The user type biases bt learned by
tbRNN are shown in Table 4. The bias of the Red
type is the largest, the bias of the Green type is the
smallest, and the biases of the Unknown and Yel-
low types are in between, as expected (Section 3).
The same observations hold for the average user-
specific biases bu learned by ubRNN (Table 4).

Overall, Table 3 indicates that user-specific in-
formation (ueRNN, ubRNN) is better than user-type
information (teRNN, tbRNN), and that embeddings
(ueRNN, teRNN) are better than the scalar biases
(ubRNN, tbRNN), though the differences are small.
All the RNN-based methods outperform the two
baselines (uBASE, tBASE), which do not consider
the texts of the comments.

Let us provide a couple of examples, to illus-
trate the role of user-specific information. We en-

8We obtained no clear clusterings with tSNE (van der
Maaten and Hinton, 2008).
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User Type bt of tbRNN average bu of ubRNN
Green −0.471 (±0.007) −0.180 (±0.024)
Yellow 0.198 (±0.015) 0.058 (±0.022)

Unknown 0.256 (±0.021) 0.312 (±0.011)
Red 1.151 (±0.013) 0.387 (±0.023)

Table 4: Biases learned and standard error.

countered a comment saying just “Ooooh, down
to Pireaus. . . ” (translated from Greek), which the
moderator had rejected, because it is the beginning
of an abusive slogan. The rejection probability of
RNN was only 0.34, presumably because there are
no clearly abusive expressions in the comment, but
the rejection probability of ueRNN was 0.72, be-
cause the author had a very high rejection rate.
On the other hand, another comment said “Indeed,
I know nothing about the filth of Greek soccer.”
(translated, apparently not a sarcastic comment).
The original RNN method marginally rejected the
comment (rejection probability 0.57), presumably
because of the ‘filth’ (comments talking about the
filth of some sport or championship are often re-
jected), but ueRNN gave it a very low rejection
probability (0.15), because the author of the com-
ment had a very low rejection rate.

5 Related work

In previous work (Pavlopoulos et al., 2017a), we
showed that our RNN-based method outperforms
DETOX (Wulczyn et al., 2017), the previous state
of the art in user content moderation. DETOX

uses character or word n-gram features, no user-
specific information, and an LR or MLP classifier.
Other related work on abusive content moderation
was reviewed extensively in our previous work
(Pavlopoulos et al., 2017a). Here we focus on pre-
vious work that considered user-specific features
and user embeddings.

Dadvar et al. (2013) detect cyberbullying in
YouTube comments, using an SVM and features
examining the content of each comment (e.g., sec-
ond person pronouns followed by profane words,
common bullying words), but also the profile and
history of the author of the comment (e.g., age, fre-
quency of profane words in past posts). Waseem
et al. (2016) detect hate speech tweets. Their best
method is an LR classifier, with character n-grams
and a feature indicating the gender of the author;
adding the location of the author did not help.

Cheng et al. (2015) predict which users will be
banned from on-line communities. Their best sys-
tem uses a Random Forest or LR classifier, with

features examining the average readability and
sentiment of each user’s past posts, the past activ-
ity of each user (e.g., number of posts daily, pro-
portion of posts that are replies), and the reactions
of the community to the past actions of each user
(e.g., up-votes, number of posts rejected). Lee et
al. (2014) and Napoles et al. (2017) include simi-
lar user-specific features in classifiers intended to
detect high quality on-line discussions.

Amir et al. (2016) detect sarcasm in tweets.
Their best system uses a word-based Convolu-
tional Neural Network (CNN). The feature vec-
tor produced by the CNN (representing the content
of the tweet) is concatenated with the user em-
bedding of the author, and passed on to an MLP

that classifies the tweet as sarcastic or not. This
method outperforms a previous state of the art
sarcasm detection method (Bamman and Smith,
2015) that relies on an LR classifier with hand-
crafted content and user-specific features. We use
an RNN instead of a CNN, and we feed the com-
ment and user embeddings to a simpler LR layer
(Eq. 2), instead of an MLP. Amir et al. discard un-
known users, unlike our experiments, and consider
only sarcasm, whereas moderation also involves
profanity, hate speech, bullying, threats etc.

User embeddings have also been used in: con-
versational agents (Li et al., 2016); sentiment anal-
ysis (Chen et al., 2016); retweet prediction (Zhang
et al., 2016); predicting which topics a user is
likely to tweet about, the accounts a user may want
to follow, and the age, gender, political affiliation
of Twitter users (Benton et al., 2016).

Our previous work (Pavlopoulos et al., 2017a)
also discussed how machine learning can be used
in semi-automatic moderation, by letting modera-
tors focus on ‘difficult’ comments and automati-
cally handling comments that are easier to accept
or reject. In more recent work (Pavlopoulos et al.,
2017b) we also explored how an attention mech-
anism can be used to highlight possibly abusive
words or phrases when showing ‘difficult’ com-
ments to moderators.

6 Conclusions

Experimenting with a dataset of approx. 1.6M user
comments from a Greek sports news portal, we ex-
plored how a state of the art RNN-based modera-
tion method can be improved by adding user em-
beddings, user type embeddings, user biases, or
user type biases. We observed improvements in
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all cases, but user embeddings were the best.
We plan to compare ueRNN to CNN-based meth-

ods that employ user embeddings (Amir et al.,
2016), after replacing the LR layer of ueRNN by
an MLP to allow non-linear combinations of com-
ment and user embeddings.
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Abstract

This paper discusses the problem of incon-
gruent headlines: those which do not accu-
rately represent the information contained
in the article with which they occur. We
emphasise that this phenomenon should
be considered separately from recognised
problematic headline types such as click-
bait and sensationalism, arguing that ex-
isting natural language processing (NLP)
methods applied to these related concepts
are not appropriate for the automatic de-
tection of headline incongruence, as an
analysis beyond stylistic traits is neces-
sary. We therefore suggest a number of
alternative methodologies that may be ap-
propriate to the task at hand as a founda-
tion for future work in this area. In ad-
dition, we provide an analysis of existing
data sets which are related to this work,
and motivate the need for a novel data set
in this domain.

1 Introduction

The problem of mis- and disinformation in the me-
dia is the subject of much recent attention. This is
often given the general label ‘fake news’ – but this
term can refer to a number of distinct concepts,
from fabricated or manipulated content to satire
(Wardle, 2017), each of which might have very
different requirements for a computational treat-
ment. In this paper we highlight a specific problem
within this realm, that of headline incongruence,
show that it is distinct from problems considered
within NLP so far, and discuss how it might be
approached. Consider (1), taken from the Express

UK online newspaper1 (Ecker et al., 2014):

(1) Headline: Air pollution now leading cause
of lung cancer
Evidence within article: “We now know
that outdoor air pollution is not only a major
risk to health in general, but also a leading
environmental cause of cancer deaths.” Dr.
Kurt Straif, of IARC [emphasis added]

As Ecker et al. (2014) highlight, this headline
misleads the reader by overstating the claim made
later in the article. First, omitting ‘environmen-
tal’ from the headline radically generalises the
claim: a leading environmental cause may not be
the leading cause, above all other causes. Second,
omitting the indefinite determiner ‘a’ (as is com-
mon in English ‘headlinese’, Mårdh, 1980) allows
a salient reading with an implicit definite article
‘the’, further exaggerating the claim.

The headline therefore significantly misrepre-
sents the findings reported in the article itself.
While the article reports these accurately, even
quoting another source contradicting the exagger-
ated claim (“. . . although air pollution increases
the risk of developing lung cancer by a small
amount, other things have a much bigger effect
on our risk, particularly smoking”), these nuances
are lost in the headline. This seems particularly
dangerous in the light of experimental work into
reader behaviour: Ecker et al. (2014) show that
even after reading the article in full, a reader is
likely to be left with their initial impression gained
from the headline; and Gabielkov et al. (2016)
found that c.60% of shared URLs on Twitter are
not clicked on before sharing, suggesting that in

1Tom Rawle (2013): http://www.express.co.uk/life-
style/health/437473/Air-pollution-now-leading-cause-of-
lung-cancer
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many cases only headlines are read. Automatic de-
tection of these misleading cases could therefore
directly impact the spread of misinformation.

Indeed, the phenomenon is particularly notice-
able on social media, partly due to the practice of
using different headlines online. Official posts on
social media from some sources include a differ-
ent headline in the social media post preview than
on the article itself, as demonstrated by (2), taken
from the Independent’s Facebook page.

(2) Social media post copy: Enjoy it while you
can
Social media headline2: Scientists have pre-
dicted the end of sex
Article headline3: Sex will be made unnec-
essary by ‘designer babies’, professor says
Evidence within article: Professor Henry
Greely believes that in as little as 20 years,
most children will be conceived in a labora-
tory, rather than through sexual intercourse.

This example shows a gradual increase in accu-
racy and detail, from the misleading social media
post to the evidence within the article itself. The
social media headline is incongruent with the de-
tails of the story, and this is exaggerated further
when combined with the rest of the post. This
clearly demonstrates that social media can be used
to carefully market stories by exaggerating and
twisting key elements of a story in the headline
in conjunction with copy in the post itself.

It is important to highlight, however, that this
phenomenon is not limited to social media, nor
to particular sectors of the press (e.g. tabloid
press, press from certain political leanings). We
found examples from across the political spec-
trum, as well as across multiple reputable main-
stream sources cross-lingually. Consider exam-
ples (3)-(8),4 which discuss a recent announce-
ment by Volvo Cars on the production of electric
cars. As with (1), the headlines consistently ex-
aggerate the claims made in the original press re-
lease (8), varying from outright incongruence (3)
to subtle quantifier scope ambiguity that leaves in-
terpretation open (6)-(8).

2https://www.facebook.com/TheIndependentOn-
line/posts/10154972799736636

3Will Worley (2016): http://www.independent.co.uk/
news/science/sex-unnecessary-designer-babies-stanford-
professor-says-a6957636.html

4Examples labelled with * are translated from Swedish,
and independently verified by a native speaker.

(3) Dagens Industri*5: Volvo stops developing
cars with internal combustion engines

(4) Independent (Social media headline)6:
Petrol cars are dead, say Volvo

(5) Sveriges Radio*7: Volvo becomes electric
car brand

(6) Göteborgs Posten*8: Volvo to only make
electric cars

(7) Reuters9: Geely’s Volvo to go all electric
with new models from 2019

(8) Volvo Cars Press Release10: Volvo Cars to
go all electric
Evidence from official press release: Volvo
Cars, the premium car maker, has announced
that every Volvo it launches from 2019 will
have an electric motor, marking the historic
end of cars that only have an internal com-
bustion engine.

The story, which, from the headlines suggests
that Volvo Cars will completely stop production
of cars with internal combustion engines and only
produce electric vehicles, circulated in the main-
stream and automotive press. In fact, in-article ev-
idence makes clear that, although all new vehicles
produced after 2019 will contain some electric ele-
ment, many will still contain some petrol or diesel
component. Importantly, Volvo Cars CEO Håkan
Samuelsson is quoted to say, “this announcement
marks the end of the solely combustion engine-
powered car”, a nuance which is lost in the head-
lines above. Interestingly, these examples illus-
trate that headline incongruence can occur even
in sources widely considered as reliable and rep-
utable, such as Reuters (7), as well as in the very
source of the story, as in the case of Volvo Cars’
own press release (8).

Here, we consider whether existing definitions
and NLP techniques can be applied to this phe-
nomenon, and if not, how we may define it and ap-
proach its detection computationally. This has ap-

5Håkan Matson (2017): http://www.di.se/bil/volvo-slutar-
tillverka-bilar-med-forbranningsmotorer/

6https://www.facebook.com/TheIndependentOn-
line/posts/10154981271001636

7http://sverigesradio.se/sida/artikel.aspx?programid=83
&artikel=6732573

8Ida Johansson (2017): http://www.gp.se/nyheter/eko
nomi/volvo-ska-bara-tillverka-elbilar-1.4413878

9Niklas Pollard (2017): https://uk.reuters.com/article/us-
volvocars-geely-electric-idUKKBN19Q0BJ

10https://www.media.volvocars.com/global/en-gb/me-
dia/pressreleases/210058/volvo-cars-to-go-all-electric
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plications within news aggregation, as a means of
weighting articles and informing readers, as well
as potential in the incentivisation of journalistic
values.

2 Existing Definitions

These cases, then, do not involve misinformation
or fabricated content within the article, but rather
properties of the headline and its relation to the
content. In this section, we examine existing work
into the description and classification of problem-
atic types of headline.

2.1 Clickbait

Headlines have traditionally been characterised as
short, ‘telegram’-like, and maximally informative
summaries of the article with which they appear
(Van Dijk, 1988; Cotter, 2010). They appear
to follow a particular condensed grammar com-
monly referred to as ‘headlinese’ (Mårdh, 1980;
De Lange, 2008), and are often carefully con-
structed to attract the attention of a reader (Bell,
1984; Ecker et al., 2014). In extreme cases this
results in ‘clickbait’-style headlines, characteris-
tic of tabloids and online-native digital media sites
such as Buzzfeed11, expressly designed to with-
hold information to entice the reader to read on,
or in most cases, to click. A recent press release
by Facebook12 describes clickbait as “headlines
that intentionally leave out crucial information, or
mislead people, forcing people to click to find out
the answer” – see (9)-(11):

(9) You’ll Never Believe Who Tripped and Fell
on the Red Carpet. . . (Facebook)

(10) Here’s What Happens When You Put A Few
Little Kids In A Room With 2 Dolls In 2 Dif-
ferent Colors. (Chen et al., 2015)

(11) Which Real Housewife Are You Based On
Your Birth Month (Chakraborty et al., 2016)

Clickbait shows characteristic stylistic and lexi-
cal features: ‘forward-referencing’, heavy use of
demonstrative pronouns, adverbs, interrogatives,
and imperatives (Blom and Hansen, 2015), as well
as extensive use of personal pronouns (e.g. ‘you’),
numbers, and celebrity references (Chen et al.,
2015). These features can therefore be used within
standard NLP methodologies: Chakraborty et al.

11www.buzzfeed.com
12https://newsroom.fb.com/news/2017/05/news-feed-fyi-

new-updates-to-reduce-clickbait-headlines/

(2016) achieved 93% classification accuracy on a
corpus including 7,500 English clickbait headlines
using a set of 14 such features in a Support Vector
Machine (SVM) classifier.

Returning to our example (1), however, al-
though the headline does withhold information
and thereby misleads, it does not fulfil our expec-
tation of a clickbait headline. Most importantly,
it does not ‘force’ the reader to click to find out
the conclusions of the story, but rather delivers
a misleading conclusion up front in the headline
which (likely purposefully) misinforms the reader
on the details in order to frame the facts in a cer-
tain light. Consequently, it lacks the typical ob-
servable features of clickbait (e.g. forward refer-
encing, demonstrative pronouns, numbers, etc.),
and is therefore unlikely to be detected through
these stylometric means. It is therefore rather
more subtle than archetypal clickbait as targeted
by the methods suggested by Chen et al. (2015);
Chakraborty et al. (2016).

2.2 Sensationalism

Some examples labelled as clickbait, however,
have a different approach to engaging readers.
Chen et al. (2015) also identify the use of affective
language and action words, associated with emo-
tional engagement, as in (12):

(12) The first lady of swearing! How a ten-
year-old Michelle Obama lost out on a ‘best
camper’ award because she wouldn’t stop
cursing (Daily Mail, Chen et al., 2015)

While Chen et al. (2015) refer to this example as
‘clickbaiting’, this arguably introduces a complex-
ity and inconsistency into their definition. This ex-
ample does not force the reader to click by with-
holding information or using leading language, but
instead uses techniques more traditionally consid-
ered as sensationalism, to dramatise an otherwise
non-dramatic story.

Though many definitions exist, sensationalism
can be considered as “the presentation of stories in
a way that is intended to provoke public interest or
excitement, at the expense of accuracy” (Oxford
Dictionary Online). Sensationalist news is gener-
ally considered negatively in the journalism liter-
ature (see e.g. Wang and Cohen, 2009), as con-
tent which “triggers emotion for the reader (Vette-
hen et al., 2008) and treats an issue in a predomi-
nantly tabloid-like way” (Kilgo et al., 2016). Al-
though traditionally associated with certain topics
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e.g. sex, scandal, crime and disaster (Grabe et al.,
2001; Vettehen et al., 2008), recent work suggests
that it is now just as likely with political stories
(Kilgo et al., 2016). Examples (13)-(15) (Molek-
Kozakowska, 2013, originally Daily Mail) show
the characteristic use of exaggeration, emotive lan-
guage, and punctuation, and cover a range of top-
ics including health, crime, and education:

(13) A sausage a day could lead to cancer: Pan-
creatic cancer warning over processed meat

(14) Rise of the hugger mugger: Sociable thieves
who cuddle while they rob

(15) £100 to play truant! Schools accused of brib-
ing worst pupils to stay away when Ofsted
inspectors call

Molek-Kozakowska (2013) views sensational-
ism as a discourse strategy used to repackage in-
formation in a more exciting, extraordinary or in-
teresting way, via the presence of several discourse
illocutions (e.g. exposing, speculating, generalis-
ing, warning, and extolling).13 Based on this view,
Hoffman and Justicz (2016) propose a method
for automatic sensationalism detection in scientific
reporting, training a supervised Maximum En-
tropy classifier on a corpus of 500 annotated news
records, with bag-of-words TF.IDF document vec-
torisation14. They achieve an average accuracy
of 73% over 200 validation instances. Crucially,
headline and article were not treated separately, so
any nuances between the two components will not
be captured in this model.

Again, though, while our example (1) does sat-
isfy several aspects of the definitions of sensation-
alism discussed here (e.g. warning, use of emo-
tive content), it does not do so through the typi-
cal stylistic traits seen in (13)-(15). The vocabu-
lary is not particularly inflammatory or emotive,
nor is the structure typical of sensationalism. This
defines the precise difficulty with the detection of
incongruence in headlines this paper aims to high-
light: incongruent headlines do not necessarily ad-
here to an identifiable style in their surface form,
but rather must be identified in relation to the text
they represent. This presents significant problems
for the NLP approaches so far discussed.

13As Molek-Kozakowska (2013) used only one news
source (the Daily Mail), this list may be specific to this par-
ticular newspaper’s voice and/or the knowledge, subjectivity
and demographic range of the annotators.

14See Hoffman and Justicz (2016, Appendices 1-4).

3 Incongruent Headlines: Suggested
Methodology

The relationship between a headline and the arti-
cle with which it appears can be conceptualised
in a number of ways. We propose novel meth-
ods of incongruence detection which would ex-
plore varying aspects of the phenomenon, based
on existing work in other areas. It is clear from
the cross-source examples (3)-(8) that relying on
source information alone is unlikely to be suffi-
cient in determining headline incongruence, given
that this phenomenon does not seem to be strictly
limited to one section of the press. However, in
conjunction with other methodology, the source
of the headline-article pair may well prove to be
a useful feature in the broader classification pro-
cess, which we will explore experimentally in fu-
ture work.

Arguably, the task of headline incongruence de-
tection is best approached in parts: to analyse
complex relationships between a headline and an
entire news article is likely to be extremely dif-
ficult, not least because of their very different
lengths and levels of linguistic complexity. This
could therefore be facilitated with the extraction
of key quotes (Pouliquen et al., 2007) or claims
(Vlachos and Riedel, 2015; Thorne and Vlachos,
2017). Alternatively, one could automatically gen-
erate the statistically ‘best’ headline for an arti-
cle using existing title and headline generation and
summarisation methods (e.g. Banko et al. (2000);
Zajic et al. (2002); Dorr et al. (2003)), and evalu-
ate how far away the existing headline is from this
in terms of a number of criteria, such as lexical
choices, syntactic structure, length, tonality (sen-
timent or emotion), and so on.

It may also be interesting to explore existing
work on argument analysis: for example, Stab and
Gurevych (2017) explore methods for the iden-
tification of arguments supported by insufficient
evidence. This could be viewed as very close to
the task of the detection of incongruent headlines,
where the headline represents an argument which
is not supported by claims in the text. Further,
we could approach incongruence as a semantic
issue and look to existing work on contradiction
(De Marneffe et al., 2008), contrast (Harabagiu
et al., 2006) and entailment recognition (Levy
et al., 2013). In doing so, we may well discover
several sub-types of incongruence which may fall
into different semantic categories.
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Finally, stance detection (Augenstein et al.,
2016; Mohammad et al., 2016) has been applied
in the Fake News Challenge (FNC-1)15 as a means
of exploring whether different articles agree or dis-
agree with a given headline or claim, to aid in the
task of fact checking. Stance is certainly relevant
to task of incongruence detection, but we argue
that it is not sufficient for our task, as the headline-
article relation may be incongruent in ways sepa-
rate from (dis)agreement. Beyond the headline-
article pair itself, however, stance detection could
be used to analyse engagement and interaction
with an article on social media, given that early in-
dications suggest that users are compelled to alert
others when they notice that a headline is mislead-
ing.

4 Existing Data

A number of data sets are available which address
related tasks, but none seem directly suited to the
incongruence problem. The Clickbait Challenge16

released a data set of 2495 social media posts (ti-
tles, articles and social media copy), labelled on a
four-point scale (not/slightly/considerably/heavily
clickbaiting) through crowdsourcing. Although
precise guidelines for the annotation process are
not provided, it seems that the organisers follow
a definition of clickbait similar to those discussed
in Section 2.1, in which posts are “designed to en-
tice readers into clicking an accompanying link”.
As already emphasised, this differs from the con-
cept of headline incongruence described here, and
we do not expect this annotation to be useful for
our task; however, as a source of paired titles and
articles it may provide useful raw data.

Piotrkowicz et al. (2016) present a corpus of
11,980 Guardian News headlines automatically
annotated with news values (prominence, senti-
ment, superlativeness, proximity, surprise, and
uniqueness). Although this corpus does not con-
tain a target class in line with headline incongru-
ence, it may provide useful insight in the feature
extraction process.

The Fake News Challenge (FNC-1) has released
a corpus of headline-article pairs which are anno-
tated with one of the following four stances:

Agrees: The body text agrees with the headline.
Disagrees: The body text disagrees with the
headline.
15http://www.fakenewschallenge.org/
16http://www.clickbait-challenge.org/

Discusses: The body text discuss the same topic
as the headline, but does not take a position.
Unrelated: The body text discusses a different
topic than the headline.
Built on the data set described in Ferreira and

Vlachos (2016), which is collected from rumour
tracking website, Emergent17, the corpus con-
tains approximately 50,000 annotated headline-
body pairs. A manual analysis of the first 50 body
IDs led to a number of observations on the appli-
cability of this data set to the problem of head-
line incongruence. Firstly, the ‘headline’ in a pair
is the claim from the original post on the web-
site, and is as such not necessarily a gold-standard
headline. In addition, a single ‘headline’ can occur
with multiple article bodies, and vice versa, which
means that the original relation between the two is
not captured. In our task, we are particularly in-
terested in how a headline is utilised to (mis)rep-
resent the information in an article; it is therefore
important that the data we use reflects these sub-
tle connections and disconnections, a feature that
may be lost when pairing a headline (or claim)
with an article body at random. The unrelated
class in this data set is therefore unlikely to be rel-
evant, as it appears to reflect a random shuffling of
headline-body pairs. The disagree class represents
contradictions between headline and body, which
is too strong a notion of incongruence for our pur-
poses; disagreement represents a direct contrast,
whereas incongruence can be a subtle exaggera-
tion or misrepresentation of facts but need not rep-
resent an opposing view. If this data set contains
incongruent headline-body pairs by our definition,
it appears that they are not in line with the exist-
ing labels, therefore it cannot be used in its current
form.

5 Conclusions

The paper discusses incongruent headlines and
how we may approach their automatic detection
using existing NLP methods, motivated by experi-
mental evidence on reader behaviour (Ecker et al.,
2014; Gabielkov et al., 2016). We emphasise that
headline incongruence, as seen in example (1),
cannot be approached through methodology ap-
plied to related concepts like clickbait and sen-
sationalism, as these use headline-specific stylo-
metric features, and do not consider any deeper
semantic relation between headline and text that

17http://www.emergent.info/
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would be critical to the task at hand. We conse-
quently suggest a number of potential approaches
for this task, based on existing work in summari-
sation and headline generation, stance detection,
claim and quote extraction, as well as argument
analysis. Finally, we discuss a number of exist-
ing data sets, but demonstrate that, in their current
forms, none are appropriate for the task discussed
here. This therefore motivates the need for a novel
data set in this domain, which lays the foundation
for the next stages of our future work.
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Abstract

In this paper, we present an unsupervised
pipeline approach for clustering news arti-
cles based on identified event instances in
their content. We leverage press agency
newswire and monolingual word align-
ment techniques to build meaningful and
linguistically varied clusters of articles
from the Web in the perspective of a
broader event type detection task. We vali-
date our approach on a manually annotated
corpus of Web articles.

1 Introduction

In the context of news production, an event is the
characterization of a significant enough change in
a space-time context to be reported as newsworthy
content. This definition fits with definitions pro-
posed in other contexts such as the ACE 2005 and
TAC KBP Event evaluations or work such as (Cy-
bulska and Vossen, 2014; Mitamura et al., 2015),
which generally view each event as “something
that happens at a particular place and time”, im-
plying changes in the state of the world and in-
volving participants. In accordance with ontolo-
gies about events such as the Simple Event Model
(SEM) ontology (van Hage et al., 2011), events
can be categorized into different types, for exam-
ple “elections” or “earthquakes”, gathering mul-
tiple real-life instances, for example the “2017
UK General Election” or the “2012 French Pres-
idential Election”. These instances are reported
by journalists through varying textual mentions.
Event extraction is a challenging task that has re-
ceived increasing interest in the past years through
many formulations such as event identification or

event detection. It is also an important subtask of
larger NLP applications such as document sum-
marization and event schema induction. Several
approaches have been used to tackle the different
aspects of this task, particularly in an unsupervised
fashion, from linguistic pipelines (Filatova et al.,
2006; Huang et al., 2016) to topic modeling ap-
proaches (Chambers and Jurafsky, 2011; Cheung
et al., 2013) and more recently neural networks
(Nguyen et al., 2016). While the definition and
granularity of an event varies with the task and ob-
jectives at hand, most event identification systems
exploit mentions to produce type-level representa-
tions.

We propose to address the unsupervised event
extraction task through two subtasks: first, un-
supervised event instance extraction and second,
event type extraction. This paper will focus on our
efforts regarding the first step, e.g. unsupervised
event instance extraction. In this perspective, we
present a method based on clustering algorithms
leveraging news data from different sources. We
believe that this first step might act as a bridge
between the surface forms that are mentions and
the more abstract concept of instances and types of
events. Moreover, the context of this work is the
ASRAEL project, which aims at providing opera-
tional tools for journalists, and this instance/type
segmentation seems relevant in the perspective of
further event-driven processing developments.

Our clustering approach considers three dimen-
sions: time, space and content. A content align-
ment system is adapted from Sultan et al. (2014)
and a time and space-aware similarity function is
proposed in order to aggregate articles about the
same event.

We work with a large collection of English news
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Figure 1: Overview of the system.

and Web articles, where each article describes an
event: the main topic of the article is a specific
event, and other older events are mentioned in or-
der to put it into perspective. Thus, we consider an
event associated with an article.

Our system’s objective is to build clusters of ar-
ticles describing the same exact real-life event, e.g
the same event instance. We adopt two definitions
of the relation “same event” (strict and loose) and
evaluate through these two definitions.

2 Two-step Clustering

Our approach is structured as a pipeline includ-
ing a two-step clustering with an additional filter-
ing step at the end. The first step leverages an
homogeneous corpus of news articles for build-
ing focused and “clean” clusters corresponding to
event instances. The second step exploits these
focused clusters for clustering documents coming
from the Web that are more noisy but also more
likely to bring new information about the consid-
ered events. Figure 1 illustrates this pipeline.

2.1 Corpora

The first clustering step (represented in blue on
Figure 1) is performed on a corpus from Agence
France-Presse (AFP) news agency. Each news ar-
ticle comes with several metadata providing addi-
tional information about its time-space context of
creation, such as its UTC time-stamp, and its con-
tent, through International Press Telecommunica-
tions Council (IPTC) NewsCodes. NewsCodes are
a standard subject taxonomy created and main-
tained by the IPTC, with a focus on text.

From the 1,400+ existing NewsCodes, we se-
lected 72 that can be viewed as event types1, cov-

1A user-friendly tree visualization of all the NewsCodes is
available at http://show.newscodes.org/index.
html?newscodes=subj.

ering as many event types as possible without
overlapping with one another, and retrieved all
news articles tagged with at least one of these
NewsCodes. This resulted in a corpus of about
52,000 documents for the year 2015.

The second clustering step (in orange on Fig-
ure 1) takes as input news articles crawled from
a list of Web news feeds in English. We used a
corpus of 1.3 million Web news articles published
in 2015, from about 20 different Web news sites
(3,700 documents/day in average) including the
RSS feeds of the New-York Times, the BBC or
the Wall Street Journal.

In both corpora, we process only the title and
first paragraph (usually one or two sentences) of
the documents, under the assumption that they fol-
low the journalistic rule of the 5Ws: the lead of
an article must provide information about what,
when, where, who and why.

2.2 Approach

2.2.1 Press Agency Clustering

The first clustering step computes the similarity
matrix of the AFP news by the means of the All
Pairs Similarity Search (APSS) algorithm (Ba-
yardo et al., 2007) and applies to it the Markov
Clustering (MCL) algorithm (van Dongen, 2000).
News are represented by a bag-of-word repre-
sentation including the lemmatized form of their
nouns, adjectives and verbs.

The similarity function between two documents
d1 and d2 is the following:

sim(d1, d2) =
cos(d1, d2)
eδ/24

where cos(d1, d2) is the cosine similarity and
δ is the difference between the documents creation
times (in hours). This time decay ensures that two
similar but different events, occurring at different
moments, will not be grouped together. Only simi-
larities above a threshold τ have been considered2.

This first step yields small and instance-focused
clusters of press agency news articles only. While
they can be considered high quality content, they
are quite homogeneous and lack variety in their
wording, and could not be used for broader tasks
such as event type-level detection. An example of
output for this step is provided in Figure 2.

2A grid search led to τ = 0.5.
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Hundreds dead in Nepal quake, avalanche triggered on Ever-
est. A massive 7.8 magnitude earthquake killed hundreds of
people Saturday as it ripped through large parts of Nepal,
toppling office blocks and towers in Kathmandu and trigger-
ing an avalanche that hit Everest base camp.
Nepal quake kills 1,200, sparks deadly Everest avalanche. A
massive earthquake killed more than 1,200 people Saturday
as it tore through large parts of Nepal, toppling office blocks
and towers in Kathmandu and triggering a deadly avalanche
at Everest base camp.
Hundreds dead in Nepal quake, deadly avalanche on Everest.
A massive 7.8 magnitude earthquake killed more than 900
people Saturday as it ripped through large parts of Nepal,
toppling office blocks and towers in Kathmandu and trigger-
ing a deadly avalanche that hit Everest base camp.

Figure 2: 3 of 5 AFP news articles clustered to-
gether. While they indeed cover the same event
instance, there are few wording variations between
them, limiting their interest for broader event de-
tection and assimilated tasks.

2.2.2 Web Article Extension
In this step, we aim to alleviate the lack of vari-
ability of our AFP news article clusters by leverag-
ing their high focus to aggregate Web documents
about the same event instances.

To do so, we identify the first article published
in each AFP cluster (using the time-stamp) and re-
trieve all Web articles in the next 24 hours. This is
based on the assumption that press agencies are
a primary source of trustworthy information for
most news feeds, so it would be rare to find men-
tions of an event instance before an article was re-
leased, especially in an international context. We
call this article the “reference”.

We first perform a first “coarse-grain” ag-
glomeration by performing low-threshold cosine
similarity-based clustering between the AFP ref-
erence and all Web articles for the given 24-hour
timespan. This results in smaller subsets of data to
feed the next module in the pipeline.

We then use the monolingual word alignment
system described in Sultan et al. (2014). This sys-
tem performs a word-to-word alignment between
two sentences by applying a series of alignment
modules focusing each on a specific type of lin-
guistic units. The alignment process starts with
n-grams of words (with n > 2) including at least
one content word. Then, named entities are con-
sidered, followed by content words and finally,
stopwords. While alignment of n-grams of words
and named-entities is based only on string match-
ing (exact match for n-grams, partial for named
entities as the system uses Stanford NER to re-
solve acronyms and matching partial mentions),

the system also relies on contextual evidence for
other linguistic units, e.g: syntactic dependencies
and textual neighborhood. Textual neighborhood
is defined as a window of the next and previous 3
content words surrounding each word being con-
sidered for an alignment. The system then com-
putes a similarity score between each candidate
pair available based on this evidence, and selects
the highest scored pair for a given word as the cho-
sen alignment. We adapted the system to better
fit our needs by extending the stopword list, first
aligning unigram exact matches and using the ab-
sence of matching content words or named enti-
ties as an early stopping condition of the alignment
process.

For each AFP cluster, we perform alignment be-
tween the reference (earliest article) and each Web
article from the subset. This allows us to build a
word alignment matrix where each column con-
tains the words in a document and each line shows
how each word of the reference has aligned across
all documents.

We then compute a score for each document,
taking into account how many words in a docu-
ment have been aligned with the reference, and
how many times a reference word has found an
alignment across all documents.

Figure 3 illustrates how this score is computed.
We first build the binary alignment matrix B
where columns represent documents and rows rep-
resent term alignments. If a term i (out of M
aligned terms) from document j (out of N docu-
ments) has been aligned with a term from the ref-
erence, then Bi,j = 1, otherwise Bi,j = 0. We
then compute a weight for each alignment, lead-
ing to a vector Align such as for each term i:

Aligni =
N∑
j=0

Bi,j

The absolute alignment score of each docu-
ment j is then:

sj =
M∑
i=0

Wi,j

where W = B × Align. Finally, we normalize
these by the scores that the reference itself would
have obtained.

Once we have scored the documents of a clus-
ter, we sort them and find the greatest gap between
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Figure 3: Document scoring.

two consecutive scores (scree test). Only the best-
ranked documents before this elbow value are kept
as event instance driven document clusters.

3 Evaluation and Results

In our evaluation, we focus on assessing the qual-
ity of the clusters produced at the end of the
alignment filtering step. We performed our ex-
periments on the AFP and Web data for the
whole year 2015. Considering that the AFP corpus
sometimes develops more “France-” and “Europe-
centric” content while our Web corpus is more
“Anglo-Saxon-centered”, we need to ensure that
we evaluate on event instances that are covered
in both corpora, which is the case in the resulting
outputs of the coarse-grain agglomeration phase,
by construction. We therefore selected 12 of these
“pre-clusters” of event instances, based on the no-
table events of the year 2015 as per Wikipedia3.
This selection is described in Table 1. The Web
articles in these intermediary outputs are sorted by
descending order of their cosine similarity to the
AFP reference. This ordering will serve as a base-
line to evaluate the capacity of the alignment mod-
ule to produce more relevant clusters, the docu-
ments processed at both steps being the same.

We ran AFP clustering and “coarse-grain” ag-
glomeration, identified the resulting intermediary
outputs that corresponded to our 12 selected event
instances (content and time-stamp wise). We then
ran the alignment phase, picked the 50 best-ranked
Web articles in each cluster obtained from the se-
lected outputs and tagged them manually with a
relevance attribute as follows:
• 0: The document is not related to the refer-

3https://en.wikipedia.org/wiki/2015

France seizes passports of
would-be jihadists. Febru-
ary 23rd

Protesters clash with police
in St Louis, Mo., USA. Au-
gust 20th

Cyclone Pam hit Vanuatu
archipelago. March 15th

Facebook vows to combat
racist content on German
platform. September 14th

UK General Election cam-
paign start. March 30th

Wildfires rampage across
northern California.
September 14th

Magnitude 7.9 earthquake
hits Nepal. April 25th

Paris Attacks. November
13th

Pakistan police kill head of
anti-Shiite group. July 7th

Swedish police arrest man
for plotting terror attack.
November 20th

ISIS Truck bombing in
Baghdad market. August
13th

Typhoon Melor causes
heavy flooding in Philip-
pines. December 16th

Table 1: The 12 events of our gold standard.

ence event considered;
• 1: The document has a loose relation to the

reference event;
• 2: The document has a strict relation to the

reference event.
We define strict and loose relation as follows: a
strict relation means that the document is focused
on the event and differ from the reference news
article only by its wording or additional/missing
information; a loose relation designates a docu-
ment that is not focused on the event, but provides
a news that is so specific to this event that its men-
tion is core to the overall information provided.
Examples of strict and loose relations are provided
in Figure 4.

This distinction was introduced when facing
two particular types of documents: death toll up-
dates and responsibility claims for terrorist at-
tacks. In both cases, the causal events (attack or
natural disaster) are first released as they are in-
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Magnitude 7.5 earthquake hits Nepal: USGS. A powerful 7.5
magnitude earthquake struck Nepal on Saturday, the United
States Geological Survey said, with strong tremors felt across
the Himalayan nation and parts of India.
101 dead as 7.8 quake hits Nepal, causing big damage. A
powerful earthquake struck Nepal Saturday, killing at least
71 people as the violently shaking earth, collapsed houses,
leveled centuries-old temples and triggered avalanches in the
Himalayas.
Nepal quake toll reaches 688: government. KATHMANDU
(Reuters) - The death toll from a powerful earthquake that
struck Nepal on Saturday has risen to 688, a senior home
ministry official told Reuters, with 181 people killed in the
capital Kathmandu.

Figure 4: Examples of strict and loose relations.
The first text is from the reference news article,
the second one is assessed as “strict” relation, the
third one as a “loose” relation.

formation of their own. Afterwards, death tolls
and claims become stand-alone newsworthy con-
tent and are updated independently, yet remaining
tightly connected to their causal event.

We use the same metrics as described in Glavaš
and Šnajder (2013): mean R-precision (R-prec.)
and mean average precision (MAP) are computed
over the complete ordering of all the documents in
the cluster with:

R-prec =
r

R

where r = number of relevant retrieved docu-
ments and R = total number of relevant docu-
ments to retrieve. Average Precision (AP ) is given
by:

AP =

n∑
k=1

(P (k) ∗ rel(k))
R

where k = rank of the document, P (k) is the pre-
cision at cut-off k and rel(k) = 1 if document k
is relevant, 0 otherwise. We also compute preci-
sion, recall and F-score after applying the elbow
splitting to evaluate it separately.

Our results are detailed in Table 2 by distin-
guishing for each reference (strict or loose) the fig-
ures with (align) and without (no align) the use of
our final alignment algorithm. From that perspec-
tive, Table 2 clearly shows the interest of this last
step, with a significant increase of both MAP and
R-precision when the final alignment algorithm is
applied. This increase is particularly noticeable
for R-precision, which emphasizes the ability of
this last step to rerank the Web documents in a rel-
evant way. Unsurprisingly, the strict reference is
globally more difficult than the loose one, espe-
cially for precision: as loose documents are close

Strict Loose
no align align no align align

MAP 58.6 62.2 63.7 66.9
R-prec. 50.2 60 56.5 63.5

Precision – 70.7 – 77.1
Recall – 80.3 – 76.3
F-score – 75.2 – 77.7

Table 2: Performance of our event instance clus-
tering system. Average values for the 12 events.

to strict documents, the overall system tends to
select more false positives with the strict refer-
ence. Logically, the loose reference makes recall
decrease, but very slightly.

From a qualitative perspective, we observed
several phenomena. Sometimes, the journalis-
tic coverage of an event extends greatly from
the time-space context of the mentioned instance,
which tends to have a negative impact on preci-
sion. For example, in our corpus, the 13 Novem-
ber terrorist attacks of Paris have caused many of-
ficial reactions worldwide as well as actions taken
through social media that have been covered on
their own, all in a very short period of time. More-
over, the event itself might be complex in nature:
while the event “Paris Attacks” can be restricted
to the city of Paris on one particular night (uni-
fied time-space context), it is in fact composite,
consisting in multiple attacks of different natures
(shootings and bombings). For our system, this
results in clusters of abnormal sizes (700+ docu-
ments clustered in this case, against an usual max-
imum of 100+). In such cases, the number of an-
notated documents in the gold standard can be too
low, which is an obstacle to the correct evaluation
of the output. These abnormal clusters also have
another characteristic: being composed of signif-
icantly more documents, the distribution of their
alignment scores tends to be smoother, making the
scree-test less reliable.

4 Conclusion and Perspectives

In this paper, we introduced an unsupervised
pipeline aiming at producing event instance driven
clusters of news articles. To do so, we leverage ho-
mogeneous high-quality news agency articles to
identify event instances and find linguistic varia-
tions in their expression from Web news articles.
Our experimental results validate our approach as
a groundwork for future extensions in the broader
task of grouping events according to their type and
inducing a shared representation of each type of
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event by identifying and generalizing the partici-
pants of events.
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Abstract

We present a prototypical content curation
dashboard, to be used in the newsroom,
and several of its underlying semantic con-
tent analysis components (such as named
entity recognition, entity linking, sum-
marisation and temporal expression analy-
sis). The idea is to enable journalists (a) to
process incoming content (agency reports,
twitter feeds, reports, blog posts, social
media etc.) and (b) to create new articles
more easily and more efficiently. The pro-
totype system also allows the automatic
annotation of events in incoming content
for the purpose of supporting journalists
in identifying important, relevant or mean-
ingful events and also to adapt the content
currently in production accordingly in a
semi-automatic way. One of our long-term
goals is to support journalists building up
entire storylines with automatic means. In
the present prototype they are generated in
a backend service using clustering meth-
ods that operate on the extracted events.

1 Introduction

Journalists write and distribute news articles based
on information collected from different sources
(news agencies, media streams, other news arti-
cles etc.). In order to produce a high-quality piece,
a fair bit of research is needed on the topic and
domain at hand. Facts have to be checked, re-
quiring at least basic domain knowledge, different

view points considered and information from mul-
tiple sources combined in a sensible way. In short,
much research is needed to arrive at a piece of con-
tent that combines new and surprising information
with a decent context of the event reported upon.
While the amount of available, especially digital
information is increasing on a daily basis, the jour-
nalist’s ability to read all this information is de-
creasing in the little time available. This calls for
tools that support journalists in processing large
amounts of incoming information.

There are differences in journalistic reporting,
depending on the event being covered. News
about a event with global relevance, such as a war,
differs from news about the inauguration of a lo-
cal cultural centre. When looking at the available
source material, the amount of background infor-
mation, also its diversity, differs significantly in
both cases. Coverage for the global event depends
on a much larger amount of readily available infor-
mation while the local event coverage depends on
smaller amounts of data that may need a bit of ef-
fort in tracking them down (the name of local news
sources for example). To address this difference in
research requirements we describe a prototypical
approach for cross-lingual semantic analysis, es-
pecially event detection, ultimately aimed at sup-
porting journalists through semantic storytelling,
based on two data sets.

Section 2 briefly describes the content curation
dashboard, while Section 3 focuses upon semantic
storytelling. Section 4 describes the use cases and
sketches the results of initial experiments on news
data. Section 5 concludes the paper.
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2 The Content Curation Dashboard

One of the partner companies involved in our joint
technology transfer project (Rehm and Sasaki,
2015) to introduce curation technologies to differ-
ent sectors, is currently designing and developing
an extension for the open source newsroom soft-
ware Superdesk.1 Superdesk is a production envi-
ronment for journalists that specialises on the cre-
ation of content, i. e., the play-out and rendering
of the content is taken care of by other parts of a
larger system. Our Superdesk extension allows the
semantic processing of incoming news streams to
enable several smart features, e. g., keyword alerts,
content exploration, identifying related content,
among others. The tool also allows the visualisa-
tion and annotation of news documents using addi-
tional information sources, databases and knowl-
edge graphs such as Linked Data. The idea is to
allow rich faceted search scenarios so that the jour-
nalist has fine-grained mechanisms for locating
the needle in a potentially very large haystack of
digital data. Faceted search includes entities, top-
ics, sentiment values and genres, complemented
with semantic information from external sources
(DBpedia) enabling higher semantic search preci-
sion based on extracted information than would be
possible with keyword based search.

Visualisation includes menus that show the an-
notated entities and their frequencies next to a set
of related documents. Example screens of the con-
tent curation dashboard are shown in Figure 1. The
Superdesk extension and the underlying semantic
technologies mainly operate on the (1) ingest view
and the (2) authoring view. The first view allows to
ingest multiple incoming content channels into the
production environment; our semantic tools can
automatically analyse the content using, for exam-
ple, named entity recognition, sentiment analysis,
topic detection, classification (e. g., IPTC topics)
and others, so that journalists can tailor the incom-
ing news feed exactly to their liking and current
topics. In the second view, the semantic tools are
used to support the authoring process, to add and
modify annotations, to recommend related content
potentially to be linked to in the new article.

While Superdesk is a specialised newsroom
software, journalists also often use Content Man-
agement Systems such as Symphony to automate
day-to-day work (e. g., file and document man-

1https://www.superdesk.org

Initial Search and Filtering:

Annotated Entities:

Searching related content to the document:

Arranging the storyline:

Figure 1: The Content Curation Dashboard
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agement).2 For document exploration proper IR
systems (mainly ElasticSearch) have gained pop-
ularity through user-friendly wrappers such as
Kibana,3 which offers visualisation of maps and
timelines, or Kibi,4 which offers richer visualisa-
tion capabilities (graphs, charts).

We want to enable journalists interactively to
put together a story based on extensive seman-
tic content enrichment. In our various use cases,
different parts of the content function as atomic
building blocks (sentences, paragraphs, docu-
ments). In the use case of the present paper we fo-
cus, for now, upon document level building blocks
for generating stories, i. e., documents can be rear-
ranged, included and deleted from a storyline. In
a later stage we plan to use smaller content com-
ponents with which we will experiment towards
the generation of news articles based on multiple
story paths, automatically generated with the help
of semantic annotations.

Currently our technology allows us to generate
“semantic fingerprints” which enable suggestions
as to where the currently edited article would fit in
either an existing storyline or recommend a new
one based on content currently being readied for
production and further enhanced by related con-
tent. Generally, it would enable journalists to work
more in smaller update increments to a developing
story or storyline without having to retell a story
time and again. Storylines, in that sense, can be
thought of as a container, pulling related stories
together. By providing for a semi-automatic ar-
rangement of stories within a storyline (e. g., by
suggesting that a story fits in a certain slot within
a chronological order of related events or in a cer-
tain slot in an existing narrative), journalists can
be alleviated of the need to be aware of these re-
lationships and to manage them. Consumers of
news articles get the benefit of additional context
and navigational tools provided by articles being
arranged in storylines as well as enjoying a more
efficient news consumption experience.

3 Semantic Storytelling for Journalists

In our current prototype we attempt to generate
a set of potential storylines from a collection of
incoming news documents. A storyline is a set
of building blocks that, through their combination

2https://symphony.com
3https://www.elastic.co/products/kibana
4https://siren.solutions/kibi/

(temporal, geographical, semantic, etc.) form a
story. In several use cases, the atomic building
blocks are documents; we use a more fine-grained
approach in which events are the building blocks
of storylines, i. e., a set of entities governed by a
trigger element (normally a verb) and which to-
gether represent an occurring action in the text.

The linguistic processing is done by a seman-
tic annotation pipeline that creates a layer of
named entities, temporal expressions and other
information on top of the document collection,
also augmented with event detection (Bourgonje
et al., 2016a,b). For example, in the sentence
“Barack Obama visited Ukraine last summer and
had a meeting with Petró Poroshenko” there are
two persons (Barack Obama, Petró Poroshenko),
one location (Ukraine) and one temporal expres-
sion (last summer). There are also two trig-
ger verbs: “visited” and “meet”. Therefore,
there are two events in this sentence: [visited,
Barack Obama, Ukraine, last summer] and [meet,
Barack Obama, Petró Poroshenko]. The sentence
“Vladimir Putin will meet next summer with pres-
ident Petró Poroshenko in Moscow” contains one
event: [meet, Vladimir Putin, Petró Poroshenko,
Moscow, next summer]. Events in German or En-
glish texts are extracted using cross-lingual event
detection (Section 3.1). Then, storylines are cre-
ated from combinations of annotated events using
three clustering techniques to obtain related and
similar information in the collection. In the Su-
perdesk extension (Section 2), storylines are still
composed of a set of related documents. Once
completed, the extension will also operate on the
more fine-grained event-centric approach.

Work related to our rather general, domain-
independent storytelling concept typically concen-
trates on very specific objectives. A few systems
focus on providing content for entertainment pur-
poses (Wood, 2008; Poulakos et al., 2015). Other
researchers focus on specific domains, e. g., sto-
rytelling in gaming (Gervás, 2013), for recipes
(Cimiano et al., 2013)or weather reports (Belz,
2008), requiring knowledge about characters, ac-
tions, locations, events, or objects that exist in this
particular domain (Riedl and Young, 2010; Turner,
2014). Regarding news, (Shahaf and Guestrin,
2010) describe methods for navigating within a
new topic using hidden connections. They auto-
matically find links between news articles through
the extraction of links between entities. (Vossen
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et al., 2015) handle news streams through a for-
mal model for representing storylines. They also
describe a first implementation and visualisation
that helps inspecting the generated structures.

3.1 Cross-lingual Event Detection
We implemented a cross-lingual event detec-
tion system, i. e., we automatically translate
non-English documents to English using Moses
(Koehn et al., 2007) and detect events in the
translated documents using a state-of-the-art event
extraction system based on (Yang and Mitchell,
2016), trained on the English section of ACE 2005
(Doddington et al., 2004). The cross-lingual de-
tection of events encompasses a pipeline that ends
up with a list of annotated events in every docu-
ment (Rehm et al., 2017b).

3.2 Semantic Storytelling
Extracted events themselves are not useful to a
journalist who works on a set of documents. They
have to be analysed further, summarised, rear-
ranged and then presented in a way that speeds
up (human) access and understanding. In a previ-
ous approach (Schneider et al., 2016) we focused
upon template-filling, using the results of relation
extraction to fill (biography) templates to present
these as content pieces to the knowledge worker.
In the present paper, events serve the same pur-
pose, delivering content pieces for a news article.

These general clusters of events can provide
the logical text structure of a new journalistic
piece. We can also cluster documents based on
the temporal dimension grouping together events
that happened in the same period of time (e. g., a
war or an award ceremony), or based on locations,
using latitude and longitude coordinates. Another
option is traditional semantic clustering, obtaining
sets of documents that talk about the same events
and entities. To get semantically related events, we
cluster documents based on the entities that appear
in the events (entity frequency). Our interpretation
of semantically related events are events that share
entities as their participants (subject and object).
The cluster information for the two previous ex-
amples is shown in Table 1. Once the documents
are clustered, their events are grouped and ranked
by frequency. In the previous example there were
three events, one document with two events and
one document with one event: d1 = {ev1, ev2}
and d2 = {ev3}. If both documents are in the
same cluster, and considering that we use the clus-

ters as storylines, the resulting set of events in this
storyline will be {ev1, ev2, ev3}.

3.3 Visualisation
To get a better understanding of the data set, the
analysis results, the extracted events and to pre-
pare attaching the semantic storytelling back-end
to the newsroom content curation dashboard, we
implemented an experimental visualisation proto-
type (Figure 2). This prototype provides access to
the full set of semantic analysis information and
can be used interactively to explore and evaluate
the system. The map shows locations involved in
extracted events with highlighted annotations. The
slider below the map can be used to filter events
by time. Additional details and case studies can
be found in (Rehm et al., 2017a; Schneider et al.,
2017). We will explore if we can integrate part of
this prototype tool into the Superdesk extension.

Figure 2: The experimental visualisation tool

4 Evaluation

We performed a qualitative evaluation of several
generated storylines (clusters).5 We apply the sto-
rytelling generation approach in two journalistic
use cases: domain-specific web-crawled global
news and general domain regional news. While
the basic steps in both cases are the same (collect-
ing relevant information, checking facts, writing
an article, etc.), there are differences that make
these two cases special: the “global news” articles
are in English and were collected online while the
“regional news” articles are in German, distributed
by a news agency, so language usage and also reg-
ister/style is different. We applied several cluster-
ing algorithms to both data sets using fixed and
free cluster sizes; EM provides a rather balanced
distribution along clusters.

5We would have performed the evaluation with the Su-
perdesk extension but are still in the process of fully integrat-
ing the current prototype.
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Obama Petró Summer Putin Moscow Ukraine

Document d1 1 1 1 0 0 1

Document d2 0 1 1 1 1 0

Table 1: Using the frequencies of extracted events as features for a clustering algorithm

4.1 Global News: Obama’s Trips

For the global news case we used a data set that
consists of news articles on the trips of Barack
Obama (487 files, 24,387 sentences, 897,630 to-
kens).6 All documents are English online news,
which is why boilerplate cleaning was applied.7.
The storytelling backend annotated a total of
61,718 entity mentions and 6,752 event triggers.
After clustering using EM and the 50 most fre-
quent entities as features, we obtain five clusters,
i. e., five storylines. The number of documents
contained in each storyline is: 4, 4, 19, 19, 16.
The number of events included in each cluster is:
472, 1027, 2525, 3785, 2638. In the first clus-
ter, there are three documents talking about trips
to Asia (China, Vietnam, Istanbul) and only one
to Germany; the documents in the second clus-
ter are grouped together because of remaining
HTML tags after the boilerplate cleaning; the third
cluster is semantically more diverse and contains
documents talking about trips to South America
(Cuba, Argentina, Colombia) and Asia (Beijing,
Bangkok, Philippines), but there are some unre-
lated documents talking about wars (Syria, Sec-
ond World War) and trips to the UK (London);
the fourth cluster contains mainly documents talk-
ing about trips to Europe to the G20 Summit;
the last cluster groups documents mentioning dif-
ferent places (Brazil, Egypt, Afghanistan, Japan,
etc). Considering the topic diversity, this approach
seems to be an interesting initial point for the au-
tomatic generation of semantic content for stories
in large collections with topic heterogeneity.

4.2 Regional News

For the second use case we analyse a German gen-
eral domain regional news collection (1,037 arti-
cles, 716,885 words, avg. number of words 691.3),
provided by one of our project partner companies.
The storytelling system, working on the automat-

6Based on a list of links to news articles in
https://en.wikipedia.org/wiki/List of international
presidential trips made by Barack Obama

7https://github.com/kohlschutter/boilerpipe

ically translated English documents, annotated a
total of 61,054 entity mentions and 2,571 event
triggers. The discrepancy in the number of events
between the two data sets can be attributed to dif-
ferent writing styles as well as the fact that the lat-
ter was translated automatically. After the clus-
tering process using EM and the 50 most frequent
entities as features, we obtain five storylines (with
34, 17, 113, 25, 35 documents, and 4167, 2529,
11885, 2930, 3284 events, respectively). After
manually evaluating the documents and events we
can summarise that the automatic translation of
the documents, performed with an MT system that
had not been domain-adapted, has had a negative
impact on the performance of the event extraction
system and, therefore, the clustering results.

5 Conclusions and Future Work

We present a system based on three main compo-
nents: (1) a cross-lingual event detection module;
(2) a storyline generation component that can de-
termine related events; (3) a newsroom content cu-
ration dashboard prototype that helps journalists
in the process of analysing large document col-
lections. Regarding the manual evaluation of the
generated storylines, we observe that the storyline
generator clearly unveils inherent semantic relat-
edness as a basic property of the documents in the
global news data set, while demonstrating docu-
ments in the local news data set to be rather unre-
lated. Further improvement of the storyline gen-
eration and event detection system is foreseen for
future work, especially regarding deeper and more
fine-grained filtering of the extracted events in or-
der to minimise the number of events included in a
storyline. A future version of the newsroom cura-
tion dashboard will be able to suggest, to the jour-
nalist, event-based storylines. We will also include
additional visualisation, as well as more linked
data sources. In the semantic backend, additional
processing modules will be included, especially
coreference resolution to improve the coverage of
extracted entity mentions.
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Fabio Zünd, Robert Sumner, and Markus Gross.
2015. Towards an Accessible Interface for Story
World Building. In AAAI Conf. on AI and Interac-
tive Digital Entertainment. pages 42–48.

Georg Rehm, Jing He, Julian Moreno Schneider, Jan
Nehring, and Joachim Quantz. 2017a. Designing

User Interfaces for Curation Technologies. In S. Ya-
mamoto, editor, Human Interface and the Manage-
ment of Information: Information, Knowledge and
Interaction Design, 19th Int. Conf., HCI Int. 2017.
Springer, Vancouver, CA, number 10273 in LNCS,
pages 388–406. Part I.

Georg Rehm and Felix Sasaki. 2015. Digitale
Kuratierungstechnologien – Verfahren für die ef-
fiziente Verarbeitung, Erstellung und Verteilung
qualitativ hochwertiger Medieninhalte. In Proc. of
GSCL 2015. pages 138–139.

Georg Rehm, Julian Moreno Schneider, Peter Bour-
gonje, Ankit Srivastava, Jan Nehring, Armin Berger,
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Abstract 

Different language markers can be 

used to reveal the differences between 

structures of truthful and deceptive 

(fake) news. Two experiments are 

held: the first one is based on lexics 

level markers, the second one on dis-

course level is based on rhetorical rela-

tions categories (frequencies). Corpus 

consists of 174 truthful and deceptive 

news stories in Russian. Support Vec-

tor Machines and Random Forest 

Classifier were used for text classifica-

tion. The best results for lexical mark-

ers we got by using Support Vector 

Ma-chines with rbf kernel (f-measure 

0.65). The model could be developed 

and be used as a preliminary filter for 

fake news detection. 

1 Introduction 

The research field of deception detection in news 

reports and automated fact checking arose in nat-

ural language processing (NLP) rather recently. It 

can be applied for linguistic expertise, fact check-

ing tools for newsrooms and news aggregators, 

tools for users. 

   We get information from different sources and 

should evaluate the reliability to avoid rumours, 

hoaxes and deceptive (fake) information in news 

reports. The word 'post-truth' was chosen as the 

Oxford Dictionaries Word of the Year 2016 and 

points that objective facts can be less influential 

than appeals to emotion and personal belief. It re-

gards political and other news of our 'post-truth 

era'. In the media community, key persons pay at-

tention to the value of truth in journalism, to the 

necessity of fact checking, to the threat of fake 

news and to the need for technical systems that 

would help diminish the problem: Almar Latour 

(The Wall Street Journal, 2016), sir Tim Berners-

Lee (worldwide web inventor, 2017), Tim Cook 

(Apple, 2017), and Mark Zuckerberg (Facebook, 

2016). 

   There are three types of fake news: serious fab-

rications, large-scale hoaxes and humorous fakes 

(Rubin et al., 2015a). OpenSources 

(www.opensources.co) suggests more news types, 

fake news among them. They are understood as 

fabricated information, disseminated deceptive 

content, or grossly distorted actual news reports. 

This definition corresponds to serious fabrica-

tions. 

   In social media, people participate in the propa-

gation of the news that they find interesting. Al-

gorithmic ranking, social bubbles and group po-

larization may lead to intentional or unintentional 

viral spread of unreliable news. Big amounts of 

news reports with misinformation spread caused 

by political reasons in 2016 in the USA (presiden-

tial election) (Allcott and Gentzkow, 2017). For 

the Russian language the problem of fake news is 

already vital since 2014 (Russian-Ukrainian dis-

course). 

2 Related Work  

Data science companies, academics, media or-

ganizations are working on computational fact 

checking for English: on fake news detection and 

real-time detection algorithms. In 2016, Google 

gave funding to FactMata and Full Fact project to 

develop automated fact checking tools. FactMata's 

(UK) project is devoted to fact checking and claim 

validation by known statistical databases . The 

Full Fact (UK) is developing an automated fact 

checking helper, using the logic of question an-

swering machines: facts from social media will be 

parsed, compared with curated known-true facts 
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and determined as true or false. Tracer News sys-

tem (0.84 accuracy) is a noise filter for journalists 

to discover breaking news in Twitter (Liu et al., 

2016): machine learning models for noise filtering 

and event detection are implemented, NLP is also 

used. “Fake News” Classifier 

(www.classify.news) allows to score the veracity 

of an article by entering its URL. The corpus arti-

cles are based on OpenSources labels. The tool 

focuses on NLP techniques and considers both 

content (bag of words; multinomial Naive Bayes 

classifier) and context (sentiment analysis, capital-

ization and punctuation usage; Adaptive Boost-

ing). HeroX Fact Check Challenge 

(https://herox.com/factcheck/community) (2016-

2017) and FakeNewsChallenge 

(http://www.fakenewschallenge.org/) (2017) com-

petitions were held to help to create fact checking 

systems. 

   As to the winners of HeroX Fact Check Chal-

lenge, Fact Scan (1st place) can check several 

types of claims automatically, such as numerical, 

position, quote and object property claims. Claim 

Buster (2nd place) is also able to check simple 

statements; it can match claims, and it is based on 

knowledge bases. As regards FakeNewsChal-

lenge, the teams focused on the headline-text body 

relationships. Talos Intelligence team (1st place) 

used the ensemble classifier (gradient-boosted de-

cision trees and deep convolutional neural net-

work). Word embeddings, based on Google News 

pretrained vectors, were used for the neural net-

work. Such features are informative for decision 

trees: the number overlapping words between the 

headline and body text; similarities measured be-

tween the word count, bigrams and trigrams; simi-

larities measured after TF-IDF weighting and sin-

gular value decomposition. UCL Machine Read-

ing system (3rd place) is based on lexical and sim-

ilarity features fed through a multi-layer percep-

tron with one hidden layer. Features for checking 

headline-text body consistency contain three ele-

ments: a bag-of-words term frequency vector of 

the headline; a bag-of-words term frequency vec-

tor of the body; the cosine similarity of TF-IDF 

vectors of the headline and the text body. 

   Fake news may be identified on different lev-

els. Usually they are combined, from lexics and 

semantics to syntax. Most studies focus on lexics 

and semantics and some syntax principles; dis-

course and pragmatics have rarely been consid-

ered (Rubin et al., 2015b) due to their complexity. 

   On lexics level, stylistic features (part of speech 

(POS), length of words, subjectivity terms etc.) 

can be extracted that help to apart tabloid news 

(they are similar to fake news) with 0.77 accuracy 

(Lex et al., 2010). Numbers, imperatives, names 

of media persons can be extracted from news 

headlines (Clark, 2014); the numbers of these 

keywords can be used as features for classification 

with SVMs or Naive Bayes Classifier (Lary et al., 

2010). Psycholinguistics lexicons, for instance 

LIWC (Pennebaker and Francis, 1999), can be 

used in performing binary text classifications for 

truthful vs deceptive texts (0.70 accuracy) (Mihal-

cea and Strapparava, 1999) — for example, meth-

ods can be based on frequency of affective words 

or action words. On syntax level, Probability Con-

text Free Grammars can be used (0.85-0.91 accu-

racy) (Feng et al., 2012). On pragmatics level, 

pronouns with antecedents in text are more often 

used in fake news' headlines (Blom and Hansen, 

2015). On discourse level, rhetorical structures are 

used (Rubin et al., 2015b): vector space modeling 

application predicts whether a report is truthful or 

deceptive (0.63 accuracy) for English. Corpus 

consists of seriously fabricated news stories. So 

rhetorical structures and discourse constituent 

parts and their coherence relations are possible 

deception detection markers in English news. 

   As to facts in the described event, in (Sauri and 

Pustejovsky, 2012) model is based on grammati-

cal fact description structures in English and kin-

dred languages. It is implemented in De Facto, a 

factuality profiler for eventualities based on lexi-

cal types and syntax constructions. The FactBank, 

annotated corpus in English, was also created. 

FactMinder, a fact checking and analysis assistant 

based on information extraction, can help to find 

relevant information (Goasdoué et al., 2013). 

Knowledge networks like Wikipedia can be used 

for simple fact checking questions (Ciampaglia et 

al., 2015).  

   In (Hardalov et al., 2016) the combined ap-

proach for automatically distinguishing credible 

from fake news, based on different features and 

combining different levels, is presented: there are 

linguistic (n-gram), credibility-related (capitaliza-

tion, punctuation, pronoun use, sentiment polari-

ty), and semantic (embeddings and DBPedia data) 

features. The accuracy is from 0.75 to 0.99 on 3 

different datasets. 
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   The impact of different features on deception 

detection was studied in recent works (Fitzpatrick 

et al., 2015; Rosso et al., 2017). 

   There are no automated deception detection 

tools for news reports for Russian, although the 

field of deception detection in written texts is 

studied on the Russian Deception Bank (226 

texts). The majority of research parameters are re-

lated to POS tags, lexical-semantic group, and 

other frequencies of LIWC lexicon words. The 

classifier's accuracy is 0.68 (Litvinova et al., 

2017). Hence, we should base the research for 

Russian on the experience of methods for other 

languages, keeping in mind linguistics, social and 

cultural circumstances.  

3 Research Objective 

The aim is to reveal differences between fake and 

truthful news reports using markers from different 

linguistics levels. We use POS tags, length of 

words, sentiment terms, punctuation on the lexics 

level. Deception detection requires understanding 

of complex text structures, so we use Rhetorical 

Structures Theory (RST) relations as markers on 

the discourse level. In two experiments we shall 

classify the texts from the definite corpus. 

4 Data Collection Principles 

There are no sources that contain verified samples 

of fake and truthful news for Russian, although the 

problem of fake news is annually discussed on con-

ference ''Media Literacy, Media Ecology, Media 

Education: Digital Media for the Future'' (Moscow). 

There are no Factbanks, unbiased fact checking 

websites, crowdsourcing projects, lists of truth-

ful/deceptive sources. We can rely only on the pre-

sented facts, on the factuality.  

   The daily manual monitoring of news lasted 24 

months (June 2015-June 2017). Online newspapers 

in Russian were used as sources. For balance, texts 

were from diverse sources: well-known news agen-

cies’ websites, local or topic-based news portals, 

online newspapers from different countries. News 

source mention was not included in text annotations 

to avoid biases. Blogs and social media texts, ana-

lytic journalism stories based on opinions (not on 

facts) were not taken. We selected only serious fab-

rications. News stories were carefully analyzed in 

retrospect when the factuality was already known, 

to avoid biased evaluation. In case of mutual con-

tradictions in the reports about the same event, a re-

port was added to fake cases if at the same time pe-

riod in online media existed reports with unproven 

facts and with their truthful refutation. So it was an 

intended fake and not a journalist's mistake caused 

by lack of facts. 

5 Corpus Details and Data Analysis  

The corpus consists of news reports about 48 dif-

ferent topics, with equal number of truthful and 

deceptive texts to each topic (not more than 12 

texts for one topic). It contains 174 texts. The 

whole number of tokens is 33049. The mean 

length of texts is 189.04 tokens, the median length 

is 168.5 tokens. The whole number of rhetorical 

relations in corpus is 3147. Mean number of rhe-

torical relations in text is 18.09, the median num-

ber is 16.5.  

   The corpus size is conventional for the initial re-

search on the field of automated deception detec-

tion, especially if we use the discourse level of 

language analysis, because it still requires manual 

annotation. Discourse parsers exist most notably 

for English (RASTA, SPADE, HILDA, CODRA 

etc.), and researchers do not use them even for 

English corpora when they need precise results. 

For comparison, the dataset in the paper which 

describes automated deception detection for news 

reports, based on RST, includes 144 news reports 

that were tagged manually (Rubin et al., 2015b). 

Corpus in the research about the impact of dis-

course markers on argument units classification 

(Eckle-Kohler et al., 2015) consists of 88 docu-

ments, predominantly news texts.  

   We used the following 18 normalized lexical 

markers for each text: average length of tokens; 

type-token ratio; frequency of adverbs; frequency 

of adjectives; frequency of pronouns-adverbs; fre-

quency of numerals-adjectives; frequency of pro-

nouns-adjectives; frequency of conjunctions; fre-

quency of interjections; frequency of numerals; 

frequency of particles; frequency of nouns; fre-

quency of pronouns-nouns; frequency of verbs; 

frequency of all punctuation marks; frequency of 

quotations; frequency of exclamation marks; fre-

quency of lemmas from a sentiment lexicon.  

   All POS tags were obtained with MyStem tool 

for Russian which is for free use (some form 

words were excluded from the analysis). We col-

lected seriously fabricated news reports, so we do 

not take capitalization as a feature. As there are no 

tools for sentiment polarity for Russian for free 

use, we use frequencies of lemmas from a list of 
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5000 sentiment words from reviews (Сhetviorkin 

and Loukachevitch, 2012). 

   As to the discourse part, RST framework (Mann 

and Thompson, 1988) represents text as an hierar-

chical tree. Some parts are more essential (nucle-

us) than others (satellite). Text segments are con-

nected to each other with relations. The theory 

pretends to be universal for all languages, so we 

chose it for our research. There are no discourse 

parsers for Russian: tagging and validation were 

made manually. We used UAM CorpusTool for 

discourse-level annotation. We based the research 

on the ''classic'' set by Mann and Thompson and 

added to it some more types: so, we created 4 

types of Evidence according to the precision of 

source of information mention. News reports usu-

ally have a definite template, so a rather small 

number of relations was used. We have 33 relation 

types: 'Circumstance', 'Reason', 'Evidence1', 'Evi-

dence2',  'Evidence3',  'Evidence4', 'Contrast', 

'Restatement', 'Disjunction', 'Unconditional', 'Se-

quence', 'Motivation', 'Summary', 'Comparison', 

'Non-Volitional Cause', 'Antithesis', 'Volitional 

Cause', 'Non-Volitional Result', 'Joint', 'Elabora-

tion', 'Background', 'Solution', 'Evaluation', 'Inter-

pretation', 'Concession', 'Means', 'Conjunction', 

'Volitional Result', 'Justify', 'Condition', 'Exempli-

fy', 'Otherwise', 'Purpose'.  To avoid subjectivity of 

annotators' interpretation, we had 2 annotators and 

tried to solve this problem by preparing a precise 

manual for tagging and by developing consensus-

building procedures. We selected Krippendorff’s 

unitized alpha (0.78) as a measure of inter-

annotator agreement. 

   The first dataset is based on statistics data about 

frequencies of lexical markers for each news re-

port. The second one is based on statistics data 

about types of RST relations and their frequencies 

for each news report. In fact, we have a 'bag of re-

lation types', disregarding their order.  

   We selected two supervised learning methods 

for texts classification and  machine learning: 

Support Vector Machines (SVMs) and Random 

Forest, both realized in scikit-learn library for Py-

thon. SVMs were used with linear kernel and with 

rbf kernel. In both experiments (for both datasets) 

we used 10-fold cross-validation for estimator 

performance evaluation.  

   The baseline for all experiments is 50%, be-

cause there is the equal number of truthful and de-

ceptive texts in the corpus. 

6 Statistical Procedures 

The results of two experiments are presented in 

Table 1.  

Table 1: Results for lexical and discourse features 

 

   We can evaluate that for the first one the classifi-

cation task is solved better by SVMs (rbf kernel). 

The most significant features are: average length of 

tokens, frequency of sentiment words, frequency of 

particles, frequency of verbs. It was checked with 

Student's t-test. Although the results of the first ex-

periment are better, for the second one the classifi-

cation task is solved better by Random Forest Clas-

sifier. The most significant rhetorical relation types 

among discourse features are disjunc-

tion/conjunction, non-volitional cause, evaluation, 

elaboration.  Non-volitional cause, elaboration, 

evaluation, conjunction are more typical for decep-

tive texts. Probably authors of fake news pay more 

attention to the causation, because they want to ex-

plain an event with the internal logic, without any 

inconsistencies. 

7 Discussion 

Automated deception detection seems to be a 

promising and methodologically challenging re-

search topic, and further measures should be taken 

to find features for deception/truth detection  in 

automated news verification model for Russian. 

 Preci- 

sion 

Accuracy Recall  F-

measure 

Support Vector Machines, rbf kernel, 10-fold 

cross-validation 

Lexical 

features 

0.62 0.64 0.73 0.65 

Discourse 

features 

0.56 0.54 0.52 0.51 

Support Vector Machines, linear kernel, 10-fold 

cross-validation 

Lexical 

features 

0.62 0.61 0.62 0.60 

Discourse 

features 

0.54 0.53 0.51 0.50 

Random Forest Classifier, 10-fold cross-validation 

Lexical 

features 

0.58 0.56 0.47 0.50 

Discourse 

features 

0.62 0.57 0.52 0.54 
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The model should be developed, learned and test-

ed on larger data collections with different topics. 

We should use a complex approach and combine 

lexics and discourse methods, also combining 

them with other linguistics and statistical methods. 

For instance, n-grams, word embeddings, psycho-

linguistics features; syntactic level features on top 

of sequences of discourse relations should be  

studied. ’The trees’ - hierarchies of RST relation 

types in texts should also be considered, to get 

better results. The extrapolation of the existing 

model to all possible news reports in Russian 

would be incorrect. But it can already be used as a  

preliminary filter for fake news detection. Results 

of its work should be double-checked, especially 

for suspicious instances. The model is also re-

stricted by the absence of tools and corpora for 

Russian, as typical for NLP tasks for Russian. The 

guidelines for gathering a corpus of obviously 

truthful/deceptive news should also be improved.  

8 Conclusions 

News verification and automated fact checking 

tend to be very important issues in our world, with 

its information warfare. The research is initial. We 

collected a corpus for Russian (174 news reports, 

truthful and fake). We held two experiments, for 

both we applied SVMs algorithm (linear/rbf ker-

nel) and Random Forest to classify the news re-

ports into 2 classes: truthful/deceptive. We used 

18 markers on lexics level, mostly frequencies of 

POS tags in texts. On discourse level we used fre-

quencies of RST relations in texts. The classifica-

tion task in the first experiment is solved better by 

SVMs (rbf kernel) (f-measure 0.65). The model 

based on RST features shows best results with 

Random Forest Classifier (f-measure 0.54) and 

should be modified. In the next research, the com-

bination of different deception detection markers 

for Russian should be taken in order to make a 

better predictive model. 
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Abstract

Fake news has become a hotly debated
topic in journalism. In this paper, we
present our entry to the 2017 Fake News
Challenge which models the detection of
fake news as a stance classification task
that finished in 11th place on the leader
board. Our entry is an ensemble system
of classifiers developed by students in the
context of their coursework. We show how
we used the stacking ensemble method for
this purpose and obtained improvements
in classification accuracy exceeding each
of the individual models’ performance on
the development data. Finally, we discuss
aspects of the experimental setup of the
challenge.

1 Introduction

The distribution of news on social media is an in-
fluential factor in the public’s political attitudes
(Allcott and Gentzkow, 2017). Social networks
offer platforms in which information and articles
may be shared without fact-checking or modera-
tion. Moderating user-generated content on so-
cial media presents a challenge due to both vol-
ume and variety of information posted. In partic-
ular, highly partisan fabricated materials on social
media, fake news, is believed to be an influencing
factor in recent elections (DiFranzo and Gloria-
Garcia, 2017). Misinformation spread through
fake news has attracted significant media attention
recently and current approaches rely on manual
annotation by third parties (Heath, 2016) to notify
users that shared content may be untrue.

One of the challenges in detecting misinforma-
tion is that there does not yet exist a unified defi-
nition of fake news and the criteria required to la-
bel an article as true or false. As a consequence,

there is no community-wide shared task in order to
compare the various approaches proposed. Until
recently, the evaluations related to fake news have
had relatively little adoption. Even though there
is valid criticism that shared tasks have the risk of
focusing the community on a particular task defi-
nition and dataset, shared definition and evaluation
platforms such as those developed for example by
the CoNLL shared tasks1 have largely stimulated
progress.

The 2017 Fake News Challenge2 (FNC) aims to
provide a community-wide shared task and eval-
uation platform in order to stimulate progress in
fake news detection. Acknowledging the com-
plexity of the task even for human experts and fol-
lowing the task decomposition proposed by Silver-
man (2015), they propose to address a subtask in
fake news detection, namely stance classification.
Stance classification is the labeling of whether an
article agrees with, disagrees with or simply dis-
cusses a ‘fact’. It can be considered to be a form
of textual entailment (Dagan et al., 2006), while
it also bears similarity with stance classification in
the context of sentiment analysis (e.g. Mohammad
et al. (2016)) and . Stance classification serves as a
first step in compiling lists of articles that corrobo-
rate or refute claims made on social media, allow-
ing end-users to make a better informed judgment.

In this paper, we discuss our entry to the fake
news challenge: an ensemble comprising five in-
dividual systems developed by students in the con-
text of their natural language processing module
at The University of Sheffield. We used stacking
(Wolpert, 1992) as our ensembling technique as it
has been applied successfully in other tasks (e.g.
Riedel et al. (2011)) and show that it increases the
ensemble score above the performance of any of

1http://www.conll.org/previous-tasks
2http://fakenewschallenge.org
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the individual classifiers. Furthermore, we evalu-
ate system accuracy against the upper performance
bound of our ensemble, assuming a perfect oracle
selecting the correct member of the ensemble to
return the prediction.

2 The Fake News Challenge

The fake news challenge is a text classification
task: given a headline and article body - the clas-
sifier must first predict whether the two are related
and if so, must then further assign a stance label
- whether the headline agrees with, disagrees with
or is discussed by (observing) the article.

The evaluation for the FNC is as follows: for
each stance, 0.25 points are available for correctly
classifying whether the article and headline are
related. A further 0.75 points are available for
correctly labeling the relationship between a re-
lated headline-article pair. We report percentage
scores as a proportion against the maximum pos-
sible score for correctly labeling a dataset.

The task dataset is derived from the Emergent
project (Silverman, 2015) and is an extension of
the stance classification task proposed by Fer-
reira and Vlachos (2016). It consists of 49972
labeled stances (headline and body pairs) con-
structed from 2582 articles and is publicly avail-
able on the organizers’ website. In the FNC base-
line, the organizers provide a dataset split between
training data and hold-out development evalua-
tion dataset (proportions: 0.8 training, 0.2 dev).
The article bodies in this dataset split are disjoint,
however, the headlines were not. An additional
blind test set containing 25413 stances from 904
articles was used for evaluating the final solution.
This was not made available until the competition
closed and the winners were announced.

The official baseline (Galbraith et al., 2017)
makes heavy use of task-specific feature engi-
neering and applies a gradient boosted decision
tree classifier to the fake news challenge dataset
- achieving a score of 79.5% on the dev dataset.
Features included in this approach include ngram
overlap between the headline and article and the
presence of refuting words (such as fake or de-
bunk) in the headline or the article. While this
baseline was good in distinguishing between the
related/unrelated classes, the recall for the dis-
agree label was poor.

The classification accuracy of the baseline is
limited by the range of features used. While fur-
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Slave Classifiers

Slave Predictions

Master Classifier

Master Prediction

x

C1 C2 Cn

ŷ1 ŷ2 ŷn

CM

ŷ

Figure 1: Stacked ensemble classification archi-
tecture where circle nodes represent data, rectan-
gles represent classifiers and arrows indicate data
flow

ther feature engineering may be used to improve
performance of the classifier, this requires human
effort and judgment and biases the classifier to the
domain in which the features were observed. Zeng
et al. (2017) applied and compared three recurrent
neural models which negate the need for feature
engineering. While these have high FNC scores,
they don’t necessarily capture the aspects of the
task that manually engineered features do. Bird
et al. (2017) combine a deep convolutional net-
work with feature engineering through an evenly
weighted ensemble of two classifiers. Riedel et al.
(2017) simply use term-frequency vectors and the
tf-idf cosine similarity as features for a shallow
multi-layer perceptron.

3 Our Solution

We present our solution to the Fake News Chal-
lenge, a stacked ensemble of five independent
classifiers developed by students in the context
of the natural language processing module assign-
ments. The stacked ensemble is a two-layer clas-
sifier architecture that leverages predictions from
weaker slave classifiers as features in a stronger
master classifier. The architecture is illustrated
in Figure 1. We provide an overview of the
five slave classifiers (C1-C5) and master classifier
(CM) used in the ensemble:

C1: Concatenate average word2vec vectors for
headline and article body, cosine similarity be-
tween headline and article body tf-idf vectors and
counts of refuting words. 4-way classification us-
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ing a (300,8) multi-layer perceptron (MLP) with
ReLU activation function.

C2: Average word2vec embeddings for headline
words and article words excluding stop words,
indicator features for punctuation, word overlap,
counts of refuting words. 4-way classification us-
ing a (1010,6) MLP with ReLU activation func-
tion.

C3: 4-way classification using one-vs-all logis-
tic regression with L2 regularization over word un-
igram and bigram tf-idf vectors.

C4: Concatenate word2vec embeddings for
headline and article words. 4-way classification
using (256,128,128) MLP with dropout probabili-
ties of (0.5,0.3,0.1) between layers and ReLU ac-
tivation function.

C5: Official FNC baseline classifier

CM: Gradient boosted decision tree classifier
using as features the values predicted from C1-C5
and all the features from the FNC baseline classi-
fier.

The master classifier is trained using 2 fold
cross validation using the following regime: The
dataset is randomly split into two equal sizes. Two
instances of C1-C5 are instantiated and are trained
independently on each data fold. The predictions
are concatenated to the original input data to form
one dataset - the master training data used to train
CM. New instances of C1-C5 are trained on the
entire original training dataset and used to provide
input to CM at test time.

4 Results

We present the results for our stacked ensem-
ble and slave classifiers trained and evaluated on
the fake news challenge baseline data split (dev)
and the final test set in Table 1. In the dev
setup, the training set contains 40350 stances over
1345 unique articles and we evaluated on 9622
stances over 336 unique articles. The article bod-
ies were disjoint between the training and devel-
opment sets.

Because the test dataset was blinded, the risk
of building a biased system was mitigated against.

3(Galbraith et al., 2017)
4(Bird et al., 2017)
5(Hanselowski et al., 2017)
6(Riedel et al., 2017)

System Dev % Test %
Official Baseline3 79.53 75.20

SOLAT in the SWEN4 - 82.02
Athene5 - 81.97

UCL Machine Reading6 - 81.72
C1 88.09 75.77
C2 86.68 75.08
C3 87.48 77.99
C4 87.36 58.69
C5 79.25 75.22

Our Ensemble (CM) 90.05 78.04
CM Upper Limit 97.25 90.89

Table 1: FNC score comparison on development
evaluation dataset. The performance difference
between C5 and the official baseline is caused by
different k-fold training regimen.

However, the classification difficulty of the test
set was far greater than that of the development
data split which impacted results. In the devel-
opment data split, article bodies were disjoint but
there was some overlap between article headlines.
In the training set, both article bodies and head-
lines were entirely disjoint. The more success-
ful entries for this competition, such as Riedel
et al. (2017), built their own entirely disjoint de-
velopment split and used this for cross-validation.
We found that cross-validating against the devel-
opment split yielded classifiers that were not able
to generalize to the unseen articles in the test set,
harming the classification accuracy.

On the development dataset, the ensemble clas-
sifier yielded an absolute improvement by at least
1.6% over any of the individual constituent slave
classifiers. This performance gain, however, did
not transfer to the blind test set.

The CM upper limit uses a scoring oracle that
awards FNC score if at least one of the slave clas-
sifiers correctly labels the input stance. This acts
as a measure that describes the maximum pos-
sible score that CM could give assuming that it
always selected a correct label from one of the
slaves. In this case, the upper limit was 90.89%
- exceeding the top ranked system. While this re-
sult is encouraging, it highlights the need to build a
stronger master classifier less prone to over-fitting
and more resilient to the noisy predictions made
by the slaves.

The performance of some of the slave classi-
fiers (the student projects C1-4) was variable and
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highly dependent on the network topology, fea-
ture selection and dataset/split. The most resilient
classifier, C5, used entirely non-lexical features
whereas C4, which used only averaged word vec-
tors and a large network topology, suffered the
greatest loss in performance on the unseen test
data.

The best performing system (Bird et al., 2017)
is an ensemble of a convolutional neural model
and a decision tree classifier. This system simply
averaged the two predictions with equal weight-
ing. The master meta-classifier in our entry lever-
ages additional information about which slave pre-
dictions to favor given a certain headline and arti-
cle pair. While the two classifiers in (Bird et al.,
2017) are strong, further improvements could be
obtained by incorporating stacking.

5 Conclusions

In this paper, we presented a stacked ensemble of
5 classifiers developed by students. The perfor-
mance gains observed in the development set did
not materialize in the competition though due to a
much more difficult blind test set. One factor lim-
iting our assessment of the ability our model(s) to
generalize is the overlap of headlines between the
training and development evaluation dataset. Fu-
ture evaluations could consider temporal splits, i.e.
deriving training, development and test sets from
articles from different periods, which would also
mimic to an extent how these models might be
used in practice.
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Abstract

We present a system for the detection of
the stance of headlines with regard to their
corresponding article bodies. The ap-
proach can be applied in fake news, es-
pecially clickbait detection scenarios. The
component is part of a larger platform for
the curation of digital content; we con-
sider veracity and relevancy an increas-
ingly important part of curating online in-
formation. We want to contribute to the
debate on how to deal with fake news and
related online phenomena with technolog-
ical means, by providing means to separate
related from unrelated headlines and fur-
ther classifying the related headlines. On
a publicly available data set annotated for
the stance of headlines with regard to their
corresponding article bodies, we achieve a
(weighted) accuracy score of 89.59.

1 Introduction

With the advent of social media and its increas-
ingly important role as a provider and amplifier
of news, basically anyone, anywhere, can pro-
duce and help circulate content for other people
to read. Traditional barriers to publishing con-
tent (like a press to print newspapers or broadcast-
ing time for radio or television) have disappeared,
and with this, at least part of traditional quality
control procedures have disappeared as well. Ba-
sic journalistic principles like source verification,
fact checking and accountability can be easily by-
passed or simply ignored by individuals or organ-
isations publishing content on Twitter, Facebook
or other social networks. The impact of this situ-
ation is illustrated by the predominance of terms
like “trolls”, “fake news”, “post-truth media” and
“alternative facts”. There is evidence that these de-

velopments and their effects are not harmless but
can have a significant impact on real-world events,
which is illustrated by a description of the role of
social media in the 2016 US presidential election
by (Allcott and Gentzkow, 2017), and by a study
on the effectiveness and debunking strategies of
rumours surrounding the Affordable Care Act by
(Berinsky, 2017).

While the cause of this situation may have its
roots in many different aspects of modern soci-
ety, and hence needs to be approached from sev-
eral different angles, we aim to make a contribu-
tion from the angle of Language Technology and
Natural Language Processing. We consider fully-
automated procedures for fact-checking, clickbait
detection or fake news classification not feasible
at this point (Rehm, 2017), but aim to support the
community by providing means of detecting arti-
cles or pieces of news that need to be approached
with caution, where a human has to make final
decisions (on credibility, legitimacy etc.), but is
aided by a set of tools. The approach described
in this paper can serve as the back-end of such a
smart set of tooling around fact-checking and can
augment news coming from both traditional and
non-traditional (social media) sources. We envi-
sion the resulting set of tools as a collection of
expert tools for specific job profiles (like a jour-
nalist or a news editor), or in the shape of a sim-
ple browser plug-in, flagging unverified or dubious
content to the end user.

The work presented in this paper was carried
out under the umbrella of a two-year research and
technology transfer project, in which a research
centre collaborates with four SME partners that
face the challenge of having to process, analyse
and make sense of large amounts of digital con-
tent. The companies cover four different use cases
and sectors (Rehm and Sasaki, 2015) including
journalism. For these partners we develop a plat-
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form that provides access to language and knowl-
edge technologies (Bourgonje et al., 2016a,b). The
services are integrated by the SME partners into
their own in-house systems or those of clients.

In this paper, we aim to contribute to a first
step in battling fake news, often referred to as
stance detection, where the challenge is to detect
the stance of a claim with regard to another piece
of content. Our experiments are based on the setup
of the first Fake News Challenge (FNC1).1. In
FNC1, the claim comes in the form of a head-
line, and the other piece of content is an article
body. This step may seem, and, in fact, is, a long
way from automatically checking the veracity of
a piece of content with regard to some kind of
ground truth. But the problem lies exactly in the
definition of the truth, and the fact that it is sen-
sitive to bias. Additionally, and partly because
of this, annotated corpora, allowing training and
experimental evaluation, are hard to come by and
also often (in the case of fact checker archives) not
freely available. We argue that detecting whether
a piece of content is related or not related to an-
other piece of content (e. g., headline vs. article
body) is an important first step, which would per-
haps best be described as clickbait detection (i. e.,
a headline not related to the actual article is more
likely to be clickbait). Following the FNC1 setup,
the further classification of related pieces of con-
tent into more fine-grained classes provides valu-
able information once the “truth” (in the form of a
collection of facts) has been established, so that
particular pieces of content can be classified as
“fake” or, rather, “false”. Since this definitive, re-
solving collection of facts is usually hard to come
by, the challenge of stance detection can be put
to use combining the outcome with credibility or
reputation scores of news outlets, where several
high-credibility outlets disagreeing with a partic-
ular piece of content point towards a false claim.
Stance detection can also prove relevant for de-
tecting political bias: if authors on the same end
of the political spectrum are more likely to agree
with each other, the (political) preference of one
author can be induced once the preference of the
other author is known. Additionally, the stances
of utterances towards a specific piece of content
can provide hints on its veracity. (Mendoza et al.,
2010) show that the propagation of tweets regard-
ing crisis situations (like natural disasters) differs

1http://www.fakenewschallenge.org

based on their content: tweets spreading news are
affirmed by related tweets, whereas tweets spread-
ing rumours are mostly questioned or denied. In
this paper we propose a solution that involves the
human-in-the-loop. We think that our approach
can be a valuable part of solving the problem de-
scribed above. The rest of this paper is divided
into five sections. Section 2 reviews related work,
Section 3 describes the data set used, Section 4
explains our approach in detail and Section 5 pro-
vides an evaluation. Our conclusions are presented
in Section 6.

2 Related Work

The suggestion of using Language Technologies
(NLP, NLU etc.) to design solutions for mod-
ern online media phenomena such as “fake news”,
“hate speech”, “abusive language”, etc. is receiv-
ing rapidly growing interest in the form of shared
tasks, workshops and conferences. The aware-
ness that LT can contribute to solutions related to
these topics is present. Yet, at the same time, it
is being acknowledged that the problem is much
more complex than anything that can be solved
by exploiting current state of the art techniques
alone. The effect known as “belief persever-
ance” or “continued influence effect” (Wilkes and
Leatherbarrow, 1988) and its influence on mod-
ern media and politics is described by (Nyhan
and Reifler, 2015), who state that reasoning based
on facts that have shown to be false, remains in
place until an alternative line of reasoning has
been offered. The credibility of a politician step-
ping down due to bribery accusations is not re-
stored after only rejecting this explanation (by a
letter from the prosecutors). In addition, an al-
ternative explanation (like being named president
of a university, but not being able to disclose this
until the predecessor has stepped down) has to be
provided. Another socio-psychological contribu-
tion on the topic of “fake news” and its consump-
tion is presented by (Marchi, 2012) who report
on a survey among teenagers and their news con-
sumption habits. Although they have a slightly
different definition of “fake news” than the one
we use in this paper, the study presents a rele-
vant overview of the consumption of news and
the important aspects with different social groups.
The authors claim that “authenticity” is highly val-
ued among teenagers consuming news, hence their
explained preference for blogs, satirical shows,
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or basically anything other than traditional me-
dia outlets, which they consider “identical”, lack-
ing contextual information and any authenticity.
The acknowledgment that teenagers increasingly
rely on news coming from non-traditional news
sources underlines the need for new ways of deal-
ing with challenges related to these alternative
sources. (Conroy et al., 2015) present a use-
ful overview of recent approaches towards “fake
news” detection using NLP and network analy-
ses. The authors include several state-of-the-art
figures and acknowledge the fact that these num-
bers are domain-dependent, which is why it is
difficult to arrive at a state-of-the-art figure in-
dependent of a specific use case and data set.
From an NLP perspective, the challenge of deal-
ing with this problem is further exemplified by
the fact that annotated data is hard to find, and, if
present, exhibits rather low inter-annotator agree-
ment. Approaching the “abusive language” and
“hate speech” problem from an NLP angle (Bour-
gonje et al., 2017), (Ross et al., 2016) introduce a
German corpus of tweets and annotate it for hate
speech, resulting in figures for Krippendorff’s α
between 0.18 and 0.29, (Waseem, 2016) compare
amateur (CrowdFlower) annotations and expert
annotations on an English corpus of Tweets and re-
port figures for Cohen’s Kappa of 0.14, (Van Hee
et al., 2015) use a Dutch corpus annotated for cy-
berbullying and report Kappa scores between 0.19
and 0.69, and (Kwok and Wang, 2013) investigate
English racist tweets and report an overall inter-
annotator agreement of only 33%.

An approach similar to ours is described by
(Ferreira and Vlachos, 2016), who introduce a data
set and three-class classification (“for”, “against”,
“observing”). In addition to a logistic regres-
sion classifier, the authors exploit dependency
parse graphs, a paraphrase database (Pavlick et al.,
2015) and several other features, to arrive at an ac-
curacy of 73%. Another related approach is de-
scribed by (Augenstein et al., 2016), who apply
stance detection methods on the SemEval 2016
Task 6 data set. Their focus is on learning stances
towards a topic in an unsupervised and weakly su-
pervised way using a neural network architecture.
(Babakar and Moy, 2016) present a useful and re-
cent overview of fact checking approaches.

3 Data Set

Our experiments are conducted on the dataset re-
leased by the organisers of the first Fake News
Challenge (FNC1) on stance detection. The data
set is based on the work of (Ferreira and Vla-
chos, 2016) and can be downloaded from the cor-
responding GitHub page, along with a baseline
implementation for this task, achieving a score of
79.53.2 The data consists of a set of headlines and
articles that are combined with each other (mul-
tiple times, in different combinations) and anno-
tated for one of four classes: “unrelated”, “agree”,
“disagree”, “discuss”, indicating the stance of the
headline towards the content of the article (see Ta-
ble 1).

Unique headlines 1.648
Unique articles 1.668
Annotated pairs 49.972 100%

Class: unrelated 36.545 73%
Class: discuss 8.909 18%
Class: agree 3.678 7%
Class: disagree 840 2%

Table 1: Key figures of the FNC-1 data set

The FNC1 scoring method consists of first veri-
fying whether a particular combination of headline
and article has been correctly classified as “unre-
lated” (the corresponding class) or “related” (one
of the classes “agree”, “disagree” or “discuss”).
Getting this binary classification correct amounts
up to 25% of the final, weighted score. The re-
maining 75% of the score consists of correctly
classifying headline article pairs in the three re-
maining classes. The setup of our system adheres
to this scoring method, and hence applies several
classifiers sequentially, as explained in Section 4.

4 Approach and Methods

In line with the scoring system of the challenge,
we first apply a procedure to decide whether a par-
ticular headline/article combination is related or
unrelated. This is done based on n-gram match-
ing of the lemmatised input (headline or article),
using the CoreNLP Lemmatiser (Manning et al.,
2014). The number of matching n-grams (where
n = 1..6) in the headline and article is multiplied
by length and IDF value of the matching n-gram

2https://github.com/FakeNewsChallenge/fnc-1
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(n-grams containing only stop words or punctua-
tion are not considered), then divided by the total
number of n-grams. If the resulting score is above
some threshold (we established 0.0096 as the op-
timal value), the pair is taken to be related.

A formal definition is provided in Equation 1:
considering a headline and an article represented
by two arrays (H and A) of all possible lemmatised
n-grams when n ∈ [1,6], h(i) and a(i) being the ith

element of arrays H and A, len(·) being a func-
tion that computes the length in tokens of a string
(n-gram), T Fk

T being the frequency of appearance
of term k in array T and IDFk being the inverse
document frequency of term k in all the articles.

sc =
∑len(H)

i=1 T Fh(i) ∗ IDFh(i)

len(H)+ len(A)
(1)

where

T Fh(i) = {(T Fh(i)
H +T FH(i)

A )∗ len(h(i))} (2)

As shown in Table 1, the majority of “related”
instances are of the class “discuss” and simply as-
signing this class to all “related” instances leads to
an accuracy of 61.51 already (for this portion of
the data set), as shown in the “Majority vote” col-
umn. To improve upon this baseline and to further
classify the related pairs into “agree”, “disagree”
or “discuss”, we use Mallet’s Logistic Regres-
sion classifier implementation (McCallum, 2002)
trained on headlines only (without lemmatisation
or stop word removal), using the three classes.
This resulted in a weighted score of 79.82 (column
“3-class classifier”). In subsequent experiments,
we introduced a (relative) confidence threshold: if
the distance between the best scoring class and the
second-best scoring class is above some thresh-
old (we established 0.7 as the optimal value),
the best-scoring class is assigned to the pair. If
the difference was below the threshold, we used
three binary classifiers to decide between the best
scoring class and the second-best scoring class
(i. e., one binary classifier for “agree”-“disagree”,
one for “agree”-“discuss” and one for “discuss”-
“disagree”). These classifiers are trained on both
the headline and the article (joined together, with-
out lemmatisation or stop word removal). The re-
sults are shown in the column “Combined classi-
fiers” in Table 2.

This setup leads to the best results on the data
set. In other experiments we used more linguisti-

cally motivated features, some of them inspired by
the work of (Ferreira and Vlachos, 2016). From
rather basic ones (like a question mark at the end
of a headline to detect “disagree” instances) to
more sophisticated ones (like extracting a depen-
dency graph, looking for negation-type typed de-
pendencies and calculate their normalised distance
to the root node of the graph, and compare this
value for headline and article), but these did not
improve upon the final weighted score reported in
Table 2.

5 Evaluation

The first step of deciding whether a head-
line/article pair is related or not is done based on
n-gram matching (of lemmatised n-grams). This
procedure is rule-based and only relies on find-
ing an optimal value for the threshold, based on
the data. To arrive at an optimal value, we used
all data and did not separate it into training and
test sets. Since the subsequent classification meth-
ods are based on machine learning, the following
evaluation figures are the result of 50-fold cross-
validation, with a 90-10 division of training and
test data, respectively.

Considering that the combination of headlines
and article bodies has been performed randomly
with many obviously unrelated combinations, the
relatedness score of 93.27 can be considered rel-
atively low.3 Upon manual investigation of the
cases classified as “unrelated” (but that were in
fact of the “agree”, “disagree” or “discuss” class),
we found that the vast majority had headlines with
different wordings that were not matching after
lemmatisation. One concrete example with the
headline “Small Meteorite Hits Managua” in its
article body mentions “the Nicaraguan capital” but
not “Managua” and “a chunk of an Earth-passing
asteroid” instead of “small meteorite”. To improve
the approach for cases such as this one, we pro-
pose to include more sophisticated techniques to
capture word relatedness in a knowledge-rich way
as an important part of future work. The other
way round, cases classified as related that were
in fact annotated as “unrelated” contained words
in the headline that were frequently mentioned in
the article body. One example with the headline
“SHOCK CLAIM: PGA Golfer Says Tiger Woods
Is Suspended For Failed Drug Test” was combined

3The variation for this row in Table 2 is due to different
runs (on different, random splits of the data).
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Majority vote 3-class classifier Combined classifiers

Relatedness score 93.27 93.26 93.29
Three-class score 61.51 75.34 88.36
Weighted score 69.45 79.82 89.59

Table 2: Results of 50-fold cross-validation

with an article body about the divorce of Tiger
Woods and Elin Nordegren. Here, we suggest, as
part of future work, to include event detection, to
move away from entity-based representations and
put more focus on the event actually reported.

After deciding on relatedness, we are left with
(on average) 1,320 instances. For the three-class
classification of this set, we obtained (on aver-
age) 686 cases that scored above the scoring dif-
ference threshold and were assigned their class
by this three-class Logistic Regression classifier.
Of these, 642 were correct, resulting in an ac-
curacy of 93.64 for this portion of the data set
(i. e., “related”). The average number of cases
where the scoring difference was below the thresh-
old (634) were classified using the three binary
classifiers. This resulted in 544 correctly classi-
fied instances, and a score of 85.83 for this sec-
tion of the data set. Putting these scores together,
the weighted score and the individual components
are shown in Table 2, i. e., the relatedness score
for the binary decision “related” or “unrelated”
(25% of the weighted score) and the three-class
score for the classification of “related” instances
into “agree”, “disagree” or “discuss” (75% of the
weighted score). To get an idea of the effect of
the first stage’s error rate on the second stage of
processing, we re-ran the experiments taking the
“related” vs. “unrelated” information from the an-
notations directly. This resulted in a three-class
score of 89.82, i. e., a 1.46 drop in accuracy due to
classification errors in the first stage.

While these numbers look promising for initial
steps towards tackling the challenge that fake news
poses globally, we acknowledge that at least the
25% of the score (the relatedness score of 93.27)
is not directly applicable in a real world scenario,
since the data set was artificially boosted by ran-
domly combining headlines and article bodies –
a headline such as “Isis claims to behead US jour-
nalist” is combined with an article on who is going
to be the main actor in a biopic on Steve Jobs. Al-
though this headline/article pair was (obviously)

tagged as “unrelated”, this is not something that
is usually encountered in a real-world scenario.
For the more fine-grained classification of articles
that have been classified as “related”, the three-
way classification is a relevant first step, but other
classes may need to be added to the set, or a more
detailed division may need to be made in order
to take the next steps in tackling the fake news
challenge. Additionally, we see the integration
of known facts and general discourse knowledge
(possibly through Linked Data), and the incorpo-
ration of source credibility information as impor-
tant and promising suggestions for future research.

6 Conclusions

We present a system for stance detection of
headlines with regard to their corresponding ar-
ticle bodies. Our system is based on simple,
lemmatisation-based n-gram matching for the bi-
nary classification of “related” vs. “unrelated”
headline/article pairs. The best results were ob-
tained using a setup where the more fine-grained
classification of the “related” pairs (into “agree”,
“disagree”, “discuss”) is carried out using a Logis-
tic Regression classifier at first, then three binary
classifiers with slightly different training proce-
dures for the cases where the first classifier lacked
confidence (i. e., the difference between the best
and second-best scoring class was below a thresh-
old). We improve on the accuracy base line set
by the organisers of the FNC1 by over 10 points
and scored 9th place (out of 50 participants) in
the actual challenge. As described in Section 1,
the approach explained in this article can be part
of the set of services needed by a fact-checking
tool (Rehm, 2017). The first, binary classification
of “related” vs. “unrelated” can be exploited for
clickbait detection. The more fine-grained classi-
fication of related headlines can specifically sup-
port in the detection of political bias and rumour
veracity (Srivastava et al., 2017).
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Abstract

Previous work on the epistemology of
fact-checking indicated the dilemma be-
tween the needs of binary answers for the
public and ambiguity of political discus-
sion. Determining concepts represented
by terms in political discourse can be con-
sidered as a Word-Sense Disambiguation
(WSD) task. The analysis of political
discourse, however, requires identifying
precise concepts of terms from relatively
small data. This work attempts to provide
a basic framework for revealing concepts
of terms in political discourse with ex-
plicit contextual information. The frame-
work consists of three parts: 1) extract-
ing important terms, 2) generating concor-
dance for each term with stipulative defi-
nitions and explanations, and 3) agglom-
erating similar information of the term by
hierarchical clustering. Utterances made
by Prime Minister Abe Shinzo in the Diet
of Japan are used to examine our frame-
work. Importantly, we revealed the con-
ceptual inconsistency of the term Sonritsu-
kiki-jitai. The framework was proved to
work, but only for a small number of terms
due to lack of explicit contextual informa-
tion.

1 Introduction

In October 2016, in the process of diet deliber-
ations on assigning Japan’s Self-Defense Forces
members to U.N. operations in South Sudan,
Japanese Prime Minister Abe Shinzo stated that
the ‘fighting’ between the government and rebel
forces were not to be considered as a ‘military con-
flict’1, according to the definition of ‘conflict’ un-

der Japanese peacekeeping law.
When domain-specific jargons are used, the

ambiguity between common usage and domain-
specific usage becomes inevitable. In addition, the
case above illustrates that the task of political dis-
course analysis is different from other scientific
discourse analysis. In contrast to other scientific
domains, terms used by political figures tend to be
vague and ambiguous due to their unwillingness
to explain their opinions or statements sufficiently
clearly to the public. Although social scientists
may derive certain implications from the ambigu-
ities, an intentional misuse of terms by a political
figure, which is difficult to recognize, could lead
the public to misinterpretation.

As a prerequisite for fact-checking, therefore, it
is essential to reveal concepts represented by terms
in political discourse. As we cannot expect politi-
cians to do this, it is necessary for the public and/or
journalists to disambiguate concepts of terms. Au-
tomatic processing of political texts, namely word
sense disambiguation (WSD), has a potential to
assist this process.

The procedure of WSD can be summarized as:
‘given a set of words, a techique is applied which
makes use of one or more sources of knowledge to
associate the most appropriate senses with words
in context’ (Navigli, 2009). WSD in general relies
on knowledge; without knowledge, not only com-
puters but also human beings cannot understand
word sense. The unwillingness of political figures
to clarify the meaning of their utterances causes at
least two difficulties in WSD specific to political
discourse.

First, there exist few political domain-specific
dictionaries or corpora that could serve as a knowl-

1 As in English, there are also various verbal expressions
(Sentō, Shōtotsu, etc.) of the act of fighting in Japanese. Sentō
is the term that generally thought to be parallel to ‘military
conflict’ as well as ‘military fighting’.
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edge base, which is desirable for WSD. Generally,
in order to facilitate communication, a dictionary
defines standard usage and a corpus exhibits prac-
tical usage of terms. On the other hand, politi-
cal figures almost always create specific usage of
terms to escape from common understanding.

Second, every term in political discourse could
have a peculiar concept. It is well known in Japan
that most utterances made in the Diet are drafted
by bureaucrats, and there are always subtle nu-
ances present in bureaucratese. If necessary, po-
litical figures would make every single term be in-
dependent of its synonyms, hyponyms and hyper-
nyms, even when the terms share a similar surface
word form2. Therefore, unlike the tasks of doc-
ument summarization or simplification, when re-
vealing the concept of a term made by political
figures, information loss is relatively less accept-
able.

The first difficulty could be overcome by creat-
ing a domain-specific knowledge base or applying
unsupervised disambiguation or word sense induc-
tion (WSI) methods. However, knowledge pro-
vided by political knowledge bases, which is nec-
essary for further research, could sometimes ob-
struct the analysis, because concepts of terms can
vary across political figures and scenarios. WSI,
on the other hand, while it is also necessary for fur-
ther research, suffers from a more practical prob-
lem, i.e., it identifies sense clusters rather than as-
signing a sense to a word, and ‘a significant gap
still exists between the results of these techniques
and the gold standard of manually compiled word
sense dictionaries’ (Denkowski, 2009).

In view of the urgent need for an accessible and
straightforward approach to practical WSD for po-
litical discourse, this ongoing research provides a
springboard by introducing a framework to reveal
concepts of terms using only explicit contextual
information. The method we propose copes with
the balance of the needs of knowledge and the at-
tention to the specific usages of terms by creating a
concordance that serves as a temporary knowledge
base. On the other hand, it deals with precision of
concept generation by keeping as much informa-
tion as possible.

We collected utterances made by Prime Minis-
ters of Japan in the Diet deliberations as target dis-

2In the example above, according to the government,
Sentō (fighting) is not defined while Sentō-kōi (act of fight-
ing) is defined by the law, so that these two terms have differ-
ent meanings and only the latter can be used.

courses. The concept-revealing framework con-
sists of three parts. First, we applied widely-used
tf-idf method to weigh terms and acquired nouns
with ranks by their importance. Second, we gener-
ated a concordance for each of the important terms
in order to collect their stipulative definitions and
explanations offered in the document. Thirdly, fo-
cusing on the similarity of concepts rather than the
quantity of clusters, we agglomerated similar in-
formation by hierarchical clustering.

Theoretically, as our approach extracts informa-
tion from given documents without summarization
or simplification, concepts of terms will surely be
revealed. Given this, we will show, instead of em-
phasizing the overall results, an important obser-
vation obtained from the concept of Sonritsu-kiki-
jitai3which was identified as one of the most im-
portant terms used by Prime Minister Abe Shinzo.
Specifically, conceptual inconsistency exists not
only between the speaker and the audience, but
also in the same speaker’s utterances.

2 Related work

The controversy among Uscinski and Butler
(2013), Amazeen (2015), and Uscinski (2015)
over the epistemology of fact-checking illustrated
issues on the methodology of fact-checking.

Uscinski and Butler (2013) made five method-
ological criticisms against fact-checking methods:
selection effects, confounding multiple facts or
picking apart a whole, causal claims, predicting
the future, and inexplicit selection criteria. These
challenges were related to ‘the naı̈ve political epis-
temology at work in the fact-checking branch of
journalism’ (Uscinski and Butler, 2013).

Amazeen (2015) critized Uscinski and Butler
(2013) for their overgeneralization of the selection
effects and failure to offer supportive empirical
quantification. She also demonstrated that there
was a high level of consistency among multiple
fact-checkers, and argued that fact-checking is im-
portant as long as ‘unambiguous practices of de-
ception’ continue (Amazeen, 2015).

The rejoinder then from Uscinski (2015) argued
that Amazeen’s attempt to infer the accuracy of
fact-checks failed because of fact-checkers’ pos-
sible political biases, and she also ignored the dis-
tinction between facts and claims. Fact-checking
was therefore still a ‘continuation of politics by

3An armed attack against foreign country resulting in
threatening Japan’s survival.
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means of journalism’ rather than being an ‘coun-
terweight to political untruths’ (Uscinski, 2015).

Although the discussion was mainly about
the epistemological disagreement over so-called
“truth” between journalists and social scientists,
it did indicate the dilemma between ‘the needs
of citizens, politicians, and therefore journalists
for clear-cut binary answers’ (Uscinski, 2015) and
ambiguity of most politcal discussion, which sug-
gests the necessity of a novel perspective on fact-
checking, focusing on how political figures per-
formed their language rather then what really oc-
curred.

3 Approach

3.1 Dataset

We assembled a corpus of utterances made by
prime ministers of Japan at the Plenary Session
of the Diet from 1996 to 2016, from the Diet
Record4. The corpus of 2605 fulltext discourses
includes utterances from 11 prime ministers, 47
sessions. We selected utterances of Abe Shinzo,
the incumbent Japanese Prime Minister, as our tar-
gets. The target utterances include 427 fulltext dis-
courses from 6 sessions (16469 sentences, 9715
types, 492505 tokens). We used the rest of the
corpus as supplementary materials to weigh the
terms.

3.2 Procedure

3.2.1 Term extraction
We firstly seperated 2605 discourses into 47 docu-
ments in accordance with sessions of the Diet (6
target documents for Prime Minister Abe). Af-
ter data cleansing, we used ChaSen5(A Japanese
morphological analyzer) to convert each document
into a bag of its nouns. Nominal verbs were also
included.

We then ranked nouns to obtain the most im-
portant terms in each document. We applied the
tf-idf model because it is one of the most popular
term-weighting schemes and is empirically useful.

3.2.2 Concordance generation
For each important term in the document, a list
of all the instances of the term was generated if
the term co-occurred with a stipulation expression
such as to-ha, to-tēgi (both of the phrases repre-
sent ‘be defined as’)6. An instance of a term was

4http://kokkai.ndl.go.jp
5http://chasen-legacy.osdn.jp

a sentence which consists of the term and its con-
text. All the instances of a term formed its concor-
dance. The term’s concept was constructed with
only these instances.

3.2.3 Concept clustering
We converted every entry in the concordance into
a vector for calculating the similarity of the term’s
contextual information. We applied tf-idf model
instead of word embedding. Word embeddings
contain biases in their geometry that reflect stereo-
types present in broader society, and word em-
beddings not only reflect such stereotypes but can
also amplify them (Bolukbasi et al., 2016). On
the other hand, tf-idf has no semantic represen-
tation of words. In order to cope with poten-
tial subtle nuances in the utterances of political
figures, a non-semantic representation is prefer-
able to a semantic one. We then generated a
hierarchy of clusters of the entries with Ward’s
method. Even though clustering approaches in
WSI are usually non-hierarchical (Navigli, 2009;
Denkowski, 2009), the reason for applying a hi-
erarchical clustering instead of a non-hierarchical
one is that we focused on the similarity of entries
rather than the quantity of concepts.

Finally, by eliminating duplicated entries7and
combining the remainder manually, we were able
to acquire concepts of terms which are constructed
with explicit stipulative definitions and explana-
tions offered in documents. The revealed concept
was therefore entirely contextual and independent
of that which we have already known about.

4 Results

We treated the top 100 out of 8298 (3568 proper
nouns) nouns as important terms. Three of them
are explicitly defined in Prime Minister Abe’s
utterances: Sekkyokuteki-hēwa-syugi (Proactive
pacifism), Sonritsu-kiki-jitai, and Rikken-syugi
(Constitutionalism). Sekkyokuteki-hēwa-syugi
was ranked as the 17th most important term among
all the nouns. The cluster dendrogram of 68 sen-
tences which were in the term’s concordance is
shown in figure 1. Sonritsu-kiki-jitai was ranked
as the 24th most important term among all the

6Besides these two phrases, various expressions are used
to define terms. Since there haven’t been a comprehensive
summary of definition/stipulation expressions yet, we may
not be able to extract all the potential defined terms.

7Most utterances were repeated twice at the House of
Representatives and the House of Councilors.
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Figure 1: Cluster dendrogram of Sekkyokuteki-hēwa-syugi
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Figure 2: Cluster dendrogram of Sonritsu-kiki-jitai

nouns. The clustering result of 39 sentences is
shown in figure 2. Rikken-syugi was ranked as the
72nd most important term among all the nouns.
The clustering result of 22 sentences is shown in
figure 3. Few terms were defined in utterances of
Prime Ministers (15 terms in total).

Mutually contradictory explanations were
found in the concordance of Sonritsu-kiki-jitai.
Specifically, this term is currently translated
to ‘an armed attack against foreign country
resulting in threatening Japan’s survival’, and
is defined as a situation that ‘an armed attack
against Japan or a foreign country that is in a
close relationship with Japan occurs, and as a
result, threatens Japan’s survival and poses a
clear danger to fundamentally overturn people’s
right to life, liberty and pursuit of happiness’ by
the Ministry of Foreign Affairs of Japan. The

4

5

9

21

16

12 14

22 7

17 18

1 6

15 20

3 2

8 19

13

10 110
5

10
15

20
25

Sentence number

He
ig
ht

Figure 3: Cluster dendrogram of Rikken-syugi

situation is also one of three new conditions by
which “use of force” as measures for self-defense
is strictly limited8. This definition was mentioned
two times in Prime Minister Abe’s utterances
(the 189th session on 26th May and 27th July,
2015). However, it was also mentioned several
times that to determine whether a situation is
a Sonritsu-kiki-jitai requires a comprehensive
analysis by the government (18th May, 26th
May, 29th May, 27th July, 2015; 27th Jan, 2016).
Concisely, the concept of Sonritsu-kiki-jitai is
a ‘clear danger’ that requires a ‘comprehensive
analysis’ to determine whether it is a clear danger
or not. This conceptual inconsistency turns one of
the limitations on “use of force” into a mere scrap
of paper.

5 Discussion

Political discourse is always vague and ambigu-
ous. Nonetheless, we can still recognize in what
manner it is vague and ambiguous. Even though
the mission of fact-checking is ‘not to measure
which candidate “lies most” but rather to provide
the public with information about the accuracy of
statements’ (Amazeen, 2015), in respect of accu-
racy, the information about how political figures
performed their language is as important as the in-
formation about what really occurred.

This ongoing work opens a novel perspective
on WSD for political discourse as well as fact-
checking, by pointing out that a confirmation of
concepts of terms which formed discourse is a pre-
requisite for analyzing formal utterances by polit-
ical figures.

Our framework makes it possible for the pub-
lic and/or journalists to recognize the most impor-
tant terms as well as their stipulative concepts in
an objective way. Moreover, we revealed the pos-
sibility that conceptual incosistency can also exist
in a single term as exemplified by revealed concept
of Sonritsu-kiki-jitai. This indicated that there is a
possibility that a term could be meaningless due to
an inherent self-contradiction in its concept.

Due to inadequate explicit information in Prime
Minister Abe’s utterances, few concepts were re-
vealed. This identified a weakness of our ap-
proach, i.e., it relies on how explicitly a speaker
stipulated a term. Nonetheless, from another per-
spective, by focusing on the lack of explicit def-
initions and explanations of important terms in

8http://www.mofa.go.jp
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discourse, The vagueness and ambiguity of utter-
ances could be evaluated.

Our work is an ongoing research aims at es-
tablishing a practical standard for terminological
analysis of political discourse. To start with, we
provided this framework for revealing concepts of
terms in political discourse. It could be techni-
cally improved in the following ways: 1) by an-
alyzing the structure of documents’ terminology
sets and applying suitable term weighting models,
we may generate a more applicable term ranking;
2) by discovering patterns of stipulative definition
and explanation, we may assemble a more ade-
quate concordance of a term from discourse; and
3) by applying suitable clustering and summariza-
tion methods, we may create a better balance be-
tween precision and concision.
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Abstract

Chain construction is an important re-
quirement for understanding news and es-
tablishing the context. A news chain can
be defined as a coherent set of articles that
explains an event or a story. There’s a lack
of well-established methods in this area.

In this work, we propose a methodology to
evaluate the “goodness” of a given news
chain and implement a concept lattice-
based news chain construction method by
Hossain et al.. The methodology part is
vital as it directly affects the growth of re-
search in this area. Our proposed method-
ology consists of collected news chains
from different studies and two “good-
ness” metrics, minedge and dispersion
coefficient respectively. We assess the
utility of the lattice-based news chain con-
struction method by our proposed method-
ology.

1 Introduction

A news story is a compelling organization of news
to give an overall idea about an event or a set of re-
lated events. Generally this organization follows a
time order and has topical coherence. The most
common approach to construct a news chain is
called “connecting the dots” (Shahaf and Guestrin,
2010). In this approach, there are predetermined
start and end points and the task is to find a coher-
ent sequence of articles between them.

In today’s substantial news flow, tracking all
news to understand an event or establish connec-
tions between related events is a challenge. Thus,
automated mechanisms are needed to construct
news chains and to support users in making news
stories.

Our intended contribution is thus twofold: First,
there’s a need for a methodology in order to assess
the quality of given news chains. Second, we im-
plemented a state-of-the-art method that is based
on the concept lattice representation of the news
articles and evaluated its effectiveness in a more
extensive way than the provided and additionally
using our methodology.

In order to establish a news chain assessment
methodology, we refer to two independent “good-
ness” metrics that are proposed, and experimen-
tally validate and compare them in the same ex-
perimental setup. As far as we know, there is no
such unifying experimental design that has a set
of news chains and run of these metrics under the
same conditions. Thus, we provide an evaluation
regarding the utility of the proposed metrics in the
quality assessment of news chains. Our finding
is that minedge metric proposed by (Shahaf and
Guestrin, 2010) behaves in a consistent way, but
dispersion coefficient metric suggested by (Hos-
sain et al., 2011) does not serve the purpose as ex-
pected.

As for the task of news chain construction, uti-
lizing concept lattice-based representation of news
articles (Hossain et al., 2011) is in accordance with
our intuition. When we considered order relations,
the sequence of articles that form a chain has a
linear order. This linearity is provided by a total
order relation. As partial order relations are more
generic than their total order counterparts, our idea
was to define a partial order relation over the set
of articles and obtain a pool of news chain can-
didates out of the generated hierarchy. Thus, we
create partially ordered news articles using their
content. In this sense, we use a proposed prun-
ing and heuristic (Hossain et al., 2011) to extract
useful news chains out of the candidate pool. We
evaluate the “goodness” of the constructed chains
by the use of established methodology.
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2 Related Work

News chain construction aims to discover hidden
links between news articles in large news corpora.
There are two main works that utilize the connect-
ing the dots approach as the basis.

Connecting the dots approach proposed by Sha-
haf et al. (Shahaf and Guestrin, 2010) tries to en-
sure a coherent news chain. A coherent news chain
is characterized with smooth transitions between
all articles through the whole chain besides strong
pairwise connection between consecutive articles.
The problem is formalized as a linear program to
put constraints for ensuring strong pairwise asso-
ciation and smooth transitions all along the chain.

An alternative method for connecting the dots
between news articles is suggested by Hossain et
al. (Hossain et al., 2011), which is implemented
within the scope of this study. The method is
based on Swanson’s complimentary but disjoint
hypothesis (Swanson, 1991). Swanson character-
izes an ideal chain as one that satisfies a distance
threshold between consecutive article pairs while
does not oversatisfy the threshold between non-
consecutive news articles. The method constructs
the chain out of a concept lattice. Concepts rep-
resent closed termsets. An article’s successors are
selected from the concept with the largest termset
that contains this article. The next article in the
chain is determined with respect to two criteria:
clique size (k), and distance threshold. k neigh-
bors are determined with respect to Soergel dis-
tance at each step and A* search algorithm is run
to find out the chain with the given endpoint.

3 Method

3.1 Methodology on the Evaluation of News
Chains

In literature, there is no well-established method-
ology to measure the goodness of a given news
chain. Two works propose different, indepen-
dent mechanisms to evaluate news chains but they
are not experimentally validated or compared with
each other as part of a methodology. Moreover,
there is a lack of ground-truth datasets in this area.

In an effort to establish such a methodology,
we were in search of some ground-truth thus we
collected already produced news chains by differ-
ent works. Referring to the example chain pro-
vided by (Shahaf and Guestrin, 2010), we con-
structed that chain by searching the given article

titles in the New York Times Portal. We named
this chain as Shahaf et. al. news chain. As a con-
trol condition, we constructed another chain out
of this by putting three copies of the fourth doc-
ument (41070964.xml) in its place. We call this
news chain Shahaf et. al. control 1.

As another published news chain, we referred to
Alderwood story (ah Kang et al., 2009) provided
as part of the VAST 2006 challenge (Whiting
et al., 2009). The dataset (composed of 1182 doc-
uments) provides a ground-truth chain of length 19
(VAST 2006 Challenge news chain).

In addition to these news chains, three random
news chains of equal length are produced from the
New York Times Annotated Corpus (Sandhaus,
2008).

A news chain evaluation methodology needs
methods to calculate some “goodness metrics”.
One such method quantifies a news chain with re-
spect to its coherence by using a linear program
(Shahaf and Guestrin, 2010). The linear program
uses kTrans and kTotal as constraints to com-
pute the minedge objective value. Thus, our first
goodness metric is minedge.

3.1.1 Minedge - Linear Programming
Approach

The proposed linear program calculates two kinds
of scores for every word in the chain. The first
one is the activation score (act), which is the fre-
quency difference of a word in two consecutive
documents. As for the second; the initiation score
(init), the difference between the activation scores
of a word in consecutive document pairs is calcu-
lated:

act = freq(i + 1)− freq(i) (1)

init = act(i + 1)-act(i) = freq(i + 2)-2freq(i + 1) - freq(i)
(2)

The linear program makes word selection with
respect to these activation and initiation scores. In
other words, the linear constraints are defined in
terms of activation and initiation variables. The
first constraint variable kTotal constrains the sum
of initiation scores in the whole chain. The other
constraint variable, kTrans limits the sum of ac-
tivation scores on individual document transitions.

In order to calculate the minedge objective
value, the activation score of a word in a document
pair is weighted by the influence of that word in
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connecting those two documents and the weighted
activation scores are summed. The objective is to
maximize this sum.

The influence of a word in connecting the doc-
ument pairs is calculated based on the document-
word bipartite graph. In this graph, documents and
words are nodes and normalized word frequencies
are the edge weights. The influence of a word w in
connecting the document d1 to the document d2 is
calculated by the use of the path that connects d1

to d2 over w:

influence(di, di+1|w) = p(w|di).p(di+1|w)
(3)

In the original implementation of the minedge
metric value, (Shahaf and Guestrin, 2010) state
that they use random walk on the document-word
bipartite graph to calculate the influence of words.
On the other hand, we apply the formula in equa-
tion 3 for simplicity.

One of the key issues in this linear program is
tuning parameters kTotal and kTrans to maxi-
mize the minedge value. In order to determine
the best parameter values, we plotted kTotal,
kTrans, and minedge values in 3D (Figure 1).
As can be seen from the plot, the dark red areas
represent the maximized values of minedge, thus,
we selected kTotal and kTrans values belonging
to those areas.

Figure 1: minedge values with respect to kTotal
and kTrans.

We use the maximum minedge value to quan-
tify the coherence of a given news chain. Thus, in
the given example the coherence score determined
by the minedge value is 0.053625.

3.1.2 Dispersion coefficient
Another proposed metric to measure the quality
of news chains is dispersion coefficient that
is calculated based on Soergel distances (Hossain
et al., 2012b).

Soergel distance between two documents is cal-
culated considering all the words in the set of doc-
uments. The difference between the weights in the
first and second document is summed for every
word and this sum is normalized by the sum of
the max. of those two weights for each word:

D(d1, d2) =

∑
t
|wt,d1 − wt,d2 |∑

t
max(wt,d1 , wt,d2)

(4)

The weight of a word for a document is calcu-
lated using a variant of TF-IDF cosine normaliza-
tion (Hossain et al., 2012a).

Soergel distance returns 0 for two identical doc-
uments and 1 for documents that do not overlap.

The dispersion coefficient metric-based qual-
ity evaluation is premised on Swanson’s CBD
(complimentary but disjoint) hypothesis (Swan-
son, 1991). The method computes a coherence
score on the basis of Soergel distances between
consecutive and non-consecutive pairs along the
chain.

Dispersion coefficient is computed using the
following formula:

V = 1− 1
n− 2

n−3∑
i=0

n−1∑
j=i+2

disp(di, dj) (5)

In the formula, disp dispersion value inside the
nested sums becomes positive when the angle be-
tween document pairs is above a specified thresh-
old (or the distance between document pairs is be-
low a specified threshold), otherwise it’s 0. In the
cases where it’s positive, if the position difference
of documents of pair is high, it affects by taking a
higher value in other words it reduces the value of
dispersion coefficient in a larger extent:

disp(di, dj) =

{
1

n+i−j , if D(di, dj) > Θ

0, otherwise

3.2 News Chain Construction
In this paper, we implemented the chain construc-
tion method suggested by Hossain et al.. The work
constructs a concept lattice from the inverted index
of documents and represents each closed termset
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Chain length Minedge value
Shahaf et. al. 8 0.02

Shahaf et. al. control 10 0.018
VAST 2006 Challenge 19 0.0064
Random news chain 1 8 0.0055
Random news chain 2 8 0.0036
Random news chain 3 8 0.0023

Table 1: Minedge metric values.

by a unique concept. Each concept has terms
as extents and documents as intents. We used
CHARM-L algorithm (Zaki and Hsiao, 2005) to
generate this concept lattice structure.

In order to generate promising candidate chains
out of this lattice, an initial document has to be
determined. The algorithm then proceeds by look-
ing for the largest extent size concept that includes
this initial document in its intent set. After that; in-
side this concept, candidate chains are sought us-
ing local neighborhood-based search. The search
heuristic is defined by two criteria. Clique size
determines the maximum number of neighbors to
evaluate at each stage whereas distance threshold
criterion makes a selection out of them.

As we worked with the VAST 2006 Challenge
dataset, we selected the start document as the
initial document of the VAST 2006 Challenge
ground-truth chain. Then, we worked with 3
clique-size and 10 clique candidates (a total of 10
3 cliques) in order to find a good set of successors.
As a result, we created all candidate chains from
the VAST dataset.

3.3 Experimental Results

We calculated our goodness metrics for the news
chains in our experimental design. In Table 2,
minedge metric values are shown. When we look
at the obtained values, we observe that ground-
truth chains have higher values than the randomly
generated ones. Additionally, Shahaf et. al. con-
trol 1 gets a lower value compared to its orig-
inal chain. Thus, the results support the claim
that minedge metric value behaves in a correct
and consistent way in measuring the coherence of
given news chains.

As a second part of our experiment, we com-
puted the dispersion coefficient values for all the
chains by fixing the Soergel distance threshold
value as 0.22 and 0.25 respectively.

The obtained dispersion coefficient values do
not seem to work well in the quality assessment
of news chains. First of all, Shahaf et. al. control

Chain length Threshold 0.22 Threshold 0.25
Shahaf et. al. 8 0.836111 0.483333

Shahaf et. al. control 1 10 0.984375 0.615625
Shahaf et. al. control 2 10 0.829167 0.600893
VAST 2006 Challenge 19 0.862132 0.571804
VAST lattice all avg. 7.5 0.873 0.401
Random news chain 1 8 1.0 0.394444
Random news chain 2 8 0.883333 0.316666
Random news chain 3 8 1.0 0.711111

Table 2: Dispersion coefficient values.

1 has a higher score than Shahaf et. al.. Shahaf
et. al. control 1 has three copies of the fourth
document and it is desired to have a lower disper-
sion value since repeating exactly the same news
will not contribute to chain coherence. However,
the dispersion coefficient approach does not con-
sider the repetition of documents as a semantic pa-
rameter, it simply penalizes nonconsecutive doc-
uments which over-satisfies the distance thresh-
old as a document pair. However, for a given
chain we cannot know how close the nonconsec-
utive documents are beforehand. In order to ver-
ify this idea, we added a second control condi-
tion (Shahaf et. al. control 2) in which we re-
peated the fourth document at the beginning, mid-
dle, and end points, which resulted in lower disper-
sion coefficient values since non-consecutive iden-
tical document pairs have the distance value 0 and
penalty is higher due to higher index differences.
Moreover, random chains (Random news chain 3)
can get comparable higher scores for this measure.

As for the lattice-based news construction al-
gorithm, the average score for all the constructed
chains does not make an important difference
when compared with the VAST 2006 Challenge
ground-truth chain.

4 Conclusion

The first goodness metric, minedge gives correct
and consistent results. However, the dispersion co-
efficient values fail to evaluate the “goodness” of
given news chains. The reason can be attributed
to disregarding the consecutive document pairs in
the calculation of the coefficient value. Because
penalizing with respect to far away documents in
the chain is necessary but not sufficient condition
for a chain definition. At the same time, strong
pairwise association must be guaranteed.

When it comes to the lattice-based news chain
construction algorithm, extensive experimental
validation is needed. Moreover, alternative path
traversal heuristics can be adapted to the con-
structed lattice to produce coherent news chains.
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Abstract

We examine the extent to which we are
able to automatically identify constructive
online comments. We build several classi-
fiers using New York Times Picks as posi-
tive examples and non-constructive thread
comments from the Yahoo News Anno-
tated Comments Corpus as negative ex-
amples of constructive online comments.
We evaluate these classifiers on a crowd-
annotated corpus containing 1,121 com-
ments. Our best classifier achieves a top
F1 score of 0.84.

1 Introduction

Online commenting allows for direct communi-
cation among people and organizations from var-
ious socioeconomic classes on important issues.
Popular news articles receive thousands of com-
ments, but not all of them are constructive. Below
we show examples of a constructive and a non-
constructive comment on an article about Hillary
Clinton’s loss in the presidential election in 2016.1

(1) There is something inherently sexist about the as-
sumption that women are incorruptible and naturally
groomed to be better leaders than their male counter-
parts by virtue of being female. It is troubling to see
intelligent sexist women relay the disturbingly sub-
standard notion that despite Hillary Clinton’s deeply
flawed and frankly troubling history, this one here
must be revered at all cost. Women are equal under
the law, and as such should be held to the same legal,
ethical, and job performance standards - regardless of
their gender or power.

(2) If you think she lost because she was a women then
you are really out to lunch. Gender has nothing to do
with it.

1https://www.theglobeandmail.com/
opinion/thank-you-hillary-women-
now-know-retreat-is-not-an-option/
article32803341/

The first one, which was labelled as construc-
tive by our annotators (see Section 3), presents
an argument (that women should be equal in
all aspects), a challenge to an assumption (that
women are incorruptible), and a protest against
overlooking Ms. Clinton’s flaws because of her
gender. The second comment, labelled as non-
constructive, exhibits a dismissive tone (you are
really out to lunch), and provides no supporting
evidence for the claim that gender was not a factor
in the election.

There is growing interest in automatically or-
ganizing reader comments in a sensible way
(Napoles et al., 2017; Llewellyn et al., 2014). One
useful way to organize comments is based on their
constructiveness, i.e., by identifying which com-
ments provide insight and encourage a healthy dis-
cussion. For instance, The New York Times manu-
ally selects and highlights comments representing
a range of diverse views, referred to as NYT Picks.

In this paper, we focus on this problem of identi-
fying constructive comments. We define construc-
tive comments as those that contribute to the dia-
logue, which provide insights relevant to the arti-
cle, perhaps supported by evidence, and develop
computational methods for identifying construc-
tive comments.

The primary challenge in developing a com-
putational system for constructiveness is the lack
of annotated data. There is no systematically-
annotated training data available for constructive-
ness of individual comments. So we explore the
available resources: a set of NYT Picks as positive
examples and non-constructive thread comments
from the Yahoo News Annotated Comments Cor-
pus (YNACC) (Napoles et al., 2017) as negative
examples for constructiveness. We train support
vector machine classifiers and bidirectional long
short-term memory networks on this combination
dataset and achieve a top F1 score of 0.84 on an
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unseen test dataset containing 1,121 constructive
and non-constructive reader comments from the
website of a different newspaper, The Globe and
Mail.2

2 Related work

Napoles et al. (2017) define constructiveness of
comment threads in terms of ERICs—Engaging,
Respectful, and/or Informative Conversations.
They train four machine learning models on 2.1k
annotated Yahoo News threads and report an F1
score of 0.73 as their highest when identifying
constructive news threads. We deal with a simi-
lar problem, but in our case we examine individual
comments, rather than threads, as there is value in
identifying constructive comments as they come
in rather than waiting for a thread to degenerate
(Wulczyn et al., 2016). Work closer to ours is that
of Park et al. (2016), who explore New York Times
comments extracted using the New York Times
API to distinguish between NYT Picks and non-
picks. They train an SVM classifier on a skewed
dataset containing 94 NYT Picks and 5,174 non-
picks and achieve a cross-validation precision of
0.13 and recall of 0.60. NYT Picks have also
been used to study editorial criteria in comment
selection. For instance, Diakopoulos (2015) ana-
lyzed 5,174 NYT Picks and found that they show
high levels of argument quality, criticality, internal
coherence, personal experience, readability, and
thoughtfulness.

The data used by Napoles et al. (2017) does
not contain constructiveness annotations for indi-
vidual comments, but only for comment threads.
The NYT Picks used by Diakopoulos (2015) and
Park et al. (2016) are good representatives of con-
structive comments, but non-picks are not nec-
essarily non-constructive, as only a few com-
ments among thousands of comments are selected
as NYT Picks. We create our training data by
combining these two resources: NYT Picks for
positive examples and non-constructive comment
threads from the YNACC3 for negative examples.

3 Datasets

Training and validation data We propose to
use NYT Picks as representative training data for
constructiveness. The New York Times, like many
newspaper sites, provides a platform for readers to

2https://www.theglobeandmail.com
3https://webscope.sandbox.yahoo.com

comment on stories posted on the site. The com-
ments are manually moderated, by a team of only
13 moderators.4 As a result, only about 10% of
the stories published are open for commenting.5

Comments are classified into three categories: all
comments, readers’ picks, and NYT Picks. NYT
Picks are curated by the team of human modera-
tors, and are chosen because they are interesting
and helpful, but also based on the region or the
reader.6 Below we show an example of a NYT
pick on an article about a young girl’s suicide due
to cyber-bullying.7 The comment urges readers to
take an action against cyberbulling, and does so by
encouraging others to discuss the hurtful nature of
attacks online.

(3) All of us — moms, dads, sisters, brothers, and friends
need to talk about how words hurt. We need to take a
stronger stance against damaging attacks — Just say
no to texting or saying such hurtful comments, racial
epithets, etc. We often lament how electronic com-
munication enables uncivil speech, but we need to
address the root of the problem here — why 12 year
olds (indeed people of any age) are urging another
person to kill herself.

Our positive training examples have 15,079
NYT Picks extracted using the NYT API.8 Our
negative training examples consist of 15,950
comments occurring in negative threads in the
YNACC (Napoles et al., 2017), which contains
thread-level constructiveness annotations for Ya-
hoo News comment threads. Because we are inter-
ested in individual comments, rather than threads,
we consider all comments from a non-constructive
thread to be non-constructive. An example of a
comment from a non-constructive thread is shown
in (4).

(4) What makes you think that he’s not sleeping with the
robots already ;).

The training data is split into training set (90%)
and validation set (10%).

4https://www.nytimes.com/times-
insider/2014/04/17/a-comments-path-to-
publication/?_r=0

5https://www.nytimes.com/interactive/
2016/09/20/insider/approve-or-reject-
moderation-quiz.html

6https://www.nytimes.com/content/
help/site/usercontent/usercontent.html/
#usercontent-nytpicks

7http://www.nytimes.com/2013/09/14/us/
suicide-of-girl-after-bullying-raises-
worries-on-web-sites.html

8https://developer.nytimes.com/
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Feature Description

Length features (4) Number of tokens in the comment, number of sentences,
average word length, average number of words per sentence

Argumentation features (5) Presence of discourse connectives (therefore, due to)
Reasoning verbs (cause, lead), modals (may, should)
Abstract nouns (problem, issue, decision, reason)
Stance adverbials (undoubtedly, paradoxically)

Named-entity features (1) Number of named entities in the comment
Text quality features (2) Readability score & personal experience description score

Table 1: Constructiveness features.

Test data Our test data consists of 1,121 com-
ments downloaded from the site of The Globe
and Mail, a Canadian daily. We conducted an
annotation experiment using CrowdFlower,9 ask-
ing annotators to read the article each comment
refers to (a total of 10 articles), and to label the
comment as constructive or not. For quality con-
trol, 100 units were marked as gold: annotators
were allowed to continue with the annotation task
only when their answers agreed with our answers
to the gold questions. As we were interested in
the verdict of native speakers of English, we lim-
ited the allowed demographic region to English-
speaking countries. We asked for three judg-
ments per instance and paid 5 cents per annotation
unit. Percentage agreement for the constructive-
ness question on a random sample of 100 anno-
tations was 87.88%, suggesting that constructive-
ness can be reliably annotated. Other measures of
agreement, such as kappa, are not easily computed
with CrowdFlower data, because many different
annotators are involved. Constructiveness seemed
to be equally distributed in our dataset: Out of the
1,121 comments, 603 comments (53.79%) were
classified as constructive, 517 (46.12%) as non-
constructive, and the annotators were not sure in
only one case.10 We have made the corpus and
annotation guidelines publicly available.11

4 Experiments

We present results of three sets of experiments: 1)
identifying constructive comments using support
vector machine classifiers (SVMs) and construc-
tiveness features, 2) predicting constructive com-

9https://www.crowdflower.com/
10In our experiments we consider this comment as a non-

constructive comment.
11https://github.com/sfu-discourse-lab/

Constructiveness_Toxicity_Corpus

Measure Training Testing
C NC C NC

Mean 132.06 46.53 100.19 24.06
SD 71.36 87.52 81.34 19.08

Table 2: The mean length in words and stan-
dard deviation (SD) for constructive and non-
constructive comments. C = Constructive and NC
= Non-constructive.

ments using bi-directional long-short term mem-
ory neural networks (biLSTMs) and word embed-
dings, and 3) examining the effectiveness of using
NYT picks as representative positive examples for
constructiveness.

4.1 SVMs with constructiveness features

We train several SVM classifiers with a number of
constructiveness features, shown in Table 1.

Word features We wanted to examine whether
certain words or phrases are more common in con-
structive or non-constructive comments. For that
we extracted features representing 1- to 4-gram
counts and TF-IDF features.

Length features Constructive comments tend to
contain long sentences and long content words.
We include four length features, as shown in Ta-
ble 1. Note that this feature class can also serve
as a baseline—if the length alone is sufficient to
identify constructiveness, we may not need to ex-
plore more sophisticated features for constructive-
ness. Table 2 shows the mean length in words
and standard deviation for constructive and non-
constructive comments in our training and test
data. In general, constructive texts tend to be
longer and in all cases there is great variation in
length.
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Argumentation features We postulate a posi-
tive correlation between features of argumentative
text and news comments. An argumentative text
is one that contains argumentation, i.e., a claim
supported by evidence, and presented as a coher-
ent whole. The extensive literature on argumenta-
tion has identified linguistics aspects that pinpoint
to argumentative texts (Biber, 1988; van Eemeren
et al., 2007; Moens et al., 2007; Tseronis, 2011;
Habernal and Gurevych, 2017). Based on this
research, we include argumentation lexical cues,
such as discourse connectives and stance adver-
bials, in our set of features.

Named-entity features Our hypothesis is that
comments providing evidence and personal expe-
riences (i.e., constructive comments) tend to con-
tain named entities (e.g., Hillary Clinton, the Gov-
ernment, names of public institutions).

Text-quality features We include two features
from Park et al. (2016), readability score and per-
sonal experience score. Park et al. (2016) also
propose a method to identify high quality com-
ments, in their case modelling on NYT Picks and
non-picks. Some of their criteria are external to
the comment (relevance to the article, whether it
was recommended by other readers), but, since we
want to rely exclusively on the comment content,
we chose the two criteria that do so, both calcu-
lated using their tool.

We trained linear SVM classifiers with several
feature combinations from the above set of fea-
tures using sklearn.12 These models predict con-
structive comments in our test data. Some of the
best validation and prediction results of these clas-
sifiers are shown in Table 3.

4.2 biLSTMs with word embeddings

We wanted to examine to what extent a neural
network model is able to learn relevant patterns
of constructiveness from NYT Picks. We trained
bidirectional long short-term memory networks
(biLSTMs) with word embeddings on our training
data. We initialized the embedding layer weights
with GloVe vectors (Pennington et al., 2014). The
biLSTM models are usually used for sequential
predictions. Although our task is not a sequen-
tial prediction task, the primary reason for us-

12http://scikit-learn.org/stable/
modules/generated/sklearn.linear_
model.SGDClassifier.html

Model Validation Test
P R F1 P R F1

Random .51 .50 .50 .49 .50 .49

SV
M

Fe
at

ur
es wf .84 .83 .83 .81 .80 .80

lf .80 .80 .80 .79 .79 .79
af .75 .74 .75 .73 .73 .73
tqf .81 .81 .81 .83 .77 .76
nef .74 .73 .74 .72 .69 .68
af+tqf+nef .80 .78 .79 .84 .84 .84

biLSTM .86 .86 .86 .82 .81 .81

Table 3: Constructiveness prediction results.
P=average precision (for constructive and non-constructive

classes), R=average recall, F1=average F1 score, wf=word

(features), lf=length, af=argumentative, tqf=text quality,

nef=named entity.

ing biLSTMs is that these models can utilize the
expanded paragraph-level context and learn para-
graph representations directly. They have recently
been used in diverse text classification tasks, such
as stance detection (Augenstein et al., 2016), sen-
timent analysis (Teng et al., 2016), and medical
event detection (Jagannatha and Yu, 2016).

We use bidirectional LSTMs as implemented
in TensorFlow.13 We trained with the ADAM
stochastic gradient descent for 10 epochs. The
important parameter settings are: batch size=512,
embedding size=200, drop out=0.5, and learning
rate=0.001. Results for the biLSTM classifier are
also shown in Table 3. Note that the point of these
results is to demonstrate the feasibility of automat-
ically identifying constructive comments and the
parameter setting may not be the optimal one.

4.3 Effectiveness of NYT Picks

To examine the effectiveness of using NYT Picks
as representative positive training examples for
constructiveness, we carried out experiments with
training data containing a homogeneous sam-
ple from YNACC, in particular, by considering
comments from constructive YNACC threads as
constructive examples and comments from non-
constructive threads as negative examples. When
trained on this homogeneous YNACC training
data, we observed P, R, and F1 of 0.72, 0.71, and
0.71, respectively. These numbers are markedly
lower compared to the numbers we obtained when
we used NYT Picks for training (F1 = 0.81), sug-
gesting that using NYT Picks as positive exam-
ples for constructiveness does help. NYT Picks

13https://www.tensorflow.org/
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are chosen by human experts and are better repre-
sentatives of constructiveness. Although the per-
formance numbers with homogeneous YNACC
look similar to the numbers reported in Napoles
et al. (2017), recall that Napoles et al. (2017) fo-
cus on a different problem of identifying construc-
tive conversation threads. A constructive thread
may have a non-constructive comment and vice-
versa. Moreover, they report cross-validation re-
sults, whereas we are reporting results on our test
data containing reader comments from a different
news paper.

5 Discussion and conclusion

We have explored several approaches to the prob-
lem of detecting constructiveness in online com-
ments, focusing specifically on news comments.
Constructiveness is a desirable feature in online
discussion, and a constructiveness classifier can be
useful for moderation tasks, typically performed
by humans. Our methods achieve a top F1 score
of 0.84, which is probably sufficient to assist news
comments moderators.

We used two sets of available data as positive
and negative examples for the classifiers: New
York Times Picks as positive examples of con-
structiveness, and comments belonging to non-
constructive threads from the Yahoo News Anno-
tated Comments Corpus. Our test data consisted
of 1,121 examples annotated for constructiveness
through CrowdFlower.

Our methods can be grouped under two main
categories: SVMs with various features and bidi-
rectional LSTMs. For SVMs, we considered five
classes of features: word, length, argumentation,
named entity, and text quality features. Our best
F1 score is 0.84 on the test set with the combina-
tion of argumentation, text quality, and named en-
tity features. The length features alone give a high
F1 score of 0.79. But when we combine them with
other features the performance does not increase.
On the other hand, argumentation, text quality, and
named entity features seem to be complementary
and give the best results when combined together.

Our biLSMT model requires only a vector rep-
resentation of the text. We use an embedding layer
initialized with GloVe vectors, and achieved an
F1 score of 0.81 with this model. Note the sim-
ilar performance of SVMs with word features and
biLSTMs. We do not conclude from these exper-
iments that either method is superior, since these

are preliminary results and many other parameter
combinations are possible. The point of these re-
sults is just to demonstrate the feasibility of au-
tomating the task of identifying constructiveness
in news comments. A more rigourous investiga-
tion needs to be carried out in order to compare
and understand the differences between SVMs and
biLSTMs for this problem.

We achieved superior results when we used
NYT Picks as positive training examples for
constructiveness, suggesting that human-selected
NYT Picks are better representatives of construc-
tiveness.

A number of research avenues are planned for
this project. First, we are interested in exploring
other relevant features for constructiveness, such
as the use of emoticons and fine-grained named-
entity features (e.g., occurrences of a journalist’s
name). Second, we are interested in exploring the
relation between constructiveness and toxicity. Fi-
nally, we are working towards making our compu-
tational system for identifying constructive com-
ments robust and easily accessible.
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Abstract 

The discrepancy between science and 
media has been affecting the effective-
ness of science communication. Origi-
nal findings from science publications 
may be distorted with altered claim 
strength when reported to the public, 
causing misinformation spread. This 
study conducts an NLP analysis of ex-
aggerated claims in science news, and 
then constructed prediction models for 
identifying claim strength levels in 
science reporting. The results demon-
strate different writing styles journal 
articles and news/press releases use for 
reporting scientific findings. Prelimi-
nary prediction models reached prom-
ising result with room for further im-
provement. 

1   Introduction 

On April 18, 2017 many science news agencies 
reported a new study on peer effects in health 
behavior (Aral and Nicolaides, 2017). Here are a 
few examples of the headlines: 

AAAS: “Exercise is contagious, especially if 
you are a men”  
MIT Sloan press release: “Turns out exercise 
is contagious”  
Medscape: “Exercise may be contagious”  
Gulfnews: “Exercise can be contagious, new 
social network analysis finds”. 

Regardless of the original finding, these news 
headlines interpreted and thus reported the find-
ing with different levels of strength (using differ-
ent verbs such as “is”, “may”, and “can”). 

This example illustrates a prominent problem 
in science communication that original scientific 
findings might be altered or distorted during the 
information spread process. Different infor-

mation subsidies such as the university press and 
news releases have been widely used to deliver 
research findings. However, possibly caused by 
different writing purposes of scientists and jour-
nalists, those paraphrased versions of the original 
findings in the reporting may not be as accurate. 
For example, the university press release has 
been found to be a major source of misinfor-
mation (Sumner et al., 2014). 

The ways in which information is framed 
along with how the audiences decode it has 
powerful impacts on public behaviors. Hence the 
aforementioned misinformation diffusion can 
cause misunderstanding of science findings. A 
possible approach for curbing such 
misinformation diffusion in science 
communication is to compare relevant findings 
reported in science news and the original journal 
articles, identifying the strength levels of their 
claims, and thus to warn writers and readers of 
potential exaggerations in the science reporting. 

Such approach requires two steps: “claims 
pairing” and “claim strength identification”. In 
this paper we focus on the second task, and leave 
the first task to future work. We explored the 
statement of causality in health-related science 
communication covered by academic journals, 
university press releases and news stories. We 
analyzed how causal triggers (i.e., verbs or verb 
phrases that express causal relations in claims) 
are associated with different levels of casual rela-
tions, using the open-dataset released by Sumner 
et al. (2014). Also, we developed text classifica-
tion models to predict the strength levels of 
claims in academic papers and news articles. 

This study seeks answers to the following re-
search questions: (1) What are the linguistic fac-
tors distinguishing different reporting styles of 
journal articles and news/press releases? (2) What 
are the causal triggers for different levels of claim   
strength? (3) Is it feasible to automatically identify
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the strength of claims in science reporting and 
news? If so, what are the current achievement and 
challenges? 

2   Related Work 

In the NLP field scholars have tried to identify 
misinformation from different perspectives, in-
cluding credibility prediction (Castillo et al., 
2013), rumor detection (Qazvinian et al., 2011; 
Zubiaga et al., 2016) etc. Although satisfactory 
accuracy for automatic misinformation detection 
could be made, the effectiveness of discrediting 
misinformation on people’s belief and perception 
remains unknown. Prior studies found that false 
information with exaggerated claims is designed 
to meet emotional needs and often emerges in sit-
uations of uncertainty (Silverman, 2015). For 
people with strong fixed views, encountering con-
tradicting claims and arguments can cause them to 
strengthen their original belief. One possible way 
to reduce the continuing of misinformation is to 
explain why the information or myth is wrong by 
showing the rhetorical techniques such as the spe-
cific exaggeration that was used (Cook and 
Lewandowsky, 2012). 

A relevant task of analyzing such rhetorical 
manipulation in science communication is to iden-
tify the strength of claims. Light et al. (2004) built 
a classifier to predict the levels of speculative lan-
guage in sentences from biomedical abstracts. 
Vlachos and Craven (2010) also developed a clas-
sifier to detect the information certainty in bio-
medical text, using syntactic dependencies and lo-
gistic regression. Blake (2010) proposed a claim 
framework that tries to capture the ways an author 
communicates a scientific claim. The framework 
is built on the certainty of causal relations that 
were presented, which is closely related to 
strength identification. 

The problem of identifying claim strength is 
also closely linked to several other science com-
munication and science news reporting problems, 
especially on casual relation and exaggeration de-
tection. Though many efforts have been made to 
analyze causal relations in claims (e.g., Mihaila et 
al., 2013; Sumner et al., 2014; Khoo et al., 2000), 
massive diffusion of unverified rumors fosters 
confusions about causation that could adversative-
ly impact the public beliefs and decisions. Under 
this circumstance, readers’ knowledge and per-
sonal judgment for claims of different issues will 
be challenged greatly. 

Unlike previous studies mainly focusing on 
single domain, in the current work we studied 
claim strength across multiple domains/genres of 
both academic publication and news/press releas-
es. We tried to automatically identify claim 
strength in science reporting with special focus on 
the different types of causal relationship. It is also 
the first step towards automatic identification of 
exaggeration and emotion manipulation in science 
news. 

3   Experiment 

3.1   Data 
In this study, we use an open data set 
(http://dx.doi.org/10.6084/m9.figshare.903704) 
developed by Sumner et al. (2014). This corpus 
includes a sample of health-related journal arti-
cles and their corresponding press releases and 
news articles. After manually coding the strength 
levels of the main claims from the three sources, 
they found that the press release is a major 
source of exaggeration in science news reporting.   

This open data set includes 462 health-related 
press releases and their corresponding claims in 
668 associated journal articles and news stories. 
The primary causal claims in the journal articles, 
press releases and news reports are coded into 
seven categories with increasing strength of rela-
tionship: no mentioned relationship (Category 
“0”); statement of no relationship (Category “1”), 
statement of correlation (Category “2”), ambigu-
ous statement of relationship (Category “3”), con-
ditional statement of causation (Category “4”), 
statement of “can” (Category “5”), and statement 
of causation (Category “6”). Table 1 lists the cate-
gory definitions and an example for each category. 

3.2   Data Preprocessing 
Adjusting category granularity: The original 
data set contains 1727 claims in 7 categories (“0”– 
“6”), with Category 6 (statement of causation) and 
Category 2 (statement of correlation) as the largest 
groups, accounting for 49% and 21% respectively. 
The other categories are relatively smaller. 

To create a more balanced data set, we adjusted 
the category granularity, reducing the number of 
categories from 7 to 4. Category 0 was removed 
because it contains only 2 examples. Category 1 
(“no relationship”) remains the same. Category 3 
is semantically close to Category 2, and thus was  
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IV: independent variable, DV: dependent variable 
Table 1: Examples of different type of causal claims based on their strength. 

 
merged into Category 2 (“correlation”). Catego-
ries 4 and 5 were merged into new Category 4 
(“conditional causation”) because both are weaker 
levels of causal relationships. Liberman (2011) 
found that although biomedical scientists clearly 
distinguished “may cause” (Category 4) and “can 
cause” (Category 5) types of relationships, science 
journalists seem not to distinguish them anyway. 
Category 6 (“causation”) remains unchanged as 
the definitive statement of causation. 

After adjusting the claim strength granularity, 
the original data was converted to four main cate-
gories: “no relationship” (Category 1), “correla-
tion” (Category 2), “conditional causation” (Cate-
gory 4), and “causation” (Category 6). Table 2 
shows the distribution of each category before and 
after merging in the open dataset. 

Separating training and testing data: The 
original data set contains 462 spreadsheets, one for 
each press release. Each spreadsheet documented 
the science claims reported in the original journal 
articles, and their paraphrased versions in the press 
releases and various news articles. Since all claims 
in the same spreadsheet involve the same science  

 
topic, we kept all statements from the same spread-
sheet altogether either in training or in testing set to 
ensure the generalizability of the trained classifier. 
Specifically, statements from the first 300 spread-
sheets were used for training and the rest 162 for 
testing. 

Separating statements from journals and 
news/press: An important feature in academic 
writing is cautions language, often called “hedg-
ing” or “vague language”, which may differ from 
the writing style in journalism. To test the homo-
geneity in writing style, we examined the hedging 
words in the training data using the Bioscope cor-
pus (Szarvas et al., 2008). The Bioscope corpus 
marked a number of hedging cues in the abstracts 
of research articles, such as “may”, “suggest”, 
“indicate that”, “whether”, “appears”. It is the 
most comprehensive hedging cues collection for 
biomedical writings we can find so far. 

We calculated the document percentage of the 
statements with hedging words in the training data 
and consistently higher occurrences in journals 
than in news/press articles among all categories. 
See Table 3 for the distribution. The difference is 

Category Statement Category 
No relationship mentioned – No relationship is 
mentioned 

...we report the discovery and characterization 
of a unique core genome-encoded superantigen, 
providing new insights into the evolution of 
pathogenic S. aureus… 

0 

Statement of no relationship – Explicitly stat-
ing there is no relationship 

…caesarean section by clinical officers does not 
result in a significant increase in maternal or 
perinatal mortality significant increase. 

1 

Statements of correlation – The IV and DV are 
associated, but causation cannot be explicitly 
stated 

We found a strong graded relationship between 
increasing levels of psychological distress and 
the likelihood of being awarded a new disability 
pension. 

2 

Ambiguous statement of relationship – It is 
unclear what the strength of relationship of 
these statement is. The statement could mean 
that IV causes DV, or that the two variables 
are associated – either would be applicable. 

…high levels of a protein called SGK1 are 
linked with infertility, while low levels of it 
make a woman more likely to have a miscar-
riage… 

3 

Conditional statement of causation – Causal 
statements show that the IV directly changes 
the DV. Conditional causal statements carry 
an element of doubt in them. 

Genetic-screening trial could reduce drug side-
effects. 

4 

Statement of “can” - The word “can” is unique 
as a statement of relationship in that it implies 
that the IV always has the potential to directly 
change the DV. it is a stronger statement than 
any conditional statement of causation. 

Chocolate every day can reduce risk of heart 
disease. 

5 

Statements of causation – The strongest state-
ments are statements of causation. This state-
ment says that the IV directly alters the DV. 

…three antiviral agents we studied significantly 
reduced the levels of Ab and P-tau… 

6 
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the highest in Category 1 (“no relationship”), 
where hedges occurred in 81.5% journal claims 
but only in 58.6% press/news claims. 

Due to the difference in writing style, we fur-
ther separated statements in journal articles from 
those in press/news reports, and prepared training 
and testing data sets for each genre. Table 4 shows 
the distribution of statements after training/testing 
and journal/press separation. 

Even though researchers claimed publication 
and reporting bias against negative findings 
(Dwan et al, 2008), our data consist of paired 
statements from different reporting sources; the 
percentage of the biased reporting should be com-
parable in journal articles and press releases. 
However, the category distribution in Table 4 
shows that in journal articles a lot more correla-
tions are reported, while in news/press releases 
more causation relations are reported. This obser-
vation along with the hedging words distribution 
supports our argument for the genre difference be 
between journal articles and news/press releases, 
justifying our decision to separate the statements 
according to their sources. 

We did not further separate press release and 
news article to avoid overly small data sets, as-
suming no significant style difference in these two 
genres. 

Claim Strength Original   Merged 
1 (no relationship) 82 82 
2 (correlation) 366 

519 3 (ambiguous relation) 153 
4 (conditional causation) 163 278 
5 (statements of “can”) 115 
6 (causation) 846 846 
Total  1725 1725 
Table 2:  Claim strength distribution in the open 

dataset before and after category adjusting. 
 
Claim Strength Journal 

Count  
(Percentage) 

News/press 
Count  
(Percentage) 

1 (no relationship) .815 .586 
2 (correlation) .756 .698 
4 (conditional  
   causation) 

1.00 .984 

6 (causation) .706 .582 
Total .759 .690 
Table 3:  Hedging words distribution in journal 

and news/press. 
 
 
 

 

Notes: numbers in the brackets are the percentages. 
Table 4: Statement distribution after source and 

training/testing separation. 

3.3   Feature Extraction 
We constructed four feature vectors using differ-
ent representations: 1) BOW: simple bag-of-
words; 2) B-BOW: bag-of-words with the bolded 
linguistic cues that are manually-highlighted in 
the open data set; 3) N-BOW: bag-of-words with 
doubled negation words in the statements; 4) E-
BOW: bag-of-words enriched with enhanced de-
pendency parsing. We did not do stemming in or-
der to keep word inflections. We did not remove 
stopwords because function words are likely style 
markers, for example “that” could indicate a sub-
ordinate clause. 

For 2), the bolded linguistic cues (e.g., “associ-
ated”, “increased risk”, “appears to offer”) were 
words/phrases labeled by annotators for identify-
ing the claim strength. For 3), we searched for all 
the negation words (e.g., “no”, “not”) marked in 
the Bioscope corpus, and then doubled their oc-
currences in the statements by appending these 
words to the end of that statement (e.g. “Water 
softeners provided no additional benefit to usual 
care.” becomes “Water softeners provided no ad-
ditional benefit to usual care. no”). For 4), we 
used the Stanford dependency parsing to extract 
all enhanced dependency relations in the state-
ment. Dependency labels like nsubj and depend-
ency words are tokenized separately and used as 
word features alone or combined with BOW to 
train our model). 
For example, 
Original statement from the open data set: 
“A quick and cheap test could save the lives of babies 
born with congenital heart defects. (Category 4)” 
Dependency words: 
“test- A- test- quick- quick- and- quick- cheap- save- 
test- save- could- ROOT- save- lives- the- save- lives-  
 

Claim 
Strength 

Journal 
Train 
 

Journal 
Test 
 

News/
Press 
Train 

News/
Press 
Test 

1 27 
(.050) 

11 
(.039) 

29 
(.048) 

15 
(.050) 

2 213 
(.397) 

115 
(.405) 

126  
(.208) 

65 
(.218) 

4 51 
(.095) 

24 
(.085) 

127  
(.209) 

76  
(.255) 

6 245 
(.457) 

134 
(.472) 

325  
(.535) 

142  
(.477) 

Total  536 284 607 298 

109



  

Claim Strength MNB (tf) SVM (boolean) SVM (tf) 
Journal  Press Journal  Press Journal  Press 

1 (no relationship) .632 .000 .696 .261 .667 .190 
2 (correlation) .649 .512 .629 .537 .639 .512 
4 (conditional causation) .400 .759 .766 .847 .783 .833 
6 (causation) .670 .748 .709 .784 .716 .768 
Macro-average F1 score .587 .505 .700 .607 .716 .576 

Table 5: Classification accuracy of BOW unigram approach. 
 

Claim Strength Journal (SVM-tf) Press (SVM-boolean) 
1 (no relationship) .667 .273 
2 (correlation) .648 .508 
4 (conditional causation) .826 .825 
6 (causation) .730 .780 
Macro-average F1 score .718 .596 

Table 6: Classification accuracy of BOW unigram+bigram approach (using the best unigram model). 
 

Claim Strength B-BOW N-BOW E-BOW 
Journal  Press Journal  Press Journal  Press 

1 (no relationship) .522 .182 .526 .105 .696 .250 
2 (correlation) .642 .542 .636 .512 .626 .545 
4 (conditional causation) .727 .821 .766 .836 .766 .831 
6 (causation) .702 .780 .716 .761 .704 .770 
Macro-average F1 score .648 .581 .661 .554 .698 .599 

Table 7: Classification accuracy of B-BOW, N-BOW, and E-BOW approach.

lives- of- of- babies- babies- born- born- with- defects- 
congenital- defects- heart- with- defects” 
Dependency tags: 
“det amod cc conj nsubj aux root det dobj prep pobj 
vmod prep amod nn pobj” 
 
The final vector is a combination of the three 
parts above. 

3.4   Classification Results 
Unigram features: We built two unigram models 
using Multinomial Naïve Bayes (MNB) and 
SVMs (Liblinear) with default settings in the Sci-
kit Learn toolkit. Macro F1 scores are reported for 
evaluating the model performance in Table 5. For 
journal articles, SVM (with term frequency) has 
the best performance (F1 score = .716). For 
press/news articles SVM (with Boolean vectors) 
performed the best (F1 score = .607). Both models 
performed significantly better than the random 
guess baseline .25. Overall the model for the 
Journal genre performs better than the model for 
the press/news genre. Category wise the “no rela-
tionship” category has the lowest F1 scores, espe-
cially for statements in news/press releases. The 
“conditional causation” category has the highest 
F1 score among all claim strengths.  

Enriched features: We continued to use SVM 
to build more models with enrich features. Adding 

bigrams resulted in slightly higher F1 score (.718) 
for journal and lower F1 score (.596) for press (as 
shown in Table 6). Therefore, we kept using the 
unigram features in later experiments. Table 7 re-
ports the best classification results for the rest of 
each representation method mentioned in Section 
3.3. As for B-BOW, we trained our model with 
bolded words only (with term frequency), bolded 
words only (with Boolean), and bolded words 
combined with the original statements (with term 
frequency).  

4   Error Analysis 

Error analysis shows that the classifier has a lot 
more to learn, such as variations in negation and 
distracting relationships mentioned in subordinate 
clauses. Analysis on the error cases in both journal 
articles and press releases shows that the most 
common disagreement is between categories 2 
and 6, even though the two categories are not se-
mantically close in the open dataset. This is large-
ly caused by the location of the causal triggers for 
claim strength. 

To further test the difficulty of identifying the-
se two types of claim strength, we extracted about 
50 statements in categories 2 and 6 from our mis-
classified cases and then invited two graduate stu-
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dents to judge their strength. The F1 scores com-
pared to the ground truth (labeled score) were 
.440 and .630, with many Category 6 misjudged 
into Category 2 and vice versa, which is con-
sistent to the machine performance. This low hu-
man performance also suggests the challenge of 
correctly identifying the claim strength even for 
well-educated readers. 

5   Conclusion  

In this study, we conducted an NLP analysis of 
claim strength and constructed prediction models 
for identifying claim strength levels in science re-
porting. Our best models reached .718 F1 score for 
distinguishing claim strengths in journal articles, 
and .607 F1 score in news/press releases, with very 
high performance for identifying conditional causa-
tions. Our analysis shows even though scientific 
writing follows a well-defined style, scientists’ and 
journalists’ creative use of language still poses sig-
nificant challenge to our task. The major challenges 
are the variations in negation and distracting rela-
tionships mentioned in subordinate clauses for 
correlation and causation statements. We will con-
duct deeper syntactic analysis to improve the model 
performance in our future work.  
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