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Abstract

Given the advantage and recent success of
English character-level and subword-unit
models in several NLP tasks, we consider
the equivalent modeling problem for Chi-
nese. Chinese script is logographic and
many Chinese logograms are composed
of common substructures that provide se-
mantic, phonetic and syntactic hints. In
this work, we propose to explicitly incor-
porate the visual appearance of a charac-
ter’s glyph in its representation, resulting
in a novel glyph-aware embedding of Chi-
nese characters. Being inspired by the suc-
cess of convolutional neural networks in
computer vision, we use them to incorpo-
rate the spatio-structural patterns of Chi-
nese glyphs as rendered in raw pixels. In
the context of two basic Chinese NLP tasks
of language modeling and word segmen-
tation, the model learns to represent each
character’s task-relevant semantic and syn-
tactic information in the character-level
embedding.

1 Introduction

Recently, in combination with deep learning,
character-level and subword-unit-level models has
achieved the state-of-the-art performance in var-
ious natural language processing (NLP) tasks in-
volving Western languages (Wu et al., 2016),
we consider the equivalent modeling problem for
solving NLP tasks in Chinese. Unlike English
script which is alphabetic with a small alphabet,
Chinese script is logographic with a large set of
characters which are meaningful individually. Ac-
cording to Table of General Standard Characters

∗These authors contributed equally and their names are
randomly ordered.

(通⽤规范汉字表) compiled by the Chinese gov-
ernment in 2013, there are 3,500 level-1 (being
the most common) characters and more than 8,105
characters in total (Wikipedia, 2017). At the same
time, it is not correct to treat Chinese characters as
equivalent to English words because the distribu-
tion of Chinese characters deviate markedly from
Zipf’s law (Zipf, 1935; Shtrikman, 1994). Further-
more, there is evidence suggesting that segmented
Chinese words, - some of them are unigrams -, dis-
tribute according to Zipf’s law (Xiao, 2008). Ar-
guably, the closest equivalent linguistic unit in En-
glish corresponding to a Chinese character is a sub-
word unit, i.e., word fragments.
Furthermore, there is a strong case for modeling

at character-level for task involving Chinese cor-
pora, since Chinese text is usually written without
word boundaries to indicate the segmentation of
characters into words. As a consequence, word-
segmented corpora is rare. Traditionally, systems
are designed to process words as input, so often,
a separately trained or hand crafted routine would
first segment the contiguous sequence of charac-
ters into words as part of the preprocessing. How-
ever, this pipeline design might unnecessarily ac-
cumulate error due to segmentation ambiguity that
can be resolved in a later stage. The trend of end-
to-end training of differentiable, neural network-
based models also enables training character-level
models jointly with the rest of the system under the
task objective. It is well-known that many Chi-
nese characters’ written form, their glyphs, share
common sub-structures and some of these sub-
structure are informative of the semantics, syntac-
tic role and phonetics of the characters. For exam-
ple, for semantics,⾬ (rain)雪 (snow)雹 (hail)雷
(thunder) all have a sub-structure⾬, which com-
monly denote meteorological phenomena.1 For

1A sub-structure such as⾬ in雪 is called a radical.
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syntactic roles,打 (hit)提 (lift)抓 (grab) all con-
tain ⺘ which is indicative of a verb. For pho-
netics, ⼄ (yǐ) 亿 (yì) 忆 (yì) all share ⼄. How-
ever, as far as we are aware of, at the time of our
work2, there is no study that explicitly exploits the
spatio-structural information of a Chinese charac-
ter’s glyph for NLP tasks.3 In this work, we ex-
plore the effect of incorporating glyphs as addi-
tional features in the context of two common Chi-
nese NLP tasks, segmentation and language mod-
eling, resulting in a novel glyph-aware embedding
of Chinese characters. This work’s major contri-
butions are

• a novel character embedding model that ex-
plicitly incorporates visual appearance of
Chinese characters.

• new state-of-the-art results on a segmentation
benchmark task.

2 Hypotheses

We hypothesize that the semantic and syntactic
information of sub-glyph structures can help im-
prove the character embeddings and thus improve
performance in Chinese NLP tasks.
Intuitively, representing each character only by

their ID’s implies that any pair of characters are
as distinct as any other pair. This ignores any
common sub-glyph structures shared by charac-
ters. Therefore incorporating the glyph’s visual in-
formation we should be able to generalize knowl-
edge learned about a character to another via their
shared sub-glyph structures.
However, this hypothesis is not trivial because

there are many Chinese characters that share strik-
ingly similar visual appearances yet not their
meanings. For example, ⼟ (soil) ↔ ⼠ (roughly
means -er as fighter translates to⽃ (fight)⼠), and
⼈ (person) ↔ ⼊ (enter). By identifying a char-
acter with only its visual appearance, we are vul-
nerable to this new source of ambiguity which can
harm performance. Due to this concern, we also
include a mixed embedding in our experiments
which combine both ID and glyph representation.

2Since then, we discovered two independent, concurrent
studies with approaches similar to ours by Liu et al. (2017)
and Costa-jussà et al. (2017).

3A character’s visual appearance is essential in solving
hand-writing recognition tasks which are challenges in com-
puter vision.

3 Method

In keepingwith the common neural networkmodel
architectures, we decided to feed the glyph as
an input to a feed-forward neural network (FNN)
model, an embedder, that outputs an embedding
vector which, in both the segmentation task and
the language modeling task, is then consumed by
a recurrent neural network to make predictions. In
order to compare the proposed glyph-aware em-
beddings with the glyph-unaware embeddings, we
shall keep the recurrent neural network (RNN) ar-
chitecture fixed and only change the embedder in
our experiments.
Considering that there are many different lay-

outs for sub-glyph structures4, and the same radi-
cal can appear at different positions5, we think the
most promising representation that preserves both
the identities and the spatial arrangement of sub-
structures is to use the raw pixels of a glyph.
Being inspired by the success of convolutional

neural networks (CNN) (LeCun et al., 1995) in
learning feature representation in computer vi-
sion (Krizhevsky et al., 2012), we used CNN to im-
plement the embedder (see Figure 1). We believe
that the spatial translational invariance induced
by CNN’s filter structure is particularly suited for
modeling radicals that can appear at different lo-
cations of a glyph. After the CNN, a fully con-
nected layer outputs an embedding vector of some
dimension k. To apply our method, we first render
the glyph for a character using a font file6 and then
feed the glyph as a gray-scale image into the CNN
embedder.
We implemented our models and experiments

efficiently with Tensorflow (Abadi et al., 2016). In
particular, we cached rendered glyphs to reduce re-
peated render calls of the same character by 1,000
times. We open-source our implementation7 for
replicability

4 Results

Chinese language modeling
Following the common approach in languagemod-
eling (LM), we model the likelihood of a sentence

4昌 has a vertical layout, 明, horizontal, and 晶, com-
pound.

5the radical⼝ (mouth) can appear on the left喊, top员,
bottom含, inner向.

6We used Google’s free Noto font (Google Inc.) through-
out this work including the Chinese characters rendered in this
paper.

7http://github.com/falcondai/chinese-char-lm
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Figure 1: Left: our proposed glyph-aware CNN
embedder. Right: the commonly used embedding
model (we refer to this as ID embedder). The train-
able parameters are labeled in orange.

as

p(c1, · · · , cn) = p(c1)
n∏

i=2

p(ci|c1, · · · , ci−1)

where ci is the i-th character in a sentence of
n characters. The conditional distribution of
p(ci|c1, · · · , ci−1) is modeled as a gated recurrent
unit (GRU) (Chung et al., 2014) together with an
embedder. In all the experiments, we used a GRU
with a 128-dimensional hidden state, and 300-
dimensional embedding vectors for all embedders.
For the CNN embedder, we use a two layer CNN:
32 (7, 7) filters with (2, 2) stride in the first layer,
16 (5, 5) filters (2, 2) stride in the second layer, and
a fully-connected layer at the end. For all the lay-
ers, we use ReLU non-linearity throughout (Nair
and Hinton, 2010). For the linear embedder, we
used only one fully-connected layer. For the last
row “ID + CNN embedder” in Table. 1, we com-
bine the embedding vectors output by ID and CNN
embedders via vector addition. In all the runs, we
limited the vocabulary size to 4000 with one un-
known class.
We experimented with language modeling on

the Microsoft Research dataset (MSR) from the
Second International Chinese Word Segmentation
Bakeoff (Emerson, 2005). First, we should note
that the CNN embedder outperformed the linear
embedder by a largemargin (see the second and the
third row in Table. 1. This is expected as the CNN
is more suitable for modeling image data. Second,

embedders test perplexity
ID embedder 47.53

linear embedder 71.51
CNN embedder 55.51

ID + CNN embedder 47.75

Table 1: LM performance of different embedders
on the test split of MSR.

the ID embedder (see the first row in Table. 1) re-
mains a very strong baseline and themixed embed-
der is only as good as the ID embedder by itself
(see the fourth row in Table. 1). It seems that CNN
embedder did not provide extra information useful
for the task.

Chinese word segmentation

We use Peking University dataset (PKU) and Mi-
crosoft Research dataset (MSR) from the Second
International Chinese Word Segmentation Bake-
off (Emerson, 2005) to compare the proposedCNN
embedder with the ID embedder. We formu-
lated the segmentation task as a structured pre-
diction problem of predicting whether to insert
word boundary behind a character for each char-
acter given the whole input sentence. An example
would be:

这 是 ⼀句 话 。
1 1 0 1 1 1

We experimented with both single-directional
GRU and bidirectional long short-term memory
(LSTM) recurrent networks (Graves and Schmid-
huber, 2005; Hochreiter and Schmidhuber, 1997;
Schuster and Paliwal, 1997) as the sequence pre-
diction models in our experiments (RNN segmen-
tor). (see Table. 2 and Table. 3). RNN segmen-
tor takes sequence of embeddings from embed-
der. For the CNN embedder, we used a single
layer ReLU-gated CNN: 16 (5,5) filters with (2,2)
stride and a fully-connected layer to output a 100-
dimensional embedding vector at the end. For the
RNN segmentor, the hidden unit is set to be 100
dimensional with a fully-connected layer mapping
the output hidden state to a binary prediction at
each character. Overall, on both PKU and MSR,
the proposed mixed embedder and bidirectional
LSTM achieved the best performance outperform-
ing the previous state-of-the-art on by a signifi-
cant margin. Similar to the LM experiments, we
use a vocabulary of 4000 and one unknown class.
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RNN
segmentors embedder precision recall F1

GRU
ID 87.41 84.14 85.75

CNN 90.03 89.54 89.78
ID + CNN 90.46 88.80 89.62

Bidirectional
LSTM

ID 96.06 94.66 95.36
CNN 94.73 94.88 94.81

ID + CNN 96.91 95.41 96.15
NWS (Cai and Zhao, 2016) 95.5 94.9 95.16

Table 2: segmentation results on PKU dataset

RNN
segmentors embedder precision recall F1

GRU
ID 86.97 85.25 86.10

CNN 89.93 86.79 88.33
ID + CNN 88.81 87.19 88.00

Bidirectional
LSTM

ID 97.34 97.25 97.29
CNN 97.07 96.98 97.03

ID + CNN 97.82 97.04 97.43
NWS (Cai and Zhao, 2016) 96.1 96.7 96.4

Table 3: segmentation results on MSR dataset

We use Adam (Kingma and Ba, 2014) optimizer
throughout all our experiments.

5 Analysis

Due to the lack of improvement of the proposed
mixed embedder over the ID embedder in the lan-
guage modeling task, we suspect that the CNN
embedder is under-trained. Unlike a digit class
in MNIST (LeCun et al., 2010) which has 6,000
training examples, given one font, a character
only has one glyph and every sub-glyph structure
appears on average in only about 40 characters.
Thus we suspect that the variability in input to
the CNN is too limited. Modeling after common
image augmentation technique (Krizhevsky et al.,
2012), we applied random jitters, i.e., 2D transla-
tion with ∆x, ∆y ∈ {−2,−1, 0, +1, +2}, to the
input glyphs at training time. This increases the
input variations by 25-fold but the perplexity de-
grades slightly to 49.66.
Since we mix the ID embedding and CNN em-

bedding by summation in the proposed mixed em-
bedder, the norm of each component embedding
determines the relative importance of that repre-
sentation in the resulting embedding. In Figure. 2,
we observe that the CNN embeddings distribute
differently in the trained segmentation model and
the trained language modeling model. In the case
of language modeling, the norm of CNN embed-
dings is squashed suggesting that CNN embedding
is largely ignored.

Figure 2: The distribution of the Frobenius norm
of ID embeddings (id norm) and CNN embeddings
(glyph norm) from the mixed embedder. Top: the
segmentation task. Bottom: the language model-
ing task.

6 Discussion

It should be noted that the number of parameters of
the proposed CNN embedder is different than that
of the ID embedder. Suppose the dimensionality
of the embedding vectors is K, and the vocabu-
lary size is N , the CNN embedder has O(N + K)
many parameters: O(K) many trainable parame-
ters and O(N) glyphs rendered from a font file. In
contrast, the ID embedder has O(N K) many pa-
rameters, all of which are trainable. This means
that the CNN embedder is a more compact repre-
sentation with competitive performance as the ID
embedder.

Related work

Shi et al. (2015) represented a character by its rad-
icals based on Wubi input method but this ignores
the scales and spatial arrangement of each radical
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which are present in our rendered glyphs.
It came to our late attention that independently,

Liu et al. (2017) considered the same character-
level modeling problem and experimented with
vanilla CNNmodels almost identical to ours. They
evaluated their method on a new document classi-
fication task instead of the commonly considered
tasks or benchmarks we considered in this work.
Consistent with their findings, we also observed
similar effects of CNN embedder, ID embedder
and mixed embedder in our tasks. Our mixed em-
bedded corresponds roughly to their early fusion
model. Costa-jussà et al. (2017) also considered
incorporating Chinese glyphs as additional fea-
tures in their Chinese-Spanish machine translation
system and their modeling approach corresponds
roughly to our linear embedder.

Future work

We hope to delve deeper into the cause of the CNN
embedder’s low performance in the LM task. In
particular, we want to experiment with using bag-
of-stroke prediction in a multi-task loss to provide
CNN with extra supervision during training. Fur-
thermore, we have only explored two NLP tasks
that emphasize semantic and syntactic information
in this work. In the future, we hope to explore tasks
that requires more phonetic information to do well,
such as phoneme prediction.

7 Conclusion

Our experiments show that glyph-aware embed-
ding can improve performance in some Chinese
NLP tasks, in particular, the word segmentation
task. Further studies are needed to understand the
usefulness of glyph features in a more comprehen-
sive way. However, given the visual ambiguity
inherent in Chinese characters and the difficulty
to interpret neural network models, any further re-
search that uses glyph features and deep learning
methods should exercise caution when measuring
and verifying the contribution of the glyph fea-
tures.
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