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Abstract

In this paper, we propose using a ”boot-
strapping” method for constructing a de-
pendency treebank of Arabic tweets. This
method uses a rule-based parser to create
a small treebank of one thousand Arabic
tweets and a data-driven parser to create
a larger treebank by using the small tree-
bank as a seed training set. We are able
to create a dependency treebank from un-
labelled tweets without any manual inter-
vention. Experiments results show that
this method can improve the speed of
training the parser and the accuracy of the
resulting parsers.

1 Introduction

Rule-based parsers have been developed and used
for decades in the NLP community. In such
parsers, linguistic rules are written to represent
knowledge about the syntactic structure of a lan-
guage. The parser produces the resulting parse
trees by applying these rules to input sentences.
It uses a dictionary or lexicon to store information
about each word in input text before applying the
linguistic rules. Although this kind of parser is
widely-used in a variety of NLP systems to pro-
vide deep linguistic analyses, they have disadvan-
tages: they are slow and it is time-consuming, ex-
pensive and tedious to construct dictionaries and
to write the rules by expert linguists and hard to
maintain them.

In recent years, data-driven parsers have been
widely used due to the availability of annotated
data such as the Penn Treebank (PTB) (Marcus et
al., 1993) and the Penn Arabic Treebak (PATB)
(Maamouri et al., 2004). These parsers are ro-
bust and produce state-of-the-art results compared
to rule-based ones. However, the reliance on anno-

tated data is one of the significant disadvantages of
using data-driven parsers because a large amount
of rich annotated data is not always available for
many languages and domains due to various fac-
tors (Ramasamy and Žabokrtskỳ, 2011).

In the domain of Arabic tweets, we decided to
use a data-driven approach, but for that a suit-
able collection of training data (treebank) should
be available for training, and to our knowledge no
such dataset has yet been created. For this rea-
son, we have developed a bootstrapping technique
for constructing a dependency treebank of the Ara-
bic tweets by using a rule-based parser (RBP) and
a data-driven parser (MaltParser). We are able
to create a dependency treebank from unlabelled
tweets without any manual intervention. Experi-
ments results show that using MaltParser and RBP
to construct a large training set (treebank) is bet-
ter in terms of speed of training and accuracy of
parsing than constructing it by using RBP only.

The rest of this paper is organised as follows: In
Section 2, we give an overview of the related work,
followed by a description of our bootstrapping ap-
proach in Section 3. In Section 4, we discuss the
evaluation, results and their analysis. In Section 5,
we reflect on the work described in the main paper.

2 Related Work

Although data-driven parsers have achieved state-
of-the-art results on well-formed texts, they have
not performed well on user-generated text because
the nature of the texts found in user-contributed
online forums rarely complies with the standard
rules of the underlying language, which makes
them challenging for traditional NLP tools, in-
cluding data-driven approaches, even if domain
adaptation techniques have been used (Seddah et
al., 2012).

The nature of the text content of Arabic tweets
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Figure 1: Length of tweets

is very mixed. It includes quite long sentences
(20% of sentences are 25 or more words. See
Figure 1) that are reasonably well-written (these
can be considerably longer than sentences in En-
glish tweets because of the fact that Arabic is
very economical with characters), very informal
material with large numbers of errors and neolo-
gisms, and material which is just complete non-
sense. Therefore, annotated data for well-edited
genres such as PTB and PATB is not suited to the
domain of tweets (Kong et al., 2014). As a re-
sult, there is an increasing interest in the devel-
opment of treebanks of user-generated text. These
are usually small manually annotated corpora: En-
glish Web Treebank (16K sentences) (Bies et al.,
2012), Tweebank Treebank (929 sentences) (Kong
et al., 2014), Spanish Web Treebank (2846 sen-
tences) (Taulé et al., 2015) and French Social Me-
dia Bank (FSMB) (1700 sentences) (Seddah et al.,
2012).

Our work is, to best of our knowledge, the first
step towards developing a dependency treebank
for Arabic tweets which can benefit a wide range
of downstream NLP applications such as informa-
tion extraction, machine translation and sentiment
analysis. We explore the idea that producing a
small treebank using a rule-based parser will suf-
fice to train an initial MALT-style parser, which we
can then use, in conjunction with the rule-based
parser, to produce a much larger treebank which
can be used to improve the performance of the
base parser.

We used RBP to produce a dependency tree-
bank partly to save effort instead of annotating it
manually but also to remove the nonsense from the
training data. If a tweet is just complete nonsense
(and very many are!), then even if we ascribed a
structure to them we would not want to use this
to train our data-driven parser, since this structure

will not be replicated in unseen tweets. Given that
the RBP will fail to provide an analysis of such
material, it acts as an automatic filter to remove
it. RBP is, however, quite slow and to construct
a large treebank using it is very time-consuming
and difficult to make a big treebank. Therefore,
we just use it to produce a small treebank as a seed
training for MaltParser and using a bootstrapping
technique to make a larger treebank out of it.

3 The Bootstrapping Method

Bootstrapping is used to create labelled train-
ing data from large amounts of unlabelled data
(Cucerzan and Yarowsky, 2002).

We use a rule-based chart parser (RBP) simi-
lar to the one described in (Ramsay, 1999). This
parser stops if it finds a complete analysis of a
tweet: if does not find a complete analysis after a
predetermined number of edges have been created,
it stops and returns the largest non-overlapping po-
tential fragments. We have no lexicon because
of the rapidly changing nature of tweets and the
presence of misspellings, both accidental and de-
liberate – tweets make use of a very open lexi-
con, to the point that even after you have looked
at over a million tweets you will still find that one
in ten words is unknown (Albogamy and Ramsay,
2015). Instead we use a tagger with a coarse-grain
tagset, simply labelling all nouns as NN, all verbs
as VB and so on. It is striking that even with-
out fine-grained subcategorisation labels (e.g. be-
tween intransitive, transitive and sentential com-
plement verbs) RBP produces good quality analy-
ses when it produces anything at all.

Because RBP looks for maximal fragments it
can also analyse tweets which actually consist of
more than one sentence with no punctuation be-
tween them. The following tweet for instance con-
sists of three separate sentences:

@alabbas75@DrA Farouk235
É¿ð YÒm× éËñ�Pð é<Ë @ I. m� 	' ð é<Ë @ YÒm�'.

��k @ 	Yë
Qå�ªË@ h. P@ñ 	k é<Ë @ 	áªËð É�QË@ð ZAJ
�. 	K

The RBP returns three sub trees (largest frag-
ments) that represent these sentences as we can see
in Figure 2.
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Figure 2: RBP segments a tweet to three fragments

We also use a data-driven parser (version
of MaltParser) with three basic data structures
a queue of unexamined words, a stack of
words that have been considered but which have
not been assigned heads, and a collection of
<head,relation,daughter> triples; and
with three basic actions, namely shift (move an
item from the queue to the stack), leftArc
(make the top item on the stack a daughter of the
head of the queue and remove it from the stack),
rightArc (make the head of the queue a daugh-
ter of the top item of the stack, remove the head of
the queue and move the top item of the stack back
to the queue) (Nivre et al., 2006).

The bootstrapping method (Figure 3) begins by
using RBP to parse an existing POS-tagged corpus
to create a small treebank of one thousand Arabic
tweets. Then, MaltParser is trained on the small
treebank which was created by RBP and used to
parse a much larger set of POS-tagged Arabic
tweets. During parsing, the RBP is used as a fil-
ter. To use it as a filter, we run the RBP but only
allow hypothesises that correspond to links that
were suggested by MaltParser so it produces a tree
if and only if that tree was produced by MaltParser.
As a result, all dependency analyses which do not
conform to the defined language rules are omit-
ted. All the resulting legal dependency trees are
moved to the training pool to create a larger tree-
bank. In Figure 4, MaltParser returns the whole
tree for a tweets, but RBP agrees only upon the sub
tree in the box. Finally, MaltParser is retrained on
the large treebank. One potential drawback of the

1.Create dependency trees for a seed set of
1K Arabic tweets by using the rule-driven
parser (an initial treebank).

2.Train MaltParser (a baseline model) on the
initial treebank.

3.Parse 10K Arabic tweets with the baseline
model and filter out all analyses which do
not conform to the language rules by using
RBP m1.

4.Train a new model on m1.
5.Test the new model on the reserved 1K test

set.

Figure 3: Bootstrapping approach

bootstrapping technique is that the parser can rein-
force its own bad behaviour. However, we control
this by parsing a large amount of data and then
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by using the largest legal fragments according to
the grammar for which a well-formed parse is ob-
tained and added to the training pool. By this way,
we make sure that the parser will not learn from
bad data.
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Figure 4: Using RBP as a Filter

4 Evaluation

The speed is a crucial factor to take into account
when parsing Arabic tweets since there are mil-
lions of tweets that need to be parsed. Therefore,
rule-based parsers are not suitable in this domain
because they are slow (as mentioned in the liter-
ature and proved by the first experiment below).
To parse Arabic tweets, we decided to use a data-

driven parser, namely MaltParser. However, this
kind of approaches needs training data (treebank).
Therefore, we did two experiments to construct a
treebank with a reasonable size. In the first exper-
iment we used RBP only whereas in the second
experiment we used RBP and MaltParser as de-
scribed in Section 3.

4.1 Experimental Setup

The corpus from which we extract our dataset is
an existing POS-tagged corpus taken from Twit-
ter. Twitter Stream API was used to retrieve tweets
from the Arabian Peninsula by using latitude and
longitude coordinates of these regions since Ara-
bic dialects in these regions share similar charac-
teristics and they are the closest Arabic dialects
to MSA. The corpus was tagged by the Arabic
tweets tagger described in (Albogamy and Ram-
say, 2016). We sampled 10K tagged tweets from
the corpus to experiment on them.

4.2 Results

In our experiments, we used two different strate-
gies to create a dependency treebank: using RBP
only and using RBP and MaltParser in a bootstrap-
ping technique. We do the evaluation on tweets
that RBP gives analyses for. The accuracy of other
tweets which do not have sensible analyses can-
not be tested because it is impossible to say what
the right answer would be. As we mentioned ear-
lier, one of the reasons of using RBP is to elim-
inate nonsense tweets then it is reasonable to test
only on filtered tweets because the vast majority of
other tweets are nonsense and do not have sensible
parsed trees.

In the first experiment, we used RBP to create
a treebank from 10K tagged tweets. Then, we
trained MaltParser on it. It took 20K seconds to
construct the treebank and the accuracy of Malt-
Parser after trained on the treebank is 68% (see
Table 1). In the second experiment, we ran RBP
on 1K tagged tweets to create a small treebank. It
took 1K seconds to construct the small treebank
and the accuracy of MaltParser after training on
the small treebank (which we are using as a base-
line model) is 64%. Then, the baseline model ran
on 10K Arabic tweets and RBP is used to filter
out all analyses which do not conform to the lan-
guage rules and it took 4K seconds to construct
larger treebank and the accuracy of MaltParser af-
ter training on the larger treebank is 71%. The
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Size
(words)

Strategy Accuracy
Training
time(sec)

162K RBP 68% 20K

Table 1: Constructing treebank by using RBP

Size
(words)

Strategy Accuracy
Training
time(sec)

15K RBP 64% 1K

162K
Bootstrapping
MALT+RBP

71% 4K

Table 2: Constructing treebank by bootstrapping

whole bootstrapping method took 5k seconds to
create a reasonable size treebank.

In both experiments, we are able to create a de-
pendency treebank from unlabelled tweets with-
out any manual intervention. Experiments results
show that using MaltParser and RBP in a boot-
strapping approach to construct a large training set
is better than constructing it by using RBP only in
terms of the speed of training and the construct-
ing the treebank (20K seconds to construct a 162K
treebank just using RBP, 5K seconds to construct
a treebank of the same size using RBP to analyse
15K words and MaltParser filtered by RBP to anal-
yse the remaining 147K) and the accuracy of pars-
ing (see Table 2). We tested on a reserved testset
of 1K tweets, using 5-fold cross validation.

The results of the tests on our parsing approach
yield an accuracy of 71%. We have compared
our parsing accuracy and the size of treebank
with similar work for English tweets (Kong et al.,
2014) and French social media data (Seddah et al.,
2012). Those two parsers yield accuracies 80%
and 67.8% respectively and the size of our tree-
bank is much larger than their treebanks. Our re-
sults show improvements over the performance of
French parsing for social media data and it is not
far behind English parsing for tweets. Moreover,
we did not use any manual intervention for creat-
ing our treebank whereas they used human anno-
tated data.

5 Conclusion

We have described a bootstrapping technique,
which uses a rule-based parser to construct a
small treebank of Arabic tweets based on an exist-
ing POS-tagged corpus, which then trains a data-
driven parser on this treebank to parse a much

larger pool of unlabeled Arabic tweets to create
a large treebank. The results reported from the
evaluation of this approach show that it can make
a reasonable size dependency treebank that con-
forms to the rules of the rule-based parser and im-
prove the speed of training and the accuracy of the
parsing. This method does not require annotated
data or human-supervised training.
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