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Abstract

We present a resource-lean neural recog-
nizer for modeling coherence in common-
sense stories. Our lightweight system is
inspired by successful attempts to mod-
eling discourse relations and stands out
due to its simplicity and easy optimization
compared to prior approaches to narrative
script learning. We evaluate our approach
in the Story Cloze Test1 demonstrating an
absolute improvement in accuracy of 4.7%
over state-of-the-art implementations.

1 Introduction

Semantic applications related to Natural Language
Understanding have seen a recent surge of interest
within the NLP community, and story understand-
ing can be regarded as one of the supreme disci-
plines in that field. Closely related to Machine
Reading (Hovy, 2006) and script learning (Schank
and Abelson, 1977; Mooney and DeJong, 1985), it
is a highly challenging task which is built on top of
a cascade of core NLP applications, including—
among others—causal/temporal relation recogni-
tion (Mirza and Tonelli, 2016), event extraction
(UzZaman and Allen, 2010), (implicit) semantic
role labeling (Gerber and Chai, 2012; Schenk and
Chiarcos, 2016) or inter-sentential discourse pars-
ing (Mihaylov and Frank, 2016).

Recent progress has been made in the field of
narrative understanding: a variety of successful
approaches have been introduced, ranging from
narrative chains (Chambers and Jurafsky, 2008) to
script learning techniques (Regneri et al., 2010),
or event schemas (Nguyen et al., 2015). What

1The shared task of the LSDSem 2017 workshop on
Linking Models of Lexical, Sentential and Discourse-level
Semantics:
http://www.coli.uni-saarland.de/˜mroth/LSDSem/,
http://cs.rochester.edu/nlp/rocstories/LSDSem17/,
https://competitions.codalab.org/competitions/15333

all these approaches have in common is that they
ultimately seek to find a way to prototypically
model the causal and correlational relationships
between events, and also to obtain a structured
(ideally more compact and abstract) representation
of the underlying commonsense knowledge which
is encoded in the respective story. The downside
of these approaches is that they are feature-rich
(potentially hand-crafted) and therefore costly and
domain-specific to a large extent. On a related
note, Mostafazadeh et al. (2016a) demonstrate that
there is still room for improvement when test-
ing the performances of these state-of-the-art tech-
niques for learning procedural knowledge on an
independent evaluation set.

Our Contribution: In this paper, we propose a
lightweight, resource-lean framework for model-
ing procedural knowledge in commonsense sto-
ries whose only source of information are dis-
tributed word representations. We cast the prob-
lem of modeling text coherence as a special case
of discourse processing in which our model jointly
learns to distinguish correct from incorrect story
endings. Our approach is inspired by promis-
ing related attempts using event embeddings and
neural methods for script learning (Modi and
Titov, 2014; Pichotta and Mooney, 2016). Our
system is an end-to-end implementation of the
ideas sketched in Mostafazadeh et al. (2016b)
of the joint paragraph and sentence level model
(cf. Section 3 for details). We evaluate our ap-
proach in the Story Cloze Test, a task for pre-
dicting story continuations. Despite its simplic-
ity, our system demonstrates superior performance
on the designated data over previous approaches
to script learning and—due to its language and
genre-independence—it also represents a solid ba-
sis for further optimization towards other textual
domains.
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Four-Sentence Core Story Quiz 1 Quiz 2

I asked Sarah out on a date. She said yes.
I was so excited for our date together. We
went to dinner and then a movie.

I had a terrible time. I got to kiss Sarah goodnight.
(wrong ending) (correct ending)

Table 1: An example of a ROCStory consisting of a core story and two alternative continuations.

2 The Story Cloze Test

2.1 Task Description

In the Story Cloze Test a participating system is
presented with a four-sentence core story along
with two alternative single-sentence endings, i.e.
a correct and a wrong one. The system is then
supposed to select the correct ending based on a
semantic analysis of the individual story compo-
nents. For this binary choice, outputs are evaluated
on accuracy level.

2.2 Data

The shared task organizers provide participants
with a large corpus of approx. 98k five-sentence
everyday life stories (Mostafazadeh et al., 2016a,
ROCStories2) for training their narrative story un-
derstanding models. Also a validation and a test
set are available (each containing 1,872 instances).
The former serves for parameter optimization,
whereas final performance is evaluated on the test
set. The instances in all three sets are mutually
exclusive. Note that in addition to the ROCSto-
ries, both validation and test sets include an addi-
tional wrong 5th-sentence story ending (either in
first or second position) plus hand-annotated de-
cisions about which story ending is the right one.
As an illustration, consider the example in Table 1
consisting of a core story and two alternative con-
tinuations (quizzes). The global semantics of this
ROCStory is driven by two factors: i) a latent dis-
coursive, temporal/causal relationship between the
individual events in each sentence and ii) a result-
ing positive outcome of the story. Clearly, the right
ending is the second quiz. Note that for all sto-
ries in the data set, the task of choosing the correct
ending is human solvable with perfect agreement
(Mostafazadeh et al., 2016a).

2http://cs.rochester.edu/nlp/
rocstories/

3 Approach

Our proposed model architecture for finding the
right story continuation is inspired by novel works
from (shallow) discourse parsing, most notably by
the recent success of neural network-based frame-
works in that field (Xue et al., 2016; Schenk et al.,
2016; Wang and Lan, 2016). Specifically for im-
plicit discourse relations, i.e. for those sentence
pairs which, for instance, can signal a temporal,
contrast or contingency relation, but which suffer
from the absence of an explicit discourse marker
(such as but or because), it has been shown that
the interaction of properly tuned distributed repre-
sentations over adjacent text spans can be partic-
ularly powerful in the relation classification task.
We cast the Story Cloze test as a special case of
implicit discourse relation recognition and attempt
to model an underlying, latent connection between
a core story and its correct vs. incorrect contin-
uation. For instance, the final example sentence
in the core story in Table 1 and the two adjacent
quizzes could be treated as argument pairs (Arg1
and Arg2) in the classical view of the Penn Dis-
course Treebank (Prasad et al., 2008), distinguish-
ing different types of implicit discourse relations
that hold between them.3

Arg1: We went to dinner and then a movie.

Arg2: I had a terrible time.

TEMP.SYNCHRONOUS

Arg1: We went to dinner and then a movie.

Arg2: I got to kiss Sarah goodnight.

TEMP.ASYNCHRONOUS.PRECEDENCE

Here, in the first example, the label SYN-
CHRONOUS indicates that the two situations
in both arguments overlap temporally (which
could be signaled explicitly by while, for in-
stance), whereas in the second example ASYN-
CHRONOUS.PRECEDENCE implies a temporal or-

3For details, see https://www.seas.upenn.edu/
˜pdtb/PDTBAPI/pdtb-annotation-manual.pdf
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Neural Hidden Layer

Softmax (Sigmoid) Output Layer

Composition Layer

Aggregation

 Core Story / C Q1 Q2

t6t5t4t3t2 tnt1 t1 t2 tn t1 t2 tn

avg avg avg

Figure 1: The proposed architecture for the Story Cloze Test. Depicted is a training instance consisting
of three distributed word representation matrices for core story (C), quiz 1 (Q1) and quiz 2 (Q2), each
component of varying length n. Note that either Q1 or Q2 is a wrong story ending. Matrices are first
individually aggregated by average computation. Resulting vectors are then concatenated to form a com-
position unit which serves as input to the network with one hidden layer and binary output classification.

der of both events. The distinction between dif-
ferent implicit discourse senses are subtle nuances
and are highly challenging to detect automati-
cally; however, they are typical of the ROCSto-
ries, as almost no explicit discourse markers are
present between the individual story sentences. Fi-
nally, note that our motivation for this approach
is also related to the classical view of recogniz-
ing textual entailment which would treat correct
and wrong endings as the entailing and contradict-
ing hypotheses, respectively (Giampiccolo et al.,
2007; Mostafazadeh et al., 2016a).

3.1 Training Instances
For the Story Cloze Test, we model a training in-
stance as a triplet consisting of the four-sentence
core story (C), a first quiz sentence (Q1) and a sec-
ond quiz sentence (Q2) from which either Q1 or
Q2 is the correct continuation of the story. Note
that the original ROCStories contain only valid
five-sentence sequences but the evaluation data re-
quires a system to select from a pool of two alter-

natives. Therefore, for each single story in ROC-
Stories, we randomly sample one negative (wrong)
continuation Qwrong from all last sentences, and
generate two training instances with the following
patterns:
[C, Q1, Q2wrong]:Label 1,[C, Q1wrong, Q2]:Label 2,
where the label indicates the position of the cor-
rect quiz. Our motivation is to jointly learn core
stories together with their true ending while at the
same time discriminating them from semantically
irrelevant continuations.

For each component in the triplet, we have ex-
perimented with a variety of different calculations
in order to capture their idiosyncratic syntactic and
semantic properties. We found the vector average
over their respective words #�v avg = 1

N

∑N
i=1 E(ti)

to perform reasonably well, where N is the total
number of tokens filling either of C, Q1 or Q2,
respectively, resulting in three individual vector
representations. Here, we define E(·) as an em-
bedding function which maps a token ti to its dis-
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tributed representation, i.e., a precomputed vector
of d dimensions. As distributed word representa-
tions, we chose out of the box vectors; GloVe vec-
tors (Pennington et al., 2014), dependency-based
word embeddings (Levy and Goldberg, 2014) and
the pre-trained Google News vectors with d = 300
from word2vec4 (Mikolov et al., 2013). Using
the same tool, we also trained custom embeddings
(bag-of-words and skip-gram) with 300 dimen-
sions on the ROCStories corpus.5

3.2 Network Architecture
The feature construction process and the neural
network architecture are depicted in Figure 1. The
bottom part illustrates how tokens are mapped
through three stacked embedding matrices for C,
Q1 and Q2, each of dimensionality Rd×n. A sec-
ond step applies the average aggregation and con-
catenates the so-obtained vectors #�c avg, #�q1

avg, #�q2
avg

(each #�v avg ∈ Rd) into an overall composed story
representation of dimensionality R3∗d which in
turn serves as input to a feedforward neural net-
work. The network is set up with one hidden layer
and one sigmoid output layer for binary label clas-
sification for the position of the correct ending, i.e.
first or second.

3.3 Implementational Details
The network is trained only on the ROCStories
(and the negative training items), totaling approx.
200k training instances, over 30 iterations and 35
epochs with pretraining and a mini batch size of
120. All (hyper-)parameters are chosen and op-
timized on the validation set. We conduct data
normalization, Xavier weight initialization (Glorot
and Bengio, 2010) on the input layer, and employ
rectified linear unit activation functions to both the
composition layer and hidden layer with 220-250
nodes, and finally apply a sigmoid output layer for
label classification. The learning rate is set to 0.04,
l2 regularization = 0.0002 for penalizing network
weights using the cross entropy error loss func-
tion. The network is trained using stochastic gradi-
ent descent and backpropagation implemented in
the toolkit deeplearning4j.6

4https://code.google.com/p/word2vec/
5We remove punctuation symbols in all settings.
6https://deeplearning4j.org/

Performance

System Validation Test

DSSM 0.604 0.585
Narrative-Chains 0.510 0.494
Majority Class 0.514 0.513

Neural-ROCStoriesOnly 0.629 0.632
SVM-ManualLabels – 0.700

Table 2: Performances (in % accuracy) on the val-
idation and test sets of The Story Cloze Test.

4 Evaluation

We evaluate our model intrinsically on both val-
idation and test set provided by the shared task
organizers. As a reference, we also provide
three baselines borrowed from Mostafazadeh et
al. (2016a) at the time when the data set was re-
leased, namely the best-performing algorithms in-
spired by Huang et al. (2013, Deep Structured Se-
mantic Model/DSSM) and Chambers and Jurafsky
(2008, Narrative-Chains). Table 2 shows that cor-
rect endings appear almost equally often in either
first or second position in the annotated data sets.
The majority class is only significantly beaten
by the DSSM model. Our approach (denoted
by Neural-ROCStoriesOnly), however, can further
improve upon the best system by an absolute in-
crease in accuracy of 4.7%. Only the best config-
uration is shown and has been achieved with the
300-dimensional pre-trained Google News em-
beddings. Interestingly, the performance of the
model on the test set is slightly better that on the
validation set but also very similar which suggests
that it is able to generalize well to unseen data
and is not prone to overfitting training or valida-
tion data. A manual inspection of a subset of the
misclassified items reveals that our neural recog-
nizer is struggling to properly handle story contin-
uations which change the underlying sentiment of
the core story either towards negative or positive,
e.g. fail test, study hard → pass test. In future
work we plan to address this issue in closer detail.

A Note on the Evaluation & Training Proce-
dure: Although the task has been stated differ-
ently, it stands to reason that one could exploit
the tiny amount of hand-annotated data in the val-
idation set directly to train a classifier. We have
done so as a side experiment using as features the
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same 900-dimensional composition layer embed-
dings from Section 3.2 and optimized a minimalist
SVM classifier by 10-fold cross-validation, with
feature and parameter selection on the validation
set.7 The final model achieves a test set accu-
racy of 70.02%, cf. SVM-ManualLabels in Table
2. Besides the relatively good performance ob-
tained here, however, we want to emphasize that—
when no hand-annotated labels for the correct po-
sition of the quizzes are available—the Neural-
ROCStories approach introduced in Section 3 rep-
resents a promising and more generic framework
for coherence learning, incorporating the plain text
ROCStories as only source of information.

5 Conclusion & Outlook

In this paper, we have introduced a highly generic
and resource-lean neural recognizer for modeling
text coherence, which has been adapted to a des-
ignated data set—the ROCStories for modeling
story continuations. Our approach is inspired by
successful models for (implicit) discourse relation
classification and only relies on the carefully tuned
interaction of distributed word representations be-
tween story components.

An evaluation shows that state-of-the-art algo-
rithms for script learning can be outperformed by
our model. Future work should address the incor-
poration of linguistic knowledge into the currently
rather rigid representations of the story sentences,
including sentiment polarities or weighted syn-
tactic dependencies (Schenk et al., 2016). Even
though it has been claimed that the simpler feed-
forward neural networks do perform better in the
discourse modeling task (Rutherford and Xue,
2016), it remains an open and challenging topic for
future experiments on the ROCStories, whether re-
current architectures (Pichotta and Mooney, 2016)
can have additional value towards a deeper story
understanding.8
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