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Introduction

Welcome to the 2nd Workshop on Linking Models of Lexical, Sentential and Discourse-level Semantics.

This workshop takes place for the second time, with the goal of gathering and showcasing theoretical
and computational approaches to joint models of semantics, and applications that incorporate multi-level
semantics. Improved computational models of semantics hold great promise for applications in language
technology, be it semantics at the lexical level, sentence level or discourse level. This year we have an
additional focus on the comprehensive understanding of narrative structure in language. Recently a range
of tasks have been proposed in the area of learning and applying commonsense/procedural knowledge.
Such tasks include, for example, learning prototypical event sequences and event participants, modeling
the plot structure of novels, and resolving anaphora in Winograd schemas.

This year’s workshop further includes a shared task, the Story Cloze Test–a new evaluation for story
understanding and script learning. This test provides a system with a four-sentence story and two
possible endings, and the system must choose the correct ending to the story. Successful narrative
understanding (getting closer to human performance of 100%) requires systems to link various levels
of semantics to commonsense knowledge. A total of eight systems participated in the shared task,
with a variety of approaches including end-to-end neural networks, feature-based regression models,
and rule-based methods. The highest performing system achieves an accuracy of 75.2%, a substantial
improvement over the previous state-of-the-art of 58.5%.

We received 19 papers in total, out of which we accepted 13. These papers are presented as talks at
the workshop as well as in a poster session. In addition, the workshop program features talks from
two invited speakers who work on different aspects of semantics. The day will end with a discussion
session where invited speakers and workshop participants further discuss the insights gained during the
workshop.

Our program committee consisted of 23 researchers who provided constructive and thoughtful reviews.
This workshop would not have been possible without their hard work. Many thanks to you all. Finally,
a huge thank you to all the authors who submitted papers to this workshop and made it a big success.

Michael, Nasrin, Nate, and Annie
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Inducing Script Structure from Crowdsourced Event Descriptions
via Semi-Supervised Clustering

Lilian D. A. Wanzare Alessandra Zarcone Stefan Thater Manfred Pinkal
Universität des Saarlandes
Saarland, 66123, Germany

{wanzare,zarcone,stth,pinkal}coli.uni-saarland.de

Abstract

We present a semi-supervised clustering
approach to induce script structure from
crowdsourced descriptions of event se-
quences by grouping event descriptions
into paraphrase sets (representing event
types) and inducing their temporal order.
Our model exploits semantic and posi-
tional similarity and allows for flexible
event order, thus overcoming the rigidity
of previous approaches. We incorporate
crowdsourced alignments as prior knowl-
edge and show that exploiting a small
number of alignments results in a substan-
tial improvement in cluster quality over
state-of-the-art models and provides an ap-
propriate basis for the induction of tempo-
ral order. We also show a coverage study
to demonstrate the scalability of our ap-
proach.

1 Introduction

During their daily social interactions, people make
seamless use of knowledge about standardized
event sequences (scripts) describing types of ev-
eryday activities, or scenarios, such as GOING TO

THE RESTAURANT or BAKING A CAKE (Schank
and Abelson, 1977; Barr and Feigenbaum, 1981).
Script knowledge is often triggered by the broader
discourse context and guides expectations in text
understanding and makes missing events and ref-
erents in a discourse accessible. For example, if
we hear someone say “I baked a cake on Sunday.
I decorated it with buttercream icing!”, our script
knowledge allows us to infer that the speaker must
have mixed the ingredients, turned on the oven,
etc., even if these events are not explicitly men-
tioned. Script knowledge is relevant for the com-
putational modeling of various kinds of cogni-

tive abilities and has the potential to support NLP
tasks such as anaphora resolution (Rahman and
Ng, 2011), discourse relation detection, semantic
role labeling, temporal order analysis, and appli-
cations such as text understanding (Cullingford,
1977; Mueller, 2004), information extraction (Rau
et al., 1989), question answering (Hajishirzi and
Mueller, 2012).

Several methods for the automatic acquisition
of script knowledge have been proposed. Semi-
nal work by Chambers and Jurafsky (2008; 2009)
provided methods for the unsupervised wide-
coverage extraction of script knowledge from
large text corpora. However, texts typically
only mention small parts of a script, banking on
the reader’s ability to infer missing script-related
events. The task is therefore challenging, and the
results are quite noisy.

The work presented in this paper follows the ap-
proach proposed in Regneri et al. (2010) (hence-
forth “RKP”) who crowdsourced scenario de-
scriptions by asking people how they typically
carry out a particular activity. The collected
event sequence descriptions provide generic de-
scriptions of a given scenario (e.g. BAKING A

CAKE) in concise telegram style (Fig. 1a). Based
on these crowdsourced event sequence descrip-
tions or ESDs, RKP extracted high-quality script
knowledge for a variety of different scenarios, in
the form of temporal script graphs (Fig. 1b). Tem-
poral script graphs are partially ordered structures
whose nodes are sets of alternative descriptions
denoting the same event type, and whose edges ex-
press temporal precedence.

While RKP employ Multiple Sequence Align-
ment (MSA) (Durbin et al., 1998), we use a semi-
supervised clustering approach for script struc-
ture induction. The choice of MSA was motivated
by the effect of positional information on the de-
tection of scenario-specific paraphrases: event de-
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Purchase cake mix
Preheat oven
Grease pan
Carefully follow instructions step by step
Open mix and add required ingredients
Mix well
Pour into prepared pan
Set timer on oven 
Bake cake for required time
Remove cake from oven and cool 
Turn cake out onto cake plate
Apply icing or glaze 

Take out box of cake mix from shelf
Gather together cake ingredients
Get mixing bowl, or spoon or fork
Add ingredients to bowl
Stir together and mix
Use fork to breakup clumps
Preheat oven
Spray pan with non stick or grease
Pour cake mix into pan
Put pan into oven
Bake cake
Remove cake pan when timer goes off
Stick tooth pick into cake to see if done 
Let cake pan cool then remove cake

(a)

choose
recipe

buy
ingred.

add
ingred.

prepare
ingred.

put cake
into oven

get
ingred.

– look up recipe
– find cake recipe
– get your recipe

– take out box of 
ingredients from 
shelf

– gather all cake 
ingredients

– get cake mix

– purchase 
ingredients
– buy cake mix
– buy proper 

ingredients

– place cake into 
oven
– put cake in oven

– stir to combine
– mix well
– mix ingredients 

together in bowls
– stir cake ingredients

– pour cake mix in bowl
– add ingredients to bowl
– add cake ingredients

(b)

Figure 1: Example ESDs (a) and induced script
structure (b) for the BAKING A CAKE scenario
from Wanzare et al. (2016)

scriptions occurring in similar positions in ESDs
tend to denote the same event type. However,
MSA makes far too strong an assumption about
the temporal ordering information in the ESDs. It
does not allow for crossing edges and thus must
assume a fixed and invariable order, while the or-
dering of events in a script is to some degree flex-
ible (e.g., one can preheat the oven before or after
mixing ingredients). We propose clustering as an
alternative method to overcome the rigidity of the
MSA approach, and use a distance measure based
on both semantic similarity and positional similar-
ity information, making our clustering algorithm
sensitive to ordering information, while allowing
for order variation in the scripts.

Clustering accuracy depends on the reliabil-
ity of similarity estimates, but scenario-specific
paraphrase relations are often based on scenario-
specific functional equivalence, which cannot be
easily determined using semantic similarity, even
if complemented with positional information. For
example in the FLYING IN AN AIRPLANE sce-
nario, it is challenging for any semantic simi-
larity measure to predict that walk up the ramp
and board plane refer to the same event, as the
broader discourse context would suggest. To ad-
dress this issue, we propose a semi-supervised ap-
proach, capitalizing on previous work by Klein et

al. (2002). Semi-supervised approaches to cluster-
ing have shown that performance can be enhanced
by incorporating prior knowledge in the form of
a small number of instance-level constraints. We
automatically identify event descriptions that are
likely to cause alignment problems (called out-
liers), crowdsource alignments for these items and
incorporate them as instance-level relational seeds
into the clustering process.

Lastly, a main concern with the approach in
RKP is scalability: temporal script graphs are cre-
ated scenario-wise in a bottom-up fashion. They
represent only fragments of the rich amount of
script knowledge people use in everyday commu-
nication. In this paper we address this concern
with the first assessment of the coverage of exist-
ing script resources, and an estimate of the con-
crete costs for their extension.

2 Data

We will now introduce the resources used in our
study, namely the datasets of ESDs, the gold stan-
dards and the crowdsourced alignments between
event descriptions.

Datasets and gold standards. Three large
crowdsourced collections of activity descriptions
in terms of ESDs are available: the OMICS cor-
pus (Gupta and Kochenderfer, 2004), the SMILE
corpus (Regneri et al., 2010) and DeScript corpus
(Wanzare et al., 2016). Sections 3-4 of this paper
focus on a subset of ESDs for 14 scenarios from
SMILE and OMICS, with on average 29.9 ESDs
per scenario. In RKP, in the follow-up studies by
Frermann et al. (2014) and Modi and Titov (2014)
as well as in the present study, 4 of these scenarios
were used as development set and 10 as test set.

RKP provided two gold standard datasets for
this subset: the RKP paraphrase dataset contains
judgments for 60 event description pairs per sce-
nario, the RKP temporal order dataset contains
60 event description pairs that are separately an-
notated in both directions, for a total of 120 dat-
apoints per scenario. In order to directly evalu-
ate our models for clustering quality, we also cre-
ated a clustering gold standard for the RKP test
set, adopting the experimental setup in Wanzare
et al. (2016): we asked three trained students of
computational linguistics to annotate the scenarios
with gold standard alignments between event de-
scriptions in different ESDs referring to the same
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event1. Every ESD was fully aligned with ev-
ery other ESD in the same scenario. Based on
the alignments, we derived gold clusters by group-
ing the event descriptions into gold paraphrase sets
(17 clusters per scenario on average, ranging from
10 to 23).

In addition, we used a subset of 10 scenarios
with 25 ESDs each from DeScript, for which Wan-
zare et al. (2016) provided gold clusters, to evalu-
ate our models and to demonstrate that our method
is independent of the specific choice of scenarios.

Crowdsourced alignments. To provide seed
data for the semi-supervised clustering algorithm,
we crowdsourced alignments between event de-
scriptions, following the procedure in Wanzare et
al. (2016). First, we identified challenging cases
of event descriptions (called outliers), which we
expected to be particularly informative and help
improve clustering accuracy. To this purpose, an
(unsupervised) clustering system (Affinity Propa-
gation, see below) was run with varying parameter
settings. Those event descriptions whose nearest
neighbors changed clusters across different runs
of the system were then identified as outliers (see
Wanzare et al. (2016) for more details). A comple-
mentary type of seed data was obtained by select-
ing event descriptions that did not change cluster
membership at all (called stable cases).

In a second step, groups of selected descriptions
(outliers and stable cases) in their original ESD
were presented to workers in a Mechanical Turk
experiment, paired with a target ESD. The work-
ers were asked to select a description in the tar-
get ESD denoting the same script event (e.g. for
BAKING A CAKE: pour into prepared pan→ pour
cake mix into pan). We aimed at collecting two
sets of high-quality seeds based on outliers and
stable cases, respectively, each summing up to 3%
of the links required for a total alignment between
all pairs of scenario-specific ESDs (6% links in to-
tal). To guarantee high quality, we accepted only
items where three (out of up to four) annotators
agree. We checked the annotators’ reliability by
comparing their aligments for stable cases against
the gold standard and rejected the work on 3% of
the annotators.

We collected alignments for 20 scenarios: for
the test scenarios of the SMILE+OMICS dataset,
and for those in the clustering gold standard of De-

1This annotation was rather costly, so each scenario was
aligned by one annotator only.

Script. For the latter, a collection of alignment
data was already available, but considerably dif-
fered in size between scenarios and was in general
to small for our purposes.

3 Model

We first present a semi-supervised clustering
method to induce script events from ESDs using
crowdsourced alignments as seeds (Section 3.1).
In Section 3.2, we describe how we calculate the
underlying distance matrix based on semantic and
positional similarity information. In Section 3.3,
we describe the induction of temporal order for the
script events, which turns the set of script events
into a temporal script graph (TSG).

3.1 Semi-supervised Clustering

We use the crowdsourced alignments between
event descriptions as instance-level relational
seeds for clustering, more specifically as must-link
constraints, requiring that the linked items should
go into one cluster. We incorporate the constraints
into the clustering process following the method in
Klein et al. (2002): that is adapting the input dis-
tance matrix in a pre-processing step, rather than
directly integrating the constraints into the cluster-
ing algorithm. This makes it possible to try dif-
ferent adaptation strategies, independently of the
specific clustering algorithm, and the adapted ma-
trices can be straightforwardly combined with the
clustering algorithm of choice. Klein et al. (2002)
handle must-link constraints by modifying the in-
put matrix D in the following way: if two in-
stances i and j are linked by a must-link con-
straint, then the corresponding entry Di,j is set
to zero, which forces i and j to be grouped into
the same cluster by the underlying clustering algo-
rithm. In addition, distance scores for instances in
the neighborhood of i or j are affected: if the dis-
tance is reduced for one pair of instances, triangle-
inequality may be violated. An all-pairs-shortest-
path algorithm propagates must-link constraints to
other instances in D that restores triangle inequal-
ity.

We use a modified version of this approach.
First, as the crowdsourced information may not
be completely reliable, the clustering algorithm
should be able to override it. We thus do not set
Di,j to zero but rather to a small constant value
d, that is the smallest non-identity distance value
occurring in the matrix. Second, we exploit the

3



inherent transitivity of paraphrase judgments to
derive additional constraints: if (i, j) and (j, k)
are must links, we assume the pair (i, k) to be a
must link as well, and set the distance to d. After
the additional constraints are derived, the all-pairs-
shortest-path algorithm is applied to the input ma-
trix as in Klein et al. (2002).

We experimented with various state-of-art clus-
tering algorithms including Spectral Clustering
and Affinity Propagation (AP). The results pre-
sented in section 4 are based on AP, which proved
to be most stable and provided the best results.

Determining the number of event-clusters.
AP uses a parameter p, which influences the clus-
ter granularity without determining the exact num-
ber of clusters beforehand. There is considerable
variation between the optimal number of clusters
between scenarios, depending on how many event
types are required to describe the respective activ-
ity patterns (see Section 2). We use an unsuper-
vised method for estimating scenario-specific set-
tings of p, using the mean Silhouette Coefficient
(Rousseeuw, 1987). This measure balances op-
timal inter-cluster tightness and intra-cluster dis-
tance, making sure that the elements of each clus-
ter are as similar as possible to each other, and as
dissimilar as possible to the elements of all other
clusters. We run the unsupervised AP algorithm
for each scenario with different settings of p and
select the number resulting in the highest total Sil-
houette Coefficient as the optimal value for p.

3.2 Similarity Features

We now describe how we combine semantic and
positional similarity information to obtain the dis-
tance measure that captures the similarities be-
tween event descriptions.

3.2.1 Semantic Similarity
We inspect different models for word-level sim-
ilarity, as well as methods of deriving phrase-
level semantic similarity from word-level similar-
ity. We use pre-trained Word2Vec (w2v) word
vectors (Mikolov et al., 2013) and vector repre-
sentations (rNN) by Tilk et al. (2016) to obtain
word-level similarity information. The rNN vec-
tors are obtained from a neural network trained on
large amounts of automatically role-labeled text
and capture different aspects of word-level simi-
larity than the w2v representations. We also exper-
imented with WordNet/Lin similarity (Lin, 1998),

but an ablation test (see below) showed that it was
not useful.

To derive phrase-level similarity from word-
level similarity, we employ the following three dif-
ferent empirically informed methods:

Centroid-based similarity. This method de-
rives a phrase-level vector for an event description
by taking the centroid over the word vectors of all
content words in the event description. Similarity
is computed using cosine.

Alignment-based similarity. Following RKP,
we compute a similarity score for a pair of event
descriptions by a linear combination of (a) the
similarity of the head verbs of the two event de-
scriptions and (b) the total score of the align-
ments between all noun phrases in the two descrip-
tions, as computed by the Hungarian algorithm
(Papadimitriou and Steiglitz, 1982).

Vocabulary similarity. We use the approach
in Fernando and Stevenson (2008) to detect
paraphrases and calculate semantic similarities
between two event descriptions p1 and p2 as:

simvocab(~p1, ~p2) =
~p1W ~p2

T

|~p1| |~p2| (1)

where W is an n × n matrix that holds the
similarities between all the words (vocabulary)
in the two event descriptions being compared, n
being the length of the vocabulary, and −→p1 and −→p2

are binary vectors representing the presence or
absence of the words in the vocabulary.

Combining these three methods with the three
word-level similarity measures we obtained a total
of 8 different features2.

3.2.2 Positional Similarity Feature
In addition to the semantic similarity features de-
scribed above, we also used information about the
position in which an event description occurs in
an ESD. The basic idea here is that similar event
descriptions tend to occur in similar (relative) po-
sitions in the ESDs. We set:

simpos(n1, n2) = 1− abs

(
n1

T1
− n2

T2

)
(2)

where n1and n2 are the positions of the two event
description and T1 and T2 represent the total num-
ber of event descriptions in the respective ESDs.

2The centroid method can not be combined with Lin sim-
ilarity.
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3.2.3 Combination

We linearly combine our 9 similarity features into
a single similarity score, where the weights of the
individual features are determined using logistic
regression trained (10-fold cross validation) on the
paraphrases from the 4 scenarios in the RKP de-
velopment set (see Section 2). We run an ablation
test by considering all possible subsets of features
and using the 10 scenarios in the RKP test set, and
found that the combination of the following five
features performed best:

• centroid-based, alignment-based and vocabu-
lary similarity with w2v vectors

• centroid-based similarity with rNN vectors

• position similarity

3.3 Temporal Script Graphs

After clustering the event descriptions of a
given scenario into sets representing the scenario-
specific event-types, we build a Temporal Script
Graph (TSG) by determining the prototypical or-
der between them. The nodes of the graph are
the event types (clusters); an edge from a clus-
ter E to a cluster E′ indicates that E typically
precedes E′. We induce the edges as follows.
We say that an ESD supports E → E′ if there
are event descriptions e ∈ E and e′ ∈ E′ such
that e precedes e′ in the ESD. In a first step, we
add an edge E → E′ to the graph if there are
more ESDs that support E → E′ than E′ → E.
In a second step, we compute transitive closure,
i.e. we infer an edge E → E′ in cases where
there are clusters E,E′, E′′ such that E → E′′

and E′′ → E′. Finally, we form “arbitrary or-
der” equivalence classes from those pairs of event
clusters which have an equal number of supporting
ESDs in either direction and are not yet connected
by a directed temporal precedence edge.

This is an extension of the concept of a temporal
script graph used in RKP, in order to allow for the
flexible event order assumed by our approach. For
example, the event descrpitions preheat the oven
and mixing ingredients from the BAKING A CAKE

scenario are likely to occur in different clusters,
which are members of the same equivalence class,
expressing that the event descriptions are not para-
phrases, but may occur in any order.

4 Evaluation

4.1 Experimental Setup

We applied different versions of our clustering al-
gorithm to the SMILE+OMICS dataset. In partic-
ular, we explored the influence of positional sim-
ilarity, of the number of seeds (from 0 to 3%), as
well as the proportion of the two seed types (out-
lier vs. stable). As a baseline, we ran the unsu-
pervised clustering algorithm based on semantic
similarity only. We evaluated the models on the
tasks of event-type induction, paraphrase detec-
tion, and temporal order prediction, using the re-
spective gold standard datasets (see Section 2).

Cluster quality. First, we evaluated the quality
of the induced event types (i.e. sets of event de-
scriptions) against the SMILE+OMICS gold clus-
ters. We used the B-Cubed metric (Bagga and
Baldwin, 1998), which is calculated by averaging
per-element precision and recall scores. Amigó
et al. (2009) showed B-Cubed to be the metric
that appropriately captures all aspects of measur-
ing cluster quality.

Paraphrase detection. For direct comparison
with previous work, we tested our model on RKP’s
binary paraphrase detection task. The model clas-
sifies two event descriptions as paraphrases if they
end up in the same cluster. We computed standard
precision, recall and F-score by checking our clas-
sification against the RKP paraphrase dataset.

Temporal order prediction. We tested the qual-
ity of the temporal-order relation of the induced
TSG structures using the RKP temporal order
dataset as follows. For a pair of event descriptions
(e, e′), we assume that (1) e precedes e′, but not
the other way round, if e ∈ E and e′ ∈ E′ for two
different clusters E and E′ such that E → E′. (2)
e precedes e′ and vice versa (that is, both event or-
derings are possible), if e ∈ E and e′ ∈ E′, and E
and E′ are different clusters, but part of the same
equivalence set. In all other cases (i.e. if e and e′

are members of the same cluster), we assume that
precedence does not hold. We computed standard
precision, recall and F-score by checking our clas-
sification against the RKP temporal order dataset.

4.2 Results

The main results of our evaluation are shown in
Table 1. The last three rows show results for
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Clustering Paraphrasing Temporal Ordering

Model B-Cubed Precision Recall F-score Precision Recall F-score

Regneri et al. (2010) – 0.645 0.833 0.716 0.658 0.786 0.706
Modi and Titov (2014) – – – 0.645 0.839 0.843 0.841
Frermann et al. (2014) – 0.743 0.658 0.689 0.85 0.717 0.776

Baseline: USC 0.525 0.738 0.593 0.646 0.736 0.712 0.722
USC+Position 0.531 0.76 0.623 0.675 0.789 0.766 0.775

SSC+Outlier 0.635 0.781 0.751 0.756 0.858 0.791 0.822
SSC+Mixed 0.655 0.796 0.756 0.764 0.865 0.784 0.822

Table 1: Results on the clustering, paraphrasing and temporal ordering tasks for state-of-the-art models,
our unsupervised (USC) and semi-supervised clustering approaches (SSC)

three of our model variants: unsupervised cluster-
ing with both semantic and positional information
(USC+Position), semi-supervised clustering with
positional information and only outlier constraints
(3%, SSC+Outlier) and with the best-performing
ratio of constraint types (SSC+Mixed, with 2%
outliers and 1% stable cases). Row 4 shows the re-
sults for our unsupervised clustering baseline with
semantic similarity only (USC).

For comparison against previous work, we
added the results on the paraphrase and tempo-
ral ordering tasks of the MSA model by RKP, the
Hierarchical Bayesian model by Frermann et al.
(2014) and the Event Embedding model by Modi
and Titov (2014) (for details about the latter, see
Section 6).

On all three tasks, our best-performing model
is SSC with mixed seed data (SSC+Mixed). Our
best model outperforms the unsupervised model
in RKP by 4.8 points (F-score) on the paraphras-
ing and by 11.6 points on the temporal ordering
task. Interestingly, the performance gain is ex-
clusively due to an increase of precision in both
tasks (15.1 and 20.7 points, respectively). Our
system comes close, but does not beat Modi and
Titov (2014) on their unsupervised state-of-the-art
model for temporal ordering, but outperforms it on
the paraphrase task by almost 12 points F-score.
The use of both positional information and mixed
seed data in the distance measure has substantial
effects on the quality of the results, improving on
the unsupervised clustering baseline and reaching
state-of-the-art results.

4.3 Discussion
The largest and most consistent performance gain
of our model is due to use of crowdsourced align-
ment information.

  

undress
take off all your clothes, take off clothes, take clothes off, 
remove clothes, get undressed, disrobe, peeloff dresses, 
remove the clothes, place clothes in hanger, take off close, 
remove clothing, undress, i take off my clothes 

soap body
scrub soap over your body, wash the rest of the body, 
repeat soaping body, wash the body, wet entire body,  
wash body with soap, soap body with soap or gel,
 put bath soap on body, scrub the body parts, apply soap, 
clean body with them,wash body with soap
soap body, add soap to cloth as needed, i soap up,

 

adjust temp.
adjust temperature to your liking, wait for hot water, 
set handle to correct temperature, check the temperature,
adjust the position of shower, feel for good temperature, 
adjust water temperature, adjust for desired temperature

dress
put clothes back on, get dressed,apply clothes, 
put clothes on,put on clothes, dress in clean clothing

Figure 2: Example clusters output by our model
for TAKING A SHOWER.

Fig. 2 shows example clusters with script-
specific paraphrases captured by our best model
for the TAKING A SHOWER scenario. The model
was able to capture a wide variety of lexical real-
izations of undress, including peel off clothes,
disrobe, remove clothes etc., and similarly for
dress, where we get get dressed, apply clothes,
put on clothes, while these ended up in different
clusters in the baseline model (e.g. get dressed
was clustered together with shampoo hair cluster).
There are still some incorrect classifications (in-
dicated with italics in Fig. 2); note that these are
often near misses rather than blatant errors.

Positional information substantially contributes
to the quality of the derived TSGs. While the
model using semantic similarity features only
put peel off dresses in the dress cluster, po-
sitional similarity helped placing it correctly in
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the undress cluster, as it appears in the ini-
tial segment of its ESD. Positional information
sometimes also caused wrong clustering deci-
sions: place cloth in hanger typically occurs di-
rectly after undressing, and thus ended up in
the undress cluster.

As described above, we collected alignments
for outliers and for stable cases and tried sev-
eral outlier-to-stable ratios. Outliers were much
more effective than stable cases, as they improved
recall by adjusting cluster boundaries to include
scenario-specific functional paraphrases that were
semantically dissimilar. Interestingly, adding a
small number of stable cases leads to a slight im-
provement, but adding more stable cases leads to
a performance drop, and using only stable cases
does not improve the unsupervised baseline at all.
Fig. 3 shows how the model improves as more
constraints are added.

We tried to reduce the amount of manual anno-
tation in several ways. The decision to derive ad-
ditional must-links using transitivity paid off: F-
score consistently improves by about 1 point F-
score. To further increase the set of seeds, we ex-
perimented with propagating the links to nearest
neighbors of aligned event descriptions, but did
not see an improvement. Also, we tried to use
alignments obtained by majority vote, which how-
ever led to a performance drop, showing that using
high quality seeds is crucial.

To make sure that our results are not dependent
on the selection of a specific scenario set, we eval-
uated our model also on the DeScript gold clusters.
The results were comparable: B-Cubed improved
from 0.551 (RKP: 0.525) to 0.662 (RKP: 0.655).
As the DeScript corpus provides 100 ESDs per
scenario, we were also able to test whether an in-
creased number of input ESDs also improves clus-
tering performance. We observed no effect with
50 ESDs compared to our model using 25 ESDs,
and only a slight (less than 1 point) improvement
with the full 100 ESDs dataset.

A leading motivation to use clustering instead of
MSA was the opportunity to model flexible event
order in script structures. Our expectations were
confirmed by the evaluation results. A closer look
at the induces TSGs (as shown by the example
TSG in Fig. 4), suggests that our system makes
extensive use of the option of flexible event order-
ing.

0.0 0.5 1.0 1.5 2.0 2.5 3.0

% constrained data

0.60

0.65

0.70

0.75

0.80

0.85

0.90

SSC_F-score

SSC_Precision

SSC_Recall

RKP_F-score

USCBaseline_F-score

Figure 3: Paraphrase detection results for RKP, for
our Unsupervised baseline (USC) and for our best
Semi-supervised model (SSC+Mixed)

enter bathroom⇒(turn on shower↔ undress)
⇒(adjust temp.↔ turn off water)⇒get in shower
⇒(soap body↔ close curtains)⇒shampoo hair
⇒(wash hair↔ wash body↔ shave)⇒rinse
⇒exit shower⇒dry off⇒dress

Figure 4: Example TSG for TAKING A SHOWER.
The arrows stand for default temporal precedence,
the parentheses enclose equivalence classes ex-
pressing arbitrary temporal order.

5 Costs and Coverage

We have demonstrated that semi-supervised clus-
tering enables the extraction of script knowledge
with substantially higher quality than existing
methods. But how does the method scale? Can we
expect to obtain a script knowledge database with
sufficiently wide coverage at reasonable costs?

The process of script extraction requires crowd-
sourced data in terms of (1) ESDs and (2) seed
alignments. To complete 3%+3% high-quality
alignments for the 10 DeScript scenarios via Me-
chanical Turk (that is, 3% stable cases and 3% out-
liers), workers spent a total of 37.5 hours, with
an average of 3.75 hrs per scenario, ranging from
2.5 (GOING GROCERY SHOPPING) to 7.52 hrs
(BAKING A CAKE)3. It took on average 2.78 hrs
to collect 25 scenario-specific ESDs, that is 6.53
hrs of data acquisition time per scenario.

The costs per scenario are moderate. But how
many scenarios must be modeled to achieve suf-

3We used the DeScript scenarios as reference because
they come with equal numbers of ESDs, while the ESD sets
in the SMILE+OMICS corpus vary considerably in size.
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Jessica needs milk. Jessica wakes up and wants
to eat breakfast. She grabs the cereal and pours
some into a bowl. She looks in the fridge for
milk. There is no milk in the fridge so she can’t
eat her breakfast. She goes to the store to buy
some milk comes home and eats breakfast.
MAKE BREAKFAST: C
GOING GROCERY SHOPPING: P

Figure 5: Example ROC-story with scenario an-
notation.

ficient coverage for the analysis of script knowl-
edge in natural-language texts? Answering this
question is not trivial, as scenarios vary consid-
erably in granularity and it is not trivial that the
type of script knowledge we model can capture all
kinds of event structures, even in narrative texts.
In order to provide a rough estimate of coverage
for the currently existing script material, we car-
ried out a simple annotation study on the recently
published ROC-stories database (Mostafazadeh et
al., 2016a). The database consists of 50,000 short
narrative texts, collected via Mechanical Turk.
Workers were asked to write a 5-sentence length
story about an everyday commonsense event, and
they were encouraged to write about “anything
they have in mind” to guarantee wide distribution
across topics.

For our annotation study, we merged the avail-
able datasets containing crowdsourced ESD col-
lections (i.e. OMICS, SMILE, and DeScript), ex-
cluding two extremely general scenarios (GO OUT-
SIDE, CHILDHOOD), which gives us a total of 226
different scenarios.

We randomly selected 500 of the ROC-stories
and asked annotators to determine for each story
which scenario (if any) was centrally addressed
and which scenarios were just referred to or par-
tially addressed with at least one event mention,
and to label them with “C” and “P”, respectively.
See an example story with its annotation in Fig. 5.

Each story was annotated by three students of
computational linguistics. To facilitate annotation,
the stories were presented alongside ten scenar-
ios whose ESDs showed strongest lexical overlap
with the story (calculated as tf-idf). However, an-
notators were expected to consider the full sce-
nario list4. The three annotations were merged us-

4We are aware that this setup may bias participants toward
finding a scenario from our collection, leading to an increase

ing majority vote. Cases without a clear majority
vote containing one single “C” assignment were
inspected and adjudicated by the authors of the pa-
per.

26.4% of the stories were judged to centrally re-
fer to one of the scenarios5. Although this per-
centage cannot be directly translated to coverage
values, it indicates that the extraction method pre-
sented in this paper has the strong potential to
provide a script knowledge resource with reason-
able costs, which can substantially contribute to
the task of text understanding.

6 Related Work

Following the seminal work of Chambers and
Jurafsky (2008) and (2009) on the induction of
script-like narrative schemas from large, unla-
beled corpora of news articles, a series of mod-
els have been presented for improving the induc-
tion method or explore alternative data sources for
script learning. Gordon (2010) mined common-
sense knowledge from stories describing events in
day-to-day life. Jans et al. (2012) studied differ-
ent ways of selecting event chains and used skip-
grams for computing event statistics. Pichotta and
Mooney (2014) employed richer event representa-
tions, exploiting the interactions between multiple
arguments to extract event sequences from a large
corpus. Rahimtoroghi et al. (2016) learned contin-
gency relations between events from a corpus of
blog posts. All these approaches aim at high re-
call, resulting in a large amount of wide-coverage,
but noisy schemas.

Abend et al. (2015) proposed an edge-factored
model to determine the temporal order of events in
cooking recipes, but their model is limited to sce-
narios with an underlying linear order of events.
Bosselut et al. (2016) induce prototypical event
structure in an unsupervised way from a large col-
lection of photo albums with time-stamped images
and captions. This method is however limited by
the availability of albums for “special” events such
as WEDDING or BARBECUE, in contrast to every-
day, trivial activites such as MAKING COFFEE or

in recall. However, they had the option to label stories where
they felt a scenario was only partially addressed in a differ-
ent way, thus setting these cases apart from those where the
scenario was centrally addressed.

5While we take the judgment about the “C” class to be
quite reliable (24.8% qualified by majority vote, only 1.6 %
were added via adjudication), there was considerable confu-
sion about the “P” label. So we decided not to use the “P”
label at all.
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GOING TO THE DENTIST. Mostafazadeh et al.
(2016b) presented the ROC-stories, a dataset of
c.a. 50.000 crowdsourced short commonsense ev-
eryday story. They propose to use it for the evalu-
ation of script knowledge models, and it may also
turn out to be a valuable resource for script learn-
ing, although to our knowledge this has not yet
been attempted.

Closest to our approach is the work by RKP
and subsequent work by Frermann et al. (2014)
and Modi and Titov (2014). All these employ
the same SMILE+OMICS dataset for evaluation,
which we also used to allow for a direct compar-
ison. Frermann et al. (2014) present a Bayesian
generative model for joint learning of event types
and ordering constraints. Their model promis-
ingly shows that flexible event order in scripts can
be suitably modelled. Modi and Titov (2014) fo-
cussed mainly on event ordering between script-
related predicates, using distributed representa-
tions of predicates and arguments induced by a sta-
tistical model. They obtained paraphrase sets as a
by-product, namely by creating an event timeline
and grouping together event mentions correspond-
ing to the same interval.

7 Conclusions

This paper presents a clustering-based approach to
inducing script structure from crowdsourced de-
scriptions of scenarios. We use semi-supervised
clustering to group individual event descriptions
into paraphrase sets representing event types, and
induce a temporal order among them. Crowd-
sourced alignments between event descriptions
proved highly effective as seed data. On a para-
phrase task, our approach outperforms all previous
proposals, while still performing very well on the
task of temporal order prediction. A study on the
ROC-stories suggests that a model of script knowl-
edge created with our method can cover a large
fraction of event structures occurring in topically
unrestricted narrative text, thus demonstrating the
scalability of our approach.
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Abstract

We propose to move from Open Infor-
mation Extraction (OIE) ahead to Open
Knowledge Representation (OKR), aim-
ing to represent information conveyed
jointly in a set of texts in an open text-
based manner. We do so by consolidating
OIE extractions using entity and predicate
coreference, while modeling information
containment between coreferring elements
via lexical entailment. We suggest that
generating OKR structures can be a useful
step in the NLP pipeline, to give seman-
tic applications an easy handle on consoli-
dated information across multiple texts.

1 Introduction

Natural language understanding involves identify-
ing, classifying, and integrating information about
events and other propositions mentioned in text.
While much effort has been invested in generic
methods for analyzing single sentences and de-
tecting the propositions they contain, little thought
and effort has been put into the integration step:
how to systematically consolidate and represent
information contributed by propositions originat-
ing from multiple texts. Consolidating such in-
formation, which is typically both complemen-
tary and partly overlapping, is needed to con-
struct multi-document summaries, to combine ev-
idence when answering questions that cannot be
answered based on a single sentence, and to pop-
ulate a knowledge base while relying on multiple
pieces of evidence (see Figure 1 for a motivating

∗Corresponding author

example). Yet, the burden of integrating informa-
tion across multiple texts is currently delegated to
downstream applications, leading to various par-
tial solutions in different application domains.

This paper suggests that a common consolida-
tion step and a corresponding knowledge represen-
tation should be part of the “standard” semantic
processing pipeline, to be shared by downstream
applications. Specifically, we pursue an Open
Knowledge Representation (OKR) framework that
captures the information expressed jointly in mul-
tiple texts while relying solely on the termi-
nology appearing in those texts, without requir-
ing pre-defined external knowledge resources or
schemata.

As we focus in this work on investigating an
open representation paradigm, our proposal fol-
lows and extends the Open Information Extrac-
tion (OIE) approach. We do that by first extract-
ing textual predicate-argument tuples, each cor-
responding to an individual proposition mention.
We then merge these mentions by accounting for
proposition coreference, an extended notion of
event coreference. This process yields consoli-
dated propositions, each corresponding to a single
fact, or assertion, in the described scenario. Simi-
larly, entity coreference links are used to establish
reference to real-world entities. Taken together,
our proposed representation encodes information
about events and entities in the real world, simi-
larly to what is expected from structured knowl-
edge representations. Yet, being an open text-
based representation, we record the various lexical
terms used to describe the scenario. Further, we
model information redundancy and containment
among these terms through lexical entailment.

In this paper we specify our proposed represen-
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1. Turkey forces down Syrian plane. 4. Turkish PM says plane was carrying ammunition for Syria government.
2. Damascus sends note to Ankara over Syrian plane. 5. Last night Turkish F16s grounded a Syrian passenger jet.
3. Turkey Escalates Confrontation with Syria. 6. Russia angry at Turkey about Russian passengers.

Figure 1: A sample of news headlines, illustrating the need for information consolidation. Two mentions
of the same proposition, for which event coreference holds, are highlighted, with the predicate in bold and
the arguments underlined. Some information is redundant, but may be described at different granularity
levels; for example, different mentions describe the interception target as a plane and as a jet, where jet
entails plane and is accordingly more informative.

tation, while specifying the involved annotation
sub-tasks from which our structures are composed.
We then describe our annotated dataset, of news
headline tweets about 27 news stories, which is
the first to be jointly annotated for all our required
sub-tasks. We also provide initial predicted base-
line results for each of the sub-tasks, pointing at
the limitations of current state of the art.1

Overall, our main contribution is in proposing to
create a consolidated representation for the infor-
mation contained in multiple texts, and in specify-
ing how such representation can be created based
on entity and event coreference and lexical entail-
ment. An accompanying contribution is our an-
notated dataset, which can be used to analyze the
involved phenomena and their interactions, and as
a development and test set for automated gener-
ation of OKR structures. We further note that
while this paper focuses on creating an open repre-
sentation, by consolidating Open IE propositions,
future work may investigate the consolidation of
other semantic sentence representations, for exam-
ple AMR (Abstract Meaning Representation) (Ba-
narescu et al., 2013), while exploiting similar prin-
ciples to those proposed here.

2 Background: Relevant Component
Tasks

In this section we describe the prior annotation
tasks on which we rely in our representation, as
described later in Section 3.

2.1 Open Information Extraction

Open IE (Open Information Extraction) (Etzioni
et al., 2008) is the task of extracting coherent
propositions from a sentence, each comprising a
relation phrase and two or more argument phrases.
For example, (plane, landed in, Ankara).

Open IE has gained substantial and consistent
attention, and many automatic extractors were cre-

1Our dataset, detailed annotation guidelines, the annota-
tion tool and the baseline implementations are available at
https://github.com/vered1986/OKR.

ated (e.g., Fader et al. (2011); Del Corro and
Gemulla (2013)). Open IE’s extractions were also
shown to be effective as intermediate sentence-
level representation in various downstream appli-
cations (Stanovsky et al., 2015; Angeli et al.,
2015). Analogously, we conjecture a similar util-
ity of our OKR structures at the multi-text level.

Open IE does not assign roles to the arguments
associated with each predicate, as in other single-
sentence representations like SRL (Semantic Role
Labeling) (Carreras and Màrquez, 2005; Palmer
et al., 2010). While the former is not consis-
tent in assigning argument slots to the same ar-
guments across different propositions, the latter
requires predefined thematic role ontologies. A
middle ground was introduced by QA-SRL (He
et al., 2015), where predicate-argument structures
are represented using question-answer pairs, e.g.
(what landed somewhere?, plane), (where did
something land?, Ankara).

2.2 Coreference Resolution Tasks

In our representation, we use coreference resolu-
tion to consolidate mentions of the same entity or
the same event across multiple texts.

Entity Coreference Entity coreference resolu-
tion identifies mentions in a text that refer to the
same real-world entity (Soon et al., 2001; Ng and
Cardie, 2002; Bengtson and Roth, 2008; Clark and
Manning, 2015; Peng et al., 2015). In the cross-
document variant, Cross Document Coreference
Resolution (CDCR), mentions of the same entity
can also appear in multiple documents in a cor-
pus (Singh et al., 2011).

Event Coreference Event coreference deter-
mines whether two event descriptions (mentions)
refer to the same event (Humphreys et al., 1997).
Cross document event coreference (CDEC) is a
variant of the task in which mentions may occur in
different documents (Bagga and Baldwin, 1999).

Compared to within document event corefer-
ence (Chen et al., 2009; Araki et al., 2014; Liu et
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al., 2014; Peng et al., 2016), the problem of cross
document event coreference has been relatively
under-explored (Bagga and Baldwin, 1999; Bejan
and Harabagiu, 2014). Standard benchmarks for
this task are the Event Coreference Bank (ECB)
(Bejan and Harabagiu, 2008) and its extensions,
that also annotate entity coreference: EECB (Lee
et al., 2012) and ECB+ (Cybulska and Vossen,
2014). See (Upadhyay et al., 2016) for more de-
tails on cross document event coreference.

Differently from our dataset described in Sec-
tion 4, ECB and its extensions do not establish
predicate-argument annotations. A secondary line
of work deals with aligning predicates across doc-
ument pairs, as done in Roth and Frank (2012).
PARMA (Wolfe et al., 2013) treated the task as
a token-alignment problem, aligning also argu-
ments, while Wolfe et al. (2015) added joint con-
straints to align predicates and their arguments.

Using Coreference for Consolidation Recog-
nizing that two elements are corefering can help
in consolidating textual information. In discourse
representation theory (DRT), a proposition ap-
plies to all co-referring entities (Kamp et al.,
2011). In recognizing textual entailment (Dagan
et al., 2013), lexical substitution of co-referring el-
ements is useful (Stern and Dagan, 2012). For ex-
ample, in Figure 1, sentence (1) together with the
coreference relation between plane and jet entail
that “Turkey forces down Syrian jet.”

2.3 Lexical Inference

Recognizing lexical inferences is an important
component in semantic tasks, in order to bridge
lexical variability in texts. For instance, in text
summarization, lexical inference can help identi-
fying redundancy, when two candidate sentences
for the summary differ only in terms that hold a
lexical inference relation (e.g. “the plane landed in
Ankara” and “the plane landed in Turkey”). Rec-
ognizing the inference direction, e.g. that Ankara
is more specific than Turkey, can help in selecting
the desired granularity level of the description.

There has been consistent attention to recogniz-
ing lexical inference between terms. Some meth-
ods aim to recognize a general lexical inference
relation (e.g. (Kotlerman et al., 2010; Turney and
Mohammad, 2015)), others focus on a specific se-
mantic relation, mostly hypernymy (Hearst, 1992;
Snow et al., 2005; Santus et al., 2014; Shwartz et
al., 2016), while recent methods classify a pair of

terms to a specific semantic relation out of several
(Baroni et al., 2012; Weeds et al., 2014; Pavlick et
al., 2015; Shwartz and Dagan, 2016). It is worth
noting that most existing methods are indifferent
to the context in which the target terms occur, with
the exception of few works, which were mostly fo-
cused on a narrow aspect of lexical inference, e.g.
lexical substitution (Melamud et al., 2015).

Determining entailment between predicates is a
different sub-task, which has also been broadly
explored (Lin and Pantel, 2001; Duclaye et al.,
2002; Szpektor et al., 2004; Schoenmackers et
al., 2010; Roth and Frank, 2012). Berant et al.
(2010) achieved state-of-the-art results on the task
by constructing a predicate entailment graph opti-
mizing a global objective function. However, per-
formance should be further improved in order to
be used accurately within semantic applications.

3 Proposed Representation

Our Open Knowledge Representation (OKR) aims
to capture the consolidated information expressed
jointly in a set of texts. In some analogy to struc-
tured knowledge bases, we would like the ele-
ments of our representation to correspond to en-
tities in the described scenario and to statements
(propositions) that relate them. Still, in the spirit
of Open IE, we would like the representation to be
open, while relying only on the natural language
terminology in the given texts without referring to
predefined external knowledge.

This section specifies our proposed structure,
with a running example in Figure 2. The specifica-
tion involves two aspects: the first is defining the
component annotation sub-tasks involved in cre-
ating our representation, following those reviewed
in Section 2; the second is specifying how we de-
rive from these component annotations a consoli-
dated representation. These two aspects are inter-
leaved along the presentation, where for each step
we first describe the relevant annotations and then
how we use them to create the corresponding com-
ponent of the representation.

3.1 Entities

To represent entities, we first annotate the text by
entity mentions and coreference. Following the
typical notion for these tasks, an entity mention
corresponds to a word or multi-word expression
that refers to an object or concept in the described
scenario (in the broader sense of “entity”). Ac-
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Original texts:
(1) Turkey forces down Syrian plane.

(2) Syrian jet grounded by Turkey carried munitions from Moscow.

(3) Intercepted Syrian plane carried ammunition from Russia.

Entities:
E1 = {Turkey}, E2 = {Syrian}, E3 = {plane, jet}
E4 = {munitions, ammunition}, E5 = {Moscow}, E6 = {Russia}
Proposition Mentions (+ coreference + argument alignment):
P1: [a1] forces down [a2] (Turkey [E1], plane [E3])
P2: [a1] [a2] (Syrian [E2], plane [E3]) (implicit)
P2: [a1] [a2] (Syrian [E2], jet [E3]) (implicit)
P1: [a2] grounded by [a1] (jet [E3], Turkey [E1])
P3: [a1] carried [a2] from [a3]

(jet [E3], munitions [E4], Moscow [E5])
P1: intercepted [a2] (jet [E3])
P2: [a1] [a2] (Syrian [E2], plane [E3]) (implicit)
P3: [a1] carried [a2] from [a3]

(plane [E3], ammunition [E6], Russia [E6])
Consolidated Propositions:

P1 :


[a1] forces down [a2]
[a2] grounded by [a1]

intercepted [a2]

 [a1: {E1}, a2: {E3}]

P2: { [a1] [a2] (implicit) } [a1: {E2}, a2: {E3}]

P3: { [a1] carried [a2] from [a3] }
[ a1: {E3}, a2: {E4},

a3: {E5, E6}
]

Entailment Graphs:

Propositions:

P1 :

[a1] forces down [a2] [a2] grounded by [a1]

intercepted [a2]

Entities:
E3: planejet

E4: munitionsammunition

Arguments: P3.a3: RussiaMoscow

[a1] forces
down [a2]

E1 P1 

[a1] carried [a2]
from [a3] 

intercepted [a2]

[a2] 
grounded

by [a1] 

E3
{jet,plane}

E4
{ammunition

,
munitions}E6 {Russia}

E5 {Moscow}

IMPLICIT

E1
{Turkey}

E3
{jet,plane}

a2

a1

a2

a1

a3

E2
{Syrian}

E3
{jet,plane}

a2

a1

P2 

P3 

Turkey

E2 
Syrian

E5 
Moscow

E6 
Russia

E4 
munitions

ammunition

E3 
plane

jet

(a) (b)

Figure 2: An illustration of our OKR formalism (a), with a corresponding graphical view of the consol-
idated structure (b). In (b), dashed lines connect entities to their instantiation within arguments, while
allowing graph-traversal inferences such as: what is the relation between Turkey and Russia? Turkey
intercepted a plane that carried ammunition from Russia (the path from E1 to E6 via the darker dashed
lines).

cordingly, we represent an entity in the described
scenario by the coreference cluster of all its men-
tions. We represent the coreferring cluster of men-
tions by the multiset of its terms, keeping pointers
to each term’s mentions (see Entities in Figure 2;
to avoid clutter, pointers are not presented in the
figure). We note that we take an inclusive view
which regards concepts as entities, for example the
adjective Syrian is considered an entity mention
that may corefer with Syria.

3.2 Proposition Mentions and Consolidated
Propositions

To represent propositions, we first annotate Open
IE style extractions, which we term proposition
mentions. Each mention consists of a predicate
expression, e.g. around verbs or nominalizations,

and a set of arguments (see Proposition Mentions
in Figure 2). We deviate slightly from standard
Open IE formats by representing the predicate ex-
pression as a template, with place holders for the
arguments (marked with brackets in the figure).
This follows the common representation of predi-
cates within predicate inference rules, as in DIRT
(Lin and Pantel, 2001), and allows the span of en-
tity arguments to correspond exactly to the entity
term. Further, as typical in Open IE, modalities
and negations become part of the lexical elements
of the predicate. Notice that at this stage an ar-
gument mention is already associated with its cor-
responding entity. Further, we annotate implicit
predicates when a predication between two enti-
ties is implied, without an explicit predicate ex-
pression, as common for noun modifications (P2
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in the figure). Nested propositions are represented
by having one proposition mention as an argument
of the other (e.g. “the [plane] was forced to [land
in Ankara]”).

To link different mentions of the same real
world fact, we annotate proposition coreference,
which generalizes the notion of event corefer-
ence to cover all types of predications (e.g., John
is Mary’s brother would co-refer with Mary is
John’s sister). This annotation specifies the coref-
erence relation for a cluster of proposition men-
tions (denoted by the same proposition index Pi in
Figure 2), as well as an alignment of their argu-
ments, (denoted by matching argument indexes
within the same proposition cluster). We then con-
sider a proposition to correspond to a coreference
cluster of proposition mentions, which jointly de-
scribe the referred real-world fact.

Yet, a cluster of co-referring proposition men-
tions does not provide a succinct representation for
the aggregated textual description of a proposition.
To that end, we aggregate the information in the
cluster into a Consolidated Proposition, composed
of a consolidated predicate and consolidated ar-
guments. Similar to entity representation, a con-
solidated predicate is represented by the set of all
predicate expressions appearing in the cluster. A
consolidated argument is specified by the set of
all entities (or propositions, in case of having one
proposition being an argument of another one) that
occupy this argument’s slot in the different men-
tions. As with entities, each element in this rep-
resentation is accompanied by a set of pointers to
all its original mentions (omitted from the figure).
A graphical illustration of this structure is given
in Figure 2(b) (for now, ignore the arrows within
some of the nodes).

A consolidated proposition encodes compactly
all possible textual descriptions for the referred
proposition, which can be generated from its men-
tions taken jointly. Each description can be gener-
ated by picking one possible predicate expression
and then picking one possible lexical choice for
each argument. For example, P1 may be described
as Turkey intercepted a plane, Turkey forces down
a jet etc. Some of these descriptions correspond to
original mentions in the text, while others can be
induced through coreference (as reviewed at the
end of Section 2.2). The representation of a con-
solidated proposition thus does not depend on the
particular way in which lexical choices were split

across the different proposition mentions.

3.3 Lexical Entailment Graphs

The set of descriptions encoded in a consolidated
proposition is highly redundant. To make it more
useful, we would like to model the information
overlap between different lexical choices. For ex-
ample, we want to know that Turkey intercepted a
plane is more general than, or equivalently, is en-
tailed by, Turkey intercepted a jet. To that end, we
annotate the lexical entailment relations between
the elements in each component of our represen-
tation, that is, within each consolidated predicate,
consolidated argument and entity. This yields a
lexical entailment graph within each component
(see figure 2), which models the information con-
tainment relationships between different descrip-
tions.

Notice that in our setting the lexical entailment
relation is considered within the given context (see
Section 2.3). For example, grounded and forced
down may not be generically synonymous, but
they do convey equivalent information in a given
context of forcing a flying plane to land. Contra-
dictions are modeled to a limited extent, by anno-
tating contradiction relations (in context) between
elements of our entailment graphs, for example
when different figures are reported for the number
of casualties in a disaster. This is a natural rep-
resentation, since contradiction is often modeled
within a three-way entailment classification task.
Modeling of broader cases of contradiction is left
for future work.

The entailment graphs yield better modeling
of the supporting text mentions (and their total
count) for each possible description. For exam-
ple, knowing that Moscow entails Russia, we can
assume in P3 two supporting mentions for know-
ing that the ammunition was carried from Russia,
while having only one supporting mention for the
more detailed information regarding Moscow be-
ing the origin. Such frequency support often cor-
relates with confidence and prominence of infor-
mation, which, together with generality modeling,
may be very useful in applications such as multi-
document summarization or question answering.
Finally, the graphical view of our representation
lends itself to graph-based inferences, such as
looking for all connections between two entities,
similar to aggregated inferences over structured
knowledge graphs (see example in Figure 2(b)).
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# Entities 1262
# Entity mentions 5074
# Entity singeltons 777
# Propositions 1406
# Proposition mentions 4311
# Proposition Singletons 949
Avg. mentions per entity chain 8.86
Avg. distinct lemmas per entity chain 2.00
Avg. mentions per proposition chain 7.35
Avg. distinct lemmas per prop. chain 2.24
Avg. number of elements per arg. chain 1.08

Table 2: Twitter dataset statistics. Distinct lemma
terms per proposition chain were calculated only
on explicit propositions. Average number of el-
ements per argument chain measures how many
distinct entities or propositions were part of the
same argument.

In summary, our open knowledge representa-
tion consists of the following: entities, generated
by detecting entity mentions and coreference; con-
solidated propositions, composed of consolidated
predicates and arguments, which are generated
by detecting proposition mentions and coreference
relations between them; lexical entailment graphs
for entities, consolidated predicates and consoli-
dated arguments, which specify the inference rela-
tions between the elements within each of these
components. This yields a compact representa-
tion of all possible descriptions of the statements
jointly asserted by the set of texts, as induced via
coreference-based inference, while tracking in-
formation containment between different descrip-
tions as well as tracking their (induced) supporting
mentions.

4 News-Related Tweets Dataset

Following the formal definition of our OKR struc-
tures, we compiled a corpus with gold annotations
of our 5 subtasks (listed in Table 1). As outlined in
the previous section, our structures follow deter-
ministically from these annotations. Specifically,
we make use of the news-related tweets collected
in the Twitter Event Detection Dataset (McMinn
et al., 2013), which clusters tweets from major
news networks and other sources discussing the
same event (for example, the grounding of a Syr-
ian plane by the Turkish government). We chose to
annotate news related tweets in this first dataset for
several reasons: (1) they represent self contained
assertions, (2) they tend to be relatively factual
and succinct, and (3) by looking at several news
sources we can obtain a corpus with high redun-
dancy, which our representation aims to address.

We note that while this dataset exhibits a limited
amount of linguistic complexity, making it suit-
able for a first investigation, it still represents a
very practical use case of consolidating informa-
tion in a large stream of tweets about a news story.

This annotation serves two main purposes.
First, it validates the feasibility of our annotation
scheme in terms of annotator requirements, train-
ing and agreement. Second, to the best of our
knowledge, this is the first time these core NLP
annotations are annotated in parallel over the same
texts. Following, this annotation has the potential
of becoming a useful resource spurring future re-
search into joint prediction of these annotations.
For instance, predicate argument structures may
benefit from co-reference signals, and entity ex-
traction systems may exploit signals from lexical
entailment.

Overall, we annotated 1257 tweets from 27
clusters. We release the dataset both in full OKR
format, as well as ECB-like “light” format, con-
taining only the annotated co-reference chains.
Overall corpus statistics are depicted in Table 2.

4.1 Dataset Characteristics
An analysis of the annotations reveals interesting
and unique characteristics of our annotated corpus.

First, the part of speech distribution of enti-
ties and predicates (Table 3) shows that our cor-
pus captures information beyond the current focus
on verb-centric applications and corpora in NLP.
Namely, our corpus contains a vast number of non-
verbal predications (67%), and a relatively large
number of adjectival entities, owing to the fact that
our structure annotates concepts such as “north-
ern” or “Syrian” as entities in an implicit relation.

Second, the average number of unique lemmas
per entity and proposition chains (2.00 and 2.24,
respectively) shows that our corpus exhibits a fair
amount of non-trivial lexical variability.

Finally, roughly 96% of our entailment graphs
(entity and proposition) form a connected compo-
nent. This data provides an interesting potential
for investigating and modeling lexical inference
relations within coreference chains.

4.2 Annotation Procedure and Agreement
The annotation was performed by two native
English speakers with linguistic academic back-
ground, which had 10 hours of in house training.
The entire annotation process took 200 person-
hours using a graphical tool purposely-designed
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Task
Entity
Ment.

Entity Co-reference
Prop. Mentions Proposition Co-Reference Entailment

Pred. Arg. Predicate Argument Entity Prop
avg. acc MUC B3 CEAF CoNLL F1 avg. acc avg. acc MUC B3 CEAF CoNLL F1 MUC B3 CEAF CoNLL F1 F1 F1

IAA .85 .87 .92 .92 .90 .74 (.93, .72)† .85 .86 .88 .76 .83 .99 .99 .98 .99 .70 .82
Pred .58 .84 .89 .81 .85 .41 (.73, .25)† .37 .47 .67 .56 .56 .93 .97 .94 .95 .44 .56

Table 1: Inter-Annotator Agreement (top) and off-the-shelf state-of-the-art predicted performance (bot-
tom, see Section 5) for the OKR subtasks: (1) Entity mention extraction (for prediction we use F1 score)
(2) Entity co-reference (3) Proposition Extraction (predicate identification and argument detection) (4)
Proposition Co-reference (predicate coreference and argument alignment), and (5) Entailment graphs
(entity and proposition entailment; argument entailment figures are not presented due to very low statis-
tics). † Numbers in parenthesis denote verbal vs. non-verbal predicates, respectively.

to facilitate the incremental annotation for all
subtasks . We employ the QA-SRL annotation
methodology to help determining Open IE pred-
icate and argument spans in the gold standard, for
its intuitiveness for non-expert annotators (He et
al., 2015). Five clusters were annotated indepen-
dently by both annotators and were used to mea-
sure their agreement on the task. The other clus-
ters were annotated by one annotator and reviewed
by an expert.

We measure agreement separately on each an-
notation subtask. After each task in our pipeline
we keep only the consensual annotations. For ex-
ample, we measure entity coreference agreement
only for entity mentions that were annotated by
both annotators. For entity, predicate and argu-
ment mention agreement, we average the accuracy
of the two annotators, each computed while taking
the other as a gold reference.

For entity, predicate, and argument co-reference
we calculated coreference resolution metrics: the
link-based MUC (Vilain et al., 1995), the mention-
based B3 (Bagga and Baldwin, 1998), the entity-
based CEAF, and the widely adopted CoNLL F1

measure which is an average of the three. For en-
tity and proposition entailment we compute the F1

score over the annotated directed edges in each
entailment graph, as is common for entailment
agreement metrics (Berant et al., 2010).

We macro-averaged these scores to obtain an
overall agreement on the 5 events annotated by
both annotators. The agreement scores for the two
annotators are shown in Table 1, and overall show
high levels of agreement. A qualitative analysis of
the more common disagreements between annota-
tors is shown in Table 4.

Overall, this shows that our parallel annotation
is indeed feasible; agreement on each of the sub-
tasks is relatively high and on par with reported
inter-annotator agreement on similar tasks.

POS Nouns Verbs Adj’s Impl. Others

Ent. Dist. .85 .01 .09 – .05
Pred. Dist. .40 .33 .04 .18 .04

Table 3: Entity and Predicate distribution across
part of speech tags: nouns, verbs, adjectives, non-
lexicalized (implicit) and all others.

Disagreement Type Examples

Phrasal verbs [placed to leave]pred. vs. [placed to]pred.[leave]pred.

[faces charges]pred. vs. [faces]pred. [charges]arg.

Nominalizations
[suspect]ent. plane vs. [suspect]pred. plane
[terror]ent. attack vs. [terror]pred. attack
U.S. [elections]ent. vs. U.S. [elections]pred.

Entailment fuel→gas vs. gas→fuel
scandal→case vs. case→scandal

Table 4: Typical cases of annotator disagreements.
Annotated spans are denoted by square brackets,
subscript denotes label for the mention (predicate,
argument or entity).

5 Baselines

As we have shown in previous sections, our struc-
ture is derived from known “core” NLP tasks, ex-
tended where needed to fit our consolidated repre-
sentation. Subsequently, a readily available means
of automatically recovering OKR is through a
pipeline which uses off-the-shelf models for each
of the subtasks.

To that end, we employ publicly available tools
and simple baselines which approximate the cur-
rent state-of-the-art in each of these subtasks. For
brevity sake, in the rest of the section we briefly
describe each of these baselines. For a more de-
tailed technical description see the OKR repos-
itory (https://github.com/vered1986/
OKR).

For Entity Mention extraction we use the spaCy
NER model2 in addition to annotating all of the
nouns and adjectives as entities. For Proposition
Mention detection we use Open IE propositions
extracted from PropS (Stanovsky et al., 2016),
where non-restrictive arguments were reduced fol-
lowing Stanovsky and Dagan (2016). For Proposi-

2https://spacy.io/
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tion and Entity coreference, we clustered the entity
mentions based on simple lexical similarity met-
rics (e.g., lemma matching and Levenshtein dis-
tance), shown to be effective on our news tweets.
3

For Argument Mention detection we attach the
components (entities and propositions) as argu-
ments of predicates when the components are
syntactically dependent on them. Argument Co-
reference is simply predicted by marking co-
reference if and only if the arguments are both
mentions of the same entity co-reference chain.
For Entity Entailment purposes we used knowl-
edge resources (Shwartz et al., 2015) and a pre-
trained model for HypeNET (Shwartz et al., 2016)
to obtain a score for all pairs of Wikipedia com-
mon words (unigrams, bigrams, and trigrams). A
threshold for the binary entailment decision was
then calibrated on a held out development set. Fi-
nally, for Predicate Entailment we used the entail-
ment rules extracted by Berant et al. (2012).

5.1 Results and Error Analysis

Using the same metrics used for measuring inter-
annotator agreement, we evaluated how well the
presented models were able to recover the differ-
ent facets of the OKR gold annotations. The per-
formance on the different subtasks is presented in
Table 1 (bottom).

We measure the performance of each compo-
nent separately, while taking the annotations for
all previous steps from the gold human annota-
tions. This allows us to examine the performance
of the current component, alleviating any incurred
errors from previous steps. Thus, we can iden-
tify technological “bottle-necks” – the steps which
most significantly lower predicted OKR accuracy
using current off-the-shelf tools.

First, we noticed that non-verbal predicates
pose a challenge for current verb-centric systems.
This primarily manifests in low scores for iden-
tifying entities, predicates and arguments. Many
entity mention errors are due to nominalizations
mistakenly annotated as entities. When excluding
gold nominalizations, the entity mention baseline
F1 score rises from 0.58 to 0.63. As mentioned

3We chose simple metrics over complex state-of-the-art
entity coreference models since they target different scenarios
from ours: first, they focus on named entities, and are likely
to overlook common nouns like plane and jet. Second, since
we work in the context of the same news story, it is reasonable
to assume that, for example, two mentions of a person with
the same last name belong to the same entity.

earlier (Section 4.2) nominalizations were also one
of the main challenges for the annotators. Further-
more, recognizing nominalizations and other non-
verbal predicates, which are very common in our
dataset (see Table 3), proves to be a difficult task.
Indeed, we see a significant improvement in per-
formance when comparing verbal predicate men-
tion performance to non-verbal performance (ac-
curacy of 0.73 vs. 0.25). Finally, argument iden-
tification was hard mainly because of inconsisten-
cies in verbal versus nominal predicate-argument
structure in dependency trees.4

The low performance in predicate coreference
compared to entity coreference can be explained
by the higher variability of predicate terms. The
argument co-reference task becomes easy given
gold predicate-argument structures, as most argu-
ments are singletons (i.e. composed of a single
element).

Finally, while the performance of the predicate
entailment component reflects the current state-
of-the-art (Berant et al., 2012; Han and Sun,
2016), the performance on entity entailment is
much worse than the current state-of-the-art in this
task as measured on common lexical inference test
sets. We conjecture that this stems from the nature
of the entities in our dataset, consisting of both
named entities and common nouns, many of which
are multi-word expressions, whereas most work in
entity entailment is focused on single word com-
mon nouns. Furthermore, it is worth noting that
our annotations are of naturally occurring texts,
and represent lexical entailment in real world co-
reference chains, as opposed to synthetically com-
piled test sets which are often used for this task.

While several tasks achieve reasonable perfor-
mance on our datasets, most tasks leave room for
improvement. These bottle-necks are bound to
hinder the performance of a pipeline end-to-end
system. Future research into OKR should first tar-
get these areas; either as a pipeline or in a joint
learning framework.

6 Applications and Related Work

The need to consolidate information originating
from multiple texts is common in applications
that summarize multiple text into some struc-
ture, such as multi-document summarization and
knowledge-base population. Currently, there is no

4E.g., “Facebook’s acquisition of Instagram” is repre-
sented differently than “Facebook acquired Instagram”.
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systematic solution, and the burden of integrating
information across multiple texts is delegated to
downstream applications, leading to partial solu-
tions which are geared to specific applications.

Multi-Document Summarization (MDS)
(Barzilay et al., 1999) is a task whose goal is to
produce a concise summary from a set of related
text documents, such that it includes the most
important information in a non-redundant manner.
While extractive summarization selects salient
sentences from the document collection, abstrac-
tive summarization generates new sentences, and
is considered a more promising yet more difficult
task.

A recent approach for abstractive summa-
rization generates a graphical representation of
the input documents by: (1) parsing each sen-
tence/document into a meaning representation
structure; and (2) merging the structures into a sin-
gle structure that represents the entire summary,
e.g. by identifying coreferring items.

In that sense, this approach is similar to OKR.
However, current methods applying this approach
are still limited. Gerani et al. (2014) parse each
document to discourse tree representation (Joty et
al., 2013), aggregating them based on entity coref-
erence. Yet, they work with a limited set of (dis-
course) relations, and rely on coreference only be-
tween entities, which was detected manually.

Similarly, Liu et al. (2015) parse each input sen-
tence into an individual AMR graph (Banarescu
et al., 2013), and merge those into a single graph
through identical concepts. This work extends the
AMR formalism of canonicalized representation
per entity or event to multiple sentences. How-
ever, they only focus on certain types of named
entities, and collapse two entities based on their
names rather than on coreference.

Event-Centric Knowledge Graphs (ECKG)
(Vossen et al., 2016; Rospocher et al., 2016) is
another related work which represent news arti-
cles as graphs. Event nodes are linked to DBPedia
(Auer et al., 2007), with the goal of enriching en-
tities and events with dynamic knowledge. For ex-
ample, an event describing the interception of the
Syrian plane by Turkey will be linked in DBPedia
to Syria and Turkey.

We propose that OKR can help the described
applications by providing a general underlying
representation for multiple texts, obviating the

need to develop specialized consolidation meth-
ods for each application. We can expect the use
of OKR structures in MDS to shift the research ef-
forts in this task to other components, e.g. gener-
ation, and eventually contribute to improving state
of the art on this task. Similarly, an algorithm cre-
ating the ECKG structure can benefit from build-
ing upon a consolidated structure such as OKR,
rather than working directly on free text.

7 Conclusions

In this paper we advocate the development of rep-
resentation frameworks for the consolidated infor-
mation expressed in a set of texts. The key ingre-
dients of our approach are the extraction of propo-
sition structures which capture individual state-
ments and their merging based on entity and event
coreference. Coreference clusters are proposed as
a handle on real world entities and facts, while
still being self-contained within the textual realm.
Lexical entailment is proposed to model infor-
mation containment between different textual de-
scriptions of the same real world components.

While we developed an “open” KR framework,
future work may investigate the creation of similar
models based on structures that do refer to exter-
nal resources (such as PropBank, as in Abstract
Meaning Representation – AMR). Gradually, fine
grained semantic phenomena may be addressed,
such as factuality, attribution and modeling sub-
events and cross-event relationships. Finally, we
plan to investigate performing the core annotation
sub-tasks via crowdsourcing, for scalability.
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Abstract

Causal relations play a key role in infor-
mation extraction and reasoning. Most of
the times, their expression is ambiguous
or implicit, i.e. without signals in the text.
This makes their identification challeng-
ing. We aim to improve their identifica-
tion by implementing a Feedforward Neu-
ral Network with a novel set of features for
this task. In particular, these are based on
the position of event mentions and the se-
mantics of events and participants. The re-
sulting classifier outperforms strong base-
lines on two datasets (the Penn Discourse
Treebank and the CSTNews corpus) anno-
tated with different schemes and contain-
ing examples in two languages, English
and Portuguese. This result demonstrates
the importance of events for identifying
discourse relations.

1 Introduction

The identification of causal and temporal rela-
tions is potentially useful to many NLP tasks
(Mirza et al., 2014), such as information extraction
from narrative texts (e.g., question answering, text
summarization, decision support) and reasoning
through inference based on a knowledge source
(Ovchinnikova et al., 2010).

A number of resources provide examples of
causal relations annotated between event mentions
(Mirza et al., 2014) or text spans (Bethard et al.,
2008). Among the second group, there are corpora
compliant with the assumptions of the Rhetori-
cal Structure Theory (RST) in various languages
(Carlson et al., 2002; Aleixo and Pardo, 2008),
and the Penn Discourse Treebank (Prasad et al.,
2007). The latter counts the largest amount of ex-

amples and is the only resource distinguishing be-
tween explicit and implicit relations.

The discourse signal marking causal relations is
often ambiguous (i.e. shared with other kinds of
relation), or lacking altogether. Identifying im-
plicit causal relations is challenging for several
reasons. They often entail a temporal relation of
precedence, but this condition is not mandatory
(Bethard et al., 2008; Mirza et al., 2014). More-
over, implicit causal relations are partly subjective
and have low inter-annotator agreement (Grivaz,
2012; Dunietz et al., 2015). Finally, they have to
be detected through linguistic context and world
knowledge: unfortunately, this information can-
not be approximated by explicit relations deprived
of their signal (Sporleder and Lascarides, 2008).
Notwithstanding the partial redundancy between
signal and context, implicit examples and explicit
examples belonging to the same class appear to be
too dissimilar linguistically.

Although various techniques have been pro-
posed for the task, ranging from distributional
metrics (Riaz and Girju, 2013, inter alia) to tra-
ditional machine learning algorithms (Lin et al.,
2014, inter alia), few have been based on deep
learning. Those that have used deep learning have
mostly relied on lexical features (Zhang et al.,
2015; Zhang and Wang, 2015). The aim of our
work is to enrich Artificial Neural Networks with
features that capture insights from linguistic the-
ory (§ 2) as well as related works (§ 3). In particu-
lar, they capture information about the content and
position of the events involved in the relation. Af-
ter presenting the datasets (§ 4), the method (§ 6)
and the experimental results (§ 7) we conclude (§
8) by highlighting that the observed improvements
stem from the link between event semantics and
discourse relations. Although our work focuses on
implicit causal relations, the proposed features are
shown to be beneficial also for explicit instances.
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2 Events in Linguistic Theory

Events are complex entities bridging between se-
mantic meaning and the syntactic form (Croft,
2002). The token expressing an event in a text is
called a mention and usually consists in a verbal
predicate. An event denotes a situation and con-
sists of various components, such as participants
and aspect. Participants are entities taking part
in the situation, each playing a specific semantic
role (Fillmore, 1968; Dowty, 1991). Aspect is the
structure of the situation over time and is partly
inherent to verbs (Vendler, 1967).

Within discourse, events can establish between
themselves different kinds of relation, among
which a causal relation (Pustejovsky et al., 2003).
This relation is asymmetrical, bridging between a
cause and an effect. Discourse-level causation is
expressed explicitly through verbs (e.g. to cause or
to enable) (Wolff, 2007) or adverbial markers, ei-
ther inter-clausal (e.g. because) or inter-sentential
(e.g. indeed). These markers are often ambiguous.
Moreover, causation is not necessarily explicit: it
can be entailed by the speakers and inferred by the
listeners only through world knowledge (Grivaz,
2012).

Both explicit and implicit relations are regulated
by a long-standing cognitive principle, namely di-
agrammatical iconicity. According to this princi-
ple the tightness of the morphosyntactic packaging
of two expressions is proportional to the degree of
semantic integration of the concepts they denote
(Haiman, 1985). The relevance of this principle
for causal relations has been validated empirically
by comparing constructions used to describe cau-
sation in visual stimuli (Kita et al., 2010): such
constructions were affected by the mediation of an
animate participant and the absence of spatial con-
tact or temporal contiguity.

This principle is useful to distinguish causality
from other relations. Among adverbial clauses,
those expressing cause preserve more indepen-
dence from the main (effect) clause than the others
cross-linguistically. Independence is measured by
the freedom in their relative order, the autonomous
intonation contour, and non-reduced grammatical
categories or valence of verbs (Lakoff, 1984; Dies-
sel and Hetterle, 2011; Cristofaro, 2005). The
iconicity principle predicts that this morphosyn-
tactic behaviour corresponds to situations not nec-
essarily sharing time, place and participants from
a semantic point of view.

3 Previous Work

Many previous works identified causal relations
using metrics or traditional machine learning algo-
rithms. Metrics of the ‘causal potential’ of event
pairs were estimated using distributional informa-
tion (Beamer and Girju, 2009), verb pairs (Riaz
and Girju, 2013) or discourse relation markers (Do
et al., 2011). Other techniques employed manu-
ally defined rules, consisting in high-level patterns
(Grivaz, 2012) or a set of axioms (Ovchinnikova
et al., 2010).

The machine learning approaches formulated
causal relation identification as a binary classifica-
tion problem. This problem sometimes involved
an intermediate step of discourse marker predic-
tion (Zhou et al., 2010). Features based on fine-
grained syntactic representations proved particu-
larly helpful (Wang et al., 2010), and were some-
times supplemented with information about word
polarity, verb classes, and discourse context (Pitler
et al., 2009; Lin et al., 2014).

Few approaches based on deep learning have
been proposed for discourse relation classification
so far. Zhang et al. (2015) focused on implicit re-
lations. They introduced a Shallow Convolutional
Neural Network that learns exclusively from lexi-
cal features. It adopts some strategies to amend the
sparseness and imbalance of the dataset, such as
a shallow architecture, naive convolutional opera-
tions, random under-sampling, and normalization.
This approach outperforms baselines based on a
Support Vector Machine, a Transductive Support
Vector Machine, and a Recursive AutoEncoder.

Moreover, related work on nominal relation
classification (Zeng et al., 2014; Zhang and Wang,
2015) showed improvements due to using ad-
ditional features (neighbours and hypernyms of
nouns), as well as measuring the relative distance
of each token in a sentence from the target nouns.
Although these features are possibly relevant for
the identification of causal relations, they have not
been investigated for this task before.

4 Datasets

We ran our experiment on two datasets represent-
ing different annotation schemes and different lan-
guages: the Penn Discourse Treebank in English
(Prasad et al., 2007) and the CSTNews corpus in
Brazilian Portuguese (Aleixo and Pardo, 2008).
The Penn Discourse Treebank was chosen because
it distinguishes between explicit and implicit rela-
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Figure 1: Layers of the Feedforward Neural Network with enriched features.

tions and offers the widest set of examples. Re-
lations are classified into four categories at the
coarse-grained level: Contingency is considered as
the positive class, whereas the others as the nega-
tive class.1 We divided the corpus into a training
set (sections 2-20), a validation set (sections 0-1),
and a test set (sections 21-22), following Pitler et
al. (2009) and Zhang et al. (2015).

On the other hand, he CSTNews corpus con-
tains documents in Brazilian Portuguese annotated
according to the Rhetorical Structure Theory. We
filtered the texts to keep only relations among
leaves in the discourse tree (i.e. containing text
spans). The examples labelled as volitional-cause,
non-volitional-cause result, and purpose were as-
signed to the positive class and the others to the
negative class. In this case, no distinction was
available between implicit and explicit relations.
The data partitions in the datasets are detailed in
Table 1.

Set PDTB CSTNews
Training 3342/9290 190/1101
Validation 295/888 19/143
Test 279/767 19/142

Table 1: Number of examples: positive/negative

1Contingency overlaps with the fine-grained category
Cause for implicit relations: Condition instead can be hardly
conveyed without an explicit hypothetical marker (e.g. if ).

5 Features

The most basic kind of features we fed to our algo-
rithm is lexical features, i.e. the vectors stemming
from the look-up of the words in every sentence.
Vectors are obtained from a model trained with
gensim (Řehůřek and Sojka, 2010) on Wikipedia.
Moreover, we included some additional features:
event-related and positional features.

In order to obtain these, the PDTB and CST-
News corpora were parsed using MATE tools
(Bohnet, 2010). This parser was trained on the
English and Portuguese treebanks available in the
Universal Dependency collection (Nivre et al.,
2016). In particular, for each of the two related
sentences we employed the syntactic trees to dis-
cover its root (considered as the event mention)
and the nominal modifiers of the root (considered
as the participants).2 We extracted the vector rep-
resentations of their lemmas, which we call event-
related features. Moreover, we assigned to each
token two integers representing its absolute lin-
ear distance from either event mention. These are
called positional features.

The combination of lexical and additional fea-
tures is called enriched feature set, as opposed to
a basic feature set with just lexical features. As
an example, consider Figure 1. The lemmas of the
two roots are emit and contaminate. Those of their

2The syntactic root is often, but not necessarily, a verb. Its
nominal modifiers are dependent nouns labelled as subject,
direct object, or indirect object.

27



nominal dependents are plutonium+radiation and
environment, respectively. Moreover, the token al-
pha, for instance, is assigned the integers 1 (dis-
tance from emits) and 5 (distance from contami-
nated).

The rationale of the additional features is that
similar features were employed successfully for
nominal relation classification (Zeng et al., 2014).
Moreover, they are motivated linguistically. Po-
sitional features encode the distance and hence
the iconic principle, whereas event-related fea-
tures account for the semantics of the event and
its participants (see § 2).

6 Method

We describe here the architecture of the Feedfor-
ward Neural Network with an enriched feature
set. The core components of the architecture are
a look-up step, a hidden layer and the final lo-
gistic regression layer where a softmax estimates
the probabilities of the two classes. These are are
shown in Figure 1. Positional features are concate-
nated to the input after the look-up step, and are
represented as grey nodes. Event-related features
instead are concatenated to the output of the hid-
den layer, and are represented as blue nodes. The
training set was under-sampled randomly: positive
examples were pruned in order to obtain the same
amount of negative and positive examples.3 Af-
terwards, all the sentences of the training set were
padded with zeroes to equalize them to a length n.
Each word was transformed into its corresponding
D-dimensional vector by looking up a word em-
bedding matrix E. This matrix is a parameter of
the model and is initialized with pre-trained vec-
tors. Afterwards, each vector was concatenated
along the D-dimensional axis with its two neigh-
bouring vectors and its two positional features.

This input representation x was then fed to the
hidden layer. It underwent a non-linear transfor-
mation with a weight and a bias as parameters, and
the hyperbolic tangent tanh as activation function.
The weight is a matrix W1 ∈ RD×h, where h is
an hyper-parameter defining the size of the hid-
den layer. The bias, on the other hand, is a vec-
tor b1 ∈ Rh. Both were initialised by uniformly
sampling values from the symmetric interval sug-
gested by Glorot and Bengio (2010). The output

3Without random under-sampling, the algorithm wors-
ened its performance, whereas no significant differences were
observed with random over-sampling.

of this transformation was concatenated with four
word embeddings of the two events and the two
(max-pooled) sets of their participants. The re-
sulting matrix underwent a max pooling operation
over the n axis, which yielded a vector.

Finally, the output of the hidden layer was fed
into a Logistic Regression layer. As above, it was
multiplied to a weight W2 ∈ Rh×2 and added to
a bias b2 ∈ R2. Note that the shape of these pa-
rameters along a dimension has length 2 because
this is the number of classes to output. Contrary to
the hidden layer, both parameters were initialized
as zeros. The output of Logistic Regression was
squashed by a softmax function σ, which yielded
the probability for each class given the example.

The set of parameters of the algorithm is θ =
{E,W1, b1,W2, b2}. The loss function is based
on binary cross-entropy and is regularised by the
squared norm of the parameters scaled by a hy-
perparameter `. Given an input array of indices
to the embedding matrix xi, the event-related fea-
tures xe, the positional features xp, and a true class
y, the objective function is as shown in Equation
1:

J = −
∑
x,y

σ(W2||max
n

(tanh(W1·(xi·E⊕xe)+

+ b1)⊕ xp)||+ b2) logP (y) + `||θ||2. (1)

The optimization of the objective function was
performed through mini-batch stochastic gradient
descent, running for 150 epochs. Early stopping
was enforced to avoid over-fitting. The width of
the batches was set to 20, whereas the learning
rate λ to 10−1. The vector dimension D in the
word embedding was 300, the regularization fac-
tor ` 10−4, and the width of the hidden layer h
3000.

7 Results

The performance of the classifier presented in §
6 (named Enriched) was compared with a series
of baselines. A naive baseline consists in always
guessing the positive class (Positive). A more
solid baseline is the state of the art for class-
specific identification of implicit relations in the
PDTB: the Shallow Convolutional Neural Net-
work (SCNN) by Zhang et al. (2015). The config-
uration of this algorithm, as mentioned in § 3, in-
cludes max pooling, random under-sampling, and
normalization. Finally, the last baseline is our
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Classifier Macro-F1 Precision Recall Accuracy
Positive 42.11 26.67 100 26.67
SCNN 52.04 39.80 75.29 63.00
Basic 53.01 42.04 71.74 66.44
Enriched 54.52 42.37 76.45 66.35

Classifier Macro-F1 Precision Recall Accuracy
Positive 21.11 11.80 100 11.80
Basic 48.36 35.51 76.48 82.82
Enriched 55.62 40.66 88.24 85.00

Table 2: Different settings for the datasets PDTB (above) and CSTNews (below).

classifier deprived of the additional features (Ba-
sic): in other words, it hinges only upon the lexical
features.

The results for both the PDTB and CSTNews
datasets are presented in Table 2.4 A McNamar’s
Chi-Squared test determined the statistical signif-
icance of the difference between the classes pre-
dicted by Enriched and Basic with p < 0.05. The
enriched features have a positive impact on preci-
sion and recall. This effect is not always observed
in accuracy: however, this metric is unreliable due
to the high number of negative examples. The im-
provement on the PDTB is clearly related to im-
plicit examples. From the results on the CSTNews
corpus, however, it is safe to gather only that iden-
tification of causal relations in general is affected.

8 Conclusion

Drawing upon the semantic theory of events and
inspired by work on related tasks, we enriched the
feature set previously used for the identification of
causal relations. Eventually, this set included lex-
ical, positional, and event-related features. Pro-
viding this information to a Feedforward Neural
Network, we obtained a series of results. Firstly,
our method outperformed earlier approaches and
solid baselines on two different datasets and in two
different languages, demonstrating the benefit of
enriched features. Secondly, our experiment con-
firmed two theoretical assumptions, namely the
iconic principle and the complexity of events. In
general, exploiting the theory of event semantics
contributed significantly to discourse relation clas-
sification, demonstrating that these domains are
intertwined to a certain extent.

4The results for the CSTNews corpus equals to the aver-
age of multiple initializations.
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Abstract

We argue that in order to detect stance,
not only the explicit attitudes of the stance
holder towards the targets are crucial. It
is the whole narrative the writer drafts
that counts, including the way he hyposta-
sizes the discourse referents: as benefac-
tors or villains, as victims or beneficia-
ries. We exemplify the ability of our
system to identify targets and detect the
writer’s stance towards them on the basis
of about 100 000 Facebook posts of a Ger-
man right-wing party. A reader and writer
model on top of our verb-based attitude
extraction directly reveal stance conflicts.

1 Introduction

Recently, verb-based sentiment relation extraction
has been used among others to derive positive and
negative attitudes of Democrats and Republicans
towards actors or topics. The system of Rashkin
et al. (2016) accomplishes this task on the basis of
crowd-sourced connotation frames of (transitive)
verbs which indicate such relations. A connotation
frame specifies, among others, the polar effects a
verb role bears, if the verb is used affirmatively.

We are also interested in stance detection, but
stance, in our model, is not only the attempt to
identify the positive and negative attitudes of the
writer of the text (the main opinion holder) to-
wards given actors (e.g. political parties) or (con-
troversial) topics (henceforth targets) (see e.g. Mo-
hammad et al. (2016)). We also strive to identify
targets in the first place. We claim that the way
the writer conceptualizes actors, namely as polar-
ized actors - benefactors, villains, victims, benefi-
ciaries (and so on) - reveals who/what the targets
are. This also unveils, as a by-product, the writer’s
stance. A writer might not directly call someone

a villain, but if he puts forward that a person has
told a lie, then he obviously regards him as a vil-
lain, which implies a negative attitude.

We propose the following model. The writer
produces - under the assumption of truth com-
mitment - some text. The reader, on the basis
of shared (lexical) semantic knowledge, is able to
identify what the text implies for the various tar-
gets involved and described. The reader’s per-
sonal preferences (his stance, his moral values
etc.) might be affected by a given exposition. He
might agree with the (implications of the) pro-
claimed facts or not. From what is being said, the
reader is thus able to derive at least two things:
How does the writer conceptualize the world (i.e.
what is his stance, what are the targets) and how
does this relate to the reader’s stance. We focus
on the interplay of these perspectives. Our model
confronts the writer with the reader perspective.
This way, conflicting conceptualizations of reality
and incompatible stances become visible. This al-
lows the reader to identify charged statements, i.e.
main sources of disagreement.

We have implemented a system that predicts
advocate and adversary attitudes and that further
assigns sources and targets their polarized roles
(benefactor, victim etc.) on the basis of a con-
notation verb lexicon comprising 1500 manually
specified connotation frames stemming from 1100
different verbs, also including about hundred nom-
inalisations. In order to do so, event factuality
in the sense of Saurı́ and Pustejovsky (2009) also
needs to be coped with.

In this paper, we are interested in a qualita-
tive validation of our approach. On the basis of
100 000 Facebook posts of a right-wing German
party, the AfD (Alternative für Deutschland), and
a virtual (kind of prototypical) reader, we exem-
plify how conflicting perspectives can be identi-
fied and how stance is detected.
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2 Stance Detection: Ways to Go

Presumably, one finds directly expressed attitudes
like I hate Burger King only in product reviews.
In a political discourse, such aversions etc. are ex-
pressed more subtly. We are unlikely to find a
sentence like We, the AfD, are against refugees in
Facebook posts of AfD members. Then how can
we get to know that this is apparently the case?1

There are three ways how to identify the writer’s
stance.

1. Inference patterns (cf. exemplification E1).
There are sentences, where AfD and refugees co-
occur, but where the relation between them is
given only indirectly.

E1:
If A0 is against an event that is good for A1,
A0 is an adversary of A1

For example: The AfD criticizes that refugees
are tolerated by the German government. Our
model is able to derive an adversary relation be-
tween AfD and refugee from such complex sen-
tences. The underlying inference pattern is: A
negative attitude (criticize) of an opinion source
(AfD) towards a situation (tolerate) that is positive
for a target (refugee) means that an adversary rela-
tion holds between the two (AfD and refugee).

2. Inference chains (cf. E2).
Assume that our system derived that refugee is

an adversary of Germany, and AfD is an advocate
of Germany in the text. It then follows that refugee
is an adversary of AfD and vice versa.

E2:
From: A01 is an adversary of A1
and: A02 is an advocate of A1
it follows that: A01 and A02 are adversaries

We also tried to find cliques of accomplices of
the main opinion source, here the AfD. Shared ad-
vocate or adversary relations help. For instance,
from AfD is an adversary of refugees and Pegida2

is an adversary of refugees it follows that the AfD
is an advocate of Pegida.

3. Assignment of polar roles (cf. E3).

E3:
If a text has framed A0 as a villain
then the writer is an adversary of A0

The majority of sentences in our corpus that
contain refugee do not even mention the AfD ex-
plicitly. Nevertheless, some of them allow for the

1We, the authors, use our knowledge as informed citizens
in order to make such characterizations.

2Another xenophobic German movement.

inference of an adversary relation. All those sen-
tences that imply that refugees are villains give
rise to such an inference. If the writer conceptu-
alizes someone as a villain, then he is an adver-
sary of him. Clearly, this is defeasible, e.g. He
lied to me, but I still admire him. This, however,
must be done explicitly, otherwise we are entitled
to assume an adversary relation. It is a distinctive
component of our approach that we are able to de-
termine such polar assignments. Their instantia-
tion, however, must be licensed by the factuality
or counterfactuality of events (cf. section 4).

Similarly, if someone conceptualizes someone
as a victim, then he is - to a certain degree and
maybe only situation-specific - an advocate of
him, since normally victims do have our sympa-
thy. Interestingly, the corresponding argumenta-
tion while true for benefactor, is not true for ben-
eficiary. Someone who benefits from something
could nevertheless be an adversary of us (we could
take it as unjust that he benefits).

3 Attitudes and Polar Effects

According to Deng and Wiebe (2015) a verb might
have a positive and a negative effect on the filler
of the direct object, which they map to the pa-
tient or theme role. It is, however, not only the
direct object that bears a polar connotation, but
also the subject (e.g. to whitewash), the indirect
object (di-transitive to recommend), the PP object
(to fight for), and the complement clause (to criti-
cize that). For German, we (Klenner and Amsler,
2016) have introduced a freely available verb lex-
icon which we called sentiframes (about 300 verb
frames). For each verb, it specifies the positive
and negative effects that the affirmative and fac-
tual use of the verb has on the filler objects on the
basis of its grammatical functions. In case that a
verb subcategorizes for a complement clause, the
verb’s implicature signature in the sense of Nairn
et al. (2006) is specified as well. We have revised
this resource3 and substantially augmented it by
adding 800 additional verbs, their frames (1200)
and their verb signatures. We have also started to
model verb derived nominalisations (e.g. destruc-
tion).

A sentiframe or connotation frame (we use the
later term, henceforth) of a verb in our new model
provides a mapping from argument positions (A0
etc.) to polar roles. We use two polar roles which

3https://pub.cl.uzh.ch/projects/opinion/lrec data.txt
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we call source and target. Both roles are further
qualified (verb specific) according to the polarity
they bear. This is summarized in principle P1.

P1:
source and target are polar roles of verbs,
they bear a positive or negative effect (or
none)

Take for example the verb whitewash:
A0 (source) negative effect
A1 (target) positive effect

It is negatively connotated to whitewash (A0),
while being whitewashed - at least given a naive
point of view - is positive (A1).

A positive effect on the target indicates that the
source either acts in a way that the target is posi-
tively affected (cherish), or it expresses a positive
relationship directly (admire). Thus, principle P2
holds:

P2:
The type of attitude a verb expresses depends
on the target role effect:
advocate if positive, adversary if negative

The attitude relation is independent of the effect
on the source (if any). We specify a function R
(see Figure 1) that retrieves the attitude relation of
a verb v given its affirmative status, i.e. aff(v) = 1
if v is affirmative and 0 if negated. The function
teff(v) retrieves the effect of verb v on its target
role.

R(v) =
adversary if teff(v)=negative ∧ aff(v) = 1
adversary if teff(v)=positive ∧ aff(v) = 0
advocate if teff(v)=positive ∧ aff(v) = 1
advocate if teff(v)=negative ∧ aff(v) = 0

Figure 1: Attitude Determination for Verbs

Depending on the affirmative and factuality sta-
tus of the verb (event), the polar roles (see P1) turn
into what we call a polar assignment.

P3:
benefactor, villain, beneficiary, victim,
pos affected, neg affected, ... are polar
assignments

For instance, given A01 regrets that A1 has been
insulted, the negative target role of the verb insult
gives rise to the polar assignment victim. The rea-
son why we distinguish polar roles from polar as-
signments is that negation might alter the realiza-
tion of a polar role.

P4:
The polar assignment (that a polar role gives
rise to) depends on the affirmative status of
the verb

For instance in A1 was not rewarded, the posi-
tive target role of A1 (target of reward) is, given
verb negation, either neutralized or could even be
interpreted as negative (A1 receives a negative ef-
fect). Note that an advocate relation between A0
and A1 does not necessarily imply that any of
them receive a polar assignment. Given A01 fears
that A02 has insulted A1, we have an advocate re-
lation between A01 and A1. But neither is A02 a
villain nor A1 a victim. In the context of fears, the
truth value (factuality status) of the event denoted
by insult is unknown.

P5:
Polar assignments occur if factuality or coun-
terfactuality is given, but are blocked given
non-factuality

In the case of a factual, but non-affirmative use
of the verb, the situation is a bit more complicated,
since negation might pragmatically be used in var-
ious ways, e.g. as a reproach (We complain that
A0 has not helped A1) or as a plain denial (We
confirm that A0 has not criticized A1). Only in
a reproach the attitudes and the effects can safely
be (partially) inverted. Given A0 has not white-
washed A1 (meant as a denial), we might infer that
this is negative for A1. But we certainly would not
say that A0 has a negative attitude towards A1 nor
that A0 should receive a positive effect (inverting
the negative effect of the affirmative use).

The situation changes if we know that a state-
ment is meant as a reproach, e.g. if it is embedded
into a verb with a negative effect on its subclause,
as in A01 criticizes that A02 has not whitewashed
A1. We interpret this as a negative attitude of A01

towards A02 and a positive attitude of A01 towards
A1. Here is the (partial) frame for criticize (A3 de-
notes a proposition):

A0 no effect
A3 negative effect

Note that in this example we have to com-
bine two attitudes stemming from different verbs,
namely criticize and whitewash.

P6:
An attitude towards an event might lead to a
polar assignment for some roles of that event

An adversary relation on whitewash stem-
ming from criticize combines with the adver-
sary relation of not whitewash (=adversary) to
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give an advocate relation between A01 and
A1. Figure 2 shows the definition of the
function C, which realizes relation composi-
tion. In the current example, the call would be:
C(R(criticize),R(whitewash)).

C(r, s) =
adversary if r = advocate ∧ s = adversary
advocate if r = adversary ∧ s = adversary
adversary if r = adversary ∧ s = advocate
advocate if r = advocate ∧ s = advocate

Figure 2: Attitude Composition

P7: Attitudes combine with attitudes to form a
derived attitude

In P5, we saw that polar assignments depend
on (counter-)factuality. We have not yet discussed
how to determine (counter-)factuality. In the con-
text of verbs that have clausal complements, we
need a further notion, namely that of an implica-
ture signature (Nairn et al., 2006). It relates to the
truth or falsehood commitment that a verb casts
on its clausal complement. The factuality of an
event denoted by a clausal complement can be de-
termined from the implicature commitment of the
matrix verb, the affirmative status of the matrix
verb and the affirmative status of the clausal com-
plement. We discuss this in the next section. For
the moment we postulate P8.

P8:

The polar assignment (that a polar role gives
rise to) not only depends on the affirmative
status of the verb, but also on the affirma-
tive status and the implicature signature of
the matrix verb

4 Truth Commitment, Negation,
Factuality Status

We distinguish factual (true), counterfactual (not
true) and non-factual (truth value is unknown).
We call this the factuality status of an event de-
noted by a verb. In order to determine the fac-
tuality status of a clausal complement of a verb,
its implicature signature and the affirmative status
of the matrix and the subclause verb have to be
taken into account. In order to specify the impli-
cature signature, we use T, F, N for truth commit-
ted, falsehood committed, and no commitment, re-
spectively, which is along the lines of Nairn et al.
(2006), though not totally identical (e.g. they use
polarity to denote what we call affirmative status).

For instance, to regret as a factive verb is truth
committing (T), both in its affirmative and negated
usage. Thus, the clausal complement of an in-
stance of to regret is factual if affirmative, and
counterfactual if negated. While to refuse is false-
hood committing (F) if affirmatively used, there is
no commitment (N) if negated. The clausal com-
plement of negated to refuse thus is, in any case
(i.e., affirmative or negated) non-factual.

In order to determine factuality, we first define a
function T (v) which assigns a signature to a verb
(especially with clausal complements) given the
affirmative status of the verb. Figure 3 gives a
(partial) definition of such a verb (class) specific
mapping. Here, aff(v) = 0 (again) means that the
verb v is negated, while aff(v) = 1 indicates an
affirmative use of the verb.

T (v) =
T if v ∈ {force, . . .} ∧ aff(v) = 1
N if v ∈ {force, . . .} ∧ aff(v) = 0
F if v ∈ {forget, . . .} ∧ aff(v) = 0
T if v ∈ {forget, . . .} ∧ aff(v) = 1

Figure 3: Implicature Signature

In order to determine the factuality of an event
denoted by a subclause of a matrix verb, we ap-
ply the function defined in Figure 4. We use
’fact’, ’cfact’ and ’unk’ for factual, counterfactual
and unknown. Note that we interpret factuality as
event factuality in the sense of Saurı́ and Puste-
jovsky (2009). The function m applied to the verb
v delivers the embedding matrix verb.

S(v) =

fact T (m(v)) = T ∧ aff(v) = 1
cfact T (m(v)) = T ∧ aff(v) = 0
fact T (m(v)) = F ∧ aff(v) = 1
cfact T (m(v)) = F ∧ aff(v) = 0
unk T (m(v)) = N

Figure 4: Factuality Determination

The main clause is non-factual if modals are
present, otherwise it is factual or counterfactual.
Negation turns the event denoted by the main verb
into counterfactuality. Under counterfactuality as
well as under factuality, polar assignments are li-
censed. Only if a main clause is non-factual, polar
assignments are blocked.

Another distinctive feature of our approach is
that not only clausal complements receive an im-
plicature signature, but any verb role that could
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take a nominalisation as a filler receives one.
Moreover, nominalisations themselves have signa-
tures. We are not aware of any model that also
considers these cases. Take: He criticized the de-
struction of the monuments of Palmyra through
Isis. Here destruction is the direct object and there
is a truth commitment stemming from criticize.
The destruction, thus, is factual (affirmative use of
criticize). Since destruction has ’T N’ (= ’affirma-
tive negated’) as signature and since it is affirma-
tive (T holds) Isis is recognized as a villain. If we
take to fear instead of to criticize, this no longer
holds. Also, if we add supposed or postponed to
destruction (supposed destruction) we have ’N’ as
commitment and polar assignments are blocked.

The factuality status is determined outside-in.
Slightly simplifying, we can say that in order to
infer an attitude between actors, the verb (event)
of A0 or the verb (event) of A1 must be factual
or counterfactual. If both, A0 and A1 are argu-
ments of the same verb, then it needs to be fac-
tual (A0 cheats A1). Counterfactuality (e.g. A0 no
longer admires A1) might - depending on the verb
or other indicators like no longer - also license an
attitude derivation.

5 Reader Perspective

The reader perspective distinguishes opponents
from proponents. These classes need to be spec-
ified in advance by the reader. For instance, he
could select particular political parties or politi-
cians as proponents. In our experiments described
below, we created a virtual reader along the fol-
lowing lines. Our reader is a proponent of Eu-
rope, Merkel, Germany, refugees and so on and
against the AfD. His values and aversions, hopes
and fears are those of a typical member of the
Western society, which we fixed in a reader profile
that assigns polarities along the lines of the Ap-
praisal theory (Martin and White, 2005), i.e. judg-
ment, affect and appreciation. For instance, hon-
esty is judgment positive and represents a moral
value of the reader, while terrorist is a contemner
of the reader’s values. This lexicon4 serves two
purposes. It forms the basis of the reader’s abil-
ity to understand what a text implies. But it also
represents (or better approximates) his moral val-
ues, his aesthetic preferences, his emotional dis-
positions. He is able to discern that in A0 ap-

4The lexicon is an adaptation of the lexicon described in
Clematide and Klenner (2010).

proves terrorism someone is an advocate of some-
thing he finds immoral or inhuman. Altogether,
we have six roles for the reader perspective: my-
Values, myAversions, mvValueConfirmer, myVal-
ueContemner, myProponent, myOpponent.

Note that the instantiation of these roles (except
myOpponent and myProponent) sometimes raise
the need for sentiment composition (not only lex-
icon access). terrorist is a myValueContemner
since the word - according to the lexicon - de-
notes a judgment negative animate entity. In order
to classify cheating colleague as a myValueCon-
temner of the reader, composition is needed. The
judgment negative adjective cheating combined
with the neutral noun colleague, which denotes an
actor, gives rise to a judgment negative phrase de-
noting a myValueContemner of the reader. The
phrase sick minister, on the other hand, although
minister is an actor and sick is a negative word (but
appreciation negative, not judgment), does not de-
note a myValueContemner, but a neutral entity.

6 Writer Perspective

The writer perspective tells the reader what the
writer wants him to believe (to be true) and ex-
plicates what this implies for the status of the tar-
gets involved, i.e. whether they are benefactors
etc. It is the way the writer conceptualizes the
world through his text.

The roles stemming from the polar assignment,
e.g. victim, villain, benefactor and beneficiary are
actor roles related to the moral dimension (verb-
specific), while the additional roles pos actor,
neg actor, pos affected, neg affected are used for
the remaining cases (roles of not morally loaded
verbs).

Given a sentence, we combine the attitudes,
the reader and the writer perspective into a single
view. Formally, we instantiate the relation 5-tuple
〈Lr, Lw, rel, Lr, Lw〉 where LR, Lw is the reader
and writer perspective, respectively and rel repre-
sents the attitude of the source towards the target.
The reader and writer view Lr and Lw are applied
twice, to the source (left hand part of the 5-tuple)
and the target (right hand part of the 5-tuple) con-
nected by the (directed) attitude relation rel.

The writer perspective, Lw is determined by
calling the function A(a, v) (see. Figure 5) with
the verb v and the polar role a of the entity in ques-
tion (target or source).

Given that terrorist is a value con-
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A(a, v) =

benefactor if v ∈ {help..} ∧ a = source
∧ S(v) = fact

beneficiary if v ∈ {help..} ∧ a = target
∧ S(v) = fact

villain if v ∈ {cheat..} ∧ a = source
∧ S(v) = fact

victim if v ∈ {cheat..} ∧ a = target
∧ S(v) = fact

victim if v ∈ {help..} ∧ a = target
∧ S(v) = cfact

. . .

Figure 5: Polar Assignment

temner of the reader then The politician
helps the terrorist would lead to the tuple
〈some,benefactor,advocate,myValueContemner,beneficiary〉
which reads: some benefactor is an advocate
of a value contemner as a beneficiary. This
immediately reveals the charge of the statement: a
value contemner as a beneficiary. We could think
of even more charged cases, e.g. a proponent of us
as a villain. Or a proponent of us as an advocate
of an opponent. Our tuple notation makes this
transparent, it enables the search for such cases
and we have defined secondary relations on top of
it. We have identified 16 pattern that instantiate
4 new relations: new proponent, new opponent,
no longer proponent and no longer opponent. A
proponent of the reader who is an advocate of an
opponent might no longer be a proponent etc. We
give a couple examples in section 9.

7 Attitude Prediction

Given a sentence, we consider all pairs 〈x, y〉 such
that x and y denote a noun position that acts as a
polar role of one or more verbs. Given a pair of
actors or entities, 〈x, y〉, both might occupy polar
roles of the same or of different verbs. If x and
y are arguments of the same verb, then, if factu-
ality (or counterfactuality) holds, the attitude be-
tween them comes from the underlying verb. That
is R(v) is applied if S(v) = ’fact’ (or ’cfact’).

If x and y have different verbal heads, i.e. the
verbal head of x either directly or recursively em-
beds a verb with y as a polar role, then the rela-
tions stemming from the intermediary vi are com-
posed into a single relation rel (see Figure 2).
If A01 approves that A02 criticizes A1, the rela-
tion between A01 and A1 is that of an adversary.

This depends on the advocate relation of approve
and the adversary relation of criticize. Techni-
cally, we call C(R(v),R(v)), depending on S(v).
In general, we use a recursive function where at-
titude composition is performed outside-in along
the lines just discussed. For instance, given A01

criticizes that A02 does not help A11 to free A12,
we get: C(C(R(criticize),R(help)),R(free))
which gives adversary (criticize) combined with
adversary (negated help) which gives advocate
which in turn is combined with advocate (free)
which gives advocate: A01 advocate A12.

8 Sentiframes: Additional Details

The main components of a sentiframe or connota-
tion frame are the effects that the source and tar-
get roles receive. We have shown that the actual
assignments and relations also depend on the af-
firmative and factuality status. Of course, ambi-
guity is a problem. We found that shallow selec-
tional restrictions distinguishing roles that require
their filler to be an actor (persons, organizations,
nations etc.) from roles where the filler must not
be an actor actually help to reduce verb ambigu-
ity. Other restrictions that are very useful are con-
straints that check the polarity of a filler object
bottom-up. There are a couple of verbs that only
(should) trigger if a bottom restriction is met. Take
prevent: the one who prevents the solution of an
urgent problem is a negative actor while if he pre-
vents an assault, he is a hero. Other examples are
verbs like to call, to take, e.g. to call it a good/bad
idea that produces a positive or negative effect on
the clausal complement. 95 connotation frames do
have such bottom-up restrictions. We have imple-
mented a straight-forward phrase-level sentiment
composition (Moilanen and Pulman, 2007) in or-
der to check bottom-up restrictions.

9 Example

Take the sentence (relevant positions are in-
dexed): The left-wing politician3 criticized4 that
Merkel6 helps7 the refugees9. We get three pairs:
v4:〈x3, y6〉, v4:〈x3, y9〉 and v7:〈x6, y9〉. Let’s say
the reader has no prior attitudes towards left-wing
politicians but that refugees has his sympathy (are
myProponents of his). We discuss the case of
v4:〈x3, y9〉, i.e. the directed relation of the left-
wing politician towards the refugees. The source
of criticize has a negative attitude towards the help
event. Since affirmative help represents an advo-
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# Relation Tuple Illustration
1 〈myProp,entity,adversary,myProp,neg affected〉 US refuses Germany something
2 〈some,entity,is,adversary,of,myAversions,neg affected〉 someone condemns terror
3 〈some,entity,is,advocate,of,myAversions,pos affected〉 someone insists on vengeance
4 〈myProp,benefactor,advocate,myValContemner,beneficiary〉 US supports dictator
5 〈some,villain,adversary,myValues,neg affected 〉 someone ridicules human behavior

Table 1: Charged Relation Tuples

cate relation, we get adversary ∧ advocate = ad-
versary (see Figure 2). The left-wing politician
is just an entity, but the reader is a proponent of
refugees. Since help is factual, refugees are bene-
ficiaries. This yields:
〈 some,entity,adversary,myProponent,beneficiary〉.
We could paraphrase this as some entity is an ad-
versary of my proponent being a beneficiary. Note
that beneficiary as a role comes from factual help.
This is the writer or text perspective. It tells us
that the refugees, the reader proponents, are ben-
eficiaries of some event that happened in reality.
The relation also tells us that some entity is an ad-
versary of this. That is, he does not approve the
status of the reader’s proponents, the refugees, as
beneficiaries. This immediately makes him a can-
didate for the list of actors that are opponents of
the reader.

Our tuple notation directly confronts the writer
and the reader perspective and thus allows one to
search for interesting cases. We have used a cor-
pus comprising 3.5 million sentences taken from
German periodicals (ZEIT and Spiegel) to explore
this idea. Examples are given in table 1. The third
column illustrates the underlying cases; US and
Germany are set to be proponents of the reader
(for short: myProp). In 1, two proponents are
(surprisingly) adversaries. In 2, someone disap-
proves what the reader disapproves (a new propo-
nent?). In 3, someone approves what the reader
disapproves (a new opponent?). In 4, a proponent
acts in a way the reader finds morally question-
able (no longer a proponent?), and in 5, someone
might turn out to be an opponent, since he violates
the reader’s values.

10 Empirical Evaluation

We have evaluated our approach quantitatively on
the basis of 160 sentences. The data consists
of 80 (rather complex) made-up sentences (one
or more subclause embeddings) and 80 real sen-
tences. Our goal was to verify the generative ca-

pacity of our model, thus the made-up sentences.
It is much more convenient to invent complex sen-
tences, where e.g. negation is permuted exhaus-
tively over all subclauses, than to try to sample
such rare constellations. Two annotators specified
advocate and adversary relations and harmonized
their annotations in order to get a gold standard.

Our goal was to see how our lexicon, including
the principles of factuality determination, deter-
mines the performance. The precision was 83.5%,
recall was 75.2%, which gives an F measure of
79.1%5. We then dropped the verb signatures from
the lexicon, that is, we replaced the individual sig-
natures by a default setting. There are three possi-
ble settings. We set the signature for the affirma-
tive use of the verbs to ’T’ (truth commitment), the
signature for negated cases was set to ’F’, ’N’ and
’T’ in turn. We got a precision of 69.06%, 75.36%
and 74.88% and a recall of 69.36%, 71.62% and
75.2%. The F measure for the best default setting
(’T T’) is 75.06% which is about 4% points worse
than the system’s result, 79.1%. We also see that
precision droped by 8% points which is a substan-
tial loss. This demonstrates that verb-specific in-
formation is crucial.

Encouraged by these results, we decided to
carry out a qualitative study in stance detection.
We took 360 000 sentences from 100 000 Face-
book posts of AfD members. Our system pro-
duced 44 000 polar facts from them: attitudes and
polar assignments. Since these posts are (mostly)
from AfD members, they implicitly represent their
stance. The key messages, the self-conception of
the party and the proclaimed friends and enemies
should be accessible through these posts.

We aggregated polar facts by counting how of-
ten an actor was conceptualized as a villain etc.,
but also by counting the number of advocate and
adversary relations between actors. We evaluated
these aggregated polar facts through introspection.

5We use a dependency parser (Sennrich et al., 2009) and
a rule-based predicate argument extractor, see Klenner and
Amsler (2016) for the details

37



That is we relied on our knowledge about the AfD,
its goals, methods, ideological stance etc. as por-
trayed by the mainstream German media.

The most important (since most frequent) po-
lar fact derived by our systems already was
in heart of the AfD’s stance, namely that An-
gela Merkel, the German chancellor, is an ad-
versary of Germany. That is exactly what
the AfD claims. Actually, we get a very
strong statement, in our tuple notation (recall
that Merkel and Germany are reader proponents):
〈myProponent,villain,adversary,myProponent,victim〉

That is: myProponent (Merkel) as villain is an
adversary of myProponent (Germany) as a victim.
Conversely, these texts imply that the AfD is an
advocate of Germany, that the refugees are adver-
saries of Germany, while the German government
is an advocate of the refugees. Curiously enough,
for the relation of the AfD towards refugees, we
got inconsistent evidence (three times adversary,
three times advocate). However, if we look at the
polar assignment of refugees, which is villain, the
picture is clear (see below). There are a couple of
polar facts related to an event on New Year’s Eve
in 2015, where groups of men including migrants
sexually assaulted women (that is the official state-
ment). Our system came up with the polar fact that
refugees are adversaries of (these) women.

Another question is, of course, who is to blame
for the situation (in Germany). The mere fact that,
in the perception of the AfD, Merkel is an ad-
versary of Germany does not tell us whether this
is positive or negative (in the eyes of the AfD).
An adversary relation might be positive (e.g. A0
adversary terrorism), or negative (e.g. A0 adver-
sary truth), i.e. the holder of the adversary atti-
tude might be someone who shares or contemns
our values, depending on the event underlying the
adversary relation. If Merkel is said to cheat Ger-
many, then the writer wants the reader to believe
that Merkel is a villain and Germany her victim.
Only then we know that the writer is (must be) an
adversary of Merkel and an advocate of Germany.

In order to see who are villains and victims ac-
cording to the AfD posts, we determined the most
frequent actors that are classified as villains etc.
To give a couple of examples: Among the vil-
lains are the refugees (ranked highest), immedi-
ately followed by Merkel and men (representing
male refugees), the German word for villain itself
(Täter) and government. We believe that these are

perfect hits. Victims are Germany, women (New
Year’s eve event), the AfD (presumably since mis-
understood), and the citizen of Germany (AfD
seems to believe: the government cheats the cit-
izen). Among the beneficiaries are men (male
refugees who are free to molest women without
consequences), but also refugees (there is a wel-
come culture), Europe, criminals (since the gov-
ernment is weak) and the government. From these
lists we can also see that the AfD conceptualizes
itself as a victim, a positive actor and even a bene-
factor.

If someone is an adversary of the values of the
reader, he might be a new opponent: we defined
this and similar relations (no-longer-opponent) on
top of our tuple notation. We found 80 dif-
ferent new opponent candidates, including vari-
ous politicians, countries (their governments), par-
ties, institutions (e.g. Nato) and concepts like
Flüchtlingswelle (flood of refugees) or politische
Elite (political elite). The list of entities we should
no longer consider a proponent of the reader
is perfect, it comprises Asylbewerber (refugee),
Bundesregierung (government), Bundestag (par-
liament), EU, and Merkel. This exactly reflects
the stance of the AfD.

11 Related Work

In this paper, stance detection is accomplished on
the basis of opinion inference. A basic form of
opinion inference is event evaluativity in the sense
of Reschke and Anand (2011). They determine the
polarity of an event as a function of the polarity
of the arguments of the verb denoting the event.
Work in the spirit of Reschke and Anand (2011)
for the German language is described in Ruppen-
hofer and Brandes (2016a) and Ruppenhofer and
Brandes (2016b). The goal of their approach is to
create a verb-specific mapping from the prior at-
titude a so-called external viewer of an event has
towards the verb arguments onto his overall eval-
uation of the event. For instance, if an immoral
person lacks a good job, this is positive in the eye
of the external viewer. Their approach focuses on
a lexical resource, not on a system carrying out
opinion inference. Thus, the authors do not take
truth commitment, negation, and factuality deter-
mination into account. Nevertheless, their findings
might be useful for what we call the reader per-
spective (where the prior polarity are needed).

A rule-based approach to sentiment implica-
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tures (their term) is described in Deng and Wiebe
(2015). This is the most recent and most elabo-
rated version of a number of models of these au-
thors. The goal is to detect entities that are in
a positive or negative relation to each other. Po-
sPair and NegPair are used as relation names, re-
spectively. The model of Deng and Wiebe (2015)
also copes with event-level sentiment inference,
however factuality is not taken into account at all.
Also, the reader is not modeled explicitly. More-
over, only attitude relations are derived, no polar
assignments (beneficiary etc.) are modeled.

Recently, Rashkin et al. (2016) have presented
an elaborate model that is meant to explicate the
relations between all involved entities: the reader,
the writer and the entities referred to by a sentence.
Also, the internal states of the referents and their
values are part of the model. The underlying re-
sources, called connotation frames, were created
in a crowd sourcing experiment, and the model
parameter (e.g. values for positive and negative
scores) are average values. Our resource, in con-
trast to such a layman’s guess, was specified by an
expert. The authors use belief propagation to in-
duce the connotation frames of unseen verbs; they
also use the connotation frames to predict entity
polarities. This was applied to analyze the pref-
erences and dispreferences of Democrats and Re-
publicans. Choi et al. (2016) presented another ap-
plication of that resource. Rashkin et al. (2016)
claim to have a reader and a writer model, how-
ever, they do not seem to use it. This is in sharp
contrast to our approach. Like Deng and Wiebe
(2015), Rashkin et al. (2016) do not incorporate
polar assignments (and factuality) in their model,
which we deem crucial for stance detection.

Our previous model (Klenner, 2016; Klenner
and Clematide, 2016) was realized with Descrip-
tion Logic OWL and the rule language SWRL
(Horrocks and Patel-Schneider, 2004). The goal
was to extract pro and contra relations from text.
42 SWRL rules were needed in order to establish
such a functionality. In this paper, we have intro-
duced a new model based on functions carrying
out (a lean) attitude composition. We have also
revised our approach for factuality determination.
We now have a tripartite distinction while previ-
ously, our factuality labels were binary. The most
important new feature of our current approach is
the specification of our relation tuple which inte-
grates the writer and the reader view.

A crucial difference of our model to existing
approaches from the field of stance detection is
that we do not only strive to classify the stance of
a writer towards known controversial topics (e.g.
abortion, climate change) like in e.g. Somasun-
daran and Wiebe (2010), Hasan and Ng (2014)
or Anand et al. (2011). We also seek to identify
the targets of the writer’s stance in the first place.
Among others, it is the way the writer frames the
entities in his discourse (as villains etc.) that indi-
cates his likes and dislikes.

12 Conclusions

We claim that the writer’s conceptualization of re-
ality as a narrative reveals his stance. In our case,
the members of a political party together write
that narrative which reflects how the AfD, a Ger-
man right-wing party, divides the world into pro-
ponents and opponents, benefactors and villains
and so. In contrast to previous approaches, we
stress the point that an attitude between an opin-
ion source and an opinion holder alone does not
necessarily tell anything about how the writer per-
ceives it. Only if we know the roles the source and
the target play (e.g. villain, victim) in the whole
discourse, we can identify the writer’s stance to-
wards them.

On a more technical level, the contributions of
our approach are: 1200 new connotation frames
for German, and a framework that integrates in-
ferences both in verbal and nominal contexts. Our
relation tuples jointly encode the reader and the
writer perspective as well as the attitude among
the source and target expressed by the underly-
ing verb. Such a relation directly shows what the
writer wants the reader to believe and how the
reader - given his personal stances - might per-
ceive this. This enables the reader to search for
interesting constellations, where e.g. a proponent
of his acts in an unexpected way.

Obvious future work stems from the need to
define a more elaborated evaluation scenario. A
small quantitative and an introspective qualitative
evaluation was just a first (though successful) step.
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Abstract

This paper analyzes the narrative event
cloze test and its recent evolution. The
test removes one event from a docu-
ment’s chain of events, and systems pre-
dict the missing event. Originally pro-
posed to evaluate learned knowledge of
event scenarios (e.g., scripts and frames),
most recent work now builds ngram-
like language models (LM) to beat the
test. This paper argues that the test has
slowly/unknowingly been altered to ac-
commodate LMs. Most notably, tests are
auto-generated rather than by hand, and
no effort is taken to include core script
events. Recent work is not clear on evalu-
ation goals and contains contradictory re-
sults. We implement several models, and
show that the test’s bias to high-frequency
events explains the inconsistencies. We
conclude with recommendations on how
to return to the test’s original intent, and
offer brief suggestions on a path forward.

1 Introduction

A small but growing body of work is looking at
learning real-world event knowledge. One partic-
ular area is how to induce event structures called
schemas, scripts, or frames. This is a wide field,
but variations on the narrative cloze test are of-
ten used to evaluate learned models. However,
their current form has evolved beyond the cloze’s
original purpose. It has evolved into a language
modeling (LM) task rather than an evaluation of
knowledge. One proposal suggested avoiding the
cloze test absent other options (Rudinger et al.,
2015), but we argue that it can be useful if care-

fully formulated. This is the first paper to evalu-
ate why LMs can seemingly succeed on the event
cloze. This is also the first paper to reconcile con-
tradictory results across recent papers. We repro-
duce several models for cloze prediction, include
a new instance-based learning model, and show
how high-frequency events pollute the test. We
conclude by discussing the future of the cloze in
regards to new corpus developments.

2 Previous Work

2.1 The Original Narrative Event Cloze

The narrative event cloze task was first proposed
in Chambers and Jurafsky (2008). These papers
introduced the first models that automatically in-
duced event structures like Schankian scripts from
unlabeled text. They learned chains of events that
form common-sense structures. An event was de-
fined as a verb/dependency tuple where the main
entity in a story (the protagonist) filled the typed
dependency of the verb. The following is an ex-
ample with its corresponding event chain:

Text
The police arrested Jon but he escaped.

Jon fled the country.
Chain

(arrested, object), (escaped, subj), (fled, subj)

This is one instance of a chain. Research fo-
cuses on generalizing this knowledge to a stereo-
typical script of when a suspect escapes. In order
to evaluate this generalized knowledge, the narra-
tive cloze was proposed as one possible test. Given
a set of known events, the test removes one, and a
system must predict which was removed. Using
the same short example:

(arrested, object), (escaped, subject), ( , )
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A model of scripts can produce a ranked list
of likely events to fill the hole. The test eval-
uates where in the ranking the correct event is
found. Critically, these event tests were manually
extracted from hand-selected documents.

2.2 Language Modeling Event Cloze

Jans et al. (2012) focused solely on the narrative
cloze test as an end goal. They cited the cloze
evaluation from Chambers and Jurafsky (2008),
but made several cloze modifications that we ar-
gue make it more amenable to language modeling.
Since then, subsequent work has adopted the Jans
evoluation of the cloze test. There are three main
changes to the original Narrative cloze that turned
it into an LM cloze.

Automatic Tests: First, the LM cloze tests are
automatically generated with all the mistakes of
parsers and coreference. The original narrative
cloze was manually created by human annotators
who interpreted documents and extracted sets of
events by hand. Accuracy was “true accuracy”,
and it tested only one central chain in each docu-
ment. It is not clear why everyone switched to LM
cloze, but Jans et al. (2012) is revealing, “Rather
than manually constructing a set of scripts on
which to run the cloze test, we ... use the event
chains from that section as the scripts for which
the system must predict events.” Their version is
not the narrative cloze from Chambers and Juraf-
sky. This change created what is often desired: a
quick automated test with instant results.

Text Order: The LM cloze is an evaluation where
events are ordered to know the text position of the
missing event. The original narrative cloze did not
require ordering information because document
order does not imply real-world order, and scripts
focused on real-world structure. This change nat-
urally benefits text language models.

All Chains: Instead of selecting the central entity
in a document and testing that scenario’s chain,
they included all entity chains. Different papers
vary on this detail, but all appear to auto-extract
multiple chains per document. Some include min-
imum chain length requirements.

All Events: Fourth, the LM cloze includes all re-
peated events in a chain. If an event chain contains
5 ’said’ events, 5 cloze tests with the same answer
‘said’ are in the evaluation. Critically, variants of

‘said’ make up 20% of the data. The original cloze
only included unique events without repetition. It
also intentionally omitted all ‘be’ events, avoiding
another frequent/uninformative event in the tests
(Chambers and Jurafsky, 2008). To clearly illus-
trate the problem, below is one such LM cloze test:

X criticized, X said, X distributed, X asking, X said, X

said, X said, X said, X admitted, X asked

The narrative cloze would only test one X said
instead of five. This seemingly small evaluation
detail drops a unigram model’s ‘said’ prediction
from 50% (5 of 10) to 17% (1 of 6) accuracy.

Subsequent work adopted these changes. Pi-
chotta and Mooney (2014) proposed a multi-
argument language model. They showed that bi-
grams which take into account all entity arguments
can outperform bigrams that only use a single ar-
gument. Rudinger et al. (2015) showed that a log-
bilinear language model outperforms bigram mod-
els on the same LM cloze. Several have proposed
neural network LMs (Pichotta and Mooney, 2016;
Modi, 2016). Granroth-Wilding and Clark (2016)
made the cloze a multiple choice prediction rather
than a ranking. Curiously, they auto-generated one
chain per document instead of all chains, and re-
quired that chain to be at least 9 events in length.
Ahrendt and Demberg (2016) build on the n-gram
models with argument typing and use the cloze test
on a non-news corpus.

Notably with these variations, results across pa-
pers contradict. A frequency baseline is the best
in some, but not in others. A PMI-based counting
approach is poor in some, but close to state-of-the-
art in others. Rudinger et al.’s best LM leads them
to conclude that either (1) script induction should
use LMs, or (2) the cloze should be abandoned.
We argue instead for a third option: the LM cloze
should find its way back to the original intent.

3 Data Processing

To be consistent with recent work, we use the En-
glish Gigaword Corpus for training and test. We
parse into typed dependencies with the CoreNLP
toolkit, run coreference, and extract event chains
connected by a single entity’s mentions. Each
coreference entity then extracts its event chain,
made up of the predicates in which it is a subject,
object, or preposition argument. An event is a tu-
ple similar to Pichotta and Mooney (2014): (s, o,
p, event) where s/o/p are the subject, object, and
preposition unique entity IDs. Entity singletons
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are ignored, and all chains of length 2 or above
are extracted as in these recent works.

4 Models

In order to ground our argument in the correct
context, we implemented the main models from
Chambers and Jurafsky (Chambers and Jurafsky,
2008), Jans et al. (2012), and Pichotta and Mooney
(2014). Others have been proposed, but these
core models are sufficient to illustrate the idiosyn-
crasies shared by LMs on event cloze prediction.

4.1 Unigrams
The unigram model is based on frequency counts
from training. We define a similarity score for an
event e in a chain of events c at insertion index k:

simu(e, c, k) = C(e)/N (1)

where C(e) is the count of event e and N is the
number of events seen in training.

4.2 Bigrams
The bigram model is formulated as an ordered text
equation as in Jans et al. (2012):

simb(e, c, k) =
k∏

i=0

P (e|ci) ∗
n∏

i=k+1

P (ci|e) (2)

where the conditional probability is defined:

P (x|y) =
C(x, y) + λ

C(y) + |E| ∗ λ (3)

where C(x, y) is the text ordered bigram count, E
is the set of events, and λ a smoothing parameter.

4.3 PMI
Pointwise mutual information was the central
component of Chambers and Jurafsky (2008).
They learned a variety of script/event knowledge
including argument type information that is not
necessarily evaluated in the LM cloze. However,
for consistency, previous work tends to duplicate
their prediction model as follows:

simp(e, c, k) =
n∑

i=0

log
P (ci, e)
P (ci)P (e)

(4)

where the joint probability is defined:

P (x, y) =
C(x, y) + C(y, x)∑

i

∑
j C(ei, ej)

(5)

Jans et al. (2012) propose an ordered PMI that
we omit for simplicity. They found that ordering
doesn’t affect PMI (but is required for bigrams).

4.4 Multi-Argument N-Gram Models

The above models use a single entity in a chain (ar-
rested X, X escaped, X fled). Pichotta and Mooney
(2014) explored richer models that consider all ar-
guments with the events. The single chain now
becomes (Y arrested X, X escaped, X fled Z). If
other entities are repeated across events, it uses the
same variable/ID so that coreference can be mod-
eled beyond the main entity. The n-gram models
are slightly more complicated now that arguments
need to be normalized, particularly in how events
are counted and how the conditional probability is
computed. We refer the reader to their paper for a
complete formulation.

This richer formulation has not been adopted by
later work, possibly due to its complexity, but we
duplicated their models for completeness.

4.5 Instance-Based N-Grams

We also propose a novel extension to previous
work in an attempt to not just duplicate perfor-
mance, but maximize its results. Instead of train-
ing on all documents, we train on-the-fly with an
instance-based learning approach. Given a chain
of events, the algorithm retrieves documents in Gi-
gaword that contain all the events, and computes
counts C(x) and C(x, y) only from that subset
of documents. A parameter can be tuned to re-
quire X% of the chain events to match in a docu-
ment. We duplicated both unigrams and bigrams
(as above) with this on-the-fly training method.

5 Experiment Setup

There are two ways to evaluate event prediction
with scripts. The first is to follow a single actor
through a chain of events, and predict the miss-
ing link in the chain. This prediction ignores other
event arguments and only evaluates whether the
system predicts the predicate and the correct syn-
tactic position of the entity. This was part of the
original narrative cloze from Chambers and Juraf-
sky (2008). The example in Section 2 illustrates
such a chain. Pichotta and Mooney (Pichotta and
Mooney, 2014) proposed a richer test that requires
all arguments of the missing event. A single ac-
tor is still tracked through a chain of events, but
correct prediction requires the complete event.

We trained on 12.5 million AP documents from
Gigaword with duplicates removed. The test set is
1000 random event chains not in training. Parame-
ters were tuned on a smaller set of dev documents.
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Single Argument Chains
Model Recall@50
Unigrams 0.338
Uni Exact 100% 0.347
Uni Exact 50% 0.386
Bigrams (k=2) 0.465
Bi Exact 100% (k=2) 0.460
PMI 0.038
PMI w/cutoff 0.391

Table 1: Single entity event chain results.

Multiple Argument Chains
Model Recall@50
Unigrams 0.322
Uni Exact 100% 0.332
Uni Exact 50% 0.368
Bigrams (k=5) 0.408
Bi Exact 100% (k=5) 0.396
PMI 0.068
PMI w/cutoff 0.364

Table 2: Multiple argument event chain results.

6 Results

Table 1 shows model performance. The best un-
igram model used our new instance-based learn-
ing, but bigrams gain by 8% absolute. Notably,
PMI performs poorly as in Jans et al. (2012) and
Rudinger et al. (2015). However, by adding a fre-
quency cutoff, the poor result is reversed. Figure
1 shows the cutoff recall curve. Both papers con-
cluded that PMI was the problem, but we found it
is simply the over-evaluation of frequent events.

PMI is known to prefer infrequent events, and
this is evident by looking at the information con-
tent (IC) of model predictions. The information
content of an event is its log probability in the Gi-
gaword Corpus. What types of events do language
models predict? Table 3 shows that the average
LM prediction contains far less information. Per-
haps more clear, Table 4 shows an actual list of
predictions for one cloze test. The n-gram mod-
els predict frequent events, but PMI predicts seem-
ingly more meaningful events. We are not arguing
in favor of PMI as a model, but simply illustrating
how frequency explains almost all of the contra-
dictions in previous work.

Finally, Table 2 mirrors the relative results of
single arguments in the multi-argument setting.
Once again, a simple cutoff parameter in the PMI

PMI Recall@50 with Frequency Cutoffs

Figure 1: Frequency cutoffs. Events seen less than
the cutoff are not included in the PMI ranking.

Unigrams Bigrams PMI
5.8 6.7 9.4

Table 3: Avg. information content of predictions.

setting drastically changes the results. It is difficult
to always know what settings were used in each at-
tempt at this task, but the normalized experiments
in this paper illustrate that the new cloze exper-
iments have a heavy bias to the high-frequency
events, regardless of how the events themselves
are formalized (e.g., single argument or multi ar-
gument).

7 Conclusion and Recommendations

Automatically generating event chains for evalua-
tion does not test relevant script knowledge. The
information content scores illustrate the huge ex-
tent to which common events (said, tell, went)
dominate. More concerning, we can simply adjust
the frequency cutoff in PMI learning, and it elim-
inates “poor results” from multiple previous pa-
pers. Language modeling approaches tend to cap-
ture frequent event patterns, not script knowledge.

Cloze Test Unigram Bigram PMI
X scored X said X made X scored
X set up X have X said X beat
X headed X had X scored X played
X challenged told X X accused X missed

?? X told X had X hit
X is told X X led
X was X told X joined
said X X is X went
X has X was X finished
killed X said X X opened

Table 4: Example Cloze test and the top predic-
tions from ngrams and PMI
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This is revealed in our frequency-based results, as
well as in subjective error analysis like Table 4.

The core problem is that auto-generation does
not evaluate script knowledge. We can’t include
all coreference chains from all documents and
hope that this somehow measures script knowl-
edge. The contradictory results from frequent
events is just a symptom of the larger problem.
We believe a human annotator should be in the
loop for a meaningful evaluation. The test should
include meaningful core events, and avoid oth-
ers that are not script-relevant, such as discourse-
related events (e.g., reporting verbs). Further, the
test must not include events brought in through
parser and coreference errors. By evaluating on
parser output as gold data, we evaluate how well
our models match our flawed text pre-processing
tools. We acknowledge that human involvement is
expensive, but the current trend to automate eval-
uations does not appear to be evaluating common-
sense knowledge.

Finally, although this paper focuses on the
narrative event cloze, we recognize that differ-
ent evaluations are also possible. However, the
traits of human-annotation and core-events seem
to be required. One interesting task this year is
Mostafazadeh et al. (2016) and the Story Cloze
(manually created). Different from event chains,
it still meets the requirements and provides a very
large common corpus with 100k short stories. An-
other recent proposal is the InScript Corpus from
Modi et al. (2016). They used Amazon Turk to
create 1000 stories covering 10 predefined scenar-
ios. While not as large and diverse as the Story
Cloze, the entire corpus was annotated for gold
events, coreference, and entities. This is an in-
teresting new resource that avoids many of the
problems discussed above, although issues of an
event’s coreness to a narrative may still need to be
addressed.

We ultimately hope this short paper helps clar-
ify recent results, inspires future evaluation, and
most of all encourages discussion.
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Abstract

The LSDSem’17 shared task is the Story
Cloze Test, a new evaluation for story un-
derstanding and script learning. This test
provides a system with a four-sentence
story and two possible endings, and the
system must choose the correct ending to
the story. Successful narrative understand-
ing (getting closer to human performance
of 100%) requires systems to link vari-
ous levels of semantics to commonsense
knowledge. A total of eight systems par-
ticipated in the shared task, with a variety
of approaches including end-to-end neural
networks, feature-based regression mod-
els, and rule-based methods. The highest
performing system achieves an accuracy
of 75.2%, a substantial improvement over
the previous state-of-the-art.

1 Introduction

Building systems that can understand stories or
can compose meaningful stories has been a long-
standing ambition in natural language understand-
ing (Charniak, 1972; Winograd, 1972; Turner,
1994; Schubert and Hwang, 2000). Perhaps the
biggest challenge of story understanding is hav-
ing commonsense knowledge for comprehending
the underlying narrative structure. However, rich
semantic modeling of the text’s content involving
words, sentences, and even discourse is crucially
important. The workshop on Linking Lexical,
Sentential and Discourse-level Semantics (LSD-
Sem)1 is committed to encouraging computational
models and techniques which involve multiple lev-
els of semantics.

1http://www.coli.uni-saarland.de/
˜mroth/LSDSem/

The LSDSem’17 shared task is the Story Cloze
Test (SCT; Mostafazadeh et al., 2016). The SCT
is one of the recent proposed frameworks on
evaluating story comprehension and script learn-
ing. In this test, the system reads a four-sentence
story along with two alternative endings. It
is then tasked with choosing the correct end-
ing. Mostafazadeh et al. (2016) summarize the
outcome of experiments conducted using several
models including the state-of-the-art script learn-
ing approaches. They suggest that current meth-
ods are only slightly better than random perfor-
mance and more powerful models will require
richer modeling of the semantic space of stories.

Given the wide gap between human (100%)
and state-of-the-art system (58.5%) performance,
the time was ripe to hold the first shared task on
SCT. In this paper, we present a summary on the
first organized shared task on SCT with eight par-
ticipating systems. The submitted approaches to
this non-blind challenge ranged from simple rule-
based methods, to linear classifiers and end-to-
end neural models, to hybrid models that lever-
age a variety of features on different levels of lin-
guistic analysis. The highest performing system
achieves an accuracy of 75.2%, which substan-
tially improves the previously established state-of-
the-art. We hope that our findings and discussions
can help reshape upcoming evaluations and shared
tasks involving story understanding.

2 The Story Close Test (SCT)

In the SCT task, the system should choose the
right ending to a given four-sentence story. Hence,
this task can be seen as a reading comprehension
test in which the binary choice question is always,
‘Which of the two endings is the most plausible
correct ending to the story?’. Table 1 shows three
example SCT cases.
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Context Right Ending Wrong Ending

Sammy’s coffee grinder was broken. He needed something
to crush up his coffee beans. He put his coffee beans in a
plastic bag. He tried crushing them with a hammer.

It worked for Sammy. Sammy was not that much into
coffee.

Gina misplaced her phone at her grandparents. It wasnt
anywhere in the living room. She realized she was in the
car before. She grabbed her dads keys and ran outside.

She found her phone in the car. She didnt want her phone any-
more.

Sarah had been dreaming of visiting Europe for years. She
had finally saved enough for the trip. She landed in Spain
and traveled east across the continent. She didn’t like how
different everything was.

Sarah decided that she preferred
her home over Europe.

Sarah then decided to move to
Europe.

Table 1: Example Story Cloze Test instances from the Spring 2016 release.

Story Title Story

The Hurricane Morgan and her family lived in Florida. They heard a hurricane was coming. They decided to
evacuate to a relative’s house. They arrived and learned from the news that it was a terrible storm.
They felt lucky they had evacuated when they did.

Marco Votes
For President

Marco was excited to be a registered voter. He thought long and hard about who to vote for.
Finally he had decided on his favorite candidate. He placed his vote for that candidate. Marco
was proud that he had finally voted.

Spaghetti
Sauce

Tina made spaghetti for her boyfriend. It took a lot of work, but she was very proud. Her
boyfriend ate the whole plate and said it was good. Tina tried it herself, and realized it was
disgusting. She was touched that he pretended it was good to spare her feelings.

Table 2: Example ROCStories instances from the Winter 2017 release.

As described in Mostafazadeh et al. (2016), the
SCT cases are collected through Amazon Mechan-
ical Turk (Mturk) on the basis of the ROCStories
corpus, a collection of five-sentence everyday life
stories which are full of stereotypical sequence of
events. To construct SCT cases, they randomly
sampled complete five-sentence stories from the
ROCStories corpus and presented only the first
four sentences of each story to the Mturk work-
ers. Then, for each story, a worker was asked to
write a ‘right ending’ and a ‘wrong ending’. This
resulting set was further filtered by human verifi-
cation: they compile each SCT case into two inde-
pendent five-sentence stories, once with the ‘right
ending’ and once with the ‘wrong ending’. Then,
for each story they asked three crowd workers to
verify if the given five-sentence story makes sense
as a meaningful story, rating on the scale of {-1,
0, 1}. Then they retain the cases in which the
‘right ending’ had three 1 ratings and the ‘wrong
ending’ had three 0 ratings. This verification step
ensures that there are no boundary cases of ‘right
ending’ and ‘wrong ending’ for human. Finally,
any stories used in creating this SCT set are re-
moved from the original ROCStories corpus.

3 Shared Task Setup

For the shared task, we provided the same dataset
as created by Mostafazadeh et al. (2016), which
consists of a development and test set each con-
taining 1,871 stories with two alternative end-
ings. At this stage, we used this already exist-
ing non-blind dataset with established baselines
to build up momentum for researching the task.
This dataset can be accessed through http://
cs.rochester.edu/nlp/rocstories/.

As the training data, we released an extended set
of ROCStories2, called ROCStories Winter 2017.
We followed the same crowdsourcing setup de-
scribed in Mostafazadeh et al. Table 2 provides
three example stories in this dataset. As these ex-
amples show, these are complete stories and do not
come with a wrong ending3. Although we pro-
vided the additional ROCStories, the participants
were encouraged to use or construct any training
data of their choice. Overall, the participants were
provided three datasets with the statistics listed in
Table 3.

Following Mostafazadeh et al. (2016), we eval-

2The extended ROCStories dataset can be accessed via
http://cs.rochester.edu/nlp/rocstories/.

3The ROCStories corpus can be used for a variety of ap-
plications ranging from story generation to script learning.
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ROCStories (training data) 98,159
Story Cloze validation set, Spring 2016 1,871
Story Cloze test set, Spring 2016 1,871

Table 3: The size of the provided shared task
datasets.

uate the systems in terms of accuracy, which we
measure as #correct

#test cases . Any other details re-
garding our shared task can be accessed via our
shared task page http://cs.rochester.
edu/nlp/rocstories/LSDSem17/.

4 Submissions

The Shared Task was conducted through CodaLab
competitions4. We received a total of 18 registra-
tions, out of which eight teams participated: four
teams from the US, three teams from Germany and
one team from India.

In the following, we provide short paragraphs
summarizing our baseline and approaches of the
submissions. More details can be found in the re-
spective system description papers.

msap (University of Washington). Linear clas-
sifier based on language modeling probabilities of
the entire story, and linguistic features of only the
ending sentences (Schwartz et al., 2017). These
ending “style” features include sentence length as
well as word and character n-gram in each candi-
date ending (independent of story). These style
features have been shown useful in other tasks
such as age, gender, or native language detection.

cogcomp (University of Illinois). Linear classi-
fication system that measures a story’s coherence
based on the sequence of events, emotional trajec-
tory, and plot consistency. This model takes into
account frame-based and sentiment-based lan-
guage modeling probabilities as well as a topical
consistency score.

acoli (Goethe University Frankfurt am Main)
and tbmihaylov (Heidelberg University). Two
resource-lean approaches that only make use of
pretrained word representations and compositions
thereof (Schenk and Chiarcos, 2017; Mihaylov
and Frank, 2017). Composition functions are
learned as part of a feed-forward and LSTM neural
networks, respectively.

4The Story Cloze CodaLab page can be accessed
here: https://competitions.codalab.org/
competitions/15333

ukp (Technical University of Darmstadt).
Combination of a neural network-based (Bi-
LSTM) classifier and a traditional feature-rich ap-
proach (Bugert et al., 2017). Linguistic features
include aspects of sentiment, negation, pronomi-
nalization and n-gram overlap between the story
and possible endings.

roemmele (University of Southern California).
Binary classifier based on a recurrent neural net-
work that operates over (sentence-level) Skip-
thought embeddings (Roemmele et al., 2017). For
training, different data augmentation methods are
explored.

mflor (Educational Testing Service). Rule-
based combination of two systems that score pos-
sible endings in terms of how well they lexically
cohere with and fit the sentiment of the given
story (Flor and Somasundaran, 2017). Sentiment
is given priority, and the model backs off to lexical
coherence based on pointwise mutual information
scores.

Pranav Goel (IIT Varanasi). Ensemble model
that takes into account scores from two systems
that measure overlap in sentiment and sentence
similarity between the story and the two possible
endings (Goel and Singh, 2017).

ROCNLP (baseline) Two feed-forward neural
networks trained jointly on ROCStories to project
the four-sentences context and the right fifth sen-
tence into the same vector space. This model is
called Deep Structured Semantic Model (DSSM)
(Huang et al., 2013) and had outperformed all
the other baselines reported in Mostafazadeh et al.
(2016).

5 Results

An overview of the models and the resources
used in each participating system, along with their
quantative results, is given in Table 4. Given
that the DSSM model was previously trained on
about 50K ROCStories, we retrained this model
on our full dataset of 98,159 stories. We include
the results of this model under ROCNLP in Ta-
ble 4. With accuracy values in a range from 60%
to 75.2%, we observe that all teams outperform the
baseline model. The best result in this shared task
has been achieved by msap, the participating team
from the University of Washington.
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Rank CodaLab Id Model ROCStories Pre-trained
Embeddings

Other Resources Accuracy

1 msap Logistic
regression

Spring 2016,
Winter 2017

− NLTK Tokenizer, Spacy POS
tagger

0.752

2 cogcomp Logistic
regression

Spring 2016,
Winter 2017

Word2Vec UIUC NLP pipeline, FrameNet,
two sentiment lexicons

0.744

3 tbmihaylov LSTM − Word2Vec − 0.728

4 ukp BiLSTM Spring 2016,
Winter 2017

GloVe Stanford CoreNLP, DKPro TC 0.717

5 acoli SVM − GloVe,
Word2Vec

− 0.700

6 roemmele RNN Spring 2016,
Winter 2017

Skip-Thought − 0.672

7 mflor Rule-based − − VADER sentiment lexicon, Gi-
gaword corpus PMI scores

0.621

8 Pranav Goel Logistic
regression

Spring 2016,
Winter 2017

Word2Vec VADER sentiment lexicon,
SICK data set

0.604

9 ROCNLP
(baseline)

DSSM Spring 2016,
Winter 2017

− − 0.595

Table 4: Overview of models and resources used by the participating teams. For each team only their
best performing system on the Spring 2016 Test Set is included, as submitted to CodaLab. Please refer
to the system description papers for a list of other models. Human is reported to perform at 100%.

6 Discussion

We briefly highlight some observations regarding
modeling choices and results.

Embeddings. All but two teams made use of
pretrained embeddings for words or sentences.
tbmihaylov (Mihaylov and Frank, 2017) exper-
imented with various pretrained embeddings in
their resource-lean model and found that the
choice of embeddings has a considerable impact
on model accuracy. Interestingly, the best partici-
pating team used no pretrained embeddings at all.

Neural networks. The six highest scoring mod-
els all include neural network architectures in one
way or another. While the teams ranked 3–6 at-
tempt to utilize hidden layers directly for predic-
tion, the top two teams use the output of neural
language models to generate different combina-
tions of features. Further, while the third place
team’s best model was an LSTM, their logistic re-
gression classifier with Word2Vec-based features
achieved similar performance. The combination
of different neural features (including non-neural
ones) appears to have made the difference in the
top system’s ablation tests.

Sentiment. Three teams report concurrently that
a sentiment model alone can achieve 60–65%

accuracy but performance seems to vary depen-
dent on implementation details. This is notable
in that the sentiment baseline which chose the
ending with a matching sentiment to the context
(presented in Mostafazadeh et al. (2016)) did not
achieve accuracy above random chance. One dif-
ference is that these more successful approaches
used sentiment lexicons to score words and sen-
tences, whereas Mostafazadeh et al. used the auto-
matic sentiment classifier in Stanford’s CoreNLP.
Finally, mflor (Flor and Somasundaran, 2017) an-
alyzed the Story Cloze Test Validation (Spring
2016) set and found that 78% of the stories have
sentiment bearing words in the first sentences and
in at least one possible ending. Evaluating on
that subset showed increased performance, further
suggesting that sentiment is an important factor in
alternate ending prediction.

Stylistic Features on Endings. One of the mod-
els proposed by msap (Schwartz et al., 2017) ig-
nored the entire story, building features only from
the ending sentences. They trained a linear clas-
sifier on the right and wrong ending sentences
adopting style features that have been shown use-
ful in other tasks such as gender or native lan-
guage detection. This model achieved remarkably
good performance at 72.4%, indicating that there
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are characteristics inherent to right/wrong endings
independent of story reasoning. It is not clear
whether these results generalize to novel story
ending predictions, beyond the particular Spring
2016 sets. Whether this model captures an artifact
of the test set creation, or it indicates general fea-
tures about how stories are ended must remain for
future investigation.

Negative results. Some papers describe addi-
tional experiments with features and methods
that are not part of the submitted system, be-
cause their inclusion resulted in sub-optimal per-
formance. For example, Pranav Goel (Goel
and Singh, 2017) discuss additional similarity
measures based on doc2vec sentence representa-
tions (Le and Mikolov, 2014); tbmihaylov (Mi-
haylov and Frank, 2017) experiment with Con-
ceptNet Numberbatch embeddings (Speer and
Chin, 2016); and mflor (Flor and Somasundaran,
2017) showcase results with alternative sentiment
dictionaries such as MPQA (Wilson et al., 2005).

7 Conclusions

All participants in the Story Cloze shared task of
LSDSem outperformed the previously published
best result of 58.5%, and the new state-of-the-
art accuracy dramatically increased to 75.2% with
the help of a well-designed RNNLM and unique
stylistic features on the ending sentences.

One of the main takeaways from the 8 submis-
sions is that the detection of correct ending sen-
tences requires a variety of different reasoners. It
appears from both results and post-analysis that
sentiment is one factor in correct detection. How-
ever, it is also clear that coherence is critical, as
the systems with language models all observed
increases in prediction accuracy. Beyond these,
the best performing system showed that there are
stylistic features isolated in the ending sentences,
suggesting yet another area of further investigation
for the next phases of this task.

As the first shared task on SCT, we decided not
to hold a blind challenge. For the future blind
challenges, the question is how robust are the pre-
sented approaches to novel test cases and how well
can they generalize out of the scope of the cur-
rent evaluation sets. We speculate that the models
which use generic language understanding and se-
mantic cohesion criteria rather than relying on cer-
tain intricacies of the testing corpora can general-
ize more successfully, which should be carefully

assessed in future.
Although this shared task was successful at set-

ting a new state-of-the-art for SCT, clearly, there
is still a long way towards achieving human-level
performance of 100% on even the current test set.
We are encouraged by the high level of participa-
tion in the LSDSem 2017 shared task, and hope
the new models and results encourage further re-
search in story understanding. Our findings can
help direct the creation of the next SCT datasets
towards enforcing deeper story understanding.
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Abstract

This paper describes University of
Washington NLP’s submission for the
Linking Models of Lexical, Sentential
and Discourse-level Semantics (LSDSem
2017) shared task—the Story Cloze Task.
Our system is a linear classifier with a
variety of features, including both the
scores of a neural language model and
style features. We report 75.2% accuracy
on the task. A further discussion of our
results can be found in Schwartz et al.
(2017).

1 Introduction

As an effort to advance commonsense understand-
ing, Mostafazadeh et al. (2016) developed the
story cloze task, which is the focus of the LSD-
Sem 2017 shared task. In this task, systems are
given two short, self-contained stories, which dif-
fer only in their last sentence: one has a right (co-
herent) ending, and the other has a wrong (incoher-
ent) ending. The task is to tell which is the right
story. In addition to the task, the authors also in-
troduced the ROC story corpus—a training corpus
of five-sentence (coherent) stories. Table 1 shows
an example of a coherent story and an incoherent
story from the story cloze task.

In this paper, we describe University of Wash-
ington NLP’s submission for the shared task. Our
system explores several types of features for the
task. First, we train a neural language model
(Mikolov et al., 2010) on the ROC story corpus.
We use the probabilities assigned by the model to
each of the endings (right and wrong) as classifi-
cation features.

Second, we attempt to distinguish between right
and wrong endings using style features, such as
sentence length, character n-grams and word n-

Story Prefix Ending

Kathy went shopping.
She found a pair of
great shoes. The
shoes were $300. She
bought the shoes.

She felt buyer’s re-
morse after the pur-
chase.

Kathy hated buying
shoes.

Table 1: Examples of stories from the story cloze
task (Mostafazadeh et al., 2016). The left column
shows that first four sentences of a story. The
right column shows two contrastive endings for
the story: a coherent ending (upper row) and a in-
coherent one (bottom row).

grams. Our intuition is that the right endings use
a different style compared to the wrong endings.
The features we use were shown useful for style
detection in tasks such as age (Schler et al., 2006),
gender (Argamon et al., 2003), and authorship
profiling (Stamatatos, 2009).

We feed our features to a logistic regression
classifier, and evaluate our system on the shared
task. Our system obtains 75.2% accuracy on the
test set. Our findings hint that the different writing
tasks used to create the story cloze task—writing
right and wrong endings—impose different writ-
ing styles on authors. This is further discussed in
Schwartz et al. (2017).

2 System Description

We design a system that predicts, given a pair of
story endings, which is the right one and which is
the wrong one. Our system applies a linear classi-
fier guided by several types of features to solve the
task. We describe the system in detail below.
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2.1 Model

We train a binary logistic regression classifier to
distinguish between right and wrong stories. We
use the set of right stories as positive samples and
the set of wrong stories as negative samples. At
test time, for a given pair, we consider the classi-
fication results of both candidates. If our classifier
assigns different labels to each candidate, we keep
them. If not, the label whose posterior probability
is lower is reversed. We describe the classification
features below.

2.2 Features

We use two types of features, designed to cap-
ture different aspects of the problem. We use neu-
ral language model features to leverage corpus
level word distributions, specifically longer term
sequence probabilities. We use stylistic features
to capture differences in writing between coherent
story endings and incoherent ones.

Language model features. We experiment
with state-of-the-art text comprehension models,
specifically an LSTM (Hochreiter and Schmid-
huber, 1997) recurrent neural network language
model (RNNLM; Mikolov et al., 2010). Our
RNNLM is used to generate two different prob-
abilities: pθ(ending), which is the language
model probability of the fifth sentence alone
and pθ(ending | story), which is the RNNLM
probability of the fifth sentence given the first four
sentences. We use both of these probabilities as
classification features.

In addition, we also apply a third feature:

pθ(ending | story)
pθ(ending)

(1)

The intuition is that a correct ending should be
unsurprising (to the model) given the four preced-
ing sentences of the story (the numerator), control-
ling for the inherent surprise of the words in that
ending (the denominator).1

Stylistic features. We hypothesize that right and
wrong endings might be distinguishable using
style features. We adopt style features that have
been shown useful in the past in tasks such as de-
tection of age (Schler et al., 2006; Rosenthal and
McKeown, 2011; Nguyen et al., 2011), gender

1Note that taking the logarithm of the expression in Equa-
tion 1 gives the pointwise mutual information between the
story and the ending, under the language model.

(Argamon et al., 2003; Schler et al., 2006; Bam-
man et al., 2014), and native language (Koppel et
al., 2005; Tsur and Rappoport, 2007; Bergsma et
al., 2012).

We add the following classification features to
capture style differences between the two endings.
These features are computed on the story endings
alone (right or wrong), and do not consider, either
at train or at test time, the first four (shared) sen-
tences of each story.

• Length. The number of words in the sen-
tence.

• Word n-grams. We use sequences of 1–
5 words. Following Tsur et al. (2010) and
Schwartz et al. (2013), we distinguish be-
tween high frequency and low frequency
words. Specifically, we replace content
words, which are often low frequency, with
their part-of-speech tags (Nouns, Verbs, Ad-
jectives, and Adverbs).

• Character n-grams. Character n-grams are
useful features in the detection of author style
(Stamatatos, 2009) or language identification
(Lui and Baldwin, 2011). We use character
4-grams.

2.3 Experimental Setup
The story cloze task doesn’t have a training corpus
for the right and wrong endings. Therefore, we use
the development set as our training set, holding out
10% for development (3,366 training endings, 374
for development). We keep the story cloze test set
as is (3,742 endings).

We use Python’s sklearn logistic regression im-
plementation with L2 regularization, performing
grid search on the development set to tune a single
hyperparameter—the regularization parameter.

For computing the RNN features, we start by
tokenizing the text using the nltk tokenizer.2 We
then use TensorFlow3 to train the RNNLM using a
single-layer LSTM of hidden dimension 512. We
use the ROC Stories for training, setting aside 10%
for validation of the language model.4 We replace
all words occurring less than 3 times by a special
out-of-vocabulary character, yielding a vocabulary
size of 21,582. Only during training, we apply a

2www.nltk.org/api/nltk.tokenize.html
3www.tensorflow.org
4We train on both the Spring 2016 and the Winter 2017

datasets, a total of roughly 100K stories.
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Model Acc.
DSSM (Mostafazadeh et al., 2016) 0.585
LexVec (Salle et al., 2016) 0.599
RNNLM features 0.677
Stylistic features 0.724
Combined (Style + RNNLM) 0.752
Human judgment 1.000

Table 2: Results on the test set of the story cloze
task. The first block are published results, the
second block are our results. LexVec results are
taken from (Speer et al., 2017). Human judgement
scores are taken from (Mostafazadeh et al., 2016).

dropout rate of 60% while running the LSTM over
all 5 sentences of the stories. Using Adam opti-
mizer (Kingma and Ba, 2015) and a learning rate
of η = .001, we train to minimize cross-entropy.
The resulting RNN features (see Section 2.2) are
taken in log space.

For the style features, we add a START symbol at
the beginning of each sentence.5 We keep n-gram
(character or word) features that occur at least five
times in the training set. All stylistic feature values
are normalized to the range [0, 1]. For the part-of-
speech features, we tag all endings with the Spacy
POS tagger.6 The total number of features used by
our system is 7,651.

3 Results

The performance of our system is described in Ta-
ble 2. With 75.2% accuracy, our system achieves
15.3% better than the published state of the art
(Salle et al., 2016). The table also shows an anal-
ysis of the different features types used by our
system. While our RNNLM features alone reach
67.7%, the style features perform better—72.4%.
This suggests that while this task is about story un-
derstanding, there is some information contained
in stylistic features, which are slightly less sen-
sitive to content. As expected, the RNNLM fea-
tures complement the stylistic ones, boosting per-
formance by 7.5% (over the RNNLM features)
and 2.8% (over the style features).

In an attempt to provide explanation to the
strong performance of the stylistic feature, we hy-
pothesize that the different writing tasks—writing
a right and a wrong ending—impose a different

5Virtually all sentences end with a period or an exclama-
tion mark, so we do not add a STOP symbol.

6spacy.io/

style on the authors, which is expressed in the
different style adopted in each of the cases. The
reader is referred to Schwartz et al. (2017) for
more details and discussion.

4 Conclusion

This paper described University of Washington
NLP’s submission to the LSDSem 2017 Shared
Task. Our system leveraged both neural language
model features and stylistic features, achieving
75.2% accuracy on the classification task.
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Tomáš Mikolov, Martin Karafiát, Lukáš Burget, Jan
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Abstract
The Story Cloze test (Mostafazadeh et al.,
2016) is a recent effort in providing a com-
mon test scenario for text understanding
systems. As part of the LSDSem 2017
shared task, we present a system based on
a deep learning architecture combined with
a rich set of manually-crafted linguistic fea-
tures. The system outperforms all known
baselines for the task, suggesting that the
chosen approach is promising. We addi-
tionally present two methods for generat-
ing further training data based on stories
from the ROCStories corpus. Our system
and generated data are publicly available
on GitHub1.

1 Introduction

The goal of the Story Cloze test is to provide a com-
mon ground for the evaluation of systems on lan-
guage understanding (Mostafazadeh et al., 2016).
Given four sentences of a story on everyday life
events, a system has to identify the correct ending
from a set of two predefined ending sentences. The
“correct” ending in this case is the one which most
humans would choose as the closing sentence for
the story context.

We first report the discoveries we made while ex-
ploring the provided datasets (Section 2) followed
by a description of our system (Section 3). We
present and discuss its results (Sections 4 and 5)
and come to a close in the conclusion (Section 6).

2 Dataset Exploration

Mostafazadeh et al. (2016) provide a validation and
1github.com/UKPLab/lsdsem2017-story-cloze

a test set for the Story Cloze test, both of which
contain around 1800 stories2. Each of those stories
consists of four context sentences and two end-
ings to choose from. Additionally, two ROCStories
datasets were made available with close to 100 000
stories in total. Stories from these datasets also
cover everyday life events but consist of a fixed
number of five sentences without ending candi-
dates.

To gain an overview of the task, we categorized
two hundred stories from the validation set based
on how their correct ending can be identified.

We noticed that a large set of stories can indeed
be solved via text understanding and logical infer-
ence. This includes stories where the correct end-
ing is more likely according to script knowledge3

(Schank and Abelson, 1977), where the topic of
the wrong ending doesn’t match the story context4

or where the wrong ending contradicts the story
context5.

For some stories, the correct ending cannot be
identified rationally, but rather according to com-
monly accepted moral values6 or based on the
reader’s expectation of a positive mood in a story7.
Regarding sentiments, we generally noticed a bias
towards stories with “happy endings”, i. e. stories
where the sentiment expressed in the correct ending
is more positive than for the wrong ending.

We infer from these observations that an ap-
proach focusing exclusively on text understanding

2As of Feb. 2017, see cs.rochester.edu/nlp/rocstories
3See story 52dbbfda-5b42-4ace-8d59-55cee3eb30c0 in the

Story Cloze validation set.
4See f8ff777f-de4d-4e3a-91bd-b197ed13f78e ibid.
5See a11cf506-7d19-4ab9-b0ac-a0fd85a9bd38 ibid.
6See 195a43c7-d43e-48e4-845b-fd6c75609df2 ibid.
7See 80b6447f-4c37-4194-9862-3785e5075463 ibid.
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should perform well. However, the dataset suggests
that an approach which (additionally) exploits how
humans write and perceive stories could also lead
to respectable results, albeit not in the way origi-
nally intended for the Story Cloze test.

3 System Description

We interpret the Story Cloze test as a fully super-
vised learning problem, meaning we train and test
our approach on instances consisting of four con-
text sentences and two ending candidates (i. e. the
format of the Story Cloze datasets). This stands in
contrast to the systems reported by Mostafazadeh
et al. (2016) which were trained on five-sentence
stories (the ROCStories dataset).

Our approach builds around recent advances of
deep learning methods and conventional feature
engineering techniques.

The core of the system is a Bidirectional Recur-
rent Neural Network (BiRNN) (Schuster and Pali-
wal, 1997) with Long Short-Term Memory (LSTM)
units (Hochreiter and Schmidhuber, 1997), which
computes a feature representation of all given sen-
tences. This representation is enriched by feature
vectors computed over both ending candidates. To
predict the correct ending of a story, we execute
our neural network twice to obtain a score for each
ending. These scores are compared to make a final
decision. The feature vectors ensure that informa-
tion on the respective other ending is available to
the network during both executions.

Note that we could have instead learned ending
embeddings jointly by feeding the network with
both endings at the same time. In order to train a
network to distinguish between correct and wrong
endings, we would have had to feed the same pair
another time, but with the endings swapped and
the label set to its binary counterpart. However, we
were concerned that such a system would eventu-
ally learn the position of the correct ending instead
of its meaning. Hence, we decided against such a
joint learning approach.

The following sections cover the features and
neural network architecture in greater detail.

3.1 Features

We defined a set of linguistic features in order to
profit from the discoveries of our dataset explo-
ration (see Section 2). The features are:
NGramOverlap: The number of overlapping n-

grams between an ending and a story context

s1 s2 s3 s4 e1 e2

Embed. Lookup

≡ ≡ ≡ ≡vc ≡ ve

BiLSTM

ic ie

Feat. Extr.

if

H

O

Figure 1: Neural network architecture. Depicted is
the execution for obtaining a score for ending e1.

for n = {1, 2, 3}. We filtered out bigrams and
trigrams using a linguistically motivated list
of stopwords.

EndingLength: The token count of an ending.
Negation: The presence of words indicating nega-

tion (none, never, etc.) in an ending.
PronounContrast: The presence of pronoun mis-

matches between a story context and an end-
ing. This helps to detect cases where the
wrong ending is written in first person al-
though the story context is written in third
person.

SentiContrast: Disagreement in the sentiment
value between the third and fourth sentences
of a context and an ending. The sentiment
value was computed based on a sentiment
word list manually extracted from the ROC-
Stories dataset.

For each of the features listed above, an addi-
tional feature was added to model the feature value
difference between the two endings of a story. All
features were extracted using the DKPro TC Frame-
work (Daxenberger et al., 2014).

3.2 Neural Network

The overall architecture of our neural network
model is shown in Figure 1.

First, the tokens of the context sentences
s1, . . . , s4 and of ending e1 are looked up in the
word embedding matrix to obtain vectorized rep-
resentations. The embeddings of the context sen-
tences are concatenated into the vector vc, whereas
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those of the ending form vector ve. vc and ve are
fed separately to a pair of RNN networks (forward
and backward) with LSTM units. This BiLSTM
module encodes the meaning of context and ending
in two separate vectors, ic and ie. Given the vector
of feature values if , extracted externally on the four
context sentences and both endings, we concate-
nate ic, ie and if and feed them to the dense hidden
layer H. The output of H is fed to the output layer,
O. Afterwards, the softmax function is applied on
the output of O to obtain a score representing the
probability of ending e1 being correct.

The same procedure is applied for ending e2

in place of ending e1. Then, the highest-scoring
ending is chosen as the correct ending of the story.

Due to time constraints and system complexity
we decided against hyper-parameter optimization
and chose parameter values we deemed reasonable:
We used pretrained 100-dimensional GloVe embed-
dings (Pennington et al., 2014)8. Following previ-
ous work on using BiLSTMs in NLP tasks (Tan et
al., 2015; Tan et al., 2016; dos Santos et al., 2016),
we chose a dimensionality of 141 for the LSTM
output vectors and hidden layer H.

We employ zero padding for sentences longer
than 20 tokens. The network was trained in
batches (size 40) for 30 epochs with the Adam
optimizer (Kingma and Ba, 2014), starting with a
learning rate of 10−4. We apply dropout (p = 0.3)
after computing the BiLSTM output. Finally,
ReLu (Glorot et al., 2011) is used as an activa-
tion function in layer H. The system was imple-
mented using the TensorFlow library (Abadi et al.,
2016).

3.3 Intermediate Results

We performed an intermediate evaluation of the
previously described system on the Story Cloze val-
idation set. To this end, we partitioned the dataset
into a training and development split (85 % and
15 %, respectively). We compared the following
systems:
BiLSTM-V: Our proposed system, trained on the

85 % training split without making use of the
feature set described in Section 3.1.

BiLSTM-VF: Same as BiLSTM-V, but including
the feature set.

Happy: Motivated by our dataset exploration, this
baseline always picks the happier ending (the
ending with the more positive sentiment). We

8nlp.stanford.edu/data/glove.6B.zip

employed the state-of-the-art sentiment anno-
tator by Socher et al. (2013) for this purpose.
This system does not take the story context
into account.

The happy ending baseline reached an accuracy
of 0.616 on the development split which is substan-
tially higher than random guessing. BiLSTM-V
scored 0.708 whereas BiLSTM-VF reached a
slightly higher accuracy of 0.712.

3.4 Dataset Augmentation
Because our presented approach conducts super-
vised learning, it requires training data in the same
form as testing data. Up to this point, the only
dataset available in this form is the Story Cloze
validation set which consists of comparably few
instances for training. We experimented with ways
to automatically create larger training datasets.

3.4.1 Related Work in Data Augmentation
Methods for automatic training data augmenta-
tion using unlabeled data are investigated in semi-
supervised learning and have been successfully ap-
plied in many NLP tasks, for example in word sense
disambiguation (Pham et al., 2005), semantic role
labeling (Fürstenau and Lapata, 2012; Woodsend
and Lapata, 2014) and textual entailment (Zanzotto
and Pennacchiotti, 2010). Another example, which
is similar to the Story Cloze test, is the task of
selecting the correct answer to a question from a
pool of answer candidates. To train models for this
task, Feng et al. (2015) have extended a corpus
of question-answer pairs by automatically adding
negative answers to each pair.

We draw our inspiration from the aforemen-
tioned work and propose two methods for augment-
ing the ROCStories dataset in order to use it for
supervised learning.

3.4.2 Shuffling
Given a ROCStory, shuffle the four context sen-
tences, then randomly swap the fifth sentence with
one of the first four. The resulting story is per-
ceived as wrong by humans since the shuffling
breaks causal and temporal relationships between
the sentences. This method resembles the data
quality evaluation conducted by Mostafazadeh et
al. (2016).

3.4.3 KDE Sampling
In order to obtain a dataset of the same structure as
the Story Cloze datasets, we heuristically comple-
ment each ROCStory with a wrong ending taken
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Story ID Story Context Correct Ending Gen. Wrong Ending

3447901e-6f57
-4810-9d3c
-92d72b6c0b42

A swan swam gracefully through the water. It was
beautiful and white. It had a long orange beak. The
crowd gathered and observed it.

It was a beautiful crea-
ture.

A large blue whale
breached the water be-
fore Kathy’s eyes.

0dd3e2c3-3ea4
-450a-97c4
-42a54c426018

Jane had recently gotten a new job. She was nervous
about her first day of work. On the first day of work,
Jane overslept. Jane arrived at work an hour late.

Jane did not make a
good impression at her
new job.

She told her husband
that she was going all
out this year.

Table 1: ROCStories with wrong endings as generated by the KDE sampling technique

from a pool of sentences. The pool can be chosen
arbitrarily but for the sake of simplicity, we de-
cided to use the existing set of ROCStory endings
themselves.

Given four ROCStory context sentences, we
measure the similarity between this context and
each sentence from the pool (excluding the original
ending). To ensure that endings match the topic and
narrative of their context, our similarity measure is
based on word embeddings of content words and a
bag-of-words vector of occurring pronouns.

Instead of directly choosing whichever ending
sentence scores the highest similarity, we attempt
to replicate the characteristics of the Story Cloze
datasets as close as possible. Therefore, we ob-
serve the distribution of similarity values present
between each story context and its wrong ending in
the validation set. Using kernel density estimation,
we obtain the probability density function (PDF)
of these similarity values.

To choose an ending for a ROCStory context, we
then sample a similarity value from this PDF and
identify the sentence in the pool whose similarity
is closest to the sampled value. In a final step,
we replace proper nouns occurring in the ending
sentence with random proper nouns from the story
context, based on POS-tags.

Table 1 shows two exemplary story endings gen-
erated using this method.

3.4.4 Comparison
We constructed two training datasets, one for each
of the two augmentation methods. We then trained
our BiLSTM approach (without features) for each
dataset and compared their performance on the full
Story Cloze validation set. The BiLSTM using
the shuffled ROCStories reached an accuracy of
0.615, compared to the one using the KDE sam-
pling method with 0.630.

From looking at the accuracies, the difference
in quality between the two methods is slim. How-
ever, the quality of the shuffled stories is inferior to
those of the KDE sampling method from a human
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Figure 2: Accuracies on the validation set devel-
opment split for BiLSTM systems trained on the
training split plus a varying amount of all 98 166
generated stories.

point of view. For this reason, we conduct all sub-
sequent data augmentation experiments using the
KDE sampling method.

4 Results

Following our motivation for data augmentation,
we trained several BiLSTM systems on the train-
ing split of the Story Cloze validation set, aug-
mented by a varying amount of stories generated
by KDE sampling. Figure 2 shows the accuracy of
these systems evaluated on the 15 % development
split of the validation set. As can be seen, in all
our experiments with augmentation there occurs a
decrease in performance compared to the results
of BiLSTM-V/BiLSTM-VF on the same data (see
Section 3.3). We discuss possible reasons for this
result in Section 5.

For the final evaluation, we compare the follow-
ing approaches:
DSSM: The best performing baseline reported by

Mostafazadeh et al. (2016).
Happy, BiLSTM-V, BiLSTM-VF: The systems

previously explained in Section 3.3.
BiLSTM-T: To assess the quality of the KDE sam-

pling method in isolation, we also include a
BiLSTM system in the evaluation which is
trained only on the ROCStories corpus with
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Approach Validation Test

Dev Full

DSSM – 0.604 0.585
Happy 0.616 0.590 0.602

BiLSTM-V 0.708 – 0.701*

BiLSTM-VF 0.712 – 0.717*

BiLSTM-T 0.637 – 0.560
BiLSTM-TF 0.634 – 0.584

Table 2: System accuracies on the Story Cloze
datasets. Results marked by * are statistically
significant according to McNemar’s test with a
p-value ≤ 0.05.

generated wrong endings.
BiLSTM-TF: Same as BiLSTM-T, but including

the feature set.
Table 2 shows the performance of the systems on

the Story Cloze test set and (if applicable) on the
full validation set or its development split. It can
be seen that our happy ending baseline performs
comparably to the more elaborate DSSM baseline.
BiLSTM-V/VF outperform the two baselines sig-
nificantly. BiLSTM-T/TF fall short in accuracy
compared to the ones trained on the validation set
alone. The addition of features leads to improve-
ments except for BiLSTM-T/TF when evaluated
on the development split of the validation set.

5 Discussion

We manually examined several stories which were
misclassified by BiLSTM-VF to identify its weak-
nesses. In the majority of cases, misclassified sto-
ries were sparse in sentiment or relied heavily on
logical inference for identifying the correct end-
ing. This appears plausible to us, since neither
the BiLSTM nor the feature set were explicitly de-
signed to perform advanced logical inference.

The proposed features increase the performance
of our BiLSTM system. The data properties they
capture are different from the distributional similar-
ities of word embeddings and thus serve as an ad-
ditional supervising signal for the neural network.

Given Figure 2 and the disparity between the
results of BiLSTM-T/TF and BiLSTM-V/VF, we
have to conclude that the training data augmenta-
tion did not work as well as we expected.

While the KDE sampling method creates sto-
ries resembling the ones found in the Story Cloze

validation and test datasets, it does not reproduce
the characteristics of these original stories well
enough to produce truly valuable training data. As
an example, the method does not take sentiment
into account, although we demonstrated that the
Story Cloze datasets are biased towards happy end-
ings. Incorporating further characteristics into the
method would amount to redefining the utilized
similarity measure (no modifications would be nec-
essary for the core idea of sampling a probability
distribution).

6 Conclusion

We showed that using a sentiment-based baseline,
it is trivial to reach 60 % accuracy on the Story
Cloze test set without relying on text understand-
ing. However, more sophisticated techniques are
required for reaching better results. Using a deep
learning architecture enriched with a set of linguis-
tically motivated features, we surpass all previously
published baselines on the task and reach 71.7%
accuracy on the test set.

We proposed two methods which generate ad-
ditional training data for conducting supervised
learning on the Story Cloze test. To our surprise,
the systems trained on generated training data per-
formed worse than those trained on conventional
training data. This could be due to our data genera-
tion not reproducing the characteristics of the origi-
nal Story Cloze datasets well enough. Nonetheless,
we consider the presented methods to be a valuable
contribution related to the task.
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Abstract

We present two NLP components for the
Story Cloze Task – dictionary-based senti-
ment analysis and lexical cohesion. While
previous research found no contribution
from sentiment analysis to the accuracy
on this task, we demonstrate that senti-
ment is an important aspect. We describe
a new approach, using a rule that estimates
sentiment congruence in a story. Our
sentiment-based system achieves strong
results on this task. Our lexical cohesion
system achieves accuracy comparable to
previously published baseline results. A
combination of the two systems achieves
better accuracy than published baselines.
We argue that sentiment analysis should
be considered an integral part of narrative
comprehension.

1 Introduction

The Story Cloze Task (SCT) is a novel challenge
task in which an automated NLP system has to
choose a correct ending for a short story, from
two predefined alternatives. This new challenge
stems from a long line of research on the types
of knowledge that are required for narrative com-
prehension (Winograd, 1972; Schank and Abel-
son, 1977). Specifically, it is related to a previous
type of challenge, the Narrative Cloze Task (NCT)
(Chambers and Jurafsky, 2008).

The SCT departs from the narrow focus of the
NCT. It is informed by the interest in the tempo-
ral and causal relations that form the intricate fab-
ric of narrative stories. Some previous research
on analyzing and learning commonsense informa-
tion have focused on blogs (Gordon and Swanson,
2009; Manshadi et al., 2008), which are challeng-
ing and difficult texts. Other studies have focused

on analysis of short fables (Goyal et al., 2013; El-
son and McKeown, 2010). Mostafazadeh et al.
(2016) produced a large curated corpus of simple
commonsense stories, generated via crowdsourc-
ing. Each story consists of exactly five short sen-
tences, with a clear beginning, middle and end-
ing, without embellishments, lengthy introduc-
tions and digressions.

For the Story Cloze Task, human authors used
four-sentence core stories form the corpus, and
provided two different ending sentences - a ‘right’
one and a ‘wrong’ one. Some of the ‘wrong’ end-
ings include logical contradictions, some include
events that are impossible or highly unlikely given
our standard world knowledge. For example: 1.
Yesterday Stacey was driving to work. 2. Unfor-
tunately a large SUV slammed into her. 3. Luck-
ily she was alright. 4. However her car was de-
stroyed. Options: 5a. Stacey got back in her car
and drove to work [wrong]. 5b. Stacey told the
police what happened [right].

The current SCT has a validation set and a test
set, with 1871 stories per set. Each story consists
of four sentences, and two competing sentences as
story endings. An NLP system is tasked to choose
the correct ending from the two alternatives. Sys-
tems are evaluated on a simple accuracy measure
(number of correct choices divided by number of
stories). In this setting, if ending-choices are made
randomly, the baseline success rate would be 50%.

In this paper we present our system for the SCT
challenge. Section 2 outlines the approach, section
3 describes the algorithms and the results.

2 Approach

Our system is not designed for deep understand-
ing of narrative or for semantic reasoning. The
goal of our approach is to investigate the contribu-
tion of sentiment and affect in the SCT task. We
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build our system with components that perform
sentiment analysis and estimate discourse cohe-
sion. Our system tries to pick the most coherent
ending based on the sentiment expectations that
the story builds in the minds of the reader. For
sentiment we consider positive and negative emo-
tions, feelings, evaluations of the characters, as
well as positive and negative situations and events
(Wilson and Wiebe, 2005). In cases where senti-
ment is absent, we rely on lexical cohesion. Our
approach is to investigate, if and how, coherence,
as modeled using simple methods, can perform in
the story completion task.

Consider this story with marked sentiment: 1.
Ron started his new job as a landscaper today
[neutral]. 2. He loves the outdoors and has always
enjoyed working in it [positive]. 3. His boss tells
him to re-sod the front yard of the mayor’s home
[neutral]. 4. Ron is ecstatic, but does a thorough
job and finishes super early [positive]. Choices for
ending (correct option is 5b): 5a. Ron is immedi-
ately fired for insubordination [negative]. 5b. His
boss commends him for a job well done [positive].

In this story, there is a positive sequence of
events. Hence it would be rather incoherent to
have an ending that is starkly negative (incorrect
option 5a). If indeed a negative ending were to be
applied, it would be a twist in the story and would
have to be indicated with a discourse marker to
make the story coherent. In short stories, plot
twists that relate to sentiment polarity are usu-
ally expressed via adverbial phrases, such as ‘how-
ever’, ‘unfortunately’ or ‘luckily’, and contrastive
connectors, such as ‘but’ and ‘yet’. Notably, some
adverbials only indicate contrast to previous con-
text (such as ‘however’), while others induce a
specific sentiment polarity. For example, ‘luck-
ily’ indicates positive sentiment, overriding other
sentiment-bearing words in the sentence; ‘unfor-
tunately’ indicates negative sentiment, again over-
riding other indicators in the sentence. This is seen
in the example below where a series of bad (nega-
tive) situations suddenly change for the better. The
positive twist in the story is indicated by ‘luckily’.

Example: 1. Addie was working at the mall at
Hollister when a strange man came in [negative].
2. Before she knew it, Addie looked behind her and
saw stolen clothes [negative]. 3. Addie got scared
and tried to chase the man out [negative]. 4. Luck-
ily guards came and arrested him [overall positive,
with an indication for positive story twist]. Ending

options (correct is 5b): 5a. Addie was put in jail
for her crime [negative]. 5b. Addie was relieved
and took deep breaths to calm herself [positive].

In the absence of sentiment in a story, discourse
coherence is, to some extent, captured by lexical
cohesion. Take for example the following: 1. Sam
bought a new television. 2. It would not turn on.
3. He pressed the on button several times. 4. Fi-
nally Jeb came over to check it out. Ending options
(5b is correct): 5a. Jeb turned on the microwave.
5b. Jeb plugged the television in and it turned on.
Here, even though both sentences introduce a new
term (‘microwave’ and ‘plugged’), the latter is se-
mantically closer to the main story.

3 System Description

We construct two systems, one based on sentiment
and another based on cohesion. We use the pre-
diction from the sentiment-based system when the
story has positive or negative sentiment elements,
and back-off to a cohesion-based system when no
sentiment is detected.

3.1 Sentiment-based system

Mostafazadeh et al. (2016) presented initial ef-
forts to use sentiment analysis for the SCT. They
used two approaches. Sentiment-Full: choose the
ending that matches the average sentiment of the
context (sentences 1-4). Sentiment-Last: choose
the ending that matches the sentiment of the last
context sentence. In both cases, they used the
sentiment analysis component from the Stanford
CoreNLP toolkit (Manning et al., 2014). No de-
tails were given on the algorithm they used for the
story completion task. These respective models
achieved accuracy of 0.489 and 0.514 on the vali-
dation set, and 0.492 and 0.522 on the test set.

For our analyses, we used an adapted version
of the VADER sentiment dictionary. The origi-
nal VADER dictionary (Hutto and Gilbert, 2014)
contains 7062 lexical entries, with valence (senti-
ment) scores on the scale from -5 (very negative)
to 5 (very positive). We expanded those lexical
entries, and added all their inflectional variants,
using an in-house English morphological toolkit.
Our modified sentiment dictionary has 8255 en-
tries. New words inherited the valence scores of
origin words. For all entries, valence scores were
rescaled into the range between -1 and 1.

For computing sentiment value for a sentence
we filter out stop words (using a list of 250 com-
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mon English stopwords) and analyze only content
words. For each word, we retrieve its valence
from the sentiment dictionary (if present), and sum
up the values for the whole sentence. We im-
plement local negation handling - if a sentiment-
bearing word is negated (by a preceding word),
the sentiment value of the word flips (multiply by
-1) (Taboada et al., 2011). In addition we handle
twists by checking for adverbials. If a sentence
starts with a polarity-inducing adverbial, the sum
of polarity values for the story is changed to the
sign of the inducing adverbial (positive or nega-
tive). For this purpose, we prepared our own dic-
tionary of polarity-inducing adverbials.

The key component in using sentiment scores
for SCT is the decision rule: choose the com-
pletion sentence whose sentiment score is con-
gruent with the rest of the story. The rule has
two parts: a) Choose the completion sentence that
has the same sentiment polarity as the preceding
story. If the preceding story has positive (negative)
sentiment, choose the positive (negative) comple-
tion. b) If both completions have same polarity,
sign-congruence will not work. In such cases, we
choose the completion whose value (magnitude) is
closer to the sentiment value of the preceding con-
text.

While analyzing the stories from the validation
set with the VADER dictionary, we noted that 78%
of the stories have sentiment-bearing words, both
in the core sentences (sentences 1-4) and in at least
one of the alternative ending sentences. The test
set has an even higher percentage of such stories:
86%. The sentiment-based decision rule in the
SCT cannot be applied in cases where the core-
story or both completion sentences do not have a
sentiment value. Thus, in order to test the effec-
tiveness of our sentiment-based approach, we first
tested its performance on sentiment-bearing sto-
ries only. Results are presented in Table 1. Note
that the number of stories-with-sentiment depends
on the lexicon. The results clearly indicate that
considering the sentiment of the whole preceding
context has a strong contribution towards selecting
the correct ending (above 60% accuracy). Making
a choice while considering the sentiment of only
the last context sentence is much less successful
(performance is worse than random).

We conducted a similar analysis with another
lexicon – MPQA (Wilson et al., 2005), which has
only binary valence values. It provided similar (al-

Set Sentiment-Full Sentiment-Last
Validation (1469) 0.679 0.436
Test (1610) 0.607 0.358

Table 1: Sytem accuracy on stories where senti-
ment is detected (in paretheses: number of stories
with sentiment).

beit lower) results: 66% of stories in the valida-
tion set have sentiment, and accuracy on this set
is 0.555. This indicates that even very simplified
sentiment analysis has some utility for the SCT.

3.2 Lexical Cohesion
Our language model for lexical cohesion uses di-
rect word-to-word associations (first-order word
co-occurrences). This type of model has been
successfully used for analyzing the contribution
of lexical cohesion to readability and text diffi-
culty of short reading materials (Flor and Beigman
Klebanov, 2014). The current model was trained
on the English Gigaword Fourth Edition corpus
(Parker et al., 2009), approximately 2.5 billion
word tokens. The model stores counts of word
co-occurrence collected within paragraphs (rather
than windows of set length). We use Positive Nor-
malized PMI as our association measure. Normal-
ized PMI was introduced by (Bouma, 2009); pos-
itive NPMI maps all negative values to zero. To
calculate lexical cohesion between two sentences
(or any other snippets of text), we use the fol-
lowing procedure. First, for each sentence we re-
move the stopwords. Then, we generate all pairs
of words (so that one word comes from first sen-
tence and the other word comes from the second
sentence), retrieve their association values from
the model, and sum up the values. The sum of
pairwise associations can be used as a similarity
(or relatedness) measure. We also experimented
with average (dividing the sum by the number
of pairs), but the sum performed slightly better
in our experiments. For the SCT task, for each
story, we computed lexical cohesion between sen-
tences 1-4, taken together as a paragraph, and each
of the competing completion sentences (LexCohe-
sion Full). The decision rule is to choose the com-
pletion sentence that is more strongly associated
with the preceding story. Accuracy is 0.534 on
the validation set and 0.527 on the test set (with
1871 stories in each set). We also computed lexi-
cal cohesion between the last sentence of context
and each of the competing endings (LexCohesion
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Last). For this condition, accuracy is 0.556 on the
validation set and 0.536 on the test set. Our results
are comparable to those of (Mostafazadeh et al.,
2016), who used vector-space embeddings and ob-
tained 0.545 and 0.536 on the validation set, 0.539
and 0.522 on the test set.

3.3 Combining the Models

To provide a full algorithm for the SCT task,
we use our sentiment-based algorithm, and only
back off to our lexical cohesion model when sen-
timent is not detected in the story (sentences 1-
4) or in neither of the ending sentences. Re-
sults are presented in Table 2. Best accuracy is
achieved by combining the Sentiment-Full model
with LexCohesion-Last: 0.654 on the validation
set and 0.620 on the test set. These results out-
perform the previously published best baseline of
0.604 and 0.585 (Mostafazadeh et al., 2016).

Set Sentiment-Full +
LexCohesion-Full

Sentiment-Full +
LexCohesion-Last

Validation 0.639 0.654
Test 0.618 0.620

Table 2: System accuracy on all stories in each set.

4 Discussion

The role of affect and emotion has long been noted
for human story comprehension (Kneepkens and
Zwaan, 1994; Miall, 1989) and in AI research on
narratives (Lehnert and Vine, 1987; Dyer, 1983).
Stories are typically about characters facing con-
flict. Sometimes the plot complications (negative
events or situations) have to be overcome. In many
such cases, one expects to encounter sentiment ex-
pressions in the story. Not surprisingly, we found
that a large proportion of the stories, in both vali-
dation and test sets, have sentiment-bearing words.
Thus, it is only natural to expect that sentiment
analysis should be able to impact SCT. Our ap-
proach is to look at the polarity of sentiments and
for sentiment congruence in a story. Using a senti-
ment dictionary that assigns sentiment values on a
continuous scale, and looking only at lexically in-
dicated sentiment, our algorithm chooses the cor-
rect ending in more than 60% of stories (when sen-
timent is detected).

We have demonstrated that even a rather sim-
ple, lexically-based sentiment analysis, can pro-
vide a considerable contribution to accuracy in the
SCT. Our system only evaluates the congruence

of two competing solutions, without attempting to
develop a deep understanding of the story. For ex-
ample, our system does not have the capability to
reason that a car that has just been wrecked cannot
be used to drive away. However, we consider that
analyzing the sentiment of a story is not a shal-
low task (even if it is technically rather simple).
We believe that human-level understanding of nar-
rative involves many facets, including chains and
schemas of events, plot units, character goals and
states, etc. Handling each of them presents unique
challenges to an NLP system. We argue that the
sentiment aspect of narratives is one of the key as-
pects of stories. In fact, sentiment is a very deep
aspect of narrative (Mar et al., 2011), one that we
have only begun to explore. As the SCT focuses
on very short stories, it is interesting to note that
patterning of sentiment and affect has also been
shown to exist on the scale of long novels (Reagan
et al., 2016).

While our dictionary-based sentiment analysis
was quite successful, we note that it should be
viewed only as a starting point for investigating
the role of sentiment in narrative comprehension.
In the SCT, there are cases were dictionary-based
sentiment detection fails to detect the sentiment in
a story. For example: 1. Brad went to the beach.
2. He made a sand castle. 3. He jumped into the
ocean waters. 4. He swam with the small fish. Op-
tions: 5a: Brad’s day went very badly. 5b: Brad
then went home after a nice day.

The above story has quite positive connotations,
but none of the lexical terms from sentences 1-
4 carry sentiment values in the dictionary. Our
system detects sentiment in each of the compet-
ing ending sentences, but since no sentiment was
detected in sentences 1-4, choice of the ending
is relegated to lexical cohesion, rather than sen-
timent. A human reader would choose the second
ending, based on positive sentiment connoted by
the events.

5 Conclusion

In this paper we described a simple approach that
combines sentiment- and cohesion-based systems
for the Story Cloze Task. While previous research
found sentiment analysis to be ineffective on this
task, we proposed a new approach, using a rule
that estimates sentiment congruence in a story.
Our system achieves accuracy of 0.654 on the val-
idation set and 0.620 on test set, mostly due to the
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strong contribution from sentiment analysis. Our
results provide support to the notion that sentiment
is an important aspect of narrative comprehension,
and that sentiment-analysis can be a strong con-
tributing factor for NLP analysis of stories. There
are a number of avenues for further exploration,
such as using machine learning methods to com-
bine different types of information that go into
making a story, using vector spaces, automated
reasoning and extending the feature set to capture
other aspects of language understanding.
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Abstract

We present a resource-lean neural recog-
nizer for modeling coherence in common-
sense stories. Our lightweight system is
inspired by successful attempts to mod-
eling discourse relations and stands out
due to its simplicity and easy optimization
compared to prior approaches to narrative
script learning. We evaluate our approach
in the Story Cloze Test1 demonstrating an
absolute improvement in accuracy of 4.7%
over state-of-the-art implementations.

1 Introduction

Semantic applications related to Natural Language
Understanding have seen a recent surge of interest
within the NLP community, and story understand-
ing can be regarded as one of the supreme disci-
plines in that field. Closely related to Machine
Reading (Hovy, 2006) and script learning (Schank
and Abelson, 1977; Mooney and DeJong, 1985), it
is a highly challenging task which is built on top of
a cascade of core NLP applications, including—
among others—causal/temporal relation recogni-
tion (Mirza and Tonelli, 2016), event extraction
(UzZaman and Allen, 2010), (implicit) semantic
role labeling (Gerber and Chai, 2012; Schenk and
Chiarcos, 2016) or inter-sentential discourse pars-
ing (Mihaylov and Frank, 2016).

Recent progress has been made in the field of
narrative understanding: a variety of successful
approaches have been introduced, ranging from
narrative chains (Chambers and Jurafsky, 2008) to
script learning techniques (Regneri et al., 2010),
or event schemas (Nguyen et al., 2015). What

1The shared task of the LSDSem 2017 workshop on
Linking Models of Lexical, Sentential and Discourse-level
Semantics:
http://www.coli.uni-saarland.de/˜mroth/LSDSem/,
http://cs.rochester.edu/nlp/rocstories/LSDSem17/,
https://competitions.codalab.org/competitions/15333

all these approaches have in common is that they
ultimately seek to find a way to prototypically
model the causal and correlational relationships
between events, and also to obtain a structured
(ideally more compact and abstract) representation
of the underlying commonsense knowledge which
is encoded in the respective story. The downside
of these approaches is that they are feature-rich
(potentially hand-crafted) and therefore costly and
domain-specific to a large extent. On a related
note, Mostafazadeh et al. (2016a) demonstrate that
there is still room for improvement when test-
ing the performances of these state-of-the-art tech-
niques for learning procedural knowledge on an
independent evaluation set.

Our Contribution: In this paper, we propose a
lightweight, resource-lean framework for model-
ing procedural knowledge in commonsense sto-
ries whose only source of information are dis-
tributed word representations. We cast the prob-
lem of modeling text coherence as a special case
of discourse processing in which our model jointly
learns to distinguish correct from incorrect story
endings. Our approach is inspired by promis-
ing related attempts using event embeddings and
neural methods for script learning (Modi and
Titov, 2014; Pichotta and Mooney, 2016). Our
system is an end-to-end implementation of the
ideas sketched in Mostafazadeh et al. (2016b)
of the joint paragraph and sentence level model
(cf. Section 3 for details). We evaluate our ap-
proach in the Story Cloze Test, a task for pre-
dicting story continuations. Despite its simplic-
ity, our system demonstrates superior performance
on the designated data over previous approaches
to script learning and—due to its language and
genre-independence—it also represents a solid ba-
sis for further optimization towards other textual
domains.
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Four-Sentence Core Story Quiz 1 Quiz 2

I asked Sarah out on a date. She said yes.
I was so excited for our date together. We
went to dinner and then a movie.

I had a terrible time. I got to kiss Sarah goodnight.
(wrong ending) (correct ending)

Table 1: An example of a ROCStory consisting of a core story and two alternative continuations.

2 The Story Cloze Test

2.1 Task Description

In the Story Cloze Test a participating system is
presented with a four-sentence core story along
with two alternative single-sentence endings, i.e.
a correct and a wrong one. The system is then
supposed to select the correct ending based on a
semantic analysis of the individual story compo-
nents. For this binary choice, outputs are evaluated
on accuracy level.

2.2 Data

The shared task organizers provide participants
with a large corpus of approx. 98k five-sentence
everyday life stories (Mostafazadeh et al., 2016a,
ROCStories2) for training their narrative story un-
derstanding models. Also a validation and a test
set are available (each containing 1,872 instances).
The former serves for parameter optimization,
whereas final performance is evaluated on the test
set. The instances in all three sets are mutually
exclusive. Note that in addition to the ROCSto-
ries, both validation and test sets include an addi-
tional wrong 5th-sentence story ending (either in
first or second position) plus hand-annotated de-
cisions about which story ending is the right one.
As an illustration, consider the example in Table 1
consisting of a core story and two alternative con-
tinuations (quizzes). The global semantics of this
ROCStory is driven by two factors: i) a latent dis-
coursive, temporal/causal relationship between the
individual events in each sentence and ii) a result-
ing positive outcome of the story. Clearly, the right
ending is the second quiz. Note that for all sto-
ries in the data set, the task of choosing the correct
ending is human solvable with perfect agreement
(Mostafazadeh et al., 2016a).

2http://cs.rochester.edu/nlp/
rocstories/

3 Approach

Our proposed model architecture for finding the
right story continuation is inspired by novel works
from (shallow) discourse parsing, most notably by
the recent success of neural network-based frame-
works in that field (Xue et al., 2016; Schenk et al.,
2016; Wang and Lan, 2016). Specifically for im-
plicit discourse relations, i.e. for those sentence
pairs which, for instance, can signal a temporal,
contrast or contingency relation, but which suffer
from the absence of an explicit discourse marker
(such as but or because), it has been shown that
the interaction of properly tuned distributed repre-
sentations over adjacent text spans can be partic-
ularly powerful in the relation classification task.
We cast the Story Cloze test as a special case of
implicit discourse relation recognition and attempt
to model an underlying, latent connection between
a core story and its correct vs. incorrect contin-
uation. For instance, the final example sentence
in the core story in Table 1 and the two adjacent
quizzes could be treated as argument pairs (Arg1
and Arg2) in the classical view of the Penn Dis-
course Treebank (Prasad et al., 2008), distinguish-
ing different types of implicit discourse relations
that hold between them.3

Arg1: We went to dinner and then a movie.

Arg2: I had a terrible time.

TEMP.SYNCHRONOUS

Arg1: We went to dinner and then a movie.

Arg2: I got to kiss Sarah goodnight.

TEMP.ASYNCHRONOUS.PRECEDENCE

Here, in the first example, the label SYN-
CHRONOUS indicates that the two situations
in both arguments overlap temporally (which
could be signaled explicitly by while, for in-
stance), whereas in the second example ASYN-
CHRONOUS.PRECEDENCE implies a temporal or-

3For details, see https://www.seas.upenn.edu/
˜pdtb/PDTBAPI/pdtb-annotation-manual.pdf
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Neural Hidden Layer

Softmax (Sigmoid) Output Layer

Composition Layer

Aggregation

 Core Story / C Q1 Q2

t6t5t4t3t2 tnt1 t1 t2 tn t1 t2 tn

avg avg avg

Figure 1: The proposed architecture for the Story Cloze Test. Depicted is a training instance consisting
of three distributed word representation matrices for core story (C), quiz 1 (Q1) and quiz 2 (Q2), each
component of varying length n. Note that either Q1 or Q2 is a wrong story ending. Matrices are first
individually aggregated by average computation. Resulting vectors are then concatenated to form a com-
position unit which serves as input to the network with one hidden layer and binary output classification.

der of both events. The distinction between dif-
ferent implicit discourse senses are subtle nuances
and are highly challenging to detect automati-
cally; however, they are typical of the ROCSto-
ries, as almost no explicit discourse markers are
present between the individual story sentences. Fi-
nally, note that our motivation for this approach
is also related to the classical view of recogniz-
ing textual entailment which would treat correct
and wrong endings as the entailing and contradict-
ing hypotheses, respectively (Giampiccolo et al.,
2007; Mostafazadeh et al., 2016a).

3.1 Training Instances
For the Story Cloze Test, we model a training in-
stance as a triplet consisting of the four-sentence
core story (C), a first quiz sentence (Q1) and a sec-
ond quiz sentence (Q2) from which either Q1 or
Q2 is the correct continuation of the story. Note
that the original ROCStories contain only valid
five-sentence sequences but the evaluation data re-
quires a system to select from a pool of two alter-

natives. Therefore, for each single story in ROC-
Stories, we randomly sample one negative (wrong)
continuation Qwrong from all last sentences, and
generate two training instances with the following
patterns:
[C, Q1, Q2wrong]:Label 1,[C, Q1wrong, Q2]:Label 2,
where the label indicates the position of the cor-
rect quiz. Our motivation is to jointly learn core
stories together with their true ending while at the
same time discriminating them from semantically
irrelevant continuations.

For each component in the triplet, we have ex-
perimented with a variety of different calculations
in order to capture their idiosyncratic syntactic and
semantic properties. We found the vector average
over their respective words #�v avg = 1

N

∑N
i=1 E(ti)

to perform reasonably well, where N is the total
number of tokens filling either of C, Q1 or Q2,
respectively, resulting in three individual vector
representations. Here, we define E(·) as an em-
bedding function which maps a token ti to its dis-
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tributed representation, i.e., a precomputed vector
of d dimensions. As distributed word representa-
tions, we chose out of the box vectors; GloVe vec-
tors (Pennington et al., 2014), dependency-based
word embeddings (Levy and Goldberg, 2014) and
the pre-trained Google News vectors with d = 300
from word2vec4 (Mikolov et al., 2013). Using
the same tool, we also trained custom embeddings
(bag-of-words and skip-gram) with 300 dimen-
sions on the ROCStories corpus.5

3.2 Network Architecture
The feature construction process and the neural
network architecture are depicted in Figure 1. The
bottom part illustrates how tokens are mapped
through three stacked embedding matrices for C,
Q1 and Q2, each of dimensionality Rd×n. A sec-
ond step applies the average aggregation and con-
catenates the so-obtained vectors #�c avg, #�q1

avg, #�q2
avg

(each #�v avg ∈ Rd) into an overall composed story
representation of dimensionality R3∗d which in
turn serves as input to a feedforward neural net-
work. The network is set up with one hidden layer
and one sigmoid output layer for binary label clas-
sification for the position of the correct ending, i.e.
first or second.

3.3 Implementational Details
The network is trained only on the ROCStories
(and the negative training items), totaling approx.
200k training instances, over 30 iterations and 35
epochs with pretraining and a mini batch size of
120. All (hyper-)parameters are chosen and op-
timized on the validation set. We conduct data
normalization, Xavier weight initialization (Glorot
and Bengio, 2010) on the input layer, and employ
rectified linear unit activation functions to both the
composition layer and hidden layer with 220-250
nodes, and finally apply a sigmoid output layer for
label classification. The learning rate is set to 0.04,
l2 regularization = 0.0002 for penalizing network
weights using the cross entropy error loss func-
tion. The network is trained using stochastic gradi-
ent descent and backpropagation implemented in
the toolkit deeplearning4j.6

4https://code.google.com/p/word2vec/
5We remove punctuation symbols in all settings.
6https://deeplearning4j.org/

Performance

System Validation Test

DSSM 0.604 0.585
Narrative-Chains 0.510 0.494
Majority Class 0.514 0.513

Neural-ROCStoriesOnly 0.629 0.632
SVM-ManualLabels – 0.700

Table 2: Performances (in % accuracy) on the val-
idation and test sets of The Story Cloze Test.

4 Evaluation

We evaluate our model intrinsically on both val-
idation and test set provided by the shared task
organizers. As a reference, we also provide
three baselines borrowed from Mostafazadeh et
al. (2016a) at the time when the data set was re-
leased, namely the best-performing algorithms in-
spired by Huang et al. (2013, Deep Structured Se-
mantic Model/DSSM) and Chambers and Jurafsky
(2008, Narrative-Chains). Table 2 shows that cor-
rect endings appear almost equally often in either
first or second position in the annotated data sets.
The majority class is only significantly beaten
by the DSSM model. Our approach (denoted
by Neural-ROCStoriesOnly), however, can further
improve upon the best system by an absolute in-
crease in accuracy of 4.7%. Only the best config-
uration is shown and has been achieved with the
300-dimensional pre-trained Google News em-
beddings. Interestingly, the performance of the
model on the test set is slightly better that on the
validation set but also very similar which suggests
that it is able to generalize well to unseen data
and is not prone to overfitting training or valida-
tion data. A manual inspection of a subset of the
misclassified items reveals that our neural recog-
nizer is struggling to properly handle story contin-
uations which change the underlying sentiment of
the core story either towards negative or positive,
e.g. fail test, study hard → pass test. In future
work we plan to address this issue in closer detail.

A Note on the Evaluation & Training Proce-
dure: Although the task has been stated differ-
ently, it stands to reason that one could exploit
the tiny amount of hand-annotated data in the val-
idation set directly to train a classifier. We have
done so as a side experiment using as features the
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same 900-dimensional composition layer embed-
dings from Section 3.2 and optimized a minimalist
SVM classifier by 10-fold cross-validation, with
feature and parameter selection on the validation
set.7 The final model achieves a test set accu-
racy of 70.02%, cf. SVM-ManualLabels in Table
2. Besides the relatively good performance ob-
tained here, however, we want to emphasize that—
when no hand-annotated labels for the correct po-
sition of the quizzes are available—the Neural-
ROCStories approach introduced in Section 3 rep-
resents a promising and more generic framework
for coherence learning, incorporating the plain text
ROCStories as only source of information.

5 Conclusion & Outlook

In this paper, we have introduced a highly generic
and resource-lean neural recognizer for modeling
text coherence, which has been adapted to a des-
ignated data set—the ROCStories for modeling
story continuations. Our approach is inspired by
successful models for (implicit) discourse relation
classification and only relies on the carefully tuned
interaction of distributed word representations be-
tween story components.

An evaluation shows that state-of-the-art algo-
rithms for script learning can be outperformed by
our model. Future work should address the incor-
poration of linguistic knowledge into the currently
rather rigid representations of the story sentences,
including sentiment polarities or weighted syn-
tactic dependencies (Schenk et al., 2016). Even
though it has been claimed that the simpler feed-
forward neural networks do perform better in the
discourse modeling task (Rutherford and Xue,
2016), it remains an open and challenging topic for
future experiments on the ROCStories, whether re-
current architectures (Pichotta and Mooney, 2016)
can have additional value towards a deeper story
understanding.8
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Abstract

The Story Cloze Test consists of choos-
ing a sentence that best completes a story
given two choices. In this paper we
present a system that performs this task us-
ing a supervised binary classifier on top
of a recurrent neural network to predict
the probability that a given story ending
is correct. The classifier is trained to
distinguish correct story endings given in
the training data from incorrect ones that
we artificially generate. Our experiments
evaluate different methods for generating
these negative examples, as well as dif-
ferent embedding-based representations of
the stories. Our best result obtains 67.2%
accuracy on the test set, outperforming the
existing top baseline of 58.5%.

1 Introduction

Automatically predicting ”what happens next” in a
story is an emerging AI task, situated at the point
where natural language processing meets com-
monsense reasoning research. Story understand-
ing began as classic AI planning research (Mee-
han, 1977, e.g.), and has evolved with the shift
to data-driven AI approaches by which large sets
of stories can be analyzed from text (Granroth-
Wilding and Clark, 2016; Li et al., 2013; McIntyre
and Lapata, 2009, e.g.). A barrier to this research
has been the lack of standard evaluation schemes
for benchmarking progress. The new Story Cloze
Test (Mostafazadeh et al., 2016) addresses this
need through a binary-choice evaluation format:
given the beginning sentences of a story, the task
is to choose which of two given sentences best
completes the story. The cloze framework also

∗This research was conducted at his previous affiliation,
Tohoku University.

provides training stories (referred to here as the
ROC corpus) in the same domain as the evalua-
tion items. Mostafazadeh et al. details the crowd-
sourced authoring process for this dataset. Ulti-
mately the training data consists of 97,027 five-
sentence stories. The separate cloze test has 3742
items (divided equally between validation and test
sets) each containing the first four sentences of a
story with a correct and incorrect ending to choose
from.

In the current paper, we describe a set of ap-
proaches for performing the Story Cloze Test. Our
best result obtains 67.2% accuracy on the test set,
outperforming Mostafazadeh et al.’s best baseline
of 58.5%. We first report two additional unsuper-
vised baselines used in other narrative prediction
tasks. We then describe our supervised approach,
which uses a recurrent neural network (RNN) with
a binary classifier to distinguish correct story end-
ings from artificially generated incorrect endings.
We compare the performance of this model when
alternatively trained on different story encodings
and different strategies for generating incorrect
endings.

2 Story Representations

We examined two ways of representing stories in
our models, both of which encode stories as vec-
tors of real numbers known as embeddings. This
was motivated by the top performing baseline in
Mostafazadeh et al. which used embeddings to
select the candidate story ending with the higher
cosine similarity to its context.

Word Embeddings: We first tried encod-
ing stories with word-level embeddings using the
word2vec model (Mikolov et al., 2013), which
learns to represent words as n-dimensional vec-
tor of real values based on neighboring words.
We compared two different sets of vectors: 300-
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dimension vectors trained on the 100-billion word
Google News dataset1 and 300-dimension vectors
that we trained on ROC corpus itself. The latter
were trained using the gensim word2vec library2,
with a window size of 10 words and negative sam-
pling of 25 noise words. All other parameters were
set to the default values given by the library. By
comparing these two sets of embeddings, we in-
tended to determine the extent to which our mod-
els can rely only on the limited training data pro-
vided for this task. In our supervised experiments
we averaged the embeddings of the words in each
sentence, resulting in a single vector representa-
tion of the entire sentence.

Sentence Embeddings: The second embed-
ding strategy we used was the skip-thought model
(Kiros et al., 2015), which produces vectors that
encode an entire sentence. Analogous to train-
ing word vectors by predicting nearby words, the
skip-thought vectors are trained to predict nearby
sentences. We evaluated two sets of sentence
vectors: 4800-dimension vectors trained on the
11,000 books in the BookCorpus dataset3, and
2400-dimension vectors we trained ourselves on
the ROC corpus4. The latter BookCorpus vectors
were also used in a baseline that measured vector
similarity between the story context and candidate
endings in Mostafazadeh et al.

3 Unsupervised Approaches

Mostafazadeh et al. applied several unsupervised
baselines to the Story Cloze Test. We evaluated
two additional approaches due to their success on
other narrative prediction tasks.

Average Maximum Similarity (AveMax):
The AveMax model is a slight variation on
Mostafazadeh et al.’s averaged word2vec baseline.
It is currently implemented to predict story contin-
uations from user input in the recently developed
DINE application5. Instead of selecting the em-
bedded candidate ending most similar to the con-
text, this method iterates through each word in the
ending, finds the word in the context with most
similar embedding, and then takes the mean of
these maximum similarity embeddings. We evalu-
ated this method using both the word embeddings

1https://code.google.com/archive/p/word2vec/
2https://radimrehurek.com/gensim/models/word2vec.html
3https://github.com/ryankiros/skip-thoughts
4We used the same code and default parameters available

at the above GitHub page.
5http://dine.ict.usc.edu

from the Google News dataset and the ROC cor-
pus.

Pointwise Mututal Information (PMI): The
PMI model was used successfully on the Choice
of Plausible Alternatives task (COPA) (Roemmele
et al., 2011; Gordon et al., 2011; Gordon et al.,
2012; Luo et al., 2016) which similarly to the
Story Cloze Test uses a binary-choice format to
elicit inferences about a segment of narrative text.
This model relies on lexical co-occurrence counts
(of raw words rather than embeddings) to compute
a ‘causality score’ about how likely one sentence
is to follow another in a story. We applied the same
approach to the Story Cloze Test to select the final
sentence with the higher causality score of the two
candidates. We evaluated word counts from two
different sources: a corpus of one million stories
extracted from personal weblogs (as was used in
Gordon et al.) and the ROC corpus.

4 Supervised Approaches

Given the moderate size of the ROC corpus at
almost 100,000 stories, and that the Story Cloze
Test can be viewed as a classification task choos-
ing from two possible outputs, we investigated a
supervised approach. Unlike the training data for
traditional classification models, the ROC corpus
does not involve a set of discrete categories by
which stories are labeled. Moreover, while the
Story Cloze Test provides a correct and incorrect
outcome to choose from, the training data only
contains the correct ending for a given story. So
our strategy was to create a new training set with
binary labels of 1 for correct endings (positive ex-
amples) and 0 for incorrect endings (negative ex-
amples). Each story in the corpus was considered
a positive example. Given a positive example, we
generated a negative example by replacing its final
sentence with an incorrect ending. As described
below, we generated more than one negative end-
ing per story, so that each positive example had
multiple negative counterparts. Our methods for
generating negative examples are described in the
next section. Our approach was to train a binary
classifier to distinguish between these positive and
negative examples.

The binary classifier is integrated with an RNN.
RNNs have been used successfully for other nar-
rative modeling tasks (Iyyer et al., 2016; Pichotta
and Mooney, 2016). Our model takes the context
sentences and ending for a particular story as in-
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Context Correct Type Incorrect
Hal was walking
his dog one
morning. A cat
ran across their
path. Hal’s dog
strained so hard,
the leash broke!
He chased the cat
for several
minutes.

Finally
Hal lured
him back
to his
side.

Rand Tom was kicked out of the game.
Back A cat ran across their path.
Near His dog had to wear a leg cast for weeks.
Near His dog is too fast and runs off.
Near Rod realized he should have asked before petting the

dog.
LM When she woke up, she realized he had no dog noises.
LM When he got to the front, he saw a dog, squirrel, and

dog.
LM When he got to the front office, he found a cat in the

ditch.
John woke up
sick today. He
washed his face
in the bathroom.
John went into
the kitchen to
make some soup.
He put a bowl of
soup into the
microwave.

John
dropped
the soup
when he
grabbed
it from the
microwave.

Rand She waited for months for her hair to grow back out.
Back He put a bowl of soup into the microwave.
Near Dan returned to the couch and watched a movie with his

snack.
Near The doctor gave him medicine to get better.
Near Finally, he ate it.
LM He brushed his teeth and ate it for a while, he was sad.
LM He put the bowl in his microwave, and went to the

kitchen.
LM He brushed her teeth, but the candles didn’t feel so he

didn’t have any.

Table 1: Examples of generated negative endings

put and then returns the probability of that ending
being correct, using the ending labels as feedback
during training. Specifically, we combine the sen-
tence representations of the context and final sen-
tences into one sequence and feed each sentence
as a timestep into a single 1000-node GRU (Cho
et al., 2014) hidden layer. The values of the final
hidden state are given to a top feed-forward layer
composed of one node with sigmoid activation. A
binary cross-entropy objective function is applied
to train the network to maximize the probability of
positive examples being correct. All experiments
used RMSprop (Hinton et al., 2012) with a batch
size of 100 to optimize the model over 10 train-
ing epochs. After training, given a cloze test item,
the model predicted a probability score for each
candidate ending, and the ending with the higher
score was selected as the response for that item.

5 Incorrect Ending Generation

We examined four different ways to generate the
incorrect endings for the classifier. Table 1 shows
examples of each.

Random (Rand): First, we simply replaced
each story’s ending with a randomly selected end-

ing from a different story in the training set. In
most cases this ending will not be semantically re-
lated to the story context, so this approach would
be expected to predict endings based strictly on se-
mantic overlap with the context.

Backward (Back): The Random approach gen-
erates negative examples in which the semantics
of the context and ending are most often far apart.
However, these examples may not represent the
items in the Story Cloze Test, where the endings
generally both have some degree of semantic co-
herence with the context sentences. To generate
negative examples in the same semantic space as
the correct ending, we replaced the fifth sentence
of a given story with one of its four context sen-
tences (i.e. a backward sentence). This results in
an ending that is semantically related to the story,
but is typically incoherent given its repetition in
the story.

Nearest-Ending (Near): The Nearest-Ending
approach aims to find endings that are very close
to the correct ending by using an ending for a
similar story in the corpus. Swanson and Gor-
don (2012) presented this model in their interac-
tive storytelling system. Given a story context, we
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retrieved the most similar story in the corpus (in
terms of cosine similarity), and then projected the
final sentence of the similar story as the ending of
the given story. Multiple endings were produced
by finding the N most similar stories. The neg-
ative examples generated by this scheme can be
seen as ‘almost’ positive examples with likely co-
herence errors, given the sparsity of the corpus.
This is in line with the cloze task where both end-
ings are plausible, but the correct answer is more
likely than the other.

Language Model (LM): Separate from the bi-
nary classifier, we trained an RNN-based language
model (Mikolov et al., 2010) on the ROC cor-
pus. The LM learns a conditional probability dis-
tribution indicating the chance of each possible
word appearing in a sequence given the words
that precede it. During training, the LM iterated
through a story word by word, each time updat-
ing its predicted probability of the next observed
word. During generation, we gave the LM the
context of each training story and had it produce
a final sentence by sampling words one by one ac-
cording to the predicted distribution, as described
in Sutskever et al. (2011). Multiple sentences were
generated for the same story by sampling the N
most probable words at each timestep. The LM
had a 200-node embedding layer and two 500-
node GRU layers, and was trained using the Adam
optimizer (Kingma and Ba, 2015) with a batch size
of 50. This approach has an advantage over the
Nearest-Ending method in that it leverages all the
stories in the training data for generation, rather
than predicting an ending based on a single story.
Thus, it can generate endings that are not directly
observed in the training corpus. Like the nearest-
ending approach, an ideal LM would be expected
to generate positive examples similar to the orig-
inal stories it is trained on. However, we found
that the LM-generated endings were relevant to the
story context but had less of a commonsense inter-
pretation than the provided endings, again likely
due to training data sparsity.

6 Experiments

We trained a classifier for each type of nega-
tive ending and additionally for each type of em-
bedding, shown in Table 2. For each correct
example, we generated multiple incorrect exam-
ples. We found that setting the number of neg-
ative samples per positive example near 6 pro-

duced the best results on the validation set for all
configurations, so we kept this number consistent
across experiments. The exception is the Back-
ward method, which can only generate one of the
first four sentences in each story. For each gen-
eration method, the negative samples were kept
the same across runs of the model with different
embeddings, rather than re-sampling for each run.
After discovering that our best validation results
came from the random endings, we also evaluated
combinations of these endings with the other types
to see if they could further boost the model’s per-
formance. The samples used by these combined-
method experiments were a subset of the negative
samples generated for the single-method results.

Table 2 shows the accuracy of all unsupervised
and supervised models on both the validation and
test sets, with the best test result within each
group in bold. Among the unsupervised models,
the AveMax model with the GoogleNews embed-
dings (55.2% test accuracy) performs compara-
bly to Mostafazadeh et al.’s word2vec similarity
model (53.9%). The PMI approach performs at the
same level as the current best baseline of 58.5%,
and the counts from the ROC stories are just as ef-
fective (59.9%) as those from the much larger blog
corpus (59.1%).

The best test result using the GoogleNews word
embeddings (61.5%) was slightly better than that
of the ROC word embeddings (58.8%). Among
the single-method results, the word embeddings
were outperformed by the best result of the skip-
thought embeddings (63.2%), suggesting that the
skip-thought model may capture more information
about a sentence than simply averaging its word
embeddings. For this reason we skipped evaluat-
ing the word embeddings for the combined-ending
experiments. One caveat to this is the smaller
size of the word embeddings relative to the skip-
thought vectors. While it is unusual for word2vec
embeddings to have more than a thousand dimen-
sions, to be certain that the difference in perfor-
mance was not due to the difference in dimen-
sionality, we performed an ad-hoc evaluation of
word embeddings that were the same size as the
ROC sentence vectors (2400 nodes). We com-
puted these vectors from the ROC corpus in the
same way described in Section 2, and applied them
to our best-performing data configuration (Rand-3
+ Back-1 + Near-1 + LM-1). The result (57.9%)
was still lower than that produced by the cor-
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Val Test
Unsupervised
AveMax
GoogleNews WordEmb 0.553 0.552
ROC WordEmb 0.548 0.547
PMI
Blog Corpus 0.585 0.591
ROC Corpus 0.581 0.599
Supervised
Rand-6
GoogleNews WordEmb 0.625 0.585
ROC WordEmb 0.605 0.584
BookCorpus SentEmb 0.645 0.632
ROC SentEmb 0.639 0.631
Back-4
GoogleNews WordEmb 0.529 0.540
ROC WordEmb 0.528 0.553
BookCorpus SentEmb 0.545 0.539
ROC SentEmb 0.548 0.560
Near-6
GoogleNews WordEmb 0.641 0.615
ROC WordEmb 0.585 0.588
BookCorpus SentEmb 0.649 0.621
ROC SentEmb 0.632 0.615
LM-6
GoogleNews WordEmb 0.524 0.534
ROC WordEmb 0.523 0.544
BookCorpus SentEmb 0.520 0.507
ROC SentEmb 0.514 0.512
Rand-4 + Back-2
BookCorpus SentEmb 0.662 0.669
ROC SentEmb 0.664 0.664
Rand-4 + Near-2
BookCorpus SentEmb 0.636 0.641
ROC SentEmb 0.650 0.609
Rand-4 + LM-2
BookCorpus SentEmb 0.624 0.607
ROC SentEmb 0.640 0.653
Rand-3 + Back-1
+ Near-1 + LM-1
ROC WordEmb (2400) 0.599 0.579
BookCorpus SentEmb 0.656 0.672
ROC SentEmb 0.680 0.661

Table 2: Accuracy on the Story Cloze Test

responding ROC sentence embeddings (66.1%),
supporting our idea that the skip-thought embed-
dings are a better sentence representation. In-
terestingly, though the BookCorpus sentence vec-
tors obtained the best result overall (67.2%), they

performed on average the same as the ROC ones
(mean accuracy of 61.1% versus 61.3%, respec-
tively), despite that the former have more dimen-
sions (4800) and were trained on several more sto-
ries. This might suggest it helps to model the
unique genre of stories contained in the ROC cor-
pus for this task.

The best results in terms of data generation in-
corporate the Random endings, suggesting that for
many of the items in the Story Cloze Test, the
correct ending is the one that is more semanti-
cally similar to the context. Not surprisingly, the
Backward endings have limited effect on their own
(best result 56%), but they boost the performance
of the Random endings when combined (best re-
sult 66.9%). We expected that the Nearest-Ending
and LM endings would have an advantage over the
Random endings, but our results didn’t show this.
The best result for the Nearest-Ending method was
62.1% compared to 63.2% produced by the Ran-
dom endings. The LM endings fared particularly
badly on their own (best result 54.4%). We no-
ticed the LM seemed to produce very similar end-
ings across different stories, which possibly influ-
enced this result. The best result overall (67.2%)
was produced by the model that sampled from all
four types of endings, though it was only trivially
higher than the best result for the combined Ran-
dom and Backward endings (66.9%). Still, we see
opportunity in the technique of using generative
methods to expand the training set. We only gen-
erated incorrect endings in this work, but ideally
this approach could generate correct endings as
well, given that a story has multiple possible cor-
rect endings. It is possible that the small size of
the ROC corpus limited our current success with
this idea, so in the future we plan to pursue this
using a much larger story dataset.
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Abstract

This paper describes an ensemble system
submitted as part of the LSDSem Shared
Task 2017 - the Story Cloze Test. The
main conclusion from our results is that
an approach based on semantic similarity
alone may not be enough for this task. We
test various approaches and compare them
with two ensemble systems. One is based
on voting and the other on logistic regres-
sion based classifier. Our final system is
able to outperform the previous state of the
art for the Story Cloze test. Another very
interesting observation is the performance
of sentiment based approach which works
almost as well on its own as our final en-
semble system.

1 Introduction

The Story Cloze Test (Mostafazadeh et al., 2016)
is a recently introduced framework to evaluate
story understanding and script learning. Represen-
tation of commonsense knowledge is major theme
in Natural Language Processing and is also impor-
tant for this task. The organizers provide a train-
ing corpus called the ROCStories dataset (we will
refer to it as the Story Cloze corpus or dataset). It
consists of very simple 98161 everyday life stories
(combining the spring and winter training sets).
All stories consist of five sentences which capture
‘causal and temporal common sense relations be-
tween daily events’. The validation and test sets
contain 1871 samples each, where each sample
contains the first four sentences (the context) of
the story, and the system has to complete the story
by choosing the fifth sentence (the correct ending)
out of the two alternatives provided.

Some of the approaches described
in (Mostafazadeh et al., 2016) are used as it

is in our system, while some approaches not tried
before in the context of this task (to the best of our
knowledge) also form parts of our final ensemble
models. Most approaches tried before and also in
our experiments rely directly or indirectly on the
idea of using semantic similarity of the context
and the ending to make the decision. The results
point to the conclusion that semantic similarity
(at least on its own) may be inadequate as an
approach for the Story Cloze test.

Our final system is an ensemble combining the
different approaches we tried. It achieves an accu-
racy of 60.45 on the test set.

The paper is structured as follows. The next sec-
tion describes various experiments and approaches
we tried. Section 3 describes how the different
approaches come together to form the system we
submitted. Section 4 looks at the various results
and draws inferences to make our point. Section
5 presents a small error analysis. Finally, Section
6 presents the conclusions and discusses possible
future work.

2 Approaches

We tried five different approaches, out of which
four are directly or indirectly utilizing the idea of
semantic similarity between the context and the
ending. Some past approaches are mentioned here
again to enable readers to view them as seman-
tic similarity based approaches, and to use their
performance in our observations and conclusion.
We give a brief description of our experiments be-
low. The results (performance measured using ac-
curacy which is simply the correct cases divided
by the total number of test cases) of all the sepa-
rate approaches are presented in Table 1.

1. Gensim (Average Word2Vec): Chooses
the hypothesis with the closest average
word2vec (Mikolov et al., 2013) embedding
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to the average word2vec embedding of the
context. The concept of semantic similarity
is at the very center of this approach. We
tried three different variations of this ap-
proach:

a) Training on the Story Cloze training
corpus: This is the same as in (Mostafazadeh
et al., 2016) except that we train on the winter
training set as well, which makes the corpus
size about two times the one used previously.
Removing the stop words, keeping a context
window of 10 words and vector dimensional-
ity of 300 gave us the results reported in Table
1.
b) Training on Google news corpus:
Google has released its pre-trained word vec-
tors, trained on a news corpus with a vocab-
ulary of about three million words, which
is much larger than the Story Cloze corpus
(which contains about 35k unique words).
Thus, we decided to explore if the larger set
could potentially result in better representa-
tion and performance.
c) Learning the representation of a poten-
tial connective word between the context
and the ending: The idea is that a connec-
tive with a particular ‘sense’ (probably tem-
poral or causal in the Story Cloze training set)
could perfectly link the context and the end-
ing. We modified all the stories such that a
manually introduced symbol (like ‘CCC’: not
in the vocabulary) separates the first four sen-
tences from the fifth sentence, and its repre-
sentation is learned by training a word2vec
model on the data. On the test and valida-
tion set, the hypothesis whose representation
is the closest to the sum of the vectors of
the context and the connective symbol is cho-
sen as the prediction. The intuition comes
from the implicit connective sense classifica-
tion task for the Shallow Discourse Parsing
problem (Xue et al., 2015). Context window
size 100 and dimensionality 300 were found
to be the optimal hyperparameters in our ex-
periments.

Combining the above three – called
word2vec (combined) approach – through
simple voting produced slightly better results
than with any individual variation (as can
be seen in Table 1), and thus we used this

combined approach in our ensemble model.

2. Skip-thoughts Model: The skip-thoughts
model’s (Kiros et al., 2015) sentence embed-
ding of the context and the alternatives is
again compared like the Gensim model, and
thus this approach also revolves around se-
mantic similarity.

3. Gensim Doc2Vec: Distributed representa-
tion of documents and sentences extends the
concept of word vectors to larger textual
units (Le and Mikolov, 2014). A host of vari-
ations were tried (as provided by Python’s
Gensim functionality (Řehůřek and Sojka,
2010)). The distributed bag of words model
(dbow) along with a context window of three
words was found to give the best results for
this approach (Table 1). This approach is
again trying to model semantic similarity via
sentence embedding.

4. Siamese LSTM: We also implement a deep
neural network model for assessing the se-
mantic similarity between a pair of sen-
tences. It uses a Siamese adaptation of
the Long Short-Term Memory (LSTM) net-
work (Mueller and Thyagarajan, 2016). The
model is implemented as in the paper - using
the SICK training set and Google word2vec,
with the weights optimized as per the Se-
mEval 2014 task on semantic similarity of
sentences (Marelli et al., 2014). This is one
of the current state of the art models for cap-
turing semantic similarity.

5. Sentiment: In this approach, we choose
the hypothesis that matches the average sen-
timent of the context. We use NLTK
VADER Sentiment Analyzer (Hutto and
Gilbert, 2014) instead of the Stanford Core
NLP tool for sentiment analysis by (Man-
ning et al., 2014) as used in (Mostafazadeh
et al., 2016) due to notably better results (Ta-
ble 1). In our experiments on the valida-
tion set, matching sentiment of the full con-
text instead of just the last one/two/three sen-
tence(s) gives the best performance for this
approach. This approach does not use seman-
tic similarity.

3 The Ensemble Model

We tried various ways of combining the power
of the different approaches, comparing the perfor-
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Gensim word2vec Skip-
thoughts

Gensim
doc2vec

Siamese
LSTM

Sentiment

Story
cloze

Google
word

vectors

Using
potential

connective
rep.

Combined

Validation 0.58 0.577 0.571 0.593 0.536 0.547 0.549 0.608
Test 0.571 0.568 0.576 0.584 0.552 0.546 0.551 0.582

0.539 - - - 0.552 - - 0.522

Table 1: Results for individual approaches (last row represents results on the test set for corresponding
approach in (Mostafazadeh et al., 2016)

Approaches
involving

semantic similarity
(logistic regression
on validation set)

All approaches (includes sentiment)
Baseline

Weighted majority voting
(Final system submission

for validation set
spring 2016)

Logistic regression
on validation set

(Final system submission
for test set spring 2016)

Validation - 0.626 - 0.604
Test 0.587 0.601 0.605 0.585

Table 2: Results for the best ensemble models

mances of each on the validation set. This cre-
ation of an ‘ensemble’ model was also tried with-
out using the sentiment approach, so as to ob-
serve the best possible performance when only our
approaches which involve semantic similarity are
combined. We report only the best performing
combinations (out of all possible combinations of
approaches reported above) here:

a) Voting based ensemble: We use weighted
majority voting, with prediction from senti-
ment approach counted twice, and predictions
from Siamese LSTM, word2vec (combined) and
doc2vec counted once each. The idea is to im-
prove the performance of sentiment approach (the
best individual performer) by changing its predic-
tion when all the other three approaches predict a
different ending. It may be noted that such voting
based methods did not lead to improvement (over
combined word2vec) when combinations of only
semantic similarity based approaches were used.

b) Applying a supervised machine learning
algorithm: We used the predictions from senti-
ment, Siamese LSTM and word2vec (combined)
approaches on the validation set as features, with
the actual validation set labels as targets and train
a machine learning classifier on them. Then this
classifier predicts the test set labels (with the same
set of features created for test set). Logistic re-

gression (C=0.1) gave the best performance in this
method (more than decision tree based methods
and naive bayes, and also slightly better than SVM
for test as well as validation data). This is the sys-
tem which formed our final submission. Addition-
ally, combining predictions of doc2vec, word2vec,
skip-thoughts, and Siamese LSTM in the exact
same way gave us the best performance in the
case of using only semantic similarity based ap-
proaches (see Table 2).
Baseline: We compare our submitted system with
the best performing model on the ROCStories
dataset for the Story Cloze task (Mostafazadeh et
al., 2016) in Table 2.

4 Results and Discussion

We discuss insights and observations gained from
the results of our ensemble system and of the in-
dividual approaches obtained on the Story Cloze
validation and test sets.

1. Word vectors: From Table 1, we can see that
word vectors on the Story Cloze corpus per-
form slightly better than the ones pre-trained
on Google news corpus, which has a much
larger vocabulary (almost 100 times). This
shows that the nature or the domain of the
training data really matters for this task. So,
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further increase in the Story Cloze training
data itself may help by giving us better repre-
sentations. However, comparing with results
in (Mostafazadeh et al., 2016), doubling the
size of training set results in about 3-4% in-
crease in performance (Table 1). For further
increase, trying different approaches might
be better.

2. Improved performance of the sentiment
approach: For the sentiment approach, us-
ing NLTK VADER sentiment analyzer tool
for getting polarity scores works notably
better by outperforming the Stanford Core
NLP (Manning et al., 2014) tool used in
(Mostafazadeh et al., 2016) by about 6-7%
(the last column of Table 1). As discussed
in (Hutto and Gilbert, 2014), the VADER tool
is about as accurate in most domains and op-
timal for the social media domain while being
quite simple and more efficient. It happens to
work surprisingly well in the context of this
task though we do not conclude that it is a
better approach as compared to (Socher et al.,
2013) approach to sentiment analysis as uti-
lized in Stanford Core NLP tool in general.

3. General performance: Our best system (en-
semble of sentiment and various semantic
similarity based approaches) outperforms the
previous best system (using DSSM, as given
in (Mostafazadeh et al., 2016)) by about 2%
(accuracy on both validation and test sets)
(refer to Table 2). Most of the individ-
ual approaches (Table 1) show performance
that hovers around 60% accuracy (or below).
Since they are basically all based on seman-
tic similarity (except the sentiment base ap-
proach), the results indicate that we may need
to approach the Story Cloze test from a very
different direction.

4. Semantic vs. sentiment similarity: We can
see from Table 1 that the simple sentiment
based approach basically outperforms all the
semantic similarity based approaches. Even
combining those approaches seems barely
better than just the sentiment approach (Ta-
ble 2). This could indicate either the lack
of effectiveness of semantic similarity or the
fact that sentiment based approach is quite
effective. Since our sentiment based ap-
proach does not rely on training corpus and

is unlikely to improve with more data (since
no learning is involved), we are inclined to-
wards the former inference: Semantic simi-
larity alone may not be enough for the Story
Cloze test.

5. Negative results of the Siamese LSTM:
Siamese LSTM is a deep neural network
trained to capture semantic similarity and
gave state of the art results on the data for
SemEval 2014 shared task on semantic simi-
larity. However, it does not perform well for
this task, supporting our conclusion.

6. Insignificant boost in performance by en-
semble system: Our final ensemble model
(Table 2, last column) offers hardly any im-
provement over the individual sentiment ap-
proach (Table 1, last column). This may indi-
cate that the sentiment and semantic similar-
ity based approaches are not complementary.

5 Error Analysis

Table 3 shows examples where our final ensem-
ble system (the one we submitted for test set) and
all the individual approaches (as per table 1) si-
multaneously chose the wrong ending. We believe
that a better understanding of commonsense and a
good sense of which alternative is the logical con-
clusion based not only on semantic similarity or
sentiment, but the temporal aspect of the chain of
events as well as plot consistency is missing. In the
first example, the model needs to understand that
the first three sentences constitute a ‘prejudice’,
and how becoming friends with Sal, who is the tar-
get of the prejudice, could lead to the protagonist
(Franny) doubting her biased opinion. In the sec-
ond example, once again, the model would need
to understand that the context probably means a
nice and happy day for Feliciano, which requires
some world knowledge and the sense that spend-
ing time like that with a loved one (the grand-
mother) should lead to happiness. Both the incor-
rectly chosen endings are inconsistent with the last
sentence of the context – Franny being deported –
does not make semantic sense when she liked the
immigrant, and was not the immigrant herself (we
know that the immigrant would get deported and
not Franny by our commonsense), while it would
not make temporal sense for Feliciano to go pick-
ing olives after already collecting them and com-
ing back home to eat with his grandmother.
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Context Incorrect Ending Correct Ending

Franny did not particularly
like all of the immigration
happening. She thought
immigrants were coming
to cause social problems.
Franny was upset when an
immigrant moved in next
door. The immigrant, Sal,
was kind and became
friends with Franny.

Franny ended up
getting deported

.
Franny learned to examine
her prejudices.

Feliciano went olive picking
with his grandmother. While
they picked, she told him
stories of his ancestors.
Before he realized it, the sun
was going down. They took
the olives home and ate them
together.

The pair then went out
to pick olives.

Feliciano was happy about
his nice day.

Table 3: Examples of stories incorrectly predicted by our model as well as all individual approaches

It is interesting to note how the sentiment ap-
proach fails in both the examples. NLTK Vader
rates ‘getting deported’ as neutral while giving a
highly negative rating for ‘prejudice’. The context
is only slightly negative, since the positivity in the
last sentence (which talks about Sal being ‘nice’
and the act of ‘becoming friends’) offsets the neg-
ativity of the previous sentences somewhat. We
can see that perhaps the very use of sentiment is
not appropriate for example 1. In example 2, the
context and the incorrect ending are both neutral,
while the correct ending is very positive, hence
similarity in sentiment gives an error, but realiz-
ing that the context would give rise to a positive
ending would have worked.

6 Conclusions and Future Work

We described our submitted system for the Story
Cloze test, which combines simple sentiment
based approach with a variety of semantic simi-
larity based methods. By highlighting individual
and ensemble model results as well as the observa-
tions arising from them, we have tried to establish
the apparent lack of effectiveness of solely seman-
tic similarity based approaches for this task. This
is validated by various experiments and especially
the performance of the current state of the art ap-
proach for semantic similarity (Siamese LSTM).

Also, an effective future approach should probably
be more sophisticated than our sentiment based
approach, which does not learn from the training
data in any way.

We do not claim that semantic similarity or sen-
timent based approaches are of no help as they
may certainly complement the performances of fu-
ture approaches. However, they do not seem to be
enough on their own, though it is certainly possi-
ble that some other semantic similarity based mod-
els designed for the Story Cloze training set per-
form better than our approaches.

While word vectors, sentiment based approach
and skip-thoughts sentence embeddings had al-
ready been discussed as possible approaches be-
fore, we also look at two approaches which have
not been tried before for this task, namely Siamese
LSTM and Gensim Doc2Vec.

For our future work, we plan to build better
ensemble methods. Another idea we are keen to
try is logical entailment, since the context entails
the ending, and a model which can detect this ef-
fectively should be able to predict the right end-
ing (our observations of the validation set make it
clear that the context would certainly not be entail-
ing a wrong hypothesis).
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Abstract

This paper describes two supervised base-
line systems for the Story Cloze Test
Shared Task (Mostafazadeh et al., 2016a).
We first build a classifier using features
based on word embeddings and semantic
similarity computation. We further imple-
ment a neural LSTM system with differ-
ent encoding strategies that try to model
the relation between the story and the pro-
vided endings. Our experiments show
that a model using representation features
based on average word embedding vec-
tors over the given story words and the
candidate ending sentences words, joint
with similarity features between the story
and candidate ending representations per-
formed better than the neural models. Our
best model achieves an accuracy of 72.42,
ranking 3rd in the official evaluation.

1 Introduction

Understanding common sense stories is an easy
task for humans but represents a challenge for ma-
chines. A recent common sense story understan-
ding task is the ’Story Cloze Test’ (Mostafazadeh
et al., 2016a), where a human or an AI system
has to read a given four-sentence story and select
the proper ending out of two proposed endings.
While the majority class baseline performance on
the given test set yields an accuracy of 51.3%,
human performance achieves 100%. This makes
the task a good challenge for an AI system. The
Story Cloze Test task is proposed as a Shared Task
for LSDSem 20171. 17 teams registered for the
Shared Task and 10 teams submitted their results2.

1Workshop on Linking Models of Lexical, Sentential and
Discourse-level Semantics 2017

2https://competitions.codalab.org/competitions/15333 -
Story Cloze Test at CodaLab

Our contribution is that we set a new baseline for
the task, showing that a simple linear model based
on distributed representations and semantic simi-
larity features achieves state-of-the-art results. We
also evaluate the ability of different embedding
models to represent common knowledge required
for this task. We present an LSTM-based classifier
with different representation encodings that tries
to model the relation between the story and alter-
native endings and argue about its inability to do
so.

2 Task description and data construction

The Story Cloze Test is a natural language under-
standing task that consists in selecting the right
ending for a given short story. The evaluation data
consists of a Dev set and a Test set, each containing
samples of four sentences of a story, followed by
two alternative sentences, from which the system
has to select the proper story ending. An example
of such a story is presented in Table 1.

The instances in the Dev and Test gold data
sets (1871 instances each) were crowd-sourced
together with the related ROC Stories corpus
(Mostafazadeh et al., 2016a). The ROC stories
consists of around 100,000 crowd-sourced short
five sentence stories ranging over various topics.
These stories do not feature a wrong ending, but
with appropriate extensions they can be deployed
as training data for the Story Cloze task.

Task modeling. We approach the task as a su-
pervised classification problem. For every clas-
sification instance (Story, Ending1, Ending2) we
predict one of the labels in Label={Good,Bad}.

Obtaining a small training set from Dev set.
We construct a (small) training data set from the
Dev set by splitting it randomly into a Dev-Train
and a Dev-Dev set containing 90% and 10% of the
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Story context Good Ending Bad ending
Mary and Emma drove to the beach. They de-
cided to swim in the ocean. Mary turned to talk
to Emma. Emma said to watch out for the waves.

A big wave knocked
Mary down.

The ocean was a calm
as a bathtub.

Table 1: Example of a given story with a bad and a good ending.

original Dev set. From each instance in Dev-Train
we generate 2 instances by swapping Ending1 and
Ending2 and inversing the class label.

Generating training data from ROC stories.
We also make use of the ROC Stories corpus in
order to generate a large training data set. We ex-
periment with three methods:

(i.) Random endings. For each story we em-
ploy the first 4 sentences as the story context. We
use the original ending as Good ending and define
a Bad ending by randomly choosing some ending
from an alternative story in the corpus. From each
story with one Good ending we generate 10 Bad
examples by selecting 10 random endings.

(ii.) Coherent stories and endings with com-
mon participants and noun arguments. Given
that some random story endings are too clearly un-
connected to the story, here we aim to select Bad
candidate endings that are coherent with the story,
yet still distinct from a Good ending. To this end,
for each story in the ROC Stories corpus, we ob-
tain the lemmas of all pronouns (tokens with part
of speech tag starting with ‘PR‘) and lemmas of all
nouns (tokens with part of speech tag starting with
‘NN‘) and select the top 10 endings from other sto-
ries that share most of these features as Bad end-
ings.

(iii.) Random coherent stories and endings.
We also modify (ii.) so that we select the near-
est 500 endings to the story context and select 10
randomly.

3 A Baseline Method

For tackling the problem of right story ending se-
lection we follow a feature-based classification ap-
proach that was previously applied to bi-clausal
classification tasks in (Mihaylov and Frank, 2016;
Mihaylov and Nakov, 2016). It uses features based
on word embeddings to represent the clauses and
semantic similarity measured between these rep-
resentations for the clauses. Here, we adopt this
approach to model parts of the story and the can-
didate endings. For the given Story and the given

candidate Endings we extract features based on
word embeddings. An advantage of this approach
is that it is fast for training and that it only requires
pre-trained word embeddings as an input.

3.1 Features

In our models we only deploy features based
on word embedding vectors. We are using two
types of features: (i) representation features that
model the semantics of parts of the story us-
ing word embedding vectors, and (ii) similarity
scores that capture specific properties of the re-
lation holding between the story and its candi-
date endings. For computing similarity between
the embedding representations of the story com-
ponents, we employ cosine similarity.

The different feature types are described below.

(i) Embedding representations for Story and
Ending. For each Story (sentences 1 to 4) and
story endings Ending1 and Ending2 we construct
a centroid vector from the embedding vectors ~wi

of all words wi in their respective surface yield.

(ii.) Story to Ending Semantic Vector Similari-
ties. We calculate various similarity features on
the basis of the centroid word vectors for all or
selected sentences in the given Story and the End-
ing1 and Ending2 sentences, as well as on parts of
the these sentences:

Story to Ending similarity. We assume that a
given Story and its Good Ending are connected by
a specific semantic relation or some piece of com-
mon sense knowledge. Their representation vec-
tors should thus stand in a specific similarity rela-
tion to each other. We use their cosine similarity as
a feature. Similarity between the story sentences
and a candidate ending has already been proposed
as a baseline by Mostafazadeh et al. (2016b) but it
does not perform well as a single feature.

Maximized similarity. This measure ranks
each word in the Story according to its similarity
with the centroid vector of Ending, and we com-
pute the average similarity for the top-ranked N
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words. We chose the similarity scores of the top
1,2,3 and 5 words as features. Our assumption is
that the average similarity between the Story rep-
resentation and the top N most similar words in
the Ending might characterize the proper ending
as the Good ending. We also extract maximized
aligned similarity. For each word in Story, we
choose the most similar word from the yield of
Ending and take the average of all best word pair
similarities, as suggested in Tran et al. (2015).

Part of speech (POS) based word vector simi-
larities. For each sentence in the given four sen-
tence story and the candidate endings we per-
formed part of speech tagging using the Stan-
ford CoreNLP (Manning et al., 2014) parser, and
computed similarities between centroid vectors of
words with a specific tag from Story and the cen-
troid vector of Ending. Extracted features for
POS similarities include symmetric and asymmet-
ric combinations: for example we calculate the
similarity between Nouns from Story with Nouns
from Ending and similarity between Nouns from
Story with Verbs from Ending and vice versa.

The assumption is that embeddings for some
parts of speech between Story and Ending might
be closer to those of other parts of speech for the
Good ending of a given story.

3.2 Classifier settings

For our feature-based approach we concatenate the
extracted representation and similarity features in
a feature vector, scale their values to the 0 to 1
range, and feed the vectors to a classifier. We train
and evaluate a L2-regularized Logistic Regression
classifier with the LIBLINEAR (Fan et al., 2008)
solver as implemented in scikit-learn (Pedregosa
et al., 2011).

For each separate experiment we tune the regu-
larization parameter C with 5 fold cross-validation
on the Dev set and then train a new model on the
entire Dev set in order to evaluate on the Test set.

4 Neural LSTM Baseline Method

We compare our feature-based linear classifier
baseline to a neural approach. Our goal is to
explore a simple neural method and to investi-
gate how well it performs with the given small
dataset. We implement a Long Short-Term Mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997)
recurrent neural network model.

4.1 Representations
We are using the raw LSTM output of the encoder.
We also experiment with an encoder with attention
to model the relation between a story and a candi-
date ending, following (Rocktäschel et al., 2015).

(i) Raw LSTM representations. For each given
instance (Story, Ending1, Ending2) we first encode
the Story token word vector representations using
a recurrent neural network (RNN) with long short-
term memory (LSTM) units. We use the last out-
put hs

L and cs
L states of the Story to initialize the

first LSTM cells for the respective encodings e1

and e2 of Ending1 and Ending2, where L is the
token length of the Story sequence.

We build the final representation ose1e2 by con-
catenating the e1 and e2 representations. Finally,
for classification we use a softmax layer over the
output ose1e2 by mapping it into the target space
of the two classes (Good, Bad) using a parameter
matrix Mo and bias bo as given in (Eq.1). We train
using the cross-entropy loss.

labelprob = softmax(W oose1e2 + bo) (1)

(ii) Attention-based representations We also
model the relation h∗ between the Story and each
of the Endings using the attention-weighted rep-
resentation r between the last token output he

N of
the Ending representation and each of the token
representations [hs

1..hs
L] of the Story, strictly fol-

lowing the attention definition by Rocktäschel et
al. (2015). The final representation for each end-
ing is presented by Eq.2, where Wp and Wx are
trained projection matrices.

h∗ = tanh(W pr + W xhe
N ) (2)

We then present the output representation ose1e2

as a concatenation of the encoded Ending1 and
Ending2 representations h∗

e1 and h∗
e2 and use Eq.1

to obtain the output label likelihood.

(iii) Combined raw LSTM output and atten-
tion representation We also perform experi-
ments with combined LSTM outputs and repre-
sentations. In this setting we present the output
ose1e2 as presented in Eq.3:

ose1e2 = concat(e1, h
∗
e1, e2, h

∗
e2) (3)

4.2 Model Parameters and Tuning
We perform experiments with configurations of
the model using grid search on the batch size (50,
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System Accuracy
Human 100.00
msap 75.20
cogcomp 74.39
Our features baseline 72.42
Our neural system 72.10
ukp 71.67
DSSM 58.50
Skip-thoughts sim 55.20
Word2Vec sim 53.90
Majority baseline 51.30

Table 2: Comparison of our models to shared
task participants’ results and other baselines.
Word2Vec sim, Skip-thoughts sim and DSSM are
described in (Mostafazadeh et al., 2016b).

100, 200, 300, 400, 500) and LSTM output size
(128, 256, 384, 512), by training a simple model
with raw LSTM encoding on Dev-Train and eval-
uating on the Dev-Dev. For each configuration we
train 5 models and take the parameters of the best.
The best result on the Dev-Dev set is achieved for
LSTM with output size 384 and batch Size 500
after 7 epochs and achieves accuracy of 72.10 on
the official Test. For learning rate optimization we
use Adam optimizer (Kingma and Ba, 2015) with
initial learning rate 0.001.

Parameter initialization. We initialize the
LSTM weights with Xavier initialization (Glo,
2010) and bias with a constant zero vector.

5 Experiments and Results

Overall results. In Table 2 we compare our best
systems to existing baselines, Shared Task par-
ticipant systems3 and human performance. Our
features baseline system is our best feature-based
system using embeddings and word2vec trained on
Dev and tuned with cross-validation. Our neu-
ral system employs raw LSTM encodings as de-
scribed in Section 4.1(i) and it is trained on the
Dev-Dev dataset which consists of 90% of the Dev
dataset selected randomly and tuned on the rest of
Dev. The best result in the task is achieved by
Schwartz et al. (2017) (msap) who employ stylis-
tic features combined with RNN representations.
We have no information about cogcomp and ukp.

3https://competitions.codalab.org/competitions/15333 -
The Story Cloze Test Shared Task home page

Model variations and experiments. The Story
Cloze Test is a story understanding problem.
However, the given stories are very short and they
require background knowledge about relations be-
tween the given entities, entity types and events
defining the story and their endings, as well as re-
lations between these events. We first train our
feature-based model with alternative embedding
representations in order to select the best source
of knowledge for further experiments.

We experiment with different word embedding
models pre-trained on a large number of tokens in-
cluding word2vec4 (Mikolov et al., 2013), GloVe
(Pennington et al., 2014) and ConceptNet Num-
berbatch (Speer and Chin, 2016). Results on train-
ing the feature-based model with different word
embeddings are shown in Table 3. The results in-
dicate how well the vector representation models
perform in terms of encoding common sense sto-
ries. We present the performance of the embed-
ding models depending on the defined features.
We perform feature ablation experiments to de-
termine the features which contribute most to the
overall score for the different models. Using All
features defined in Section 3.1, the word2vec vec-
tors, trained on Google News 100B corpus per-
form best followed by ConcepNet enriched em-
beddings and Glove trained on Common Crawl
840B. The word2vec model suffers most when
similarity features are excluded. We note that the
ConceptNet embeddings do not decrease perfor-
mance when similarity features are excluded, un-
like all other models. We also see that the POS
similarities are more important than the MaxSim
and the Sim (cosine betwen all words in Story and
Ending) as they yield worse results, for almost all
models, when excluded from All features.

In column WE E1, E2 we report results on fea-
tures based only on Ending1 and Ending 2. We
note that the overall results are still very good.
From this we can derive that the difference of
Good vs. Bad endings is not only defined in the
story context but it is also characterized by the in-
formation present in these sentences in isolation.
This could be due to a reporting bias (Gordon
and Van Durme, 2013) employed by the crowd-
workers in the corpus construction process.

The last column Sims only shows results with
features based only on similarity features. It in-

4https://code.google.com/archive/p/word2vec/ - Pre-
trained embeddings on Google News dataset (100B words).

90



Model All All wo POS sim All wo MaxSim All wo Sim WE S, E1, E2+Sim WE E1, E2 Sims only
Word2Vec GN 100B 300d 72.42 71.41 71.94 72.10 71.51 70.71 58.15
Concepnet 300d 72.05 72.05 72.05 72.05 71.83 71.67 61.67
Glove 840B 300d 71.41 71.09 71.89 72.26 70.82 70.71 60.28
Glove 6B 200d 69.43 69.75 68.31 69.64 68.04 68.68 62.37
Glove 6B 300d 68.84 69.32 69.21 69.05 68.79 68.89 61.19
Glove 6B 100d 68.84 68.09 67.93 68.41 67.66 67.56 60.82
Glove 6B 50d 64.89 66.01 64.19 64.67 64.78 64.83 58.57

Table 3: Experiments using linear classifier with features based on word embeddings. Trained on Dev
(tuned with cross-validation) and evaluated on Test.

Model Epoch Dev-Dev Test
LSTM Raw 7 77.12 72.10
LSTM Raw + Att 2 79.25 68.30
Attention 9 72.79 63.22

Table 4: Comparison between LSTM representa-
tion strategies.

cludes all story-to-ending semantic vector similar-
ities described in Section 3.1.

We also perform experiments with the neural
LSTM model. In Table 4 we compare results of
the LSTM representation models that we exam-
ined for the task. We trained the models on the
Dev-Train for 10 epochs and take the best per-
forming model on the Dev-Dev dataset.

Our best LSTM model uses only raw LSTM en-
codings of the Story and the candidate Endings,
without using attention. Here the Attention repre-
sentation is intended to capture semantic relations
between the Story context and the candidate End-
ings, similar to the Similarities only setup exam-
ined with the feature-based approach. Considering
the low performance of Attention, the poor results
of the semantic similarity features and the high
performance of the feature-based model with End-
ing only features we hypothesize that the reason
for this unexpected result is that the background
knowledge presented in the training data is not
enough to learn strong relations between the story
context and the endings.

Experiments with generated data. We also try
to employ the data from the ROC Stories cor-
pus by generating labeled datasets following all
approaches described in Section 2. Training
our best neural model using all of the generated
datasets separately without any further data selec-
tion yields results close to the random baseline of
the ending selection task. We also try to filter the
generated data by training several feature-based

and neural models with our best configurations
and evaluating the generated data. We take only
instances that have been classified correctly by all
models. The idea here was to generate much more
data (with richer vocabulary) that performs at least
as good as the Dev data as training. However
the results of the models trained on these datasets
were not better than the one trained on Dev and
Dev-Dev (for the neural models).

6 Conclusion and Future work

In this work we built two strong supervised base-
line systems for the Story Cloze task: one based on
semantic features based on word embedding rep-
resentations and bi-clausal similarity features ob-
tained from them, and one on based on a neural
network LSTM-based encoder model. The neural
network approach trained on a small dataset per-
forms worse than the feature-based classifier by a
small margin only, and our best model ranks 3rd
according to the shared task web page.

In terms of data, it seems that the most im-
portant features are coming from word represen-
tations trained on large text corpora rather than
relations between the data. Also we can train a
model that performs well only on the given end-
ings, without a given context which could mean
that there is a bias in the annotation process. How-
ever, this requires more insights and analysis.

In future work we plan improve the current re-
sults on this (or a revised) dataset by collecting
more external knowledge and obtaining more or
different training data from the original ROC Sto-
ries corpus.
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