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Abstract

Supervised named-entity recognition
(NER) systems perform better on text
that is similar to its training data. Despite
this, systems are often trained with as
much data as possible, ignoring its rele-
vance. This study explores if NER can
be improved by excluding out of domain
training data. A maximum entropy model
is developed and evaluated twice with
each domain in Stockholm-Umeå Corpus
(SUC), once with all data and once with
only in-domain data. For some domains,
excluding out of domain training data
improves tagging, but over the entire
corpus it has a negative effect of less than
two percentage points (both for strict and
fuzzy matching).

1 Introduction

In named-entity recognition, the aim is to annotate
all occurrences of explicit names, like John (per-
son) and General Motors (organization) in a text,
using some defined set of name tags. Machine
learning algorithms can be trained to perform this
task. However, names manifest themselves quite
differently in different domains. It is challenging
to create systems that perform well out of domain
(Ciaramita & Altun, 2005).

In many cases, NER systems are trained with a
balanced corpus to provide as much data as possi-
ble. However, this generates a very general model
that perhaps is not the best possible for any one
domain. This study aims to find out is such a
model could be outperformed by removing all out
of domain training data. This is done using a ba-
sic maximum entropy model (Berger et. al, 1996).
There are of course other, more up to date meth-
ods for NER, for example various types of neu-
ral networks, such as the state of the art systems

presented by Lample et al. (2016). However,
the maximum entropy model is sufficient for this
study as the subject of interest is the effect of ex-
cluding out of domain data, not the machine learn-
ing algorithm itself.

The results of this study have previously been
presented in Persson (2016).

2 Data

Stockholm-Umeå Corpus (Källgren, 2006) is
a balanced Swedish corpus, divided into nine
top-level domains: reportage, editorials, re-
views, skills/trades/hobbies, popular lore, biogra-
phies/essays, miscellaneous, learned/scientific,
and imaginative prose. These domains differ sub-
stantially in scope and size, ranging from 17 to
127 documents per domain, each document con-
sisting of approximately 2000 words. The distri-
bution is inspired by The Brown Corpus (Francis
& Kucera, 1964), but in SUC, imaginary prose is
apparently considered a top-level domain, making
it the largest one. In The Brown Corpus, imagi-
nary prose is a section consisting of six top-level
domains.

In addition to SUC, the system created for this
study also takes advantage of two custom made
gazetteers. One includes 1800 common Swedish
person names, equal parts boys’ names, girls’
names, and surnames. The other one is made up of
location names, including names of every Swedish
town, municipality, county, and province, as well
as all countries, capitals, continents, and US states.
This was decided to be the very lowest level of
gazetteers that any Swedish NER-system should
implement.

3 System architecture

The system is implemented in Python 3.4.2 with
SciKit-Learn (Pedregosa et al., 2011) 0.17.1’s lo-
gistic regression (maximum entropy) model with
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default settings, and the tagging was performed
with greedy search.

Following Salomonsson et al. (2012) and
Östling (2013), the SUC name tags are remapped
into a more coarse-grained tag set of person, lo-
cation, organization and other. On top of these
name tags, the system also implements BILOU-
tags (Ratinov & Roth, 2009), giving one tag to
each token based on its position in a name. Multi-
token names can consist of beginning (B), in-
side (I) and last (L), while single-token names are
tagged as unit-length (U). All non-name tokens are
tagged as outside (O).

The label of each observed token is a concatena-
tion of name tag and BILOU-tag, while its features
consists of the following:

• The label of the previous token.

• Word forms (3 features). 1: current token, 2:
previous + current tokens, 3: current + fol-
lowing tokens.

Word forms are used exactly as they appear in
the text. Lemmatization or case-insensitivity
is not used.

• POS-tags (2 features). 1: current token, 2:
previous + following tokens.

• Matching of gazetteers (2 features). 1: per-
son names, 2: location names.

The gazetteer matching is done on the token
level. To be able to match names in the gen-
itive case, tokens that end with ”s” are com-
pared twice, first with the ”s” included, and
then with it removed. The same token can
be matched with both gazetteers (for example
Sofia, capital of Bulgaria and the correspond-
ing girls’ name).

• Pattern of capitalisation (2 features). 1: cur-
rent token, 2: previous token.

The pattern of capitalisation have five pos-
sible values: no capitalisation (xxx), full
capitalisation (XXX), normal capitalisation
(Xxx), sentence-initial capitalisation (. Xxx),
capitalisation following dash (- Xxx), and
other capitalisation (xXx, xXX, xxX).

As POS-tags are used as features, the trained
system cannot be applied to raw text. It must be
used as a part of a pipeline, where the text is al-
ready tokenised and POS-tagged.

These features were selected intuitively as they
are some of the most common features to be used
in NER-systems. Some basic testing was done
during the constuction of the system, but there was
no real process of structured feature selection.

4 Experiment design

To measure the effect of excluding out of do-
main training data, two balanced 10-fold cross-
validations are carried out for each domain. The
500 documents of SUC are sorted alphanumeri-
cally with respect to their name (they are named
after domain), and every tenth in-domain docu-
ment is used for testing, beginning with the k’th
document for each fold k. In the first cross-
validation, all remaining documents in the corpus
are used for training, while in the second cross-
validation, only the remaining in-domain docu-
ments are used.

When the system is comparing its tagging to the
gold standard for evaluation, any given name can
only be part of one match, which can either be a
partial match or a full match. The results of all ten
folds are summed and an F1-value is calculated for
the whole cross-validation.

Results are presented both for strict and fuzzy
matching. Fuzzy matching accepts all names that
have at least one token correctly tagged, while
strict matching demands the tagging of a name to
be identical to the gold standard.

In this study, the system uses SUC’s gold stan-
dard POS-tagging instead of using a separate POS-
tagger to prepare the test data.

5 Results

The overall result (summing all domains) shows
that the in-domain training data perform slightly
worse than the mixed training data. The de-
crease in F1-score is 1.9 percentage points for
strict matching (see table 1) and 1.3 percentage
points for fuzzy matching (see table 2).

There are some domains (editorial, miscel-
laneous) and name classes (person, institution)
which are, in total, improved by excluding out of
domain training data in the total count, but none
of them show improvement in more than half of
its domain-class combinations.

Training, tagging, and evaluating the system
ninety times (10-fold cross-validation for each of
the nine domains) with a 2.4 GHz Intel Xeon
E5645 processor took 41 minutes using only in-
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Person Place Institution Other TOTAL
Reportage (44) 79.3 - 78.3 72.8 - 74.8 41.4 - 41.5 12.6 - 20.0 64.8 - 67.1
Editorial (17) 71.4 - 70.4 64.3 - 70.0 66.1 - 57.6 0.0 - 25.6 65.3 - 64.3
Reviews (27) 81.4 - 82.5 61.9 - 64.1 5.9 - 23.3 11.5 - 17.3 66.7 - 67.5
Skills/trades/hobbies (58) 75.2 - 69.7 60.6 - 68.0 46.0 - 46.7 13.2 - 20.8 56.3 - 59.9
Popular lore (48) 70.3 - 78.5 74.6 - 78.0 14.8 - 32.3 31.4 - 34.3 64.0 - 69.5
Biographies/essays (26) 78.1 - 84.3 68.3 -69.8 0.0 - 34.3 8.0 - 25.0 67.9 - 72.4
Miscellaneous (70) 75.2 - 52.3 78.6 - 81.4 41.9 - 38.2 37.9 - 40.3 63.2 - 60.8
Learned/scientific (83) 61.5 - 67.4 67.3 - 69.6 10.1 - 27.0 17.0 - 23.7 52.6 - 57.8
Imaginative prose (127) 68.1 - 86.6 74.4 - 74.7 0.0 - 16.5 54.0 - 52.9 80.3 - 80.9
TOTAL (500) 78.5 - 78.3 71.3 - 73.9 39.4 - 39.0 23.7 - 29.4 65.7 - 67.6

Table 1: Strict matching results. F1-values are presented in pairs of in-domain training data (left) and
mixed training data (right). Cases where in-domain training data gets the better result are highlighted.

Person Place Institution Other TOTAL
Reportage (44) 84.4 - 83.3 74.3 - 76.8 49.3 - 48.5 18.5 - 26.9 69.5 - 71.6
Editorial (17) 82.0 - 82.8 64.3 - 71.4 70.8 - 61.9 2.9 - 30.2 70.8 - 71.0
Reviews (27) 86.4 - 89.1 63.1 - 66.0 7.8 - 30.8 25.2 - 27.5 72.1 - 73.8
Skills/trades/hobbies (58) 81.9 - 74.3 66.5 - 70.1 49.9 - 50.9 19.2 - 27.3 61.9 - 63.9
Popular lore (48) 75.5 - 82.9 77.9 - 81.4 16.8 - 40.2 36.3 - 41.9 68.1 - 74.0
Biographies/essays (26) 84.5 - 86.5 69.0 - 72.8 0.0 - 38.7 9.6 - 28.9 72.8 - 75.1
Miscellaneous (70) 85.6 - 56.1 80.3 - 83.0 55.3 - 48.2 37.9 - 44.0 69.7 - 65.1
Learned/scientific (83) 68.7 - 72.0 67.7 - 70.3 12.6 - 35.7 23.5 - 29.8 57.4 - 62.0
Imaginative prose (127) 91.1 - 91.9 76.2 - 76.6 0.0 - 19.9 55.8 - 57.7 84.5 - 84.8
TOTAL (500) 84.3 - 83.1 73.4 - 75.8 46.2 - 45.8 29.3 - 35.7 70.7 - 72.0

Table 2: Fuzzy matching results. F1-values are presented in pairs of in-domain training data (left) and
mixed training data (right). Cases where in-domain training data gets the better result are highlighted.

domain training data. Performing the same task
with all available training data took 11 hours and
16 minutes.

6 Summary and future work

This paper describes a maximum entropy system
which carries out a named-entity recognition task
with different sets of training data. The purpose is
to find out whether an NER-task can be improved
by removing all out of domain training data for
each fold in a cross-validation. Results are quite
varied. Some domains and name classes show im-
provement, but most do not. The total count shows
a worsening of less than two percentage points in
both strict and fuzzy matching.

As this is a relatively small (and inconsistent)
loss in performance, but a very big saving in train-
ing data size, the idea to focus more on relevance
than quantity in training data should not be dis-
missed yet.

Future work should include normalisation of
training data size, as the domains in SUC are of
drastically different size. Many different training
data sizes should be tested to see if there are crit-
ical points where in-domain data and mixed data
stop getting better results with bigger data sets.
Perhaps better results can be reached with a cer-
tain ratio of in- and out of domain training data.

On the assumption that there is a way to achieve
better results by excluding (some of the) out of do-
main training data, an NER-system might bene-
fit from having different models trained for differ-
ent domains, and using a text-classifier to choose
the appropriate model before tagging texts of un-
known domain.

References

Berger, A. L., Pietra, V. J. D. & Pietra, S. A. D. 1996.
A maximum entropy approach to natural language
processing. Computational linguistics, 22(1), 39-71.

291



Ciaramita, M. & Altun, Y. 2005. Named-entity recog-
nition in novel domains with external lexical knowl-
edge. In Proceedings of the NIPS Workshop on Ad-
vances in Structured Learning for Text and Speech
Processing.
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