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Abstract

This paper develops register sub-corpora
for the Web-crawled Finnish Internet
Parsebank. Currently, all the documents
belonging to different registers, such as
news and user manuals, have an equal sta-
tus in this corpus. Detecting the text reg-
ister would be useful for both NLP and
linguistics (Giesbrecht and Evert, 2009)
(Webber, 2009) (Sinclair, 1996) (Egbert
et al., 2015). We assemble the sub-
corpora by first naively deducing four reg-
ister classes from the Parsebank docu-
ment URLs and then developing a clas-
sifier based on these, to detect registers
also for the rest of the documents. The
results show that the naive method of de-
ducing the register is efficient and that the
classification can be done sufficiently reli-
ably. The analysis of the prediction errors
however indicates that texts sharing sim-
ilar communicative purposes but belong-
ing to different registers, such as news and
blogs informing the reader, share similar
linguistic characteristics. This attests of
the well-known difficulty to define the no-
tion of registers for practical uses. Finally,
as a significant improvement to its usabil-
ity, we release two sets of sub-corpus col-
lections for the Parsebank. The A col-
lection consists of two million documents
classified to blogs, forum discussions, en-
cyclopedia articles and news with a naive
classification precision of >90%, and the
B collection four million documents with
a precision of >80%.

1 Introduction

The Internet offers a constantly growing source of
information, not only in terms of size, but also

in terms of languages and communication set-
tings it includes. As a consequence, Web cor-
pora, language resources developed by automati-
cally crawling the Web, offer revolutionary poten-
tials for fields using textual data, such as Natural
Language Processing (NLP), linguistics and other
humanities (Kilgariff and Grefenstette, 2003).

Despite their potentials, Web corpora are under-
used. One of the important reasons behind this
is the fact that in the existing Web corpora, all of
the different documents have an equal status. This
complicates their use, as for many applications,
knowing the composition of the corpus would be
beneficial. In particular, it would be important to
know what registers, i.e. text varieties such as a
user manual or a blog post, the corpus consists of
(see Section 2 for a definition). In NLP, detecting
the register of a text has been noted to be useful
for instance in POS tagging (Giesbrecht and Ev-
ert, 2009), discourse parsing (Webber, 2009) and
information retrieval (Vidulin et al., 2007). In lin-
guistics, the correct constitution of a corpus and
the criteria used to assemble it have been subject
to long discussions (Sinclair, 1996), and Egbert &
al. (2015) note that without systematic classifica-
tion, Web corpora cannot be fully benefited from.

In this paper, we explore the development of
register sub-corpora for the Finnish Internet Parse-
bank1, a Web-crawled corpus of Internet Finnish.
We assemble the sub-corpora by first naively de-
ducing four register classes from the Parsebank
document URLs and then creating a classifier
based on these classes to detect texts represent-
ing these registers from the rest of the Parsebank
(see Section 4). The register classes we develop
are news, blogs, forum discussions and encyclo-
pedia articles. Instead of creating a full-coverage
taxonomy of all the registers covered by the Parse-
bank, in this article our aim is to test this method in

1http://bionlp.utu.fi
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the detection of these four registers. If the method
works, the number of registers will be extended in
future work.

In the register detection and analysis, we com-
pare three methods: the traditional bag-of-words
as a baseline, lexical trigrams as proposed by Gries
& al. (2011), and Dependency Profiles (DP), co-
occurrence patterns of the documents labelled in a
specific class, assumed a register, and dependency
syntax relations.

In addition to reporting the standard metrics
to estimate the classifier performance, we eval-
uate the created sub-corpora by analysing the
mismatches between the naively assumed regis-
ter classes and the classifier predictions. In ad-
dition, we analyse the linguistic register charac-
teristics estimated by the classifier. This validates
the quality of the sub-corpora and is informative
about the linguistic variation inside the registers
(see Section 5).

Finally, we publish four register-specific sub-
corpora for the Parsebank that we develop in this
paper: blogs, forum discussions, encyclopedia ar-
ticles and news (see Section 6). We release two
sets of sub-corpora: the A collection consists of
two million documents with register-specific la-
bels. For these documents, we estimate the reg-
ister prediction precision to be >90%. The col-
lection B consists of four million documents. For
these, the precision is >80%. These sub-corpora
allow the users to focus on specific registers,
which improves the Parsebank usability signifi-
cantly (see discussions in (Egbert et al., 2015) and
(Asheghi et al., 2016)).

2 Previous studies

Since the 1980s, linguistic variation has been stud-
ied in relation to the communicative situation,
form and function of the piece of speech or writing
under analysis (Biber, 1989; Biber, 1995; Biber
et al., 1999; Miller, 1984; Swales, 1990). De-
pending on the study, these language varieties are
usually defined as registers or genres, the defini-
tions emphasising different aspects of the variation
(see discussion in (Asheghi et al., 2016; Egbert
et al., 2015). We adopt the term register and de-
fine it, following (Biber, 1989; Biber, 1995; Egbert
et al., 2015), as a text variety with specific situa-
tional characteristics, communicative purpose and
lexico-grammatical features.

Studies aiming at automatically identifying reg-

isters from the Web face several challenges. Al-
though some studies reach a very high accuracy,
their approaches are very difficult to apply in real-
world applications. Other studies, adopting a more
realistic approach, present a weaker performance.
In particular, the challenges are related to the def-
inition of registers in practice: how many of them
should there be, and how to reliably identify them?
In addition, it is not always clear whether registers
have different linguistic properties (Schäfer and
Bildhauer, 2016). Based on the situational char-
acteristics of a register, a blog post discussing a
news topic and a news article on the same topic
should be analysed as different registers. But how
does this difference show in the linguistic features
of the documents, or does it?

For instance, Sharoff & al. (2010) achieve an
accuracy of 97% using character tetragrams and
single words with a stop list as classification fea-
tures, while Lindemann & Littig (2011) report
an F-score of 80% for many registers using both
structural Web page features and topical charac-
teristics based on the terms used in the documents.
They, however, use as corpora only samples of the
Web, which can represent only a limited portion
of all the registers of the entire Web (Sharoff et
al., 2010; Santini and Sharoff, 2009).

Another, more linguistically motivated perspec-
tive to study Web registers is adopted by Biber
and his colleagues. Using typical end users of
the Web to code a large number of nearly ran-
dom Web documents (48 000) with hierarchical,
situational characteristics, they apply a bottom-up
method for creating a taxonomy of Web registers
(Biber et al., 2015; Egbert et al., 2015). Then,
applying a custom built tagger identifying 150+
lexico-grammatical features, they report an over-
all accuracy of 44.2% for unrestricted Web texts
using a taxonomy of 20 registers (Biber and Eg-
bert, 2015). In addition to the relatively weak
register identification performance, their approach
suffers from a low interannotator agreement for
the register classes. Similar problems are also
discussed in (Crowston et al., 2011; Essen and
Stein, 2004), who note that both experts and end
users have troubles identifying registers reliably.
This leads to question, whether register identifi-
cation can at all be possible, if even humans can-
not agree on their labelling. This concern is ex-
pressed by Schäfer and Bildhauer (2016), who de-
cide to focus on classifying their COW Corpora
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Figure 1: Unlexicalised syntactic biarcs from the sentence Ja haluaisitko kehittää kielitaitoasi? ’And
would you like to improve your language skills?’

to topic domains, such as medical or science in-
stead of registers. The recently presented Leeds
Web Genre Corpus (Asheghi et al., 2016) shows,
however, very reliable interannotator agreement
scores. This proves that when the register taxon-
omy is well developed, the registers can as well be
reliably identified.

3 Finnish Internet Parsebank

Finnish Internet Parsebank (Luotolahti et al.,
2015) is a Web-crawled corpus on the Finnish In-
ternet. The corpus is sampled from a Finnish Web-
crawl data. The crawl itself is produced using Spi-
derLing Crawler, which is especially crafted for
efficient gathering of unilingual corpora for lin-
guistic purposes. The version we used is com-
posed of 3.7 billion tokens, 6,635,960 documents
and has morphological and dependency syntax an-
notations carried out with a state-of-the-art de-
pendency parser by Bohnet (2010), with a la-
belled attachment score of 82.1% (Luotolahti et
al., 2015). The Parsebank is distributed via a user
interface at bionlp-www.utu.fi/dep_search/
and as a downloadable, sentence-shuffled version
at bionlp.utu.fi.

4 Detecting registers from the Parsebank

In this Section, we first discuss the development
of the naive register corpora from the Parsebank.
These will be used as training data for the system
identifying the registers from the entire Parsebank.
We then motivate our selection of features in the
classifier development, and finally, we present the
classification results.

4.1 Naive registers as training data

Our naive interpretation of the document registers
was based on the presence of lexical cues in the
Parsebank document URLs. For the purposes of
this article, we used four well-motivated register
classes: news, blogs, encyclopedia and forum dis-
cussions. These were identified by the presence of

Naive register Entire PB Training subset
Blogs 775,885 8,364
Forum discussions 307,797 3,076
Encyclopedia 127,884 1,580
News 771,058 13,197
All 1,982,624 26,217

Table 1: Total number of documents in the naively
assembled register classes and in the subset used
in SVM training

the following keywords in the URL: lehti ‘news-
paper’, uutis ‘news’, uutinen ‘news’ or news for
the news class; wiki for the encyclopedia class;
blog for the blog class; and discussion, forum or
keskustelu ‘discussion’ for the discussion class.

In deciding the registers to be searched for,
we aimed at a simple, experimental solution that
would be informative about the performance of
the naive method and offer direct application po-
tentials for the Parsebank to increase its usability.
Therefore, instead of creating a full-coverage tax-
onomy of all registers possibly found online, our
aim here was to experiment with a few generally
acknowledged, broad-coverage terms for register
classes. Once we can in this paper show that the
naive method works, the number of the registers
will be expanded in future work.

Table 1 presents the proportion of the naively
assumed registers in the entire Parsebank and in
the subset we use for the classifier training in Sec-
tion 4.3. The sizes of the retrieved sub-corpora
vary significantly. The most frequent, news and
blogs, cover more than 10% of the Parsebank doc-
uments, respectively, while in particular the ency-
clopedia corpus remains smaller. Still, the sizes of
these classes are relatively large, thanks to the size
of the entire Parsebank.

The subset used for the classifier training is cre-
ated by matching the document URLs of 100,000
first documents from the Parsebank. Of these,
26,216 had a URL that matched one of the key-
words defined above. At this stage, all sentence-
level duplicates were also removed from the train-
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ing data to prevent the classifier from learning el-
ements that are often repeated in Web pages, such
as Lue lisää ‘Read more’ but should not be used
as classifier features. This proved to be highly
needed, as from the 3,421,568 sentences in the
100,000 documents, 497,449 were duplicates.

4.2 Lexical and syntactic approaches to
model register variation

The work by Biber and colleagues on the variation
of lexico-grammatical features across registers has
been very influential in corpus linguistics over the
years (Biber, 1995; Biber et al., 1999). Recently,
they have extended their work to Web registers and
applied the carefully tuned Biber tagger identify-
ing both lexical and grammatical features to ex-
plore registers from the Web (Biber et al., 2015;
Egbert et al., 2015). Gries & al. (2011) adopt an
opposite approach by using simple word-trigrams.
Sharoff and colleagues compare a number of dif-
ferent feature sets and conclude that bag-of-words
and character n-grams achieve the best results
(Sharoff et al., 2010). For detecting mostly the-
matic domains, Schäfer and Bildhauer (2016) ap-
ply lexical information attached to coarse-grained
part-of-speech labels.

We compare three methods for detecting the
four registers represented by our naively assem-
bled sub-corpora. As a baseline method, we ap-
ply the standard bag-of-words, which, despite its
simplicity, has often achieved a good performance
(Sharoff et al., 2010). Second, we use word-
trigrams similar to Gries & al. (2011), and fi-
nally, Dependency Profiles (DPs), which are co-
occurrences of the register documents with unlex-
icalised syntactic biarcs, three-token subtrees of
dependency syntax analysis with the lexical infor-
mation deleted (Kanerva et al., 2014) (see Figure
1). As opposed to e.g. keyword analysis (Scott and
Tribble, 2006) based on the document words, DPs
do not restrict to the lexical or topical aspects of
texts, and thus offer linguistically better motivated
analysis tools. Many studies on register variation
highlight the importance of syntactic and gram-
matical features (Biber, 1995; Biber et al., 1999;
Gries, 2012). Therefore, we hypothesise that DPs
would allow to generalise beyond individual top-
ics to differentiate, e.g., between texts represent-
ing different registers but discussing similar top-
ics, such as news and forum discussions on sports.

4.3 Classifier development and testing

To predict the registers for all the Parsebank doc-
uments, we trained a linear SVM. In the training
and testing, we used a subset of the Parsebank de-
scribed in Table 1. As features, we used the sets
described in the previous Section. Specifically, the
four register classes were modelled as a function
of the feature sets, i.e. a co-occurence vector of the
used features across the documents. These vec-
tors were L2-normalised and then used to model
the register class of a given document by fitting
a linear SVM to the data, as implemented in the
Scikit package2 in Python. To validate the per-
formance of the fitted model, we implemented a
10-fold cross-validation procedure with stratified
random subsampling to keep the proportion of the
register classes approximately equal between the
training and test sets.

The results of the SVM performance are de-
scribed in Table 2. First, the best results are
achieved with the bag-of-words and lexical n-
gram approaches with an F-score of 80 % and
81%. This already confirms that the registers can
be identified and that our naive method of assum-
ing the registers based on the URLs is justified.

Second, although the DPs consisting of syntac-
tic biarcs would allow for detailed linguistic ex-
aminations of the registers, and even if they fol-
low the influential work by Biber and colleagues
on modelling registers, their classification perfor-
mance is clearly lower than those of the lexical
approaches. The average F-score for the biarcs is
only 72%. Interestingly, combining biarcs and the
bag-of-words results in a very similar F-score of
79% and does not improve the classifier perfor-
mance at all. In other words, three of the four fea-
ture sets attest very similar performances. This can
suggest that the remaining 20% of the data may be
somehow unreachable with these feature sets and
requires further data examination, which we will
present in Section 5.1 and 5.2.

Third, it is noteworthy that the classifier perfor-
mance varies clearly across the registers. News
and blogs receive the best detection rates, rising
to the very reliable 86% and 79% F-score, respec-
tively, while the discussion and encyclopedia ar-
ticle detection rates are clearly lower, 70% and
73%. Naturally, the higher frequency of blogs and
news in the training and test set explains some of
these differences. Still, these differences merit fur-

2http://scikit-kearn.org/stable/
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Blog Discussion Encyclopedia News Avg.
Bag-of-words
Precision 0.80 0.66 0.69 0.86 0.81
Recall 0.76 0.73 0.74 0.86 0.80
F-score 0.78 0.69 0.71 0.86 0.80
Biarcs
Precision 0.70 0.50 0.43 0.83 0.73
Recall 0.66 0.47 0.60 0.83 0.72
F-score 0.68 0.48 0.51 0.82 0.72
Bag-of-words + biarcs
Precision 0.78 0.63 0.65 0.86 0.80
Recall 0.75 0.69 0.73 0.85 0.79
F-score 0.76 0.66 0.69 0.85 0.79
Uni- bi - trigrams
Precision 0.81 0.68 0.71 0.86 0.81
Recall 0.77 0.73 0.75 0.86 0.81
F-score 0.79 0.70 0.73 0.86 0.81

Table 2: The SVM results achieved with the four feature sets.

ther analyses in future work.
Finally, the variation between the precision and

recall rates across the registers requires closer ex-
amination. While the precision and recall are very
similar for the news class, for the blogs the preci-
sion is higher than the recall. This suggests that
some features, words in this case, are very reli-
able indicators of the blog register, but that they
do are not present in all the class documents. For
the discussion and encyclopedia classes, the recall
is higher than the precision, indicating that such
reliable indicators are less frequent.

5 Validating the classifier quality

The classifier performance seems sufficiently reli-
able to be applied for identifying the registers from
the Parsebank. Before classifying the entire cor-
pus, we will, however, in this Section seek answers
to questions raised by the SVM results. First, we
analyse the classifier decisions to find possible ex-
planations for the 20% of the data that the SVM
does not detect. This will also ensure the validity
our naive method for assuming the register classes.
Second, we study the most important register class
features, words in our case, estimated by the SVM.
These can explain the variation between the preci-
sion and recall across the registers revealed, and
also further clarify the classifier’s choices and the
classification quality.

5.1 Mismatches between the SVM
predictions and the naively assumed
registers

Mismatches between the SVM predictions and the
naively assumed register labels are informative

both about the SVM performance and about the
coherence of the naive corpora: a mismatch can
occur either because the classifier makes a mistake
or because the document, in fact, does not repre-
sent the register its URL implies. This can also ex-
plain why the classifier results achieved with dif-
ferent feature sets were very similar.

We went manually through 60 wrongly classi-
fied Parsebank documents that did not belong to
the subset on which the SVM was trained on. Al-
though the number of documents was not high,
the analysis revealed clear tendencies on the clas-
sification mismatches and the composition of the
naively presumed registers.

Above all, the analysis proved the efficiency
of our naive method of assuming the register.
The blog, encyclopedia and discussion classes in-
cluded only one document, respectively, where
the URL did not refer to the document register.
The news class included more variation, as in
particular the documents with lehti ‘magazine’ in
the URL included also other registers than actual
news. Of the 15 analysed documents naively pre-
sumed news, nine were actual news, four columns
or editorials and two discussions.

For the mismatches between the naive regis-
ter labels and the SVM predictions, our analysis
showed that many could be explained with signif-
icant linguistic variation within the registers, both
in terms of the communicative aim of the docu-
ment and its style. For instance, some of the blogs
we analysed followed a very informal, narrative
model, while others aimed at informing the reader
on a current topic, and yet others resembled adver-
tisements with an intention of promoting or sell-
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ing. Also the distinction between news and ency-
clopedia articles that both can focus on informing
the reader was for some documents vague in terms
of linguistic features. Similarly, some shorter blog
posts and forum discussion posts appeared very
similar.

Similar communicative goals thus seem to re-
sult in similar linguistic text characteristics across
registers. In addition to explaining the mismatches
between the SVM predictions and the naively as-
sumed registers, this linguistic variation inside
registers clarifies the SVM results and the fact
that the performances of three of the four feature
sets were very similar. On one hand, this could
also suggest that the registers should be defined
differently than we have currently done, so that
they would better correspond to the communica-
tive aims and linguistic characteristics of the texts.
For instance, the register taxonomy proposed by
Biber and colleagues (Biber et al., 2015; Egbert
et al., 2015) with registers such as opinion or in-
formational persuasion follows better these com-
municative goals and could, perhaps, result in bet-
ter classification results. On the other hand, such
denominations are not commonly known and the
registers can be difficult to identify, as noted by
Asheghi & al. (2016). Also, they can result in
very similar texts falling to different registers. For
instance in the taxonomy presented by Biber & al,̇
personal blogs, travel blogs and opinion blogs are
all placed in different registers.

5.2 The most important register features

To obtain a better understanding of the classifier’s
decisions and the features it bases its decisions
on, we analysed the most important words of each
register class as estimated by the SVM classifier
based on the training corpus. These words can
be seen as the keywords of these classes. In cor-
pus linguistics, keyword analysis (Scott and Trib-
ble, 2006) is a standard corpus analysis method.
These words are said to be informative about the
corpus topic and style. (See, however, also Guyon
and Elisseeff (2003) and Carpena & al. (2009).)
To this end, we created a frequency list of the 20
words which were estimated as the most impor-
tant in each register class across the ten validation
rounds. Table 3 presents, for each class, five of the
ten most frequent words on this list that we con-
sider the most revealing.

The most important words for each register

class listed in Table 3 reveal clear tendencies that
the classifier seems to follow. Despite the ex-
traction of sentence-level duplicates presented in
Section 3, the blog and forum discussion classes
include words coming from templates and other
automatically inserted phrases, such as Thursday,
anonymous and the English words. Although
these do not reveal any linguistic characteristics
of the registers, they thus allow the classifier to
identify the classes, and also explain the higher
precision than recall reported in Section 2. In-
terestingly, Asheghi & al. (2016) report similar
keywords for both blogs and discussions in En-
glish, which demonstrates the similarity of these
registers across languages. In our data, the ency-
clopedia and news classes include words reflect-
ing topics, such as 20-tuumaiset ‘20-inch’, and for
instance verbs denoting typical actions in the reg-
isters, such as kommentoi ‘comments’. These are
more informative also on the linguistic character-
istics of the registers and their communicative pur-
poses.

6 Finnish Internet Parsebank with
register sub-corpora

The classifier performance results reported in Sec-
tion 4.3 and the analysis described in Section 5
proved that the developed classifier is sufficiently
reliable to improve the usability of the Parsebank.
In this Section, we apply the model to classify the
entire Parsebank.

6.1 Detecting five register classes with a
four-class SVM

We classified all the Parsebank documents with
the bag-of-words feature set and parameters re-
ported in Section 4.3. The SVM was developed
to detect the four classes for which we had the
training data thanks to the naive labels present in
the document URLs. The addition of a negative
class to the training data, with none of the labels
in the URLs, would have increased significantly its
noisiness, as these documents could still, despite
the absence of the naive label, belong to one of
the positive classes. Therefore, we needed to take
some additional steps in the Parsebank classifica-
tion, as the final classification should still include
a fifth, negative class.

First, we ran the four-class classifier on all the
Parsebank documents. In addition to the register
labels, we also collected the scores for each regis-

157



Blogs Forum discussions Encyclopedia News
kirjoitettu ‘written’ keskustelualue ‘discussion area’ 20-tuumaiset ‘20-inch’ kertoo ‘tells’
ihana ‘wonderful’ wrote opiskelu ‘studying’ aikoo ‘will’
kl. ‘o’clock’ nimetön ‘anonymous’ wikiin ‘to the wiki’ tutkijat ‘researchers’
torstai ‘Thursday’ ketjussa ‘in the thread’ perustettiin ‘was founded’ huomauttaa ‘notes’
archives forum liitetään ‘is attached’ kommentoi ‘comments’

Table 3: The most important features for each register class as estimated by the classifier. The original
words are italicised and the translations inside quotations. Note that some words are originally in English.

Register Proportion
Narrative 31.2%
Informational description 24,5%
Opinion 11.2%
Interactive discussion 6.4%
Hybrid 29.2%

Table 4: Register frequencies in the English Web,
as reported by Biber & al. (2015)

ter, as assigned by the SVM, and sorted the doc-
uments based on these scores. Then, we counted
a naive precision rate for the predictions by count-
ing the proportion of the correct SVM predictions
that matched the naive register label gotten from
the URL. This gave us a sorted list of the Parse-
bank documents, where, in addition to the scores
assigned by the classifier, we also have an estimate
of the prediction precisions. From this sorted list,
we could then take the best ranking ones that are
the most likely to be correctly classified.

These estimated precisions for the documents
descend from 1 for the most reliably classified
documents to 0.74 for the least reliable ones. The
question is, where to set the threshold to distin-
guish the documents that we consider as correctly
predicted and those that we do not. As we do not
know the distribution of registers in the Finnish
Web, this is difficult to approximate. The study
by Biber & al. (2015) on a large sample of Web
documents reports the most frequent registers in
English. These are described in Table 4. Our news
and encyclopedia registers would most likely be-
long to the informational category, blogs to the
narrative and Forum discussions naturally to the
interactive discussion category. Very likely many
could also be classified as hybrid. Based on these,
we can estimate that the registers we have can
cover a large proportion of the Finnish Web and
of the Parsebank, in particular if we consider them
as relatively general categories that can include
a number of subclasses, similar to (Biber et al.,
2015).

6.2 Collections A and B

To improve the Parsebank usability to the max-
imum, we decided to release two sets of sub-
corpora: the A collection includes all the Parse-
bank documents with best-ranking scores assigned
by the SVM, where the naive match precision
threshold was set to 90%, and the B corpora where
the threshold was set to 80%3 This allows the users
to choose the precision with which the register la-
bels are correct.

The sizes of the sub-corpus collections are pre-
sented in Tables 5 and 6. The A collection con-
sists of altogether 2 million documents classified
to four registers. Of these, the URLs of nearly
800,000 documents match the SVM prediction,
and more than a million do not have a naive la-
bel deduced from the URL. The news sub-corpus
is clearly the largest covering nearly 50% of the
total, blogs including 0.5 million documents.

In the B collection, the total number of docu-
ments rises to four million, which presents nearly
60% of the Parsebank. Similarly to the A col-
lection, News and Blogs are the largest register-
specific classes. In this version, the number of
documents with mismatches between the classi-
fier predictions and the naively assumed registers
is evidently higher than in the A, and also the num-
ber of documents without any naive label is higher.
This naturally implies a lower register prediction
quality. Despite this, the B collection offers novel
possibilities for researchers. It is a very large cor-
pus, where the registers should be seen as upper-
level, coarse-grained classes. In addition to offer-
ing register-specific documents, this collection can
be seen as a less noisy version of the Parsebank,
which is useful also when the actual registers are
not central.

3These corpora will be put publicly available on the ac-
ceptance of this article.
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Register Register total URL match W/o naive label Mismatch
Blogs 521,777 274,447 224,630 22,700
Forum discussions 326,561 124,971 168,416 33,174
Encyclopedia 204,019 59,596 132,670 11,753
News 966,938 325,138 609,500 32,300
A collection total 2,019,295 784,152 1,135,216 99,927

Table 5: Sizes of the register classes in the A collection

Register Register total URL match W/o naive label Mismatch
Blogs 1,122,451 450,202 604,877 67,372
Forum discussions 673,678 189,441 394,501 89,736
Encyclopedia 483,425 74,679 376,586 32,160
News 2,425,261 542,970 1,735,926 146,365
B collection total 4,704,815 1,257,292 3,111,890 335,633

Table 6: Sizes of the register-specific classes in the B collection

7 Conclusion

The aim of this article was to explore the devel-
opment of register sub-corpora for the Finnish In-
ternet Parsebank by training a classifier based on
documents for which we had naively deduced the
register by the presence of keyword matches in the
document URL. We also experimented with sev-
eral feature sets in detecting these registers and
evaluated the validity of the created sub-corpora
by analysing their linguistic characteristics and
classifier prediction mistakes.

First of all, the results showed that our naive
method of assuming the document registers is
valid. Only the news class proved to include
some documents belonging to other, although re-
lated, registers. Of the four feature sets we ex-
perimented on, the best classification performance
was achieved with the bag-of-words and lexical
trigram sets. The average F-score of 81% proved
that the registers can be relatively reliably iden-
tified. In addition, the analysis of the classifier
mistakes showed that texts with similar commu-
nicative purposes, such as news articles and blog
posts that both aim at informing the reader, share
linguistic characteristics. This complicates their
identification, and attests of the challenges related
to defining registers in practice, as already dis-
cussed in previous studies.

After validating the classifier performance and
the quality of the naively assembled sub-corpora,
we classified the entire Parsebank using the four-
class model developed with the naive registers.
To create a fifth, negative class for the documents
not belonging to any of the four known registers,
we sorted the documents based on the scores es-
timated by the SVM and counted a naive classi-

fication precision based on the proportion of the
documents with matching naive register labels de-
duced from the URL and classifier predictions.
This allowed us to establish a precision thresh-
old, above which we can assume the document la-
bels to be sufficiently reliably predicted. To im-
prove the Parsebank usability, we release to sets
of sub-corpora: the A collection includes two mil-
lion documents classified to four register-specific
corpora with a precision above 90%, and the B
collection four million documents with a precision
above 80%.

Naturally, this first sub-corpus release leaves
many perspectives and needs for future work.
More precisely and reliably defined register
classes would further increase the usability of the
sub-corpora. Also the number of available reg-
isters should be increased, as the none class cur-
rently includes still many registers. The naming of
the registers and their inner variation would also
merit further analyses to decide how to deal with
linguistically similar texts that at least in our cur-
rent system belong to different registers, such as
different texts aiming at informing the reader.
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