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Abstract 

In the era of information overload, text sum-

marization can be defined as the process of 

extracting useful information from a large 

space of available content using traditional fil-

tering methods. One of the major challenges 

in the domain of extraction based summariza-

tion is that a single statistical measure is not 

sufficient to produce efficient summaries 

which would be close to human-made ‘gold 
standard’, since each measure suffers from in-

dividual weaknesses. We deal with this prob-

lem by proposing a text summarization model 

that combines various statistical measures so 

that the pitfalls of an individual technique 

could be compensated by the strengths of oth-

ers. Experimental results are presented to 

demonstrate the effectiveness of the proposed 

method using the TAC 2011 Multiling pilot 

dataset for English language and ROUGE 

summary evaluation tool.  

1 Introduction 

What is the need of text summarization? One of 

the major reasons is Information explosion. A 

study (Cho et al., 2015) by IBM in 2013 estimated 

that everyday 2.5 Quintillion bytes of new infor-

mation were born on the internet.  The velocity 

with which this is increasing can be estimated from 

the fact that 90 percent of total data on web at that 

time was created in the previous two years alone. 

Thus there is a progressing need to effectively ex-

tract useful content from big data and use stream-

lined filtering methods to make it comprehensible 

and non- redundant.  

In this paper, we have introduced a novel tech-

nique for automatic single-document extraction-

based text summarization. The proposed approach 

uses a number of statistical models such as Pearson 

Correlation Coefficient, Cosine Similarity and Jac-

card Similarity (Huang and Anna, 2008) that com-

pute multiple summaries of a text and combine 

them, using configurable consensus methods.  

Finally, we stretch a step further and use machine-

learning to make the summary domain-specific or 

personalized. Our basic focus is on designing a 

technique to improve the weighing constants in the 

consensus step by using a genre-specific training 

set.  

2 Related Work  

Most common methods of automatic text summa-

rization are either based on abstraction or extrac-

tion. Abstraction based methods focus on creating 

an internal semantic representation of source text 

using Natural Language Processing and generating 

new sentences as the summary (Dragomir and 

Radev, 2004; Hahn and Romacker, 2001). In con-

trast, extraction-based summarization is based on 

extracting a subset of the original text as a sum-

mary (Gupta et al., 2010). The most common way 

to achieve this is through sentence ranking by as-

sociating a score with each sentence and greedily 

choosing the highest weighting sentences for the 

final summary up to the required compression ratio 

(Nenkova et al., 2012). In this way, locally optimal 

solutions enable global optimization which is pre-

sented as the final summary. Another approach is 

based on clustering of similar sentences and suc-

cessively extracting those sentences which do not 

represent the redundant information (Huang, 2008; 

Aggarwal et al., 2012). 

In both of these approaches, data regarding similar-

ity of all pairs of sentences is essential for produc-

ing the rankings. Many useful measures have been 
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proposed like Cosine similarity, IR f-measure (Al-

guliev & Aliguliyev, 2007), Jaccard similarity 

(Mittal et. al, 2014) etc. But it has been experimen-

tally (Alguliev & Aliguliyev, 2007) discovered that 

due to imperfections of any particular similarity 

measure, there could be significant prejudices in 

the scores which make the summarizer misjudge 

the importance of sentences. We have tried to 

overcome this problem by combining multiple al-

gorithms so that erroneous rankings can be normal-

ized. 

3 Proposed Approach 

Consider a document D containing a set of sen-

tences S = {s1, s2, …, sm} and a set of unique terms 

T= {t1, t2, …, tp}. The proposed framework for 

summarization of D consists of four phases as de-

picted in Figure 1. 

 

.  
Figure 1. Framework for summarization process 

 

3.1 Phase 1: Frequency Matrix Formation 

Raw text contains noise in the form of stop words, 

punctuation marks, digits, special characters etc. 

which is not useful for our statistical analysis and 

increases the probability of exponential work in 

our process. Thus, we eliminated such terms using 

close-class word list (Buckley and Salton, 2013) 

and converted the remaining terms to lower-case. 

Next, we performed stemming using the Porter 

stemming algorithm (1980). It has been shown that 

this kind of preprocessing does not degrade the 

performance of extractive summarization (Ledene-

va, 2008).  

Finally, we created a frequency matrix F
mxq

 for m 

sentences and q distinct terms (q<p since some 

terms have been eliminated) where element fij is 

the frequency of the term tj in sentence si.  

 

3.2 Phase 2: Getting Correlation and Similar-

ity Matrices using Statistical Models 

Application of text mining algorithms on matrix 

F
mxq

 with very high value of dimension q could be 

computationally costly. Hence, Zipf’s law, based 

on Luhn’s model (Luhn, 1958), could be used to 

eliminate terms with very high or very low cumu-

lative frequency as shown in Figure 2. Formally, 

the cumulative frequency (Cf) for a term tj in F
mxq

 

can be represented as- 

 

                                             (1) 

 

 
Figure 2. Zipf’s Law dictates that words having rank 
(based on frequency) between the upper and lower cut-

offs are most significant 
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Let n terms remain after application of Zipf’s Law. 
We define sentence vector Si on matrix F

mxn
 

(where n<q<p) such that 

 

Si = [fi1, fi2, fi3, …, fin]                        (2) 

 

Finally, we generated three Correlation or Similari-

ty matrices C1
mxm

 , C2
mxm

 and C3
mxm

 by using the 

following statistical measures (Huang, 2008) re-

spectively- 

 
1. Pearson Correlation Coefficient 

2. Cosine Similarity 

3. Jaccard Similarity 

Let ck (i, j) be an element in the matrix Ck
mxm

.  

Formally, 

 
      (3) 

Figures 3, 4 and 5 show sample matrices C1
mxm

 , 

C2
mxm

 and C3
mxm 

(with m=6) respectively. 

 

 
Figure 3. C1

6x6
 using Pearson Correlation Coefficient 

 

 
Figure 4. C2

6x6
 using Cosine similarity 

 

 
Figure 5.  C3

6x6
 using Jaccard similarity 

3.3 Phase 3: Ranking Sentences using Rele-

vance Score and Clustering Methods 

The fundamental goal of this phase is to devise 

methods for ranking sentences using matrices 

C1
mxm

 , C2
mxm

 and C3
mxm

 so that the summaries can 

be obtained using a subset of top ranked sentences. 

The size of the summaries would depend on user-

given compression ratio.    

3.3.1 Ranking through Relevance Score 

We define Relevance Score or RScore of sentence 

si as the sum of its correlation magnitudes with all 

other sentences, except itself i.e. 
 

 

                                                      (4) 

 

In this method, we ranked sentences from highest 

to lowest based on decreasing order of their 

RScores. The sentences which have the highest 

RScores form a subset of S having high infor-

mation content and low redundancy (Gong et al., 

2001). We performed this process for all three ma-

trices C1
mxm

, C2
mxm

 and C3
mxm

 obtained in phase 2 

and generated three ranking orders of sentences - 

R1, R2 and R3.  Finally, we obtained summaries 

Sm1, Sm2 and Sm3 by extracting the top ranking 

sentences from R1, R2 and R3 respectively, until 

they satisfy the compression ratio. 

3.3.2 Ranking through Hierarchical Cluster-

ing  

Clustering is a form of unsupervised learning in 

which categorization is done based on highest sim-

ilarity. The goal is to organize data into natural 

collections such that we obtain high intra-

collection similarity and low inter-collection simi-

larity (Huang, 2008). We have used pair wise hier-

archical clustering of sentence vectors in matrices 

C1
mxm

, C2
mxm

 and C3
mxm

 to group together sentences 

which represent similar information. Detailed pro-

cedure is described as follows- 

 

Let Si and Sj be two sentence vectors clustered to-

gether in the matrix Ck
mxm

.  We define normaliza-

tion of row vector Si as replacing Si with the mean 

of corresponding elements of Si and Sj. 
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Formally, 
 

 
      (5) 

Similarly, we can define normalization of column 

vector Si as- 

 

 
       (6) 

 

Let R(Si) denotes removing sentence vector Si 

from the matrix C
mxm

  and thus reducing its dimen-

sions to (m-1) x (m-1).  

 

Also, define ck(x, y) as the maximum non-diagonal 

element in the matrix Ck
mxm

 i.e.  
 

 
      (7) 

We extract ranking orders from correlation matri-

ces as described in Algorithm 1. 
 

 
 
Algorithm 1. Pseudo-code for getting ranking orders 

from Correlation matrices 

 

Summaries Sm4, Sm5 and Sm6. are derived by ex-

tracting the top ranking sentences from R1, R2 and 

R3 until they satisfy the compression ratio. 

 

 
 

 

Figure  6. One of the possible clustering patterns by 

application of the ranking algorithm on seven sentences.  

. 

By forming clusters, we are essentially grouping 

together two sentences with similar information 

and using the sentence which occurs first, as its 

representation in the ranking order. We call the 

sentence vector which is removed from the cluster 

as ‘representative sentence vector’ of the cluster. 
The other sentence vector is normalized using eq.5 

and eq.6. This is performed to improve the accura-

cy of similarity measure magnitudes for non-

representative sentence vector by averaging its co-

efficients with those of the representative sentence 

vector, since they are found out to be the most sim-

ilar among the sentence vectors that are present in 

the Correlation matrix. 

 

3.4 Phase 4: Consensus Methods to get the 

final summary 

At the end of Phase 3, we have six ranking orders , 

namely- R1, R2 , R3  R4, R5 and R6 .Given a com-

pression ratio r, we can obtain six summaries from 

these rankings, namely-Sm1, Sm2 , Sm3 ,Sm4, Sm5 

and Sm6 ,by extracting the top ranked sentences till  

r  is satisfied and then sort in the order they ap-

peared in the original text. 
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3.4.1 Generic Summaries 

In this section, we will describe a method for get-

ting a generic summary by giving equal im-

portance to all the summaries obtained. Let us 

generalize the number of summaries we obtained 

from phase 3 as k. 

 

Let weight Wi where i ∈ {1,2,.., k} represents the 

importance given to the  i
th
 summary in deriving 

the final summary.  

For generic summary, 

 

           
                                                                             (7) 

For all sentences Si for which ∃ at least one sum-

mary Smj (j ∈ {1, 2, …, k})  such that Si ∈ Smk, 

we define the Final-Score as- 

                                  (8)    

where, Bj =1 if the sentence Si is present in the 

Summary j and Bj =0, otherwise. To get the final 

summary, we arranged all sentences in summaries 

Smj ( j∈ {1, 2, …,  k}) in decreasing order of 

FScore and extracted from the top till the com-

pression ratio was satisfied. Then, the sentences 

were sorted in the original order of source text and 

finally presented as a generic-summary. 

 

3.4.2 Query-based Summaries 

Since we have k distinct summaries, their compati-

bility with user-given keywords or title of the text 

can be measured by calculating a query score 

based on the distribution of query terms and can be 

added to its Final-Score. To simplify this process, 

we propose using the ‘cumulative frequency of 

keywords in a summary’ as the primary metric for 

its relevance and calculate FScore using this hy-

pothesis. Moreover, sophisticated metrics giving 

weight age to keyword distribution can also be 

used in further research.   

By defining Fj as the cumulative frequency of all 

keywords in summary j, we have- 

Wj  ∝ Fj                    (9)

           

Equation (8) in this case becomes, 

                                  (10) 

where, Fj= total frequency of keywords in j
th

 

summary. As described in section 3.4.1, we ar-

ranged all sentences in Summaries Smi (i ∈ {1, 2, 

…, k}) in decreasing order of Final-Score and ex-

tract from the top till the compression ratio is satis-

fied. Then the sentences were sorted in original 

order of source text and presented as final sum-

mary. 

 

3.4.3 Domain-specific and Personalized Summar-

ies 
 

A Machine Learning based method for generating 

summaries which improve themselves using a cer-

tain training set is described as follows. 

 

The F-measure represents the accuracy of test 

summary with respect to the ideal summary (Pow-

ers, 2011). 

                     (11)  

The fundamental idea is to utilize a domain-

specific training set with v documents to adjust the 

weights- Wi ∀  i ∈ {1, 2, …, k} assigned to each 

summary, based on its F-measure with respect to 

the ideal summary. Then, the final summary is ob-

tained using FScores (Equation 8). Hence, the per-

formance of summarizer can be significantly 

improved when another document of similar do-

main is given as input. Let fjs (s∈ {1, 2, …, k}  be 

the F-measure of summary Smj (j∈ {1, 2, …,  k} 

obtained from document s using proposed ap-

proach. Let Aj be the algorithm used to derive Smj. 

We define the mean-F-measure for all summaries 

obtained using Aj 

as- 

                                         (12) 

For summarizing a document after training the 

summarizer, we followed the same approach till 

phase 3 but modified Equation (8) in section 3.4.1 

as follows- 
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                        (13) 

Rest of the approach is same as described in Sec-

tion 3.4.1. Thus, we are using supervised learning 

to measure the mean performance of different al-

gorithms on a domain-specific training set and us-

ing this knowledge to assign weights to the 

summaries derived by these algorithms. The final 

summary of a new document of the same domain 

will represent a consensus of these algorithms in 

proportion to their performance on the testing data. 

 

For personalized summaries, a user profile is re-

quired, containing the keywords which will repre-

sent the interest of user. These keywords may be 

retrieved from online social media like LinkedIn or 

facebook, blogs etc. or they could be explicitly 

provided by the user. In this case, we will have m 

summaries namely Smj (∀  j ∈ {1, 2, …, k}) by 

following the same approach till phase 3. We de-

fine Summary Score as follows- 

 

                                                                          
                                                                    (14) 

where, Mj = metric to determine the amount of 

relevance a particular summary has with respect to 

the input keywords. To simplify this procedure, we 

could take the frequency measure of the keywords 

in the particular summary as a metric but much 

better metrics which take into account the distribu-

tion of these keywords can also be applied. We 

simply output the summary having the maximum 

SumScore as the final summary. 

 

Another approach requires the user to train the 

summarizer by identifying ideal summaries with 

respect to his requirement, using data sets and their 

summaries which satisfy his specifications. 

Hence, the summarizer is trained using personal-

ized supervised learning to adjust its weights and 

adapt to the exposed configuration. This approach 

essentially converts a particular user’s personalized 
configuration as a new domain and then follows 

the domain-specific approach discussed previously 

in Section 3.4.3.  

 

 

4 Experiments 

For testing our approach, we have used the follow-

ing two datasets:  (1) TAC 2011 Multiling pilot 

summarization task dataset (Giannakopoulos et al., 

2011) which is derived from publicly available 

WikiNews (http://www.wikinews.org/). It is divid-

ed into ten collections with each collection con-

taining ten documents. A single collection has all 

documents of the same topic.  We have only tested 

on the English version of the documents. The da-

taset contains at least one “golden-summary” for 
comparison.  (2) Six English News document col-

lections retrieved for Summarization-research pur-

pose in 2012 (http://dbdmg.polito.it/wordpress/ 

research/document-summarization/). Each collec-

tion is made up of ten news documents of the same 

topic each. This data set was retrieved from 

Google News for research related to TAC2011 

MultiLing Pilot Overview (Giannakopoulos et al., 

2011). 

We divided the ten documents in each collection 

into a training set and a testing test randomly with 

each set consisting of 5 documents. The upper lim-

it of the summary size was kept to be 250 words. 

The widely used summary evaluation tool 

‘ROUGE’ (Lin, 2004) was used to compare the 

results with several other summarizers.  Our com-

petitors consist of summarization methods that 

competed in the TAC 2011 conference (UBSum-

marizer and UoEssex), a widely used summarizer 

which is integrated with Microsoft-Word (auto-

summarize) and the recently proposed Association 

Mixture Text Summarization (AMTS) (Gross et 

al., 2014). Test results the Recall, Precision and F-

measure using ROUGE-2 and ROUGE-SU4 sum-

mary evaluation techniques that is shown in Table1 

and Table 2 respectively. 

 

Summarizer ROUGE-2 

Recall Precision F1 

Our Summa-

rizer 
0.0740 0.1616 0.1015 

UBSummarizer 0.0466 0.0952 0.0625 

AMTS 0.0705 0.1633 0.0984 

autosummarize 0.0425 0.0824 0.0560 

UoEssex 0.0712 0.1617 0.0988 

Table 1: Test Results using ROUGE-2 
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Summarizer ROUGE-SU4 

Recall Precision F1 

Our Summa-

rizer 
0.0838 0.2080 0.1194 

UBSummarizer 0.0711 0.1652 0.0994 

AMTS 0.0843 0.1994 0.1185 

autosummarize 0.0684 0.1567 0.0952 

UoEssex 0.0839 0.1976 0.1177 

Table 2: Test Results using ROUGE-SU4 

5 Conclusion and Future Work 

Based on different similarity measures and ranking 

procedures, we presented a model for performing 

consensus of multiple summarization algorithms 

that perform extraction-based text summarization. 

Experimental results reveal that our approach has 

significantly outperformed some of the widely 

used techniques. We have argued that this is due to 

the strength of combining various similarity 

measures to get rid of their individual weakness 

and also due to the ‘domain-adaptive’ nature of our 
summarizer. 

For further research, we will add more similarity 

measures and ranking techniques in the model to 

make it more accurate. 
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