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SocialNLP@EMNLP2016 Chairs’ Welcome

It is our great pleasure to welcome you to the Fourth ACM Workshop on Natural Language Processing
for SocialMedia – SocialNLP’16, associated with EMNLP 2016. SocialNLP is an inter-disciplinary
area of natural language processing (NLP) and social computing. We hold SocialNLP twice a year:
one in the NLP venue, the other in the associated venue such as those for web technology or artificial
intelligence. There are three plausible directions of SocialNLP: (1) addressing issues in social
computing using NLP techniques; (2) solving NLP problems using information from social media; and
(3) handling new problems related to both social computing and natural language processing. Through
this workshop, we anticipate to provide a platform for research outcome presentation and head-to-head
discussion in the area of SocialNLP, with the hope to combine the insight and experience of prominent
researchers from both NLP and social computing domains to contribute to the area of SocialNLP
jointly. The submissions to this year’s workshop were again of high quality and we had a competitive
selection process. We received 32 submissions from Asia, Europe, and the United States, and due to a
rigorous review process, we only accepted 6 as long oral papers and 7 as short oral papers. Thus the
acceptance rate was 40 percent. We are delighted to have Prof. Cristian Danescu-Niculescu-Mizil,
from Cornell University, as our keynote speaker. We also encourage attendees to attend the keynote
talk presentation. The valuable and insightful talk can and will guide us to a better understanding of
the future. Putting together SocialNLP 2016 was a team effort. We first thank the authors for providing
the quality content of the program. We are grateful to the program committee members, who worked
very hard in reviewing papers and providing feedback for authors. Finally, we especially thank the
Workshop Committee Chairs Prof. Annie Louis and Prof. Greg Kondrak.

We hope you join our community and enjoy the workshop!

Organizers
Jane Yung-jen Hsu, National Taiwan University, Taiwan
Lun-Wei Ku, Academia Sincia, Taiwan
Cheng-Te Li, National Cheng Kung University, Taiwan
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Identifying and Categorizing Disaster-Related Tweets

Kevin Stowe, Michael Paul, Martha Palmer, Leysia Palen, Ken Anderson
University of Colorado, Boulder, CO 80309

[kest1439, mpaul, mpalmer, palen, kena]@colorado.edu

Abstract

This paper presents a system for classifying
disaster-related tweets. The focus is on Twit-
ter data generated before, during, and after
Hurricane Sandy, which impacted New York
in the fall of 2012. We propose an annotation
schema for identifying relevant tweets as well
as the more fine-grained categories they rep-
resent, and develop feature-rich classifiers for
relevance and fine-grained categorization.

1 Introduction

Social media provides a powerful lens for identify-
ing people’s behavior, decision-making, and infor-
mation sources before, during, and after wide-scope
events, such as natural disasters (Becker et al., 2010;
Imran et al., 2014). This information is important for
identiying what information is propagated through
which channels, and what actions and decisions peo-
ple pursue. However, so much information is gen-
erated from social media services like Twitter that
filtering of noise becomes necessary.

Focusing on the 2012 Hurricane Sandy event, this
paper presents classification methods for (i) filtering
tweets relevant to the disaster, and (ii) categorizing
relevant tweets into fine-grained categories such as
preparation and evacuation. This type of automatic
tweet categorization can be useful both during and
after disaster events. During events, tweets can help
crisis managers, first responders, and others take ef-
fective action. After the event, analysts can use so-
cial media information to understand people’s be-
havior during the event. This type of understanding

is of critical importance for improving risk commu-
nication and protective decision-making leading up
to and during disasters, and thus for reducing harm
(Demuth et al., 2012).

Our experiments show that such tweets can be
classified accurately, and that combining a variety of
linguistic and contextual features can substantially
improve classifier performance.

2 Related Work

2.1 Analyzing Disasters with Social Media

A number of researchers have used social media as
a data source to understand various disasters (Yin
et al., 2012; Kogan et al., 2015), with applications
such as situational awareness (Vieweg et al., 2010;
Bennett et al., 2013) and understanding public sen-
timent (Doan et al., 2012). For a survey of social
media analysis for disasters, see Imran et al. (2014).

Closely related to this work is that of Verma et
al. (2011), who constructed classifiers to identify
tweets that demonstrate situational awareness in four
datasets (Red River floods of 2009 and 2010, the
Haiti earthquake of 2010, and Oklahoma fires of
2009). Situational awareness is important for those
analyzing social media data, but it does not encom-
pass the entirety of people’s reactions. A primary
goal of our work is to capture tweets that relate to a
hazard event, regardless of situational awareness.

2.2 Tweet Classification

Identifying relevant information in social media is
challenging due to the low signal-to-noise ratio. A
number of researchers have used NLP to address this
challenge. There is significant work in the medi-
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cal domain related to identifying health crises and
events in social media data. Multiple studies have
been done to analyze flu-related tweets (Culotta,
2010; Aramaki et al., 2011). Most closely related to
our work (but in a different domain) is the flu clas-
sification system of Lamb et al. (2013), which first
classifies tweets for relevance and then applies finer-
grained classifiers.

Similar systems have been developed to catego-
rize tweets in more general domains, for example by
identifying tweets related to news, events, and opin-
ions (Sankaranarayanan et al., 2009; Sriram et al.,
2010). Similar classifiers have been developed for
sentiment analysis (Pang and Lee, 2008) to identify
and categorize sentiment-expressing tweets (Go et
al., 2009; Kouloumpis et al., 2011).

3 Data

3.1 Collection
In late October 2012, Hurricane Sandy generated a
massive, disperse reaction in social media channels,
with many users expressing their thoughts and ac-
tions taken before, during, and after the storm. We
performed a keyword collection for this event cap-
turing all tweets using the following keywords from
October 23, 2012 to April 5, 2013:
DSNY, cleanup, debris, frankenstorm, garbage, hur-
ricane, hurricanesandy, lbi, occupysandy, perfect-
storm, sandy, sandycam, stormporn, superstorm

22.2M unique tweets were collected from 8M
unique Twitter users. We then identified 100K
users with a geo-located tweet in the time leading
up to the landfall of the hurricane, and gathered all
tweets generated by those users creating a dataset
of 205M tweets produced by 92.2K users. We ran-
domly selected 100 users from approximately 8,000
users who: (i) tweeted at least 50 times during the
data collection period, and (ii) posted at least 3 geo-
tagged tweets from within the mandatory evacua-
tion zones in New York City. It’s critical to filter
the dataset to focus on users that were at high risk,
and this first pass allowed us to lower the percentage
of users that were not in the area and thus not af-
fected by the event. Our dataset includes all tweets
from these users, not just tweets containing the key-
words. Seven users were removed for having pre-
dominately non-English tweets. The final dataset

contained 7,490 tweets from 93 users, covering a
17 day time period starting one week before land-
fall (October 23rd to November 10th). Most tweets
were irrelevant: Halloween, as well as the upcom-
ing presidential election, yielded a large number of
tweets not related to the storm, despite the collection
bias toward Twitter users from affected areas.

3.2 Annotation Schema

Tweets were annotated with a fine-grained, multi-
label schema developed in an iterative process with
domain experts, social scientists, and linguists who
are members of our larger project team. The schema
was designed to annotate tweets that reflect the atti-
tudes, information sources, and protective decision-
making behavior of those tweeting. This schema is
not exhaustive—anything deemed relevant that did
not fall into an annotation category was marked as
Other—but it is much richer than previous work.
Tweets that were not labeled with any category were
considered irrelevant (and as such, considered neg-
ative examples for relevance classification). Two
additional categories, reporting on family members
and referring to previous hurricane events, were seen
as important to the event, but were very rare in the
data (34 of 7,490 total tweets). The categories iden-
tified and annotated are as follows: Tweets could be
labeled with any of the following:

Sentiment Tweets that express emotions or per-
sonal reactions towards the event, such as humor,
excitement, frustration, worry, condolences, etc.

Action Tweets that describe physical actions taken
to prepare for the event, such as powering phones,
acquiring generators or alternative power sources,
and buying other supplies.

Preparation Tweets that describe making plans in
preparation for the storm, including those involving
altering plans.

Reporting Tweets that report first-hand informa-
tion available to the tweeter, including reporting on
the weather and the environment around them, as
well as the observed social situations.

Information Tweets that share or seek informa-
tion from others (including public officials). This
category is distinct from Reporting in that it only in-
cludes information received or request from outside
sources, and not information perceived first-hand.

2



Movement Tweets that mention evacuation or
sheltering behavior, including mentions of leaving,
staying in place, or returning from another location.
Tweets about movement are rare, but especially im-
portant in determining a user’s response to the event.

3.3 Annotation Results

Two annotators were trained by domain experts us-
ing 726 tweets collected for ten Twitter users. Anno-
tation involved a two-step process: first, tweets were
labeled for relevance, and then relevant tweets were
labeled with the fine-grained categories described
above. The annotators were instructed to use the
linguistic information, including context of previ-
ous and following tweets, as well as the informa-
tion present in links and images, to determine the
appropriate category. A third annotator provided a
deciding vote to resolve disagreements.

Table 1 shows the label proportions and annota-
tor agreement for the different tasks. Because each
tweet could belong to multiple categories, κ scores
were calculated based on agreement per category: if
a tweet was marked by both annotators as a particu-
lar category, it was marked as agreement for that cat-
egory. Agreement was only moderate for relevance
(κ = .569). Many tweets did not contain enough
information to easily distinguish them, for example:
“tryin to cure this cabin fever!” and “Thanks to my
kids for cleaning up the yard” (edited to preserve pri-
vacy). Without context, it is difficult to determine
whether these tweeters were dealing with hurricane-
related issues.

Agreement was higher for fine-grained tagging
(κ = .814). The hardest categories were the rarest
(Preparation and Movement), with most confusions
between Preparation, Reporting, and Sentiment.1

4 Classification

We trained binary classifiers for each of the cate-
gories in Table 1, using independent classifiers for
each of the fine-grained categories (for which a
tweet may have none, or multiple).

1Dataset available at https://github.com/kevincstowe/chime-
annotation

Category Count % tweets Agreement
Relevance

Relevance 1757 23.5% 48.6% (κ=.569)
Fine-Grained Annotations

Reporting 1369 77.9% 80.2% (κ=.833)
Sentiment 786 44.7% 71.8% (κ=.798)

Information 600 34.1% 89.8% (κ=.934)
Action 295 16.8% 72.5% (κ=.827)

Preparation 188 10.7% 41.1% (κ=.565)
Movement 53 3.0% 43.3% (κ=.600)

Table 1: The number and percentage of tweets for each label,

along with annotator agreement.

4.1 Model Selection

Our baseline features are the counts of unigrams
in tweets, after preprocessing to remove capitaliza-
tion, punctuation and stopwords. We initially exper-
imented with different classification models and fea-
ture selection methods using unigrams for relevance
classification. We then used the best-performing ap-
proach for the rest of our experiments. 10% of the
data was held out as a development set to use for
these initial experiments, including parameter opti-
mization (e.g., SVM regularization).

We assessed three classification models that have
been successful in similar work (Verma et al., 2011;
Go et al., 2009): support vector machines (SVMs),
maximum entropy (MaxEnt) models, and Naive
Bayes. We experimented with both the full fea-
ture set of unigrams, as well as a truncated set us-
ing standard feature selection techniques: removing
rare words (frequency below 3) and selecting the n
words with the highest pointwise mutual informa-
tion between the word counts and document labels.

Each option was evaluated on the development
data. Feature selection was substantially better than
using all unigrams, with the SVM yielding the best
F1 performance. For the remaining experiments,
SVM with feature selection was used.

4.2 Features

In addition to unigrams, bigram counts were added
(using feature selection described above), as well as:

• The time of the tweet is particularly relevant to
the classification, as tweets during and after the
event are more likely to be relevant than those
before. The day/hour of the tweet is represented
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Figure 1: Negated difference in F1 for each feature removed from the full set (positive indicates improvement).

as a one-hot feature vector.

• We indicate whether a tweet is a retweet (RT),
which is indicative of information-sharing rather
than first-hand experience.

• Each URL found within a tweet was stripped to
its base domain and added as a lexical feature.

• The annotators noted that context was important
in classification. The unigrams from the previous
tweet and previous two tweets were considered
as features.

• We included n-grams augmented with their part-
of-speech tags, as well as named entities, using
the Twitter-based tagger of Ritter et al. (2011).

• Word embeddings have been used extensively
in recent NLP work, with promising results
(Goldberg, 2015). A Word2Vec model (Mikolov
et al., 2013) was trained on the 22.2M tweets col-
lected from the Hurricane Sandy dataset, using
the Gensim package (Řehůřek and Sojka, 2010),
using the C-BOW algorithm with negative sam-
pling (n=5), a window of 5, and with 200 dimen-
sions per word. For each tweet, the mean embed-
ding of all words was used to create 200 features.

• The work of Verma et al. (2011) found that for-
mal, objective, and impersonal tweets were use-
ful indicators of situational awareness, and as
such developed classifiers to tag tweets with four
different categories: formal vs informal, subjec-
tive vs objective, personal vs impersonal, and sit-

Baseline All Features Best Features
F1 P R F1 P R F1 P R

Relevance .66 .80 .56 .71 .81 .64 .72 .79 .66
Actions .26 .44 .19 .39 .46 .35 .41 .42 .40

Information .33 .57 .24 .48 .57 .41 .49 .50 .49
Movement .04 .04 .04 .07 .10 .07 .08 .10 .07
Preparation .30 .44 .23 .36 .41 .32 .36 .38 .35
Reporting .52 .76 .40 .73 .71 .75 .75 .71 .80
Sentiment .37 .64 .26 .53 .58 .49 .52 .52 .52

Table 2: Results for relevance and fine-grained classification.

uational awareness vs not. We used these four
Verma classifiers to tag our Hurricane Sandy
dataset and included these tags as features.

4.3 Classification Results

Classification performance was measured using five-
fold cross-validation. We conducted an ablation
study (Figure 1), removing individual features to de-
termine which contributed to performance. Table 2
shows the cross-validation results using the baseline
feature set (selected unigrams only), all features, and
the best feature set (features which had a significant
effect in the ablation study). In all categories except
for Movement, the best features improved over the
baseline with p < .05.

4.4 Performance Analysis

Time, context, and word embedding features help
relevance classification. Timing information is help-
ful for distinguishing certain categories (e.g., Prepa-
ration happens before the storm while Movement

4



can happen before or after). Context was also help-
ful, consistent with annotator observations. A larger
context window would be theoretically more use-
ful, as we noted distant tweets influenced annota-
tion choices, but with this relatively small dataset
increasing the context window also prohibitively in-
creased sparsity of the feature.

Retweets and URLs were not generally useful,
likely because the information was already captured
by the lexical features. Part-of-speech tags yielded
minimal improvements, perhaps because the lexical
features critical to the task are unambiguous (e.g.,
“hurricane” is always a noun), nor did the addition of
features from Verma et al. (2011), perhaps because
these classifiers had only moderate performance to
begin with and were being extended to a new do-
main.

Fine-grained classification was much harder. Lex-
ical features (bigrams and key terms) were useful for
most categories, with other features providing mi-
nor benefits. Word embeddings greatly improved
performance across all categories, while most fea-
tures had mixed results. This is consistent with our
expectations of latent semantics : tweets within the
same category tend to contain similar lexical items,
and word embeddings allow this similarity to be cap-
tured despite the limited size of the dataset.

The categories that were most confused were In-
formation and Reporting, and the categories with the
worst performance were Movement, Actions, and
Preparation. Movement simply lacks data, with only
53 labeled instances. Actions and Preparation con-
tain wide varieties of tweets, and thus patterns to dis-
tinguish them are sparse. More training data would
help fine-grained classification, particularly for Ac-
tions, Preparation, and Movement.

Classification for Reporting performs much better
than others. This is likely because these tweets tend
to fall into regular patterns: they often use weather
and environment-related lexical items like “wind”
and “trees”, and frequently contain links to images.
They also are relatively frequent, making their pat-
terns easier to identify.

4.5 Performance in Other Domains
To see how well our methods work on other datasets,
we compared our model to the situational awareness
classification in the Verma et al. (2011) datasets de-

Verma Acc Ext. Acc Verma F1 Ext. F1
SA .845 .856 .423 .551

Table 3: Verma Comparison

scribed above. We replicated the original Verma et
al. (2011) model with similar results, and then ad-
justed the model to incorporate features that per-
formed positively from our experiments to create an
’extended’ model. This entailed adding the mean
word embeddings for each tweet as well as adjust-
ing the unigram model to incorporate only key terms
by PMI. They report only accuracy, which our sys-
tem improves marginally, while making this modifi-
cations greatly improved F1, as shown in table 3.

5 Conclusion

Compared to the most closely related work of Verma
et al. (2011), our proposed classifiers are both more
general (identifying all relevant tweets, not just situ-
ational awareness) and richer (with fine-grained cat-
egorizations). Our experimental results show that
it is possible to identify relevant tweets with high
precision while maintaining fairly high recall. Fine-
grained classification proved much more difficult,
and additional work will be necessary to define ap-
propriate features and models to detect more specific
categories of language use. Data sparsity also causes
difficulty, as many classes lack the positive examples
necessary for the machine to reliably classify them,
and we continue to work on further annotation to al-
leviate this issue.

Our primary research aims are to leverage both
relevance classification and fine-grained classifica-
tion to assist crisis managers and first responders.
The preliminary results are show that relevant in-
formation can be extracted automatically via batch
processing after events, and we aim to continue ex-
ploring possibilities to extend this approach to real-
time processing. To make this research more appli-
cable, we aim to produce a real-time processing sys-
tem that can provide accurate classification during
an event rather than after, and the apply current re-
sults to other events and domains.
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Abstract

In this paper we present a filter for identifying
posts from eyewitnesses to various event types
on Twitter, including shootings, police activ-
ity, and protests. The filter combines sociolin-
guistic markers and targeted language con-
tent with straightforward keywords and regu-
lar expressions to yield good accuracy in the
returned tweets. Once a set of eyewitness
posts in a given semantic context has been pro-
duced by the filter, eyewitness events can sub-
sequently be identified by enriching the data
with additional geolocation information and
then applying a spatio-temporal clustering. By
applying these steps we can extract a complete
picture of the event as it occurs in real-time,
sourced entirely from social media.

1 Introduction

Current information has always been of paramount
interest to a variety of professionals, notably re-
porters and journalists, but also to crime and disaster
response teams (Diakopoulos et al., 2012; Vieweg
et al., 2010). With the explosion of the internet
and social media, more information is available–
and at a faster rate–on current events than ever be-
fore. A large proportion of non-professional people
are now in the position of news reporters, spreading
information through their social networks in many
cases faster than traditional news media (Beaumont,
2008; Beaumont, 2009; Ritholtz, 2013; Thielman,

∗ Current affiliation: The Walt Disney Studios
Erika.Varis.Doggett@disney.com

† Current affiliation: tronc, Inc.
acantarero@tronc.com

2013; Petrović et al., 2013), whether by sharing
and re-sharing the first news message of an event,
or through immediate personal eyewitness accounts.
This average eyewitness represents a valuable and
untapped information source for news professionals
and others. But given the wide variability of texts
and topics included in social media, the question re-
mains: how to sift the wheat from the chaff?

When your information source is an average user,
distinction of eyewitness posts from noise and off-
topic data is difficult. Everyday social media users
may be situated on the scene, but they do not always
frame their posts in the most informative or con-
sistent language. Their intended audience is a per-
sonal network of friends for whom a lot of contex-
tual information is already available, allowing their
utterances to be highly informative for that network,
but still ambiguous for strangers, or automated pro-
grams.

1.1 Related work

Previous studies have attempted to programmati-
cally identify eyewitnesses with limited success. Im-
ran (2013) achieved only a .57 precision accuracy
for their machine learning eyewitness classifier. Di-
akopoulos et al. (2012) reported a high accuracy for
a static eyewitness classifier at .89, but it is unclear
exactly how it was constructed, losing replicability
and verifiability. In addition, their classifier only an-
alyzed static datasets, whereas the speed of current
events reporting on social media calls for a tool for
online use.

In this paper we present a linguistic method for
identifying eyewitness social media messages from
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a microblogging service such as Twitter, in a real-
time streaming environment. Our system identifies
messages on different eyewitness topics, including
shootings, police activity, and protests, and can eas-
ily be extended to further areas, such as celebrity
sightings and weather disasters. We further identify
events corresponding to groups of related messages
by enriching the data with geographical location and
then running a spatio-temporal clustering algorithm.

Our work provides the novel contributions of a
system that functions in a real-time streaming en-
vironment, combines information such as semantic
and spatio-temporal clustering, and utilizes simple
and fast computational tools over classifiers that re-
quire large training data and long setup time. In §2
we outline our process for finding eyewitness posts
and events. Section 3 presents results from this sys-
tem, and we provide some concluding remarks in §4.

2 Method

An eyewitness post on a social network is a text doc-
ument giving a first person account from a witness
to the event. As such, we looked to build filtering
rules based on language related to an event, exclud-
ing posts from official agencies (e.g. police, fire
departments), news outlets, and after-the-fact or re-
mote commentary. In this section, we describe how
filters can be constructed that are capable of doing
this in real-time on Twitter.

2.1 Datasets

We collected Twitter data from several real events
to find a set of eyewitness tweets to inform the cre-
ation of linguistic filters. Such a dataset can be
collected from the Twitter API (or any suitable 3rd
party vendor) by doing broad searches in a narrow
time window right after an event has happened. To
build a rule set for shootings, for example, we pulled
data from multiple mass shootings, including shoot-
ings in 2013-2014 at LAX in Los Angeles; Isla
Vista, CA; and the Las Vegas Wal-mart and Cici’s
Pizza. In these cases, searches around the local
place-names at the time of the shootings produced a
very broad set of documents, which were then man-
ually checked for true eyewitness texts, resulting in
an informative set of eyewitness tweets. By exam-
ining these eyewitness tweets, we discovered several

consistent language patterns particular to eyewitness
language.

2.2 Language patterns
One of the challenges of social media language is
that users exhibit a wide range of phrasing to indi-
cate an event has occurred. It is because of our world
knowledge that we are able, as human language
speakers, to understand that the person is discussing
a newsworthy event (Doyle and Frank, 2015).

With that in mind, we propose building filters that
consist of three parts. The first is a semantic context.
Examples here might be criminal shootings, unusual
police activity, or civil unrest. This semantic con-
text may be built using heuristic rules, or it may also
be derived from a machine learning approach. The
second part is the existence of salient linguistic fea-
tures that indicate an eyewitness speaker. Finally, we
look at similar linguistic features that indicate the
user is not an eyewitness, useful for blocking non-
eyewitness posts.

2.2.1 Eyewitness features
First person. First person pronouns are often

dropped on social media, but when present this is
a strong indicator that the event being described was
witnessed first-hand.

Immediate temporal markers. Words such as
“just”, “now”, “rn”1 indicate the event happened im-
mediately prior to the tweet or is ongoing.

Locative markers. Language may be used to
define a place in relation to the speaker, such as
“home”, “work”, “school”, or “here”.

Exclamative or emotive punctuation. Eyewit-
nesses to an exciting or emotional event express
their level of excitement in their messages. Com-
mon ways this may be achieved are through punc-
tuation (exclamation and question marks), emoti-
cons, emoji, or typing in all capital letters. These
are relatively common features used in social media
NLP (Thelwall et al., 2010; Agarwal et al., 2011;
Neviarouskaya et al., 2007).

Lexical exclamations and expletives. A normal
person is likely to use colorful language when wit-
nessing an event. Phrases such as “smh”2, “wtf”,
and expletives are often part of their posts.

1Twitter short-hand for “right now”.
2“Shake my head”
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2.2.2 Non-eyewitness features
Non-eyewitness features are crucial as a post may

match the semantic context and have at least one of
the linguistic eyewitness markers above, but still not
be an eyewitness account of an event. The main
markers we found for non-eyewitness language fall
into a handful of categories, described below.

Jokes, memes, and incongruous emotion or
sentiment. The expected reaction to a violent crime
or disaster may include shock, sadness, anxiety,
confusion, and fear, among others (Shalev, 2002;
Armsworth and Holaday, 1993; North et al., 1994;
Norris, 2007)3. As such, it is reasonable to remove
posts with positive sentiment and emotion from eye-
witness documents related to a traumatic incident
(e.g. shootings).

Wrong part of speech, mood, or tense. The verb
“shoot” in the first person is unlikely to be used in a
criminal shooting context on a social network. The
conditional mood, for example in phrases such as
“what if, would’ve, wouldn’t”, indicates a hypothet-
ical situation rather than a real event. Similarly, fu-
ture tense does not indicate someone is witnessing
or has witnessed an event.

Popular culture references. Flagging and re-
moving posts with song lyrics or references to mu-
sic, bands, video games, movies, or television shows
can greatly improve results as it is not uncommon
for eyewitness features to be referencing a fictional
event the user saw in one of these mediums.

Temporal markers. Language such as “last
night, last week, weeks ago, months ago” and sim-
ilar phrases suggest an event happened an extended
period of time in the past, and is not a current eye-
witness.

2.3 Finding eyewitness events

Identifying an event from a set of eyewitness posts
can be done using a simple clustering approach.
Most common clustering methods on text data fo-

3While it is possible to have a psycho- or sociopathic wit-
ness who would not react with typical trauma emotions (Fowles,
1980; Ekman, 1985; Herpetz et al., 2001; Patrick, 1994), we
judged this situation to be sufficiently rare to be discounted. In
addition, while “gallows humor” occurs among first responders,
it is not generally widely spread outside their cohort (Moran,
2002), or is indicative of after-the-fact third party commen-
tary (Phillips, 2015; Davies, 2003).

cus on semantic similarity. However, the eyewitness
filters we created already enforced a level of seman-
tic similarity for their resulting documents, so such
clustering would not be effective for our use case.

Multiple separate events of a newsworthy nature
are unlikely to be occurring simultaneously in the
same location at the same time, or such instances
will be considered part of a single large event.
Therefore, we propose using a spatio-temporal clus-
tering algorithm to identify potential events. By
forcing the spatial proximity to be small (limited to
approximately a neighborhood in size) and the tem-
poral locality to be similarly tight, say less than 30
minutes, we can effectively group documents related
to events. A good summary of such methods is pro-
vided in Kisilevich et al. (2010).

2.4 Method summary

In this section, we describe a complete process for
finding eyewitness posts and events.

We start by enriching each document in the feed
with geolocation information of the Twitter user, for
use in the clustering step to identify events. Ge-
olocation information is central to our approach to
finding events, but less than 5% of tweets have lo-
cation data available. There are many approaches
that can be used to enrich social media posts with
a prediction of a user’s location. Good summaries
are available in Ajao et al. (2015) and Jurgens et
al. (2015). We implemented the method described
in Apreleva and Cantarero (2015) and were able to
add user location information to about 85% of users
in our datasets with an 8 km median error. This is
accurate enough to place users in their city or neigh-
borhood and enables us to find more posts related to
the same event.

After enriching the data, we apply the semantic
context topic filters, then the eyewitness linguistic
features, and then remove documents matching the
non-eyewitness features. This produces a set of eye-
witness documents. Specific examples of how to
construct these filter rules for criminal shootings,
police activity, and protests are available on github4.
Further event types could be easily constructed by
combining a relevant semantic context with the eye-
witness linguistic features presented here.

4https://github.com/erikavaris/topics
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This set of eyewitness documents can then be
run through a spatio-temporal clustering approach
to find events. In our examples, the set of eyewit-
ness documents never had more than around 100-
200 documents in a 24-hour period. Since this set
is so small, we were able to use a simple approach
to clustering. We start by computing the complete
distance matrix for all points in the dataset using
the greater circle distance measure. The greater cir-
cle distance is the shortest distance between two
points on a sphere, a good approximation to dis-
tances on the surface of the Earth. We can then clus-
ter points using an algorithm such as DBSCAN (Es-
ter et al., 1996). DBSCAN clusters together points
based on density and will mark as outliers points
in low-density regions. It is commonly available
in many scientific computing and machine learning
packages in multiple programming languages, and
hence a good choice for our work.

For each cluster we then look at the max distance
between points in the cluster and check that it is less
than a distance τd. In our experiments we set the
threshold to be about 10 km. If the cluster is within
this threshold, we then sort the posts in the cluster
by time, and apply a windowing function over the
sorted list. If there are more than τs documents in
the windowed set, we label this set as an event. We
used τs = 1 for our experiments and time window-
ing functions, tw, in sizes between 20 and 40 min-
utes.

3 Experiments

Using the method described in the previous section,
we built filter rules for criminal shootings, unusual
police activity, and protests. We ran each filter rule
over the Twitter Firehose (unsampled data) on a 24/7
basis. We then sampled random days from each
filter, pulling data back for 24 hours, and applied
the spatio-temporal algorithm to identify potential
events.

Since the resulting sets of documents are rel-
atively small, we measured the accuracy of our
method by hand. Generally a method of this type
might report on the precision and recall of the solu-
tion, but it is not possible to truly measure the re-
call without reading all messages on Twitter in the
time period to make sure posts were not missed. In

our case, we simply conducted a search of news ar-
ticles after the fact to see if any major events were
not picked up by the filter rules on the days that were
sampled. For the days that we sampled, there were
no major news events that failed to show up in our
filters.

We optimized for precision than recall in this
study as the goal is to surface potential events oc-
curring on Twitter that may be newsworthy. It is
more useful to correctly identify a set of documents
as interesting with high accuracy than it is to have
found every newsworthy event on the network but
with many false positives.

Labeling the accuracy (precision) of a method sur-
rounding semantic topic goals is subjective, so we
had multiple people classify the resulting sets as
eyewitness, non-eyewitness, and off-topic, and then
averaged the results. We used the label “non-eye”
on posts that were referencing real events, but were
clearly second- or third-hand commentary and not
clearly embedded in the local community. Most of-
ten these posts represented a later stage of news dis-
semination where the author heard about the event
from afar and decided to comment on it.

While the authors of these tweets were not true
eyewitnesses to these events, they are potentially
interesting from a news commentary perspective,
and were accurate to the event topic. Thus, we
may consider the general event semantic accuracy as
the combined values of “eyewitness” and “non-eye”
tweets.

3.1 Results

3.2 Eyewitness posts

Accuracy results for different sets of eyewitness
posts on different dates are shown in Table 1.

What day data was pulled had an impact on the
accuracy measurement. Table 1 illustrates this dif-
ference particularly in the shooting results. For
02/02/2015, there was more Twitter traffic pertain-
ing to shootings than there was on 06/15/2015,
which likely influenced the higher eyewitness ac-
curacy of 72% vs. 46%. We have generally ob-
served on Twitter that when major events are occur-
ring the conversation becomes more focused and on
topic, and when nothing major is happening results
are lower volume and more noisy.
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Table 1: Accuracy results for different eyewitness filters. Data were pulled for a 24 hour period on the random dates shown. Count

is the total number of documents in each set.

Topic Date Count Eyewitness Non-Eye Off-Topic Semantic Accuracy
Shooting 2/4/15 126 72% 21% 7% 93%
Shooting 6/15/15 41 46% 20% 34% 66%

Police 3/24/15 100 73% 14% 13% 87%
Police 6/17/15 293 71% 11% 18% 82%

Protests 5/23/15 196 56% 31% 13% 87%
Protests 6/23/15 89 52% 25% 24% 77%

Averages 62% 20% 18% 82%

In these data pulls, the combined eyewitness and
non-eyewitness general semantic accuracy was 93%
and 66%, respectively. We note that on average the
accuracy of our filters is 82% across the days and
filters measured.

3.2.1 Events
The approach outlined in 2.3 successfully sur-

faced on-topic events from the sets of eyewitness
tweets. We found its effectiveness to be low on
individual filter rules due to the low volume of
tweets. We were able to find more relevant clusters
by combining the criminal eyewitness topic streams
– shootings, police activity, and protests – that cor-
responded to events we could later find in the news
media.

In running these experiments, we found that it
was important to add an additional parameter to the
cluster that ensured there were tweets from differ-
ent users. It was common to find multiple tweets
that would cluster from the same user that was shar-
ing updates on a developing situation. Both of these
behaviors are of potential interest and the algorithm
may be adjusted to weight the importance of multi-
ple updates versus different user accounts.

4 Conclusion

This paper presents a novel combinatory method of
identifying eyewitness accounts of breaking news
events on Twitter, including simple yet extensive lin-
guistic filters together with grouping bursts of infor-
mation localized in time and space. Using primar-
ily linguistic filters based on sociolinguistic behav-
ior of users on Twitter, a variety of event types are
explored, with easily implemented extensions to fur-
ther event types.

The filters are particularly appealing in a busi-
ness application; with minimal training we were
able to teach users of our platform to construct new
rules to find eyewitness events in different topical
areas. These users had no knowledge of program-
ming, linguistics, statistics, or machine learning.We
found this to be a compelling way to build real-time
streams of relevant data when resources would not
allow placing a computational linguist, data scien-
tist, or similarly highly trained individual on these
tasks.

The system offers a straightforward technique
for eyewitness filtering compared with Diakopou-
los et al. (2012), easily implemented in a stream-
ing environment, requiring no large training datasets
such as with machine learning, and achieving higher
accuracies than comparable machine learning ap-
proaches (Imran et al., 2013). Together with spatio-
temporal clustering to identify eyewitness tweets
that are spatially and temporally proximate, our eye-
witness filter presents a valuable tool for surfacing
breaking news on social media.

For future research, a machine learning layer
could be added with broader linguistic filters, and
may help achieve higher recall while maintaining the
high accuracy achieved with our narrow linguistic
keywords.
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Abstract

Depression is a major threat to public health,
accounting for almost 12% of all disabilities
and claiming the life of 1 out of 5 patients
suffering from it. Since depression is often
signaled by decreasing social interaction, we
explored how analysis of online health forums
may help identify such episodes. We collected
posts and replies from users of several forums
on healthboards.com and analyzed changes
in their use of language and activity levels over
time. We found that users in the Depression fo-
rum use fewer social words, and have some re-
vealing phrases associated with their last posts
(e.g., cut myself ). Our models based on these
findings achieved 94 F1 for detecting users
who will withdraw from a Depression forum
by the end of a 1-year observation period.

1 Introduction

According to the World Health Organization, 30.8%
of all years lived with disability (YLDs) are due to
mental and neurological conditions (WHO, 2001).
Among these conditions, depression alone accounts
for a staggering 11.9% of all the disability. The
Global Burden of Diseases, Injuries, and Risk Fac-
tors Study estimated that depression is responsible for
4.4% of the Disability-Adjusted Life Years (DALYs)
lost, and if the demographic and epidemiological
transition trends continue, by the year 2020 depres-
sion will be the second leading cause of DALYs lost,
behind only ischaemic heart disease (WHO, 2003).

Although depression carries a significant amount
of the total burden of all the diseases, this is not its
most tragic outcome. Depression claims the lives of

15-20% of all its patients through suicide (Goodwin
and Jamison, 1990), one of the most common yet
avoidable outcomes of this disorder. Early detection
of depression has been a topic of interest among
researchers for some time now (Halfin, 2007), but
the cost of detection or diagnosis is extremely high,
as 30% of world governments who provide primary
health care services do not have this type of program
(Detels, 2009), and these diagnoses are done based
on patients’ self-reported experiences and surveys.

Social media offers an additional avenue to search
for solutions to this problem. Posts, comments, or
replies on different social media sites, e.g., Facebook
or Twitter, in conjunction with natural language pro-
cessing techniques, can capture behavioral attributes
that assist in detecting depression among the users
(De Choudhury et al., 2013). One property of depres-
sion that has not been well explored in social media is
its temporal aspect: it may be episodic, recurrent, or
chronic, with a recurrence rate of 35% within 2 years.
Thus it is critical, when using social media to look at
depression, to study how behavioral patterns change
over a detailed timeline of the user. For example, de-
creased social interaction, increased negativity, and
decreased energy may all be signals of depression.

In this work, we make the following contributions:

1. We collect a large dataset of user interactions
over time from online health forums about de-
pression and other related conditions.

2. We identify phrases (e.g. cut myself, depression
medication) that are highly associated with the
last post or reply of a user in a depression forum.

3. We show that users in depression forums have
a substantially lower use of social words than
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users of related forums.
4. We show that user demographics, activity levels,

and timeline information can accurately predict
which users will withdraw from a forum.

While these contributions obviously do not repre-
sent a solution to depression, we believe they form a
significant first step towards understanding how the
study of social media timelines can contribute.

There are several other works that have analyzed
participation continuation problems in different on-
line social paradigms using different approaches, i.e.
friendship relationship among users (Ngonmang et
al., 2012), psycholinguistic word usage (Mahmud
et al., 2014), linguistic change (Danescu-Niculescu-
Mizil et al., 2013), activity timelines (Sinha et al.,
2014), and combinations of the above (Sadeque et
al., 2015). Also there are numerous works that con-
tributes to the mental health research (De Choudhury
et al., 2016; De Choudhury, 2015; Gkotsis et al.,
2016; Colombo et al., 2016; Desmet and Hoste, 2013)
We believe ours is the first work to integrate language
and timeline analysis for studying decreasing social
interaction in depression forums.

2 Data

Our data is collected from HealthBoards1, one of the
oldest and largest support group based online social
networks with hundreds of support groups dedicated
to people suffering from physical or mental ailments.
Users in these forums can either initiate a thread, or
reply to a thread initiated by others.

We focused on the forums Depression, Relation-
ship Health, and Brain/Nervous System Disorders.
While depression remains our main focus, the other
two forums represent related conditions and serve
as control groups to which we can compare the De-
pression forum. Relationship Health includes so-
cial factors that interact heavily with mental health.
Brain/Nervous System Disorder considers a more
physical perspective, including the neuropsychiatric
disorders Arachnoiditis, Alzheimer’s Disease and
Dementia, Amyotrophic Lateral Sclerosis (ALS),
Aneurysm, Bell’s Palsy, Brain and Head Injury, Brain
and Nervous System Disorders, Brain Tumors, Cere-
bral Palsy and Dizziness/Vertigo.

1http://www.healthboards.com/

Depression Relationship Brain/Nervous
Posts 19535 17810 13244
Replies 105427 199430 74974
Users 15340 12352 14072
Reply/Post 5.4 (0.1) 11.2 (0.1) 5.6 (0.1)
Post/User 1.3 (0.03) 1.4 (0.03) 0.9 (0.03)
Reply/User 6.9 (0.4) 16.1 (1.3) 5.3 (0.7)
Gender: male 20.77% 22.15% 22.99%
Gender: female 54.07% 57.52% 59.16%
Gender: unspecified 25.16% 20.33% 17.85%

Table 1: Summary of the data collected from Health-
Boards. Numbers in parentheses are standard errors.

We crawled all of the posts (thread initiations) and
replies to existing threads for these support groups
from the earliest available post until the end of April
2016. The posts and replies were downloaded as
HTML files, one per thread, where each thread con-
tains an initial post and zero or more replies. The
HTML files were parsed and filtered for scripts and
navigation elements to collect the actors, contents
and general information about the thread. We stored
this collected information using the JSON-based Ac-
tivity Stream 2.0 specification from the World Wide
Web Consortium (W3C, 2015). All collected con-
tents were part-of-speech tagged using the Stanford
part-of-speech tagger (Manning et al., 2014) and all
words were tagged with their respective psycholin-
guistic categories by matching them against the Lin-
guistic Inquiry and Word Count (LIWC)2 lexicon.

Table 1 gives descriptive statistics of the dataset.
All three forums are roughly similar in number of
users. However, users in the Depression forum are
less engaged than users in Relationship Health, hav-
ing a lower average number of replies per post and
a lower average number of replies per user. While
the Depression forum is similar to the Brain/Nervous
System Disorder forum in terms of posts and replies
per user, there are more users in the Depression fo-
rums that choose not to specify their gender.

2.1 Language Analysis
We hypothesized that the final post of a user might
include linguistic cues of their decreasing social in-
teraction. For this experiment, we considered users
who were inactive for at least the one year preceding
the day of data collection. We gathered the contents
of their posts, and used pointwise mutual information
(PMI) between unigrams (and bigrams) and last posts

2http://www.liwc.net/
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(a) Depression (NR) (b) Relationship Health (NR) (c) Brain/Nervous System (NR)

(d) Depression (R) (e) Relationship Health (R) (f) Brain/Nervous System (R)

Figure 1: The final 12 months of word use by category: Social (top; green), Cognition (2nd from top; yellow),
Affect (middle; blue), Positive Emotion (crimson; 2nd from bottom), and Negative Emotion (orange; bottom).

Depression Relationship Brain/Nervous
Bigrams PMI Bigrams PMI Bigrams PMI
I+Feel 0.54 i+no 0.77 got+Bells 0.76

of+Pristiq 0.53 this+disorder 0.74 centre+of 0.73
My+fiance 0.52 a+narcissist 0.70 neural+canal 0.72
My+partner 0.50 wife+said 0.67 prominence+of 0.72

depression+med. 0.48 He+constantly 0.66 ears+from 0.68
in+middle 0.47 dad+does 0.65 bulge+with 0.68

’m+suffering 0.47 confessed+that 0.65 mild+posterior 0.67
slept+with 0.46 Just+recently 0.64 small+intestine 0.67
cut+myself 0.46 my+fiance 0.63 your+biggest 0.67
Any+help 0.46 she+continued 0.63 are+increasing 0.67

Table 2: Top 10 bigrams from each forum based on
their PMI with last posts. For space, we abbreviated
medication as med.

to identify words (and bigrams) that occurred in last
posts more often than would be expected by chance.
We excluded unigrams occurring less than 50 times
and bigrams occurring less than 10 times.

Table 2 lists the top 10 bigrams most associated
with last posts in each forum. These n-grams suggest
differences in reasons for leaving different types of
forums. Depression has some especially revealing
phrases: people appear to withdraw from the forum
after starting treatment (of Pristiq, depression med-
ication), but also after apparent calls for help (’m
suffering, cut myself, Any help).

We next hypothesized that there may be observable
changes over time in the language of users who are

disengaging from the community. We identified the
five LIWC psycholinguistic classes that were most as-
sociated with last posts across the forums (using PMI
as above): Social, Cognition, Affect, Positive Emo-
tion, and Negative Emotion. We selected the most
active users that (1) posted in at least two different
years, and (2) made at least 100 posts or replies. We
then divided these users into two cohorts. The first
cohort included the top 100 users who were inactive
for at least one year preceding the day of data collec-
tion, which we call the non-returning (NR) cohort.
The second cohort included the top 100 users with
high activity but not marked as inactive yet, which
we call the returning (R) cohort.

We then considered the 12 months ending at the
user’s last post or reply, and graphed the frequency
that words from the five psycholinguistic classes were
used. Figure 1 shows the use of words from different
psycholinguistic classes over time. For most word
classes, usage is fairly constant over time and similar
across the forums. However, use of social words in
the Depression forum is about 40% lower than in Re-
lationship Health or Brain/Nervous System Disorder.
This reduced use of social words may indicate less
social interaction and less energy, consistent with
signs of recurring depressive episodes. Interestingly,
both the returning (R) cohort and the non-returning
(NR) cohort exhibit this behavior.
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(a) Sentiment score (NR)

Figure 2: Sentiment score of activities over the fi-
nal 12 months for three forums for Depression fo-
rums (blue), Relationship Health forums (orange),
and Brain/Nervous System Disorder forums (grey).

2.2 Sentiment Analysis

We hypothesized that sentiment scores of users’ later
activities might provide some insight into their de-
creasing social interaction. We encountered many
posts with negative sentiment after which the user
stopped participating in the forum, for example:

. . . I was really frightened of what was hap-
pening to me, my Mum took me straight
back to the doctors, to a different one, they
were useless, they put me straight on zoloft,
I took the zoloft for about 3 days when ev-
erything got worse, I couldn’t eat, I kept
throwing up, I was having constant panic
attacks I just wanted to sleep but lived in
fear when I was alone. . . 3

To investigate, we took the same users from the lan-
guage analysis and calculated sentiment for all of
their posts and replies using the Stanford CoreNLP
(Manning et al., 2014) sentiment analyzer (Socher et
al., 2013). The analyzer scores each sentence from
0 to 4, with 0 being extremely negative and 4 being
extremely positive. We take as the score for an activ-
ity (post or reply) the average of the sentence-level
scores for all sentences in that activity.

We graphed the average activity sentiment scores
for each forum by averaging the scores over the last
12 months of each user. Figure 2 shows that there was
little change in sentiment scores over time, and the
lines closely follow the average score for respective
forums (Depression: 1.68, Relationship Health: 1.70,
Brain/Nervous System Disroder: 1.78). (The figure

3http://www.healthboards.com/boards/

2346283-post1.html

Depression Relationship Brain/Nervous
Return Non-return Return Non-return Return Non-return

AvgInit 114.3 192.5 139.3 420.1 236.3 332.8
AvgMax 218.7 453.3 215.8 492.8 225.2 445.0
AvgMed 1.5 8.8 1.1 15.9 2.7 3.0

Table 3: Average initial (AvgInit), maximum (Avg-
Max), and median (AvgMed) idle time (in days) for
users in the forums.

shows non-returning users; returning users were sim-
ilar.) This finding refutes our hypothesis regarding
sentiment scores of later activities being useful for
predicting continued participation.

2.3 Idle Time Analysis

We hypothesized that a user’s idle time predict
whether they remain socially engaged in the forum.
We define idle time as the time between two sequen-
tial activities (posting or replying). For each forum,
we identified all users who posted in at least two
different years, and selected 50 random users who
were active within the one year preceding the day
of data collection, and 50 random users who were
not. We then calculated the initial idle time (from ac-
count creation to first activity), maximum idle time,
and median idle time. Table 3 shows average ini-
tial, maximum, and median idle times across the
forums. In general, non-returning users wait longer
before their first activity, and have larger maximum
and median idle times. Depression forum users have
smaller initial idle times than Relationship Health
or Brain/Nervous System Disorder users, both for
returning and non-returning users.

3 Prediction Task

Having observed linguistic and timeline features that
suggest when a user is withdrawing from a Depres-
sion forum, we began to construct a predictive model
for identifying users that are entering such episodes.
This task is similar to the continued participation
prediction task introduced by Sadeque et al. (2015).
Formally, we consider the model

m∆t(u) =


1 if ∃a ∈ activities(u) :

start(u) + ∆t < time(a) <

start(u) + ∆t + maxtime(u)
0 otherwise
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Obs BL D A T DAT DATP DATU DATB DATG DATS
1 78.6 78.7 66.8 81.9 83.3 82.9 78.4 81.2 79.3 83.4
6 87.3 82.9 75.5 90.2 91.1 90.7 90.9 91.1 91.1 91.2

12 92.5 84.1 78.8 93.7 94.0 94.0 94.1 94.0 94.0 94.1

Table 4: F-1 scores predicting which users will stop
participating in the Depression forum, for different
observation periods (Obs; in months) and different
feature sets. BL: Classifier that predicts all inactive.

where ∆t is the observation period, u is a user,
start(u) is the time at which the user u created an
account, activities(u) is the set of all activities of
user u, time(a) is the time of the activity a, and

maxtime(u) = max
a∈activities(u)

time(a)

Intuitively, m should predict 0 iff ∆t time has elapsed
since the user created their account and the user will
be inactive in the forum for longer than ever before.

We considered the following classes of features:

D User profile demographics: gender and whether a
location and/or an avatar image was provided.

A Activity information: number of thread initiations,
number of replies posted, number of replies re-
ceived from others, number of self-replies.

T Timeline information: initial, final, maximum and
median idle times.

U/B/G Bag of unigrams/bigrams/1-skip-2-grams
from the last post of the observation period.

P Counts of words for each LIWC psycholinguistic
class in the last post of the observation period.

S Sentiment score of the last post of the observation
period

We trained an L2 regularized logistic regression
from LibLinear (Fan et al., 2008) using the data col-
lected from the Depression forum. Throwaway ac-
counts (Leavitt, 2015), defined as accounts with ac-
tivity levels below the median (2 posts or replies),
were excluded from training and testing, though their
replies to other users were included for feature ex-
traction. After removing such accounts, 8398 user
accounts remained, of which we used 6000 for train-
ing our model, and 2398 for testing.

Table 4 shows the performance of this model on
different observation periods (1 month, 6 months, 12
months) and different combinations of the feature
classes. It also shows the performance of a baseline
model (BL) that predicts that all users will be inac-

tive, the most common classification. We measure
performance in terms of F1 (the harmonic mean of
precision and recall) on identifying users who with-
draw from the forum by the end of the observation
period. The most predictive features are the timeline
(T) features, resulting in F1 of 93.7 for a 12 month
observation period. Though demographic (D) and
activity (A) features underperform the baseline alone,
adding them to the timeline features (DAT column)
yields a 6% error reduction: 94.0 F1. The improve-
ment is larger for 1 and 6 month observation periods:
8% and 10% error reductions, respectively.

Adding the language-based features (the DATP,
DATU, DATB, DATG, DATS columns) does not in-
crease performance. This is despite our findings in
section 2.1 that some phrases were associated with
final posts in the forum, but consistent with our find-
ings in Section 2.2 that sentiment analysis was not
a strong predictor. This failure of linguistic features
may be due to the relatively modest associations; for
example, cut myself had a PMI of 0.46, and is thus
only 38% more likely to show up in a last post than
expected by chance. It may also be due to the sim-
plicity of our linguistic features. Consider Im getting
to that rock bottom phase again and im scared. By
PMI, rock bottom is not highly associated with last
posts, since people often talk about recovering from
rock bottom. Only present tense rock bottom is con-
cerning, but none of our features capture this kind of
temporal phenomenon.

4 Conclusion

Our analysis of user language and activities in
depression-oriented health forums showed that cer-
tain phrases and a decline in the use of social words
are associated with decreased social interaction in
these forums. Our predictive models, based on this
analysis, accurately identify users who are withdraw-
ing from the forum, and we found that while demo-
graphic, activity, and timeline features were predic-
tive, simple linguistic features did not provide addi-
tional benefits. We believe that better understanding
of the attributes that contribute to the lack of social en-
gagement in online social media can provide valuable
insights for predicting medical issues like depressive
episodes, and we hope that our current work helps to
form a foundation for such future research.
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Abstract

Work on cross document coreference resolu-
tion (CDCR) has primarily focused on news
articles, with little to no work for social media.
Yet social media may be particularly challeng-
ing since short messages provide little con-
text, and informal names are pervasive. We
introduce a new Twitter corpus that contains
entity annotations for entity clusters that sup-
ports CDCR. Our corpus draws from Twit-
ter data surrounding the 2013 Grammy music
awards ceremony, providing a large set of an-
notated tweets focusing on a single event. To
establish a baseline we evaluate two CDCR
systems and consider the performance impact
of each system component. Furthermore, we
augment one system to include temporal in-
formation, which can be helpful when docu-
ments (such as tweets) arrive in a specific or-
der. Finally, we include annotations linking
the entities to a knowledge base to support en-
tity linking. Our corpus is available: https:
//bitbucket.org/mdredze/tgx

1 Entity Disambiguation

Who is who and what is what? Answering such
questions is usually the first step towards deeper se-
mantic analysis of documents, e.g., extracting rela-
tions and roles between entities and events. Entity
disambiguation identifies real world entities from
textual references. Entity linking – or more gen-
erally Wikification (Ratinov et al., 2011) – dis-
ambiguates reference in the context of a knowl-
edge base, such as Wikipedia (Cucerzan, 2007; Mc-
Namee and Dang, 2009; Dredze et al., 2010; Zhang

et al., 2010; Han and Sun, 2011). Entity linking sys-
tems use the name mention and a context model to
identify possible candidates and disambiguate sim-
ilar entries. The context model includes a vari-
ety of information from the context, such as the
surrounding text or facts extracted from the docu-
ment. Though early work on the task goes back to
Cucerzan (2007), the name entity linking was first
introduced as part of TAC KBP 2009 (McNamee and
Dang, 2009).

Without a knowledge base, cross-document coref-
erence resolution (CDCR) clusters mentions to form
entities (Bagga and Baldwin, 1998b). Since 2011,
CDCR has been included as a task in TAC-KBP
(Ji et al., 2011) and has attracted renewed interest
(Baron and Freedman, 2008b; Rao et al., 2010; Lee
et al., 2012; Green et al., 2012; Andrews et al.,
2014). Though traditionally a task restricted to small
collections of formal documents (Bagga and Bald-
win, 1998b; Baron and Freedman, 2008a), recent
work has scaled up CDCR to large heterogenous
corpora, e.g. the Web (Wick et al., 2012; Singh et
al., 2011; Singh et al., 2012).

While both tasks have traditionally considered
formal texts, recent work has begun to consider in-
formal genres, which pose a number of interesting
challenges, such as increased spelling variation and
(especially for Twitter) reduced context for disam-
biguation. Yet entity disambiguation, which links
mentions across documents, is especially important
for social media, where understanding an event of-
ten requires reading multiple short messages, as op-
posed to news articles, which have extensive back-
ground information. For example, there have now
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been several papers to consider named entity recog-
nition in social media, a key first step in an entity
disambiguation pipeline (Finin et al., 2010; Liu et
al., 2011; Ritter et al., 2011; Fromreide et al., 2014;
Li et al., 2012; Liu et al., 2012; Cherry and Guo,
2015; Peng and Dredze, 2015). Additionally, some
have explored entity linking in Twitter (Liu et al.,
2013; Meij et al., 2012; Guo et al., 2013), and have
created datasets to support evaluation. However, to
date no study has evaluated CDCR on social media
data,1 and there is no annotated corpus to support
such an effort.

In this paper we present a new dataset that sup-
ports CDCR in Twitter: the TGX corpus (Twitter
Grammy X-doc), a collection of Tweets collected
around the 2013 Grammy music awards ceremony.
The corpus includes tweets containing references to
people, and references are annotated both for entity
linking and CDCR. To explore this task for social
media data and consider the challenges, opportuni-
ties and the performance of state of the art CDCR
methods, we evaluate two state-of-the-art CDCR
systems. Additionally, we modify one of these sys-
tems to incorporate temporal information associated
with the corpus. Our results include improved per-
formance for this task, and an analysis of challenges
associated with CDCR in social media.

2 Corpus Construction

A number of datasets have been developed to eval-
uate CDCR, and since the introduction of the TAC-
KBP track in 2009, some now include links to a KB
(e.g. Wikipedia). See Singh et al. (2012) for a de-
tailed list of datasets. For Twitter, there have been
several recent entity linking datasets, all of which
number in the hundreds of tweets (Meij et al., 2012;
Liu et al., 2013; Guo et al., 2013). None are anno-
tated to support CDCR.

Our goal is the creation of a Twitter corpus to
support CDCR, which will be an order of magni-
tude larger than corresponding Twitter corpora for
entity linking. We created a corpus around the
2013 Grammy Music Awards ceremony. The pop-
ular ceremony lasted several hours generating many

1Andrews et al. (2014) include CDCR results on an early
version of our dataset but did not provide any dataset details or
analysis. Additionally, their results averaged over many folds,
whereas we will include results on the official dev/test splits.

tweets. It included many famous people that are in
Wikipedia, making it suitable for entity linking and
aiding CDCR annotation. Additionally, Media per-
sonalities often have popular nicknames, creating an
opportunity for name variation analysis.

Using the Twitter streaming API2, we collected
tweets during the event on Feb 10, 2013 between
8pm and 11:30pm Eastern time (01:00am and 04:30
GMT). We used Carmen geolocation3 (Dredze et al.,
2013) to identify tweets that originated in the United
States or Canada and removed tweets that were not
identified as English according to the Twitter meta-
data. We then selected tweets containing “grammy”
(case insensitive, and including “#grammy”), reduc-
ing 564,892 tweets to 50,429 tweets. Tweets were
processed for POS and NER using Twitter NLP
Tools 4 (Ritter et al., 2011). Tweets that did not in-
clude a person mention were removed. Using an au-
tomated NER system may miss some tweets, espe-
cially those with high variation in person names, but
it provided a fast and effective way to identify tweets
to include in our data set. For simplicity, we ran-
domly selected a single person reference per tweet.5

The final set contained 15,736 tweets.
We randomly selected 5,000 tweets for annota-

tion, a reasonably sized subset for which we could
ensure consistent annotation. Each tweet was exam-
ined by two annotators who grouped the mentions
into clusters (CDCR) and identified the correspond-
ing Wikipedia page for the entity if it existed (en-
tity linking). As part of the annotation, annotators
fixed incorrectly identified mention strings. Simi-
lar to Guo et al. (2013), ambiguous mentions were
removed, but unlike their annotations, we kept all
persons including those not in Wikipedia. Mentions
that were comprised of usernames were excluded.

The final corpus contains 4,577 annotated tweets,
10,736 unlabeled tweets, and 273 entities, of which
248 appear in Wikipedia. The corpus is divided
into five folds by entity (about 55 entities per fold),

2
https://dev.twitter.com/streaming/reference/get/statuses/

sample
3
https://github.com/mdredze/carmen

4https://github.com/aritter/twitter_nlp
5In general, within document coreference is run before

CDCR, and the cross-document task is to cluster within-
document coreference chains. In our case, there were very few
mentions to the same person within the same tweet, so we did
not attempt to make within-document coreference decisions.

21



Mentions per entity: mean 16.77
Mentions per entity: median 1
Number of entities 273
Number of mentions (total tweets) 15,313
Number of unique mention strings 1,737
Number of singleton entities 166
Number of labeled tweets 4,577
Number of unlabeled tweets 10,736
Words/tweet (excluding name): mean 10.34
Words/tweet (excluding name): median 9

Table 1: Statistics describing the TGX corpus.

where splits were obtained by first sorting the en-
tities by number of mentions, then doing system-
atic sampling of the entities on the sorted list. The
first split is reserved for train/dev purposes and the
remaining splits are reserved for testing. This al-
lows for a held out evaluation instead of relying
on cross-validation, which ensures that future work
can conduct system development without the use
of the evaluation set. Some summary statistics ap-
pear in Table 1 and examples of entities in Table 2.
The full corpus, including annotations (entity link-
ing and CDCR), POS and NER tags are available at
https://bitbucket.org/mdredze/tgx.6

3 Models

We consider two recent models that represent state-
of-the-art performance on CDCR. While TGX has
entity linking annotations, we focus on CDCR since
Twitter entity linking has been previously explored.

Green et al. (2012) (GREEN) developed a pipeline
system for cross document entity disambiguation.
First, entities with dissimilar mention strings are
identified via “cannot-link” constraints. Then, sub-
ject to these constraints, entities are disambiguated
based on context via a hierarchical clustering step.
Neither of the two steps requires explicit supervi-
sion, but instead relies on the careful tuning of hy-
perparameters. In our experiments, we use a grid
search to find the hyperparameters that yield the
highest score on the development split, and then use
those same hyperparameters for testing with no fur-
ther tuning. We compare the performance of the full
pipeline (FULL), as well as a variation which does
no disambiguation (NO-CONTEXT).

6Permitted by the Twitter terms of service: https://dev.

twitter.com/overview/terms/agreement-and-policy

Andrews et al. (2014) (PHYLO) developed a gen-
erative model for clustering entities across docu-
ments based on name and context similarity.7 Their
work extended a phylogenetic name model (An-
drews et al., 2012) that learns groups of name vari-
ations through string transducers by composing a
phylogeny of name variation based on unlabeled
data. As above, we present versions of the model
with both context and name matching (FULL) as well
as without context (NO-CONTEXT). Parameters are
tuned on dev data as with GREEN.

A unique property of TGX is its temporal or-
dering, where documents are timestamped and time
impacts entity priors. Figure 4 shows the number
of mentions for the top 10 entities over time. The
curves are highly peaked, suggesting that there is a
small window in time in which the entity is popular,
though there are occurrences over the whole event.

We modify PHYLO to include consider temporal
information. The model is a generative account of
the process by which authors choose particular name
spellings, either by copying some existing spelling
(possibly introducing variation) or coming up with
new names from scratch. This process is modeled in
two parts: (1) a name model which assigns prob-
abilities to different spelling variations, and a (2)
parent model which assigns probabilities to differ-
ent parent-child relationships. The parent-child re-
lations give ancestral lineages which form a phylo-
genetic tree; the connected components of this tree
give a partition of names into entity clusters.

Andrews et al. proposed a log-linear model for the
parent model to incorporate topic features in order to
disambiguate between entities with similar names.
By incorporating different features in this log-linear
model we give the model more flexibility in explain-
ing the choice of parent. To incorporate temporal
information, we introduce features that look at the
proximity of pairs of named-entities in time. There
are several options for incorporating temporal fea-
tures; we use a simple overlapping sliding window
approach. We use a width of 10 minutes with 5
minute overlaps; every tweet is in two windows ex-
cept for the first and last 5 minutes. The indicator
of a shared bucket fires if a parent and child appear
in the same bucket. Unsupervised training can learn

7Code available: https://bitbucket.org/noandrews/phyloinf
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Entity Name # Mentions Example Mentions
Taylor Swift 742 taylor,t-swizzle,swift,tswift,taylor freaken swiift,tay,t swift,taylor alison swift
Adelle 370 adel,adelle,adele
Miranda Lambert 266 miranda lambert,lambert,amanda miranda,miranda lamberts,miranda
Carrie Underwood 264 carrie,underwood,carrie underwear,kerry underwoods
Elton John 227 elton j,sir elton,elton,elton john
Johnny Depp 204 johnny deep,johnny,johnny d,johnny jack sparrow,johhny depp,john depp
Ed Sheeran 189 ed sharon,sherran,ed shee-ran,ed sheerannn,ed sheeren,ed sheeeeeeran,ed sheerin
Miguel 182 miguel
Wiz Khalifa 141 khalifa,wizard,wiz kalifa,wiz kahalifa,wiz
Marcus Mumford 140 marcus,marcus mumford,mark mumford,munford

Table 2: The 10 largest entities. 90% of the labeled tweets refer to the 38 most common entities.

Model Dev. B3 Test B3

EXACT 67.8 69.9
GREEN NO-CONTEXT 78.0 77.2

FULL 88.5 79.7
PHYLO NO-CONTEXT 96.9 72.3

FULL 97.4 72.1
FULL+TIME 97.7 72.3

Table 3: CDCR performance (larger B3 is better).

positive weights for these features by observing that
mentions with similar names and contexts, which
makes them likely to paired in the phylogeny, are
also likely to appear in the same time buckets. We
refer to this model as FULL+TIME.

Finally, we compare to an exact mention match
baseline (EXACT), which clusters all mentions with
identical string mentions.

4 Experiments

Following Green et al. (2012) and other CDCR pa-
pers, we report results in terms of B3 (Bagga and
Baldwin, 1998a) in Table 3. First, we note that the
performance of EXACT is relatively high. This is at-
tributable to popular artists that use a single alias as
a stage name, such as Adele or Beyonce. The result
is that these artists are not susceptible to name vari-
ation, except for common misspellings. Only 3.6%
of the mentions are singletons, so they are unlikely
to significantly help this method.

Next, both CDCR models in all configurations
improve over the EXACT baseline. While all ver-
sions of PHYLO improve over GREEN on develop-
ment data, the PHYLO models overfit and do worse
on test. These results differ from Andrews et al.
(2014), which may be due to our hyper-parameter
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Figure 1: The number of (labeled) mentions for the 10 most

common entities shown in 10 minute bins. The entities clearly

spike at given points in the dataset. For example, Taylor Swift

is most popular in the first few minutes of the data because she

performed the opening number.

selection method. Additionally, for both models,
adding context improves over clustering based on
names alone, but test data suffers for PHYLO. Judg-
ing by the resulting clusters, context primarily aided
in identifying two references to the same entity that
had a low name similarity score.

Analysis An analysis of the mistakes made by
the CDCR systems point to several sources of er-
ror. While some entities had little name variation
(e.g., Adelle and Miguel) aside from spelling er-
rors, others had significant diversity. Table 2 shows
the 10 most referenced entities, including number of
mentions and variations. People like Taylor Swift
have numerous name variations, which include ref-
erences to nicknames and full names. This name
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variation accounted for many of the errors in our
output. For instance, the system produced a large
high-precision cluster consisting of “Taylor Swift”
mentions, and another cluster consisting of the fol-
lowing three mentions: T-Swizzle, TSwift, T-Swift.
Similarly, LLCoJ, Llcoolj, LLCOOLJ and LLCoolJ,
were incorrectly placed in their own cluster sepa-
rate from another high-precision cluster consisting
of primarily “LL Cool J” mentions. These errors
highlight challenges of dealing with informal com-
munications.

Similarly, we found several errors due to superfi-
cial name similarity. For instance, the system placed
Jessica Biel and Melissa in the same cluster. The
system also produced a low-precision cluster LL and
Allison Williams, where LL refers to “LL Cool J.”

While abbreviations are common sources of er-
rors in newswire for organizations and countries, we
saw this for people: Neil Patrick Harris vs. NPH.
We also saw more typical variations due to forms of
address, e.g., Taylor vs. Taylor Swift, and Mayer vs.
John Mayer. We did not see many errors where two
entities were confused with each other due to con-
text. Instead, low recall clusters were of the type
described above.

Finally, there are several properties of the data
unique to social media that could help improve re-
sults. First, since our simple time features were
helpful, but more sophisticated temporal models
could further improve the results. Second, Twitter
specific properties, such as hashtags and links, could
be integrated into a modified generative model.
Third, conversations could provide a larger context
for resolution, or aid in identifying name variations
for a mention. We plan to consider these directions.
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Abstract

Understanding expression of emotions in sup-
port forums has great value and NLP methods
are key to automating this. Many approaches
use subjective categories which are more fine-
grained than a straightforward polarity-based
spectrum. However, the definition of such cat-
egories is non-trivial, and we argue for a need
to incorporate communicative elements even
beyond subjectivity. To support our position,
we report experiments on a sentiment-labelled
corpus of posts from a medical support forum.
We argue that a more fine-grained approach
to text analysis important, and also simultane-
ously recognising the social function behind
affective expressions enables a more accurate
and valuable level of understanding.

1 Introduction

There are a wealth of opinions on the internet. So-
cial media has lowered the accessibility bar to an
even larger audience who are now able to share their
voice. However, more than just opinions on external
matters, people are able to share their emotions and
feelings, talking openly about very personal mat-
ters. Online presence has been shown to increase
the chance of sharing personal information and emo-
tions compared to face-to-face interactions (Han-
cock et al., 2007).

Medical support forums are one platform on
which users generate emotion-rich content, ex-
change factual information about elements such as

∗Work carried out while all authors at Xerox Research Cen-
tre Europe.

treatments or hospitals, and provide emotional sup-
port to others (Bringay et al., 2014). This sharing
through open discussion is known to be considerably
beneficial (Pennebaker et al., 2001).

Understanding affective language in the health-
care domain is an effective application of natu-
ral language technologies. Sentiment mining on
platforms such as Twitter, for example, is a quick
method to gauge public opinion of government poli-
cies (Speriosu et al., 2011). However, the level of af-
fective expressions in a support forum setting is con-
siderably more complex than a traditional positive-
negative polarity spectrum.

More than just a more-fined grained labelling
scheme, we also need a deeper understanding on
the language being used. Much sentiment analysis
research has focused on classifying the overall sen-
timent of documents onto a positive-negative spec-
trum (Hu and Liu, 2004). Recently, research work
targeting finer grained analysis has emerged, such
as aspect-based sentiment analysis (Liu, 2012; Pon-
tiki et al., 2014), or semantic role labelling of emo-
tions (Mohammad et al., 2014). This relatively new
trend in social media analytics enables the detection
of not simply binary sentiment, but more nuanced
sentiments and mixed feelings. Such affective ex-
pressions often serve a social purpose (Rothman and
Magee, 2016).

With this in mind, we explore a dataset drawn
from a health-related support forum, labelled for a
variety of expressed sentiments. Here, we do not
necessarily seek state-of-the-art performance, but
use this task to argue for two key positions:

• that sub-document level analysis is required to
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best understand affective expressions
• that to fully understand expressions of emo-

tion in support forums, a fine-grained annota-
tion scheme is required which takes into ac-
count the social function of such expressions.

This paper begins by reviewing work related to
our propositions above. In Section 3 we describe the
data which we have used, paying particular attention
to the annotation scheme. We then report on our ex-
periments, which were defined in order to support
the hypotheses above. Following this, in Section 5
we discuss the implication of this work.

2 Related Work

As reported earlier, polarity-based studies in the
healthcare domain have considerable value. One
work squarely in the public policy domain sought
to classify tweets related to the recent health care re-
form in the US into positive and negative (Speriosu
et al., 2011). Ali et al. (2013) experimented with
data from multiple forums for people with hearing-
loss. They use the subjectivity lexicon of Wilson et
al. (2005) and count-based syntactic features (e.g.
number of adjectives, adverbs, etc.). This approach
outperformed a baseline bag-of-words model, high-
lighting the importance of subjective lexica for text
analysis in health domain. Ofek et al. (2013) use
a dynamic sentiment lexicon to improve sentiment
analysis in an online community for cancer sur-
vivors.

Sokolova and Bobicev (2013) took the lexicon ap-
proach further: they defined a more fine-grained an-
notation scheme (see Section 3) and labelled data
from an IVF-related forum. Their category-specific
set of lexicons performed better, at 6-class classifi-
cation, than a generic subjectivity lexicon. In select-
ing their data, Sokolova and Bobicev (2013) – as Ali
et al. (2013) and others have done – tapped into the
domain of on-line support communities. Eastin and
LaRose (2005) showed that people who seek support
on-line – be it emotional or informational support –
typically find it.

Informational support is based on sharing knowl-
edge and experiences. Emotional support – framed
as empathic communication – has four motiva-
tions: understanding, emotions, similarities and con-
cerns (Pfeil and Zaphiris, 2007). In addition to

direct support, another dimension of such online
groups is self-disclosure (Prost, 2012). Barak and
Gluck-Ofri (2007) identify self-disclosure as spe-
cific to open support groups (e.g. “Emotional Sup-
port for Adolescents”) as opposed to, for exam-
ple, subject-specific discussion forums (e.g. “Veg-
etarianism and Naturalism” or “Harry Potter The
Book”). Self-disclosure serves three social functions
(Tichon and Shapiro, 2003): requesting implicit sup-
port by showing confusion and worries; providing
support by sharing details of a personal experience
and sharing information to further develop social re-
lationships.

3 Data

3.1 Data Source
The data used here1 is that of Bobicev and Sokolova
(2015), an extension of the data described in
Sokolova and Bobicev (2013). Data was collected
from discussion threads on a sub-forum of an In
Vitro Fertilization (IVF) medical forum2 used by
participants who belong to a specific age-group
(over 35s). The dataset (henceforth MedSenti) orig-
inally contained 1321 posts across 80 different top-
ics.

3.2 Annotation Details
There are two approaches to annotation of subjec-
tive aspects of communication: from the perspec-
tive of a reader’s perception (Strapparava and Mihal-
cea, 2007) or that of the author (Balahur and Stein-
berger, 2009). In labelling MedSenti Sokolova and
Bobicev (2013) opted for the reader-centric model
and hence asked the annotators to analyse a post’s
sentiment as if they were other discussion partici-
pants. This is an important differentiation for au-
tomated classification style tasks - models are built
to predict how people will understand the emotion
expressed, as opposed to the emotion or sentiment
an author feels they are conveying. The annotation
scheme was evolved over multiple rounds of data ex-
ploration, and ultimately three sentiment categories
were defined:

1. confusion, (henceforth CONF) which includes
aspects such as “worry, concern, doubt, im-

1Kindly provided to us by the authors.
2http://ivf.ca/forums
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patience, uncertainty, sadness, angriness, em-
barrassment, hopelessness, dissatisfaction, and
dislike”

2. encouragement, (ENCO) includes “cheering,
support, hope, happiness, enthusiasm, excite-
ment, optimism”

3. gratitude, (GRAT) which represents thankful-
ness and appreciation

This set of labels captures important dimensions
identified in the sociology literature. CONF here, for
example, maps to expressions of confusion (Tichon
and Shapiro, 2003) and those of concern (Pfeil and
Zaphiris, 2007).
CONF is essentially a negative category while

ENCO is positive. GRAT would therefore be a sub-
set of positive expressions. In contrast, however, it
was clear that certain expressions which might be
considered negative on a word level – such as those
of compassion, sorrow, and pity – were used with
a positive, supportive intention. They were there-
fore included in the ENCO category, and were often
posted with other phrases which would in isolation
fall under this label.

In addition to the subjective categories, Sokolova
and Bobicev (2013) identified two types of objec-
tive posts: those with strictly factual information
(FACT), and those which combined factual infor-
mation and short emotional expression (typically of
the ENCO type) which were labelled as endorsement
(ENDO). Each of the 1321 individual posts was la-
belled with one of the above five classes by two an-
notators.3

3.3 Data and Label Preprocessing

We select document labels as per Bobicev and
Sokolova (2015): when two labels match, reduce
to a single label; when the labels disagree the post
is marked with a sixth label ambiguous (AMBI),
which was not used in any experiment here. Posts
with previous post quotation are annotated with
(“QOTEHERE”), and quoting posts which contained
no additional content were removed. This leaves
1137 posts in our MedSenti corpus, with the cate-
gory distribution as per Table 1.

3Fleiss kappa = 0.73 (Bobicev and Sokolova, 2015).

Class # Posts %age # Sents %age
CONF 115 10.1 1087 13.5%
ENCO 309 27.2 1456 18.0%
ENDO 161 14.2 1538 19.1%
GRAT 122 10.7 733 9.1%
FACT 430 37.8 3257 40.4%
TOTAL 1137 8071
Table 1: Class distribution of posts and sentences

4 Experiments

To support our positions for understanding affective
expressions in support forums, and highlight some
of the challenges with current approaches, we report
a series of experiments.

4.1 Broad methodology

We use a robust dependency syntactic parser (Ait-
Mokhtar et al., 2001) to extract a wide range of
textual features, from n-grams to more sophisti-
cated linguistic attributes. Our experiments are
framed as multi-class classification tasks using lib-
linear (Fan et al., 2008) and used 5-fold stratified
cross-validation. We do not use, here, a domain-
tuned lexicon. We re-implemented the Health Af-
fect Lexicon (Sokolova and Bobicev, 2013) and it
performed as well as previously reported. How-
ever, such lexicons do not generalise well, and label-
based tuning is very task specific. We use the current
set of categories to make more general points about
work in support-related domains.

4.2 Document Level analysis

Here, we consider each post as a single unit of text
with a single label.

4.2.1 5-class classification
We utilised combinations of different linguistic

feature sets, ranging from basic n-grams, through se-
mantic dependency features. Here, we list the best
performing combination: word uni-, bi-, and tri-
grams; binary markers for questions, conjunctions
and uppercase characters; and a broad-coverage po-
larity lexicon. Results can be seen in Table 2

Our best overall score (macro averaged F1 =
0.449) is significantly above the majority class base-
line (F = 0.110). This compares favorably with
the six-class performance of semantic features of the
original data analysis (F1 = 0.397, Sokolova and
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P R F
CONF 0.363 0.357 0.360
ENCO 0.555 0.854 0.673
ENDO 0.147 0.062 0.087
GRAT 0.583 0.492 0.533
FACT 0.573 0.502 0.535
MacroAvg 0.444 0.453 0.449

Table 2: Precision, Recall and F1 for the best feature set on

5-class document-level classification

Bobicev, 2013). However, more important – and
not previously reported – is the per-category perfor-
mance which gives more insight into the data. Es-
sentially, we see that ENCO, GRAT and FACT per-
form relatively well while CONF and in particular
ENDO are considerably poor.

To further explore this result we analyzed the er-
ror matrix (Navindgi et al., 2016). Looking at ENDO
we see that incredibly only 6% has been correctly
classified, while 86% is classified as either FACT or
ENCO. This is theoretically understandable since the
ENDO category is defined as containing aspects of
both the other two categories directly. The reverse
mis-classification is considerably less common, as
is mis-classification as GRAT. CONF is also mis-
classified as FACT a majority, with 43%. One-vs-
All analysis allows further insight (Navindgi et al.,
2016). It is clear that this challenge is not a triv-
ial one - there are distinct patterns of errors when
classifying at the document level. In order to inves-
tigate this further, we move to sentence-level classi-
fication.

4.3 Sentence Level analysis

In sentence-level analysis, we tokenise each post
into its constituent sentences. The 1137 MedSenti
posts become 8071 sentences, MedSenti-sent. As
manual annotation at sentence level would be too
costly, we used automated methods to label the cor-
pus with the five categories of sentiment.

4.3.1 Naı̈ve Labelling
The most trivial approach to label sentences is for

each sentence to inherit the label of the post in which
it is present. Following this method, we obtain the
distribution as reported in Table 1

We run the 5-class classification scenario on
MedSenti-sent using the same conditions and the
previous best feature set; the results are shown in

Table 3. Overall, the performance is worse than the
post-level counterpart, with the exception of a small
improvement to ENDO. FACT is the best performing
individual category, though now with greater recall
than precision.

P R F
CONF 0.235 0.157 0.188
ENCO 0.343 0.360 0.351
ENDO 0.174 0.088 0.117
GRAT 0.264 0.225 0.243
FACT 0.443 0.598 0.509
MacroAvg 0.291 0.286 0.289

Table 3: Precision, Recall and F1 for Sentence-level classifica-

tion

We also explore the model performance with the
error matrix (Navindgi et al., 2016). Our main
observation is that the drop in performance of the
four subjective categories is largely due to mis-
classification of sentences as FACT. Sentences in
this category are the majority in MedSenti-sent.
However, the proportional differences with Med-
Senti do not seem to be not enough to explain the
significant changes.

A more likely explanation is simply that the errors
arise because – at the very least – there can be FACT-
like sentences in any post. At the time of creation,
annotators were asked to label “the most dominant
sentiment in the whole post” (Sokolova and Bobicev,
2013, p. 636). For example, post 141143 contains
the sentence:

Also, a nurse told me her cousin, 44,
got pregnant (ivf)- the cousin lives in the
USA.

The post itself is labelled ENCO. Strictly speaking,
this sentence reports a fact, although it is easy to see
how its purpose is to encourage others.

4.3.2 Subjectivity-informed labelling
One approach to re-labelling of data is to take

advantage of coarser levels of annotation: that of
subjectivity. Is it possible to at least distinguish
which sentences are objective, and could be labelled
as FACT? We have developed a subjectivity model4

built for the SemEval 2016 Aspect Based Senti-
ment Analysis track (Pontiki et al., 2016), which

4brun-perez-roux:2016:SemEval
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was among the top performing models for polarity
detection. We ran this model on all sentences of
the corpus in order to assess their subjectivity. Any
sentence with a subjectivity likelihood of < 0.7 we
consider to be objective; we also removed any sub-
jective sentences which were previously FACT. This
MedSenti-sent-subj set consists of 4147 sentences.
We use the same experimental settings as previously,
with results presented in Table 4.

P R F
CONF 0.315 0.169 0.220
ENCO 0.390 0.457 0.421
ENDO 0.289 0.126 0.176
GRAT 0.284 0.294 0.289
FACT 0.543 0.745 0.628
MacroAvg 0.364 0.358 0.361

Table 4: Precision, Recall and F1 for Sentence-level classifica-

tion of subjectivity-adjusted corpus

Performance is marginally better with this ap-
proach (against a majority macro averaged baseline
of F1 = 0.107). Importantly, in analysing the er-
ror matrix5 the proportion of data mis-classified has
dropped considerably (from 51% to 37%). However,
a related consequence is that the error-rate between
the subjective categories has increased.

5 Discussion

Despite the disappointing results in our sentence
level experiments, we maintain that this level of
analysis, as a step toward aspect-based understand-
ing, is important to explore further. One reason for
poor performance with both the MedSenti-sent and
MedSenti-sent-subj is the approach to annotation at
the sentence level. Naturally manual annotation of
8K sentences is considerably expensive and time
consuming. However, there are clear examples in
the data set of distinct labels being required. Con-
sider the following example, (with manually anno-
tated, illustrative labels):

post id 226470 author1 “author2
said [...] <ENCO> Thanks,I think we
were afraid of rushing into such a big de-
cision but now I feel it is most important
not to have regrets. </ENCO> <FACT>

5Not presented here for space concerns.

The yale biopsy is a biopsy of the lin-
ing of my uterus and it is a new test con-
ducted by Yale University. Here is a link
you can read: URL This test is optional
and I have to pay for it on my own... no
coverage.</FACT>”

The first statement of this post is clearly intended
to encourage the person to whom the author was re-
sponding. The second set of sentences is convey-
ing deliberately factual information about their sit-
uation. In the MedSenti set this post is labelled as
ENDO- the combination of ENCO and FACT. How-
ever, the FACT component of the post is a response
to a question in an even earlier post than the quoted
message. It could be argued therefore that these sen-
timent do not relate in the way for which the ENDO
label was created. To consider post-level labels,
then, we would argue is too coarse grained.

To explore the possible confusion introduced by
the ENDO category, particularly after removing the
objective sentences in MedSenti-sent-subj, we con-
ducted experiments with this category. In this three-
class experiment (ENCO, CONF, and GRAT), perfor-
mance was again reasonable against baseline (F1 =
0.510 over F1 = 0.213), but the error rate was
still high, particularly for GRAT. Regardless of the
linguistic feature sets, the models do not appear to
be capturing the differences between the subjective
categories. This seems contradictory to the origi-
nal authors’ intention of building “a set of senti-
ments that [...] makes feasible the use of machine
learning methods for automate sentiment detection.”
(Sokolova and Bobicev, 2013, p. 636). This is in-
teresting because, from a human reader perspective
(see Section 3), the annotation scheme makes intu-
itive sense. That the expressions of “negative” emo-
tions such as sympathy be considered in the “posi-
tive” category of ENCO aligns with the social pur-
pose behind such expressions (Pfeil and Zaphiris,
2007). Without explicitly calling attention to it,
Sokolova and Bobicev (2013) encoded social pur-
pose into their annotation scheme. As with previous
effort in the space, the scheme they have defined is
very much tuned to the emotional support domain.

In an attempt to understand potential reasons for
errors, we created a visualisation of the annotation
scheme in terms of scheme category label, higher
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level polarity, and sentiment target, which can be
seen in Figure 1. As per the definitions of the cat-

Figure 1: Visualisation of polarity to category mapping given

affect target – one of either self, fellow forum participant, or

external entity

egories, emotions expressed towards external enti-
ties, or oneself are clearly either positive-ENCO or
negative-CONF. However, the pattern is different in
interpersonal expression between forum contribu-
tors. In the medical support environment “negative”
expressions, as previously discussed serve a posi-
tive and supportive purpose. Also, the category of
GRAT– a positive expression – is always in this situ-
ation directed to another participant. This makes the
interpersonal expression loadings both overloaded
both in terms of classification and polarity. These re-
lationships, in many ways, make machine modelling
therein overly noisy.

Of course, it is fair to say that one direction of
work in such a social domain that we did not ex-
plore is context. The original authors report subse-
quently on incorporating context into their experi-
ments: both in terms of the position within a dis-
cussion of a post (Bobicev and Sokolova, 2015) and
the posting history of an author (Sokolova and Bo-
bicev, 2015). In this work we have eschewed con-
text, though acknowledge that it is significantly im-
portant: in the ENCO-FACT sample above, for exam-
ple, context may enable a better understanding that
the ENCO sentence is in response to another ENCO
statement, while the FACT is a response to a direct
question. In this sense, there is a clear motivation to
understand document-level relationships at the sen-
tence level.

Another direction which could be explored is an
alternative annotation scheme. Prost (2012) sug-
gests an annotation scheme used to identify the shar-
ing of both practice-based and emotional support
among participants of online forums for teachers.
This annotation scheme is a combination of schemes
developed for social support forums with those cre-
ated for practice-based forums. Identifed categories
and sub-categories are described in Table 5.

Category Subcategory

Self disclosure

professional experience
personal experience
emotional expression
support request

Knowledge sharing from personal experience
Concrete info or documents

Opinion/evaluation na
Giving advice na
Giving emotional support na
Requesting clarification na

Community building

reference to community
humour
broad appreciation
direct thanks

Personal attacks na
Table 5: Categories and subcategories from support annotation

scheme of Prost (2012)
Most of the categories are relevant for both types

of forums, support and practice-based. Prost anno-
tated texts at the sub-sentence level, with these 15
categories. In order to produce the volumes of data
that would be necessary for machine-learning based
approaches to understanding support forum, this is
impractical. There is clearly a balance to be struck
between utility and practicality. However, Prost’s
scheme illustrates that in sociological circles, it is
important to consider the social context of subjec-
tive expressions: there are two categories equivalent
to GRAT here, one which is more directed, and the
other which concerns a bigger picture expression of
the value of community.

6 Conclusion

In this work we have argued two positions. De-
spite seemingly poor results at sentence-level, we
are convinced that the examples we have provided
demonstrate that document-level analysis is insuffi-
cient to accurately capture expressions of sentiment
in emotional support forums. We have also shown
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that there are important social dimensions to this
type of domain which should also be taken into ac-
count. It is clear that there is considerable value to
be gained from automated understanding of this in-
creasing body of data; we in the Social NLP commu-
nity need to consider some more refined approaches
in order to maximise both the value itself and its fi-
delity.
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Abstract

For social media analysts or social scientists
interested in better understanding an audience
or demographic cohort, being able to group
social media content by demographic char-
acteristics is a useful mechanism to organise
data. Social roles are one particular demo-
graphic characteristic, which includes work,
recreational, community and familial roles.
In our work, we look at the task of detect-
ing social roles from English Twitter pro-
files. We create a new annotated dataset for
this task. The dataset includes approximately
1,000 Twitter profiles annotated with social
roles. We also describe a machine learning ap-
proach for detecting social roles from Twitter
profiles, which can act as a strong baseline for
this dataset. Finally, we release a set of word
clusters obtained in an unsupervised manner
from Twitter profiles. These clusters may be
useful for other natural language processing
tasks in social media.

1 Introduction

Social media platforms such as Twitter have become
an important communication medium in society. As
such, social scientists and media analysts are in-
creasingly turning to social media as a cheap and
large-volume source of real-time data, supplement-
ing “traditional” data sources such as interviews and
questionnaires. For these fields, being able to ex-
amine demographic factors can be a key part of
analyses. However, demographic characteristics are
not always available on social media data. Conse-
quently, there has been a growing body of work in-

Figure 1: An example of a Twitter profile.

vestigating methods to estimate a variety of demo-
graphic characteristics from social media data, such
as gender and age on Twitter and Facebook (Mislove
et al., 2011; Sap et al., 2014) and YouTube (Filip-
pova, 2012). In this work we focus on estimating
social roles, an under-explored area.

In social psychology literature, Augoustinos et
al. (2014) provide an overview of schemata for so-
cial roles, which includes achieved roles based on
the choices of the individual (e.g., writer or artist)
and ascribed roles based on the inherent traits of
an individual (e.g., teenager or schoolchild). Social
roles can represent a variety of categories including
gender roles, family roles, occupations, and hobby-
ist roles. Beller et al. (2014) have explored a set
of social roles (e.g., occupation-related and family-
related social roles) extracted from the tweets. They
used a pragmatic definition for social roles: namely,
the word following the simple self-identification pat-
tern “I am a/an ”. In contrast, our manually an-
notated dataset covers a wide range of social roles
without using this fixed pattern, since it is not nec-
essarily mentioned before the social roles.

On Twitter, users often list their social roles in
their profiles. Figure 1, for example, shows the Twit-
ter profile of a well-known Australian chef, Manu
Feildel (@manufeildel). His profile provides infor-

34



mation about his social roles beyond simply listing
occupations. We can see that he has both a profes-
sion, Chef, as well as a community role, Judge on
My Kitchen Rules (MKR), which is an Australian
cooking show.

The ability to break down social media insights
based on social roles is potentially a powerful tool
for social media analysts and social scientists alike.
For social media analysts, it provides the opportu-
nity to identify whether they reach their target audi-
ence and to understand how subsets of their target
audience (segmented by social role) react to various
issues. For example, a marketing analyst may want
to know what online discussions are due to parents
versus other social roles.

Our aim in this paper is to provide a rich collec-
tion of English Twitter profiles for the social role
identification task. The dataset includes a approx-
mately 1,000 Twitter profiles, randomly selected,
which we annotated with social roles. Additionally,
we release unsupervised Twitter word clusters that
will be useful for other natural language processing
(NLP) tasks in social media.1 Finally, we investigate
social role tagging as a machine learning problem. A
machine learning framework is described for detect-
ing social roles in Twitter profiles.

Our contributions are threefold:

• We introduce a new annotated dataset for identi-
fying social roles in Twitter.
• We release a set of Twitter word clusters with re-

spect to social roles.
• We propose a machine learning model as a strong

baseline for the task of identifying social roles
from Twitter profiles.

2 Crowdsourcing Annotated Data

Twitter user profiles often list a range of interests
that they associate with, and these can vary from oc-
cupations to hobbies (Beller et al., 2014; Sloan et al.,
2015). The aim of our annotation task was to man-
ually identify social role-related words in English
Twitter profile descriptions. A social role is defined
as a single word that could be extracted from the de-
scription. These can include terms such as engineer,

1Our dataset and word clusters are publicly available at
https://data.csiro.au.

Figure 2: The Crowdflower annotation interface.

mother, and fan. For instance, we obtain Musician
and Youtuber as social roles from “Australian Musi-
cian and Youtuber who loves purple!”.2

To study social roles in Twitter profiles, we com-
piled a dataset of approximately 1,000 randomly se-
lected English Twitter profiles which were annotated
with social roles. These samples were drawn from a
large number of Twitter profiles crawled by a social
network-based method (Dennett et al., 2016). Such
a dataset provides a useful collection of profiles for
researchers to study social media and to build ma-
chine learning models.

Annotations were acquired using the crowdsourc-
ing platform Crowdflower.3, which we now outline.

2.1 Crowdflower Annotation Guidelines
We asked Crowdflower annotators to identify social
roles in the Twitter profiles presented to them, us-
ing the following definition: “Social roles are words
or phrases that could be pulled out from the profile
and inserted into the sentence I am a/an . . . ”. Note
that the profile does not necessarily need to contain
the phrase “I am a/an” before the social role, as de-
scribed in Section 1.

The annotation interface is presented in Figure 2.
The annotator is asked to select spans of text. Once
a span of text is selected, the interface copies this
text into a temporary list of candidate roles. The
annotator can confirm that the span of text should
be kept as a role (by clicking the ‘add’ link which
moves the text span to a second list representing the
“final candidates”). It is also possible to remove a
candidate role from the list of final candidates (by
clicking ‘remove’). Profiles were allowed to have
more than one social role.

Annotators were asked to keep candidate roles as
short as possible as in the following instruction: if

2This is a real example.
3crowdflower.com
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Number of annotated profiles 983
Average description length 13.02 words
Longest description length 74 words
Shortest description length 1 word

Number of unique roles 488

Table 1: Descriptive statistics for the annotated data.

the Twitter profile contains “Bieber fan”, just mark
the word “fan”.4 Finally, we instructed annotators
to only mark roles that refer to the owner of the Twit-
ter profile. For example, annotators were asked not
to mark wife as a role in: I love my wife. Our Crowd-
flower task was configured to present five annotation
jobs in one web page. After each set of five jobs, the
annotator could proceed to the next page.

2.2 Crowdflower Parameters
To acquire annotations as quickly as possible, we
used the highest speed setting in Crowdflower and
did not place additional constraints on the annotator
selection, such as language, quality and geographic
region. The task took approximately 1 week. We
offered 15 cents AUD per page. To control anno-
tation quality, we utilised the Crowdflower facility
to include test cases called test validators, using 50
test cases to evaluate the annotators. We required a
minimum accuracy of 70% on test validators.

2.3 Summary of Annotation Process
At the completion of the annotation procedure,
Crowdflower reported the following summary statis-
tics that provide insights on the quality of the an-
notations. The majority of the judgements were
sourced from annotators deemed to be trusted (i.e.,
reliable annotators) (4750/4936). Crowdflower re-
ported an inter-annotator agreement of 91.59%. Ta-
ble 1 presents some descriptive statistics for our an-
notated dataset. We observe that our Twitter profile
dataset contains 488 unique roles.

In Table 2, we present the top 10 ranked social
roles. As can be seen, our extracted social roles
include terms such as student and fan, highlighting
that social roles in Twitter profiles include a diverse
range of personal attributes. In Table 3, we see that
more than half (56.2%) of the descriptions do not
contain any role, and approximately 22.7% contain

4While this decision could give us a coarse-grain granularity
of social roles, it was an application-specific requirement from
a visualisation point of view to minimise roles.

Social role Frequency
student 25

fan 24
girl 16

writer 14
teacher 13
geek 12

author 11
artist 10

directioner 9
designer 8

Table 2: Top 10 ranked social roles in Twitter pro-
files.

Number of roles Frequency (%)
0 552 (56.2)
1 213 (22.7)
2 101 (10.3)
3 45 (4.6)
4 31 (3.2)
5 23 (2.3)
6 8 (0.8)
7 2 (0.2)
8 6 (0.6)
9 2 (0.2)

Table 3: Frequencies of number of roles that are
used to annotate one Twitter profile in our dataset.

one role. The remaining descriptions (21.1%) con-
tain more than one social role.

3 Word Clusters

We can easily access a large-scale unlabelled dataset
using the Twitter API, supplementing our dataset,
to apply unsupervised machine learning methods to
help in social role tagging. Previous work showed
that word clusters derived from an unlabelled dataset
can improve the performance of many NLP ap-
plications (Koo et al., 2008; Turian et al., 2010;
Spitkovsky et al., 2011; Kong et al., 2014). This
finding motivates us to use a similar approach to im-
prove tagging performance for Twitter profiles.

Two clustering techniques are employed to gen-
erate the cluster features: Brown clustering (Brown
et al., 1992) and K-means clustering (MacQueen,
1967). The Brown clustering algorithm induces a
hierarchy of words from an unannotated corpus, and
it allows us to directly map words to clusters. Word
embeddings induced from a neural network are often
useful representations of the meaning of words, en-
coded as distributional vectors. Unlike Brown clus-
tering, word embeddings do not have any form of
clusters by default. K-means clustering is thus used
on the resulting word vectors. Each word is mapped
to the unique cluster ID to which it was assigned,
and these cluster identifiers were used as features.
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Bit string Words related to social role
010110111100 writer, nwriter, scribbler, writter, glutton

01011010111110 teacher, tutor, preacher, homeschooler, nbct, hod, dutchman, nqt, tchr
0101101111110 musician, philologist, orchestrator, memoirist, dramatist, violist, crooner, flautist, filmaker, humourist, dramaturg, harpist, flutist, trumpeter,

improvisor, trombonist, musicologist, organist, puppeteer, laureate, poetess, hypnotist, audiobook, comedienne, saxophonist, cellist,
scriptwriter, narrator, muso, essayist, improviser, satirist, thespian, ghostwriter, arranger, humorist, violinist, magician, lyricist, playwright,
pianist, screenwriter, novelist, performer, philosopher, composer, comedian, filmmaker, poet

Table 4: Examples of Brown clusters with respect to social roles: writer, teacher and musician.

Cluster Words related to social role
937 writer, freelance, interviewer, documentarian, erstwhile, dramaturg, biographer, reviewer, bookseller, essayist, unpublished, critic, author, aspiring,

filmmaker, dramatist, playwright, laureate, humorist, screenwriter, storyteller, ghostwriter, copywriter, scriptwriter, proofreader, copyeditor, poet,
memoirist, satirist, podcaster, novelist, screenplay, poetess

642 teacher, learner, superintendent, pyp, lifelong, flipped, preparatory, cue, yearbook, preschool, intermediate, nwp, school, primary, grades, prek,
distinguished, prep, dojo, isd, hpe, ib, esl, substitute, librarian, nbct, efl, headteacher, mfl, hod, elem, principal, sped, graders, nqt, eal, tchr,
secondary, tdsb, kindergarten, edd, instructional, elementary, keystone, grade, exemplary, classroom, pdhpe

384 musician, songwriter, singer, troubadour, arranger, composer, drummer, session, orchestrator, saxophonist, keyboardist, percussionist,
guitarist, soloist, instrumentalist, jingle, trombonist, vocal, backing, virtuoso, bassist, vocalist, pianist, frontman

Table 5: Examples of word2vec clusters with respect to social roles: writer, teacher and musician.

We used 6 million Twitter profiles that were au-
tomatically collected by crawling a social network
starting from a seed set of Twitter accounts (Dennett
et al., 2016) to derive the Brown clusters and word
embeddings for this domain. For both methods, the
text of each profile description was normalised to
be in lowercase and tokenised using whitespace and
punctuation as delimiters.

To obtain the Brown clusters, we use a publicly
available toolkit, wcluster5 to generate 1,000 clus-
ters with the minimum occurrence of 40, yielding
47,167 word types. The clusters are hierarchically
structured as a binary tree. Each word belongs to
one cluster, and the path from the word to the root of
the tree can be represented as a bit string. These can
be truncated to refer to clusters higher up in the tree.

To obtain word embeddings, we used the skip-
gram model as implemented in word2vec6, a neural
network toolkit introduced by (Mikolov et al., 2013),
to generate a 300-dimension word vector based on
a 10-word context window size. We then used
K-means clustering on the resulting 47,167 word
vectors (k=1,000). Each word was mapped to the
unique cluster ID to which it was assigned.

Tables 4 and 5 show some examples of Brown
clusters and word2vec clusters respectively, for three
social roles: writer, teacher and musician. We note
that similar types of social roles are grouped into the
same clusters in both methods. For instance, orches-
trator and saxophonist are in the same cluster con-
taining musician. Both clusters are able to capture

5https://github.com/percyliang/
brown-cluster

6https://code.google.com/p/word2vec/

the similarities of abbreviations of importance to so-
cial roles, for example, tchr→ teacher, nbct→ Na-
tional Board Certified Teachers, hpe→ Health and
Physical Education.

4 Identifying Social Roles

4.1 Social Role Tagger
This section describes a tagger we developed for the
task of identifying social roles given Twitter profiles.
Here, we treat social role tagging as a sequence la-
belling task. We use the MALLET toolkit (McCal-
lum, 2002) implementation of Conditional Random
Fields (CRFs) (Lafferty et al., 2001) to automati-
cally identify social roles in Twitter profiles as our
machine learning framework. More specifically, we
employ a first-order linear chain CRF, in which the
preceding word (and its features) is incorporated as
context in the labelling task. In this task, each word
is tagged with one of two labels: social roles are
tagged with R (for “role”), whereas the other words
are tagged by O (for “other”).

The social role tagger uses two categories of fea-
tures: (i) basic lexical features and (ii) word cluster
features. The first category captures lexical cues that
may be indicative of a social role. These features
include morphological, syntactic, orthographic and
regular expression-based features (McCallum and
Li, 2003; Finkel et al., 2008). The second captures
semantic similarities, as illustrated in Tables 4 and 5
(Section 3). To use Brown clusters in CRFs, we use
eight bit string representations of different lengths to
create features representing the ancestor clusters of
the word. For word2vec clusters, the cluster iden-
tifiers are used as features in CRFs. If a word is
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Model Feature Precision Recall F1
KWS 0.659 0.759 0.690
CRFs Basic 0.830 0.648 0.725

+ Brown 0.859 0.708 0.774
+ W2V 0.837 0.660 0.736
+ (Brown+W2V) 0.863 0.712 0.779

Table 6: 10-fold cross-validation macro-average re-
sults on the annotated dataset. (Brown: Brown clus-
ter features, W2V: Word2vec cluster features).

not associated with any clustering, its corresponding
cluster features are set to null in the feature vector
for that word.

4.2 Evaluation
We evaluate our tagger on the annotated Twitter
dataset using precision, recall and F1-score. We use
10-fold cross-validation and report macro-averages.
Significance tests are performed using the Wilcoxon
signed-rank test (Wilcoxon, 1945). We compare
the CRF-based tagger against a keyword spotting
(KWS) method. This baseline uses social roles la-
belled in the training data to provide keywords to
spot for in the test profiles without considering lo-
cal context. On average, over the 10-fold cross-
validation, 54% of the social roles in the test set
are seen in the training set. This indicates that
the KWS baseline has potential out-of-vocabulary
(OOV) problems for unseen social roles.

To reduce overfitting in the CRF, we employ a
zero mean Gaussian prior regulariser with one stan-
dard deviation. To find the optimal feature weights,
we use the limited-memory BFGS (L-BFGS) (Liu
and Nocedal, 1989) algorithm, minimising the regu-
larised negative log-likelihood. All CRFs are trained
using 500 iterations of L-BFGS with the Gaussian
prior variance of 1 and no frequency cutoff for fea-
tures, inducing approximately 97,300 features. We
follow standard approaches in using the forward-
backward algorithm for exact inference in CRFs.

Table 6 shows the evaluation results of 10-fold
cross-validation for the KWS method and the CRF
tagger. With respect to the different feature sets, we
find that the combination of the word cluster fea-
tures obtained by the two methods outperform the
basic features in terms of F1 (77.9 vs. 72.5 respec-
tively), in general providing a statistically significant
improvement of approximately 5% (p<0.01).

The improvement obtained with word cluster fea-

tures lends support to the intuition that capturing
similarity in vocabulary within the feature space
helps with tagging accuracy. Word cluster models
provide a means to compare words based on seman-
tic similarity, helping with cases where lexical items
in the test set are not found in the training set (e.g.,
linguist, evangelist, teamster). In addition, the clus-
ter features allow CRFs to detect informal and ab-
breviated words as social roles. Our tagger identi-
fies both teacher and tchr as social roles from the
two sentences: “I am a school teacher” and “I am a
school tchr”. This is particularly useful in social me-
dia because of the language variation in vocabulary
that is typically found.

In this experiment, we show that social role tag-
ging is possible with a reasonable level of perfor-
mance (F1 77.9), significantly outperforming the
KWS baseline (F1 69.0). This result indicates the
need for a method that captures the context sur-
rounding word usage. This allows language pat-
terns to be learned from data that disambiguate word
sense and prevents spurious detection of social roles
from the data. This is evidenced by the lower pre-
cision and F1-score for the KWS baseline, which
over-generates candidates for social roles.

5 Conclusion and Future Work

In this work, we constructed a new manually anno-
tated English Twitter profile dataset for social role
identification task. In addition, we induced Twitter
word clusters from a large unannotated corpus with
respect to social roles. We make these resources
publicly available in the hope that they will be useful
in research on social media. Finally, we developed a
social role tagger using CRFs, and this can serve as
a strong baseline in this task. In future work, we will
look into being able to identify multi-word social
roles to obtain a finer-grained categorisation (e.g.,
“chemical engineer” vs. “software engineer”).
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Abstract

This paper investigates the problem of identi-
fying participants in online discussions whose
contribution can be considered sensible. Sen-
sibleness of a participant can be indicative of
the influence a participant may have on the
course/outcome of the discussion, as well as
other participants in terms of persuading them
towards his/her stance. The proposed sen-
sibleness model uses features based on par-
ticipants’ contribution and the discussion do-
main to achieve an F1-score of 0.89 & 0.78
for Wikipedia: Articles for Deletion and 4fo-
rums.com discussions respectively.

1 Introduction

In contentious online discussions, people are very
quick to classify other participants as being ‘sensi-
ble’ or not. What exactly this means is very hard
to define. However, if one looks beyond the flip-
pant ‘anyone who agrees with me is sensible’, it is
possible to identify characteristics that tend to signal
more thoughtful contributions. These include avoid-
ing ad hominem attacks, making contributions that
others respond favorably towards, obeying common
rules of discourse, and so on. Sensibleness of a par-
ticipant is quantified based on his/her contribution
to the discussion, which is relevant to the discussion
and reasoned in a way that is appealing to other par-
ticipants.

In this paper, domain independent characteristics
are identified and their stability is tested through hu-
man annotations to develop a classification system
for determining sensibleness of participants in dis-

cussions on Wikipedia and 4forums.com. The pro-
posed method leverages features obtained through
argumentation mining. Domain specific character-
istics are also incorporated in the analysis of the
Wikipedia corpus.

2 Related Work

The pioneering work in argumentation mining is that
of Moens (Moens et al., 2007), who addressed min-
ing argumentation from legal documents. Recently,
the focus has moved to mining user-generated con-
tent, such as online debates (Cabrio and Villata,
2012), discussions on regulations (Park and Cardie,
2014), and product reviews (Ghosh et al., 2014).
Hasan (Hasan and Ng, 2014) use a probabilistic
framework for argument recognition jointly with
the related task of stance classification. Rosenthal
(Rosenthal and McKeown, 2012) detect opinion-
ated claims in online discussions in which author
expresses a belief. They investigate the impact of
features such as sentiment and committed belief on
their system.

To date, almost no computational work has
focused on the surface signals of “sense” in
rhetoric. Danescu-Niculescu-Mizil (Danescu-
Niculescu-Mizil et al., 2013) proposes a frame-
work for identifying politeness. Although politeness
seems an important aspect in identifying sensible-
ness, it is not mandatory. For example, the comment
“I don’t care how much you love the city. It cannot
be on Wikipedia as it doesn’t have enough cover-
age to satisfy Wikipedia policy.” doesn’t seem po-
lite, though the author does seem sensible. Sun (Sun
and Ng, 2012) propose a graph model to represent
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the relationship between online posts of one topic,
in order to identify influential users. Tang (Tang and
Yang, 2012) proposed a new approach to incorporate
users’ reply relationships to identify influential users
of online healthcare communities. All these network
based approaches determine the influence of a par-
ticipant based on his/her centrality to the commu-
nity/discussion and do not pay much attention to the
specific content provided by the participants.

3 Corpus and Annotation

The corpus (Jain et al., 2014) for sensibleness anno-
tation consists of 80 discussions from Wikipedia’s
Article for Deletion (AfD) discussion forum and
10 discussions from 4forums.com discussion forum.
Sensibleness is highly dependent on the domain and
nature of the discussion. Wikipedia discussions
are goal-oriented: each participant tries to sway
the decision of the discussion in their favor. Also,
since Wikipedia pages should meet the requirements
stated in their policies, one would expect the discus-
sions to revolve around such policies. Therefore a
criterion for people to be sensible in such discus-
sions is that they appeal to authority in support of
their arguments/claims. Additional criteria include
not becoming emotional, avoiding tangents not rele-
vant to the main topic, peer reviews, etc.

Wikipedia 4forums.com
#Discussions 80 10
#participants 768 174
#Comments 1487 624
#Words 96138 51659

Table 1: Corpora stats.

In contrast, the discussions on 4forums.com are
opinion-oriented, where participants primarily fo-
cus on presenting their own opinion and reasoning,
but do not seriously consider that of others except
to dispute it. In this domain, sensibleness analysis
differs from the Wikipedia domain in several ways.
First, expressing emotions may be considered sensi-
ble; second, tangential discussions that are not rele-
vant to the main topic may be considered sensible if
other participants follow.

Annotating sensibleness: Three annotators were
asked to annotate the sensibleness of each partici-
pant in the discussions. The coding manual was cre-

ated after several annotation rounds using different
Wikipedia discussions through a process of refine-
ment and consensus. Here are some of the questions
the annotators seek to answer to determine sensible-
ness of a participant:
• “Does the participant sound reasonable and

knowledgeable?”
• “How many positive/negative responses does the

participant have?”
• “Does the participant start or get involved in tan-

gential discussion?”
• “How much emotion does the participant express

and what is the tone of it?”
• Does the participant mention Wikipedia policies?

(For Wikipedia discussions only)
Each discussion is treated separately for anno-

tation, i.e. a participant’s sensibleness value for
one discussion doesn’t affect his/her sensibleness
value for any other discussion. The possible values
for sensibleness in the annotations are +1 (= sensi-
ble), -1 (= non-sensible), and 0 (= indeterminable).
The annotation agreement score is kappa=0.73 using
Fleiss’ kappa (Fleiss, 1971) measure.

Wikipedia 4forums.com
#Sensible 641 139
#Non-sensible 109 31
#Indeterminable 18 4

Table 2: Sensibleness distribution in the corpora.

Annotating claims: Analyzing the argumenta-
tion structure of participants’ comments is an impor-
tant aspect of the sensibleness model. For this anal-
ysis, Wikipedia discussions are annotated for claims
and claim-links. A claim is defined as any asser-
tion made in a discussion that the author intends the
reader to believe to be true, and that can be disputed.
A claim-link is defined as the causal/conditional de-
pendency between claims. The same annotators per-
formed this task, achieving an agreement score of
kappa=0.76 for claim delimitation and kappa=0.81
for linkage.

4 Sensibleness Model

The classification model for sensibleness is created
by extracting relevant features from participant’s
comments. Supervised machine learning is applied
to determine the sensibleness value.
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4.1 Argumentation Structure

The argumentation structure of the comments is an
important aspect in determining sensibleness. For
example, while “This page violates Wikipedia poli-
cies” and “This page violates Wikipedia policies be-
cause it has no sources” both express an opinion,
the second is deemed more sensible because it pro-
vides a reason for the opinion. In contrast, “Vio-
lent offenders can stay off our street” presents an
opinion that does not contain any claim and doesn’t
contribute anything significant toward the discus-
sion. Therefore it can be considered non-sensible.
The argumentation structure analysis is divided into
three parts: claim detection, claim delimitation, and
claim-link detection.

4.1.1 Claim Detection

Each sentence is classified as either having or
not having a claim using several lexical features.
The features include word n-grams(1-3), POS tag
n-grams(1-3), and dependency triples (Marneffe et
al., 2006). The classifier also uses generalized back-
off features for n=grams and dependency triples as
proposed by Joshi (Joshi and Penstein-Rosé, 2009).
Similarly back-off features for lexical bigrams and
trigrams are used. The motivation behind these fea-
tures is the diversity of the topics that prevails in the
discussions, which causes data sparsity with specific
word combinations, which occur very infrequently.
An SVM classifier with radial basis function is used
to detect the sentences that express claims.

4.1.2 Claim Delimitation

Claim delimitation is useful since a sentence may
contain multiple claims. The annotated sentences
are pre-processed to add B C, I C, and O C tags
to each word, where B C indicates a word starting
a claim, I C indicates a word inside a claim and
O C indicates a word outside any claim. Conditional
Random Field (CRF) implemented in CRFsuite1 is
used to tag each word automatically using features
like word n-grams(1-3), POS n-grams(1-3), and a
binary feature for questions.

1http://www.chokkan.org/software/
crfsuite/

4.1.3 Claim-Link Detection

For claim-link detection, claim pairs are formed
and determined whether they are linked. For each
claim pair, features used include word and POS
n-grams of the claims, word and POS unigrams
for at most 5 words preceding and succeeding the
claims, # of similar words between the claims,
“claim distance” between the claims counting num-
ber of claims between them, and “sentence distance”
between the claims counting how many sentences
apart they are. An SVM classifier with radial basis
function is used to detect claims that are linked.

From the argumentation structure analysis, the
features extracted for the sensibleness analysis are:
% of sentences made as claims, and % of claims
linked to other claims.

4.2 Tangential Comments

Participants who tend to deflect from the main sub-
ject of the discussion are considered to be non-
sensible. For each participant, each of his/her com-
ments is categorized as tangential to the discussion
or not. To quantify this, itf-ipf, a slightly modified
version of tf-idf, is used to approximate tangential-
ity of any comment. For any tangential comment,
the words used in the comment would be used rel-
atively less than other words overall and would be
used by relatively fewer participants. tf (term fre-
quency) and pf (participant frequency: total number
of participants who used the word in the discussion)
are calculated and the itf-ipf value for each word w
in a comment is computed as:

witf−ipf =
1

wtf
∗ log

N

wpf
(1)

N = total number of participants in discussion.
Using the itf-ipf value for each word, the tangen-

tial quotient (TQ) for a comment (C) is calculated
as:

TQC =
∑

wϵC witf−ipf

Nw
(2)

Nw = total number of words in comment.
The total itf-ipf value is divided by the total num-

ber of words to nullify the effect of the length of the
comment. For Wikipedia discussions, if the value of
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TQC for a comment is more than 1.3 standard devia-
tions from the average tangential quotient of the dis-
cussion (μ+1.3σ), the comment considered tangen-
tial. Similarly, for 4forums.com discussions, if the
value of TQC for a comment is more than 1.5 stan-
dard deviations from the average tangential quotient
of the discussion (μ+1.5σ), the comment considered
tangential.

% of comments as tangential comments is used as
one of the features for the sensibleness model.

4.3 Peer Reviews

Peer reviews provide an external opinion on the sen-
sibleness of a participant. They therefore play a sig-
nificant part in determining sensibleness of a partic-
ipant, as a system with no domain knowledge of the
discussion topic cannot verify the validity of their
claims. For this analysis, all sentences that contain
references to other participants are identified using
NLTK2 toolkit’s NER (Named Entity Recognition)
module. Second person pronouns in replies to other
participants as reference are also identified. Next,
the sentences that contain the reference are analyzed
using NLTK’s sentiment analysis module. If the sen-
tence has non-neutral sentiment, then the polarity of
the sentence is checked. If the polarity of the sen-
tence is positive, then it is considered a positive re-
view towards the participant who is referenced in the
sentence. Similarly, if the polarity is negative, then
it is considered a negative peer review.

# of positive reviews and # negative reviews are
used as features for the sensibleness analysis.

4.4 Other Features

The following intuitive features are also part of the
sensibleness analysis:
• % of sentences as questions: It can be a good strat-

egy to ask questions related to the discussion, but
asking too many questions can be considered as
non-sensible.

• % of comments as personal attacks: This fea-
ture is useful for identifying participants who con-
stantly attack others rather than presenting their
own arguments. A similar method to that for peer
reviews is used to identify comments that are tar-
geted towards other participants and have negative

2http://www.nltk.org/

polarity.

5 Experiments and Results

Weka3 is used for all the classification tasks. The
classifier for sensibleness model is trained using
Wikipedia discussions over the features described in
previous sections and is tested on both Wikipedia
and 4forums.com discussions. For Wikipedia dis-
cussions, a domain specific feature of “Policy” is
also incorporated based on the intuition that partici-
pants who mention Wikipedia policies in their com-
ments are considered sensible. The best performing
classifier for each of the argumentation structure ex-
periment is used for the sensibleness model. The
sensibleness model is compared with two baseline
models (“Everyone” and “Bag of words”) and sev-
eral other models listed below:
• Everyone: Every participant is classified as sen-

sible
• Bag of words: An SVM classifier with radial ba-

sis function trained on word n-grams(1-3)
• Claims: An SVM classifier with radial basis func-

tion trained on % of sentences containing claims
• Claim-Links: An SVM classifier with radial ba-

sis function trained on % of claims linked to other
claims

• Claims+Links: An SVM classifier with radial ba-
sis function trained on % of sentences containing
claims and % of claims linked to other claims

• Tangential: A participant is classified as sensible
if he/she has less than 25% comments as tangen-
tial comments

• Peer reviews: A participant is classified as sen-
sible if he/she has equal or more positive reviews
than negative reviews

• Questions: An SVM classifier with radial basis
function trained on % of sentences as questions

• Personal attacks: An SVM classifier with radial
basis function trained on % of comments as per-
sonal attacks

• Policy: A participant is classified as sensible
if he/she mentions Wikipedia policy in any of
his/her comment. A small vocabulary is used to
detect policy mentions in any comment.
McNemar’s test is used to measure statistical sig-

nificance. A significance difference in performance
3http://www.cs.waikato.ac.nz/ml/weka/
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for p < 0.01 is depicted with ▲ (gain) and ▼ (loss)
and for p < 0.05 is depicted with △ (gain) and
▽ (loss). 10-fold cross validation is used for test-
ing Wikipedia models. After experimenting with
several classifiers, the weighted precision, recall,
and F1-score for the best classifier for each model
is reported. SVM with radial basis function per-
forms the best for both “Sensibleness” and “Sensi-
bleness+Policy” models.

Model Precision Recall F1-score
Everyone 0.70 0.83 0.76
Bag of words 0.71 0.80 0.75
Claims 0.78 0.83 0.80▲

Claim-Links 0.73 0.81 0.76
Claims+Links 0.81 0.85 0.82▲

Tangential 0.79 0.84 0.79▲

Peer reviews 0.76 0.82 0.78△

Questions 0.75 0.72 0.73
Personal
attacks

0.73 0.76 0.75

Policy 0.77 0.80 0.78△

Sensibleness 0.86 0.88 0.87▲

Sensibleness+
Policy

0.88 0.90 0.89▲

Table 3: Sensibleness analysis for Wikipedia. Sta-
tistical significance is measured against “Everyone”
model.

Since there are no discussion policies for 4fo-
rums.com, no corresponding models are created for
it. The models trained on Wikipedia discussions are
used to classify sensibleness on 4forums.com. Table
7 & Table 8 show the results for sensibleness anal-
ysis for Wikipedia and 4forums.com discussions re-
spectively.

5.1 Error analysis

Looking at the errors made by the sensibleness
model for Wikipedia discussions, we find that some
are due to the inability of the argumentation struc-
ture detection system to identify claims for partici-
pants with very few sentences. Any participant with
no identified claims is highly likely to be classified
as non-sensible by the sensibleness model and there-
fore if the model is unable to detect claims then
it is very likely that the model will classify such
instances incorrectly. Using sensibleness models

Model Precision Recall F1-score
Everyone 0.64 0.80 0.71
Bag of words 0.64 0.73 0.68
Claims 0.72 0.74 0.73▲

Claim-Links 0.65 0.74 0.69
Claims+Links 0.74 0.75 0.74▲

Tangential 0.74 0.71 0.72△

Peer reviews 0.69 0.78 0.72△

Questions 0.63 0.78 0.70
Personal
attacks

0.69 0.71 0.70

Sensibleness 0.77 0.79 0.78▲

Table 4: Sensibleness analysis for 4forums.com.
Statistical significance is measured against “Every-
one” model.

trained on Wikipedia discussions for sensibleness
analysis of 4forums.com discussions fail mainly
due to the difference in the argumentation struc-
ture of the two domains. Participants with lesser
% claims/claim-links would be classified incorrectly
on 4forums.com discussions.

6 Conclusions and Future Work

The work presented in this paper only scratches the
surface of the problem of identifying sensible par-
ticipants in discussions. Still, the success of the ap-
proach of counting some surface features to deter-
mine sensibleness is encouraging. The sensibleness
analysis presented in this paper shows that argumen-
tation structure and other intuitive features provide
moderate accuracy for identifying sensible partici-
pants in online discussions. In future, we intend to
follow up by using more subtle features identified
by the annotators that are central to the model, such
as identifying emotions and tones of comments. We
hope this work provides an indication that it is possi-
ble to address this problem despite its difficulty and
inspires other approaches.
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Abstract

Many current natural language processing ap-
plications for social media rely on represen-
tation learning and utilize pre-trained word
embeddings. There currently exist several
publicly-available, pre-trained sets of word
embeddings, but they contain few or no emoji
representations even as emoji usage in social
media has increased. In this paper we re-
lease emoji2vec, pre-trained embeddings
for all Unicode emoji which are learned from
their description in the Unicode emoji stan-
dard.1 The resulting emoji embeddings can
be readily used in downstream social natu-
ral language processing applications alongside
word2vec. We demonstrate, for the down-
stream task of sentiment analysis, that emoji
embeddings learned from short descriptions
outperforms a skip-gram model trained on a
large collection of tweets, while avoiding the
need for contexts in which emoji need to ap-
pear frequently in order to estimate a represen-
tation.

1 Introduction

First introduced in 1997, emoji, a standardized set
of small pictorial glyphs depicting everything from
smiling faces to international flags, have seen a dras-
tic increase in usage in social media over the last
decade. The Oxford Dictionary named 2015 the

1http://www.unicode.org/emoji/charts/
full-emoji-list.html

year of the emoji, citing an increase in usage of over
800% during the course of the year, and elected the
‘Face with Tears of Joy’ emoji ( ) as the Word of
the Year. As of this writing, over 10% of Twitter
posts and over 50% of text on Instagram contain one
or more emoji (Cruse, 2015).2 Due to their popular-
ity and broad usage, they have been the subject of
much formal and informal research in language and
social communication, as well as in natural language
processing (NLP).

In the context of social sciences, research has fo-
cused on emoji usage as a means of expressing emo-
tions on mobile platforms. Interestingly, Kelly and
Watts (2015) found that although essentially thought
of as means of expressing emotions, emoji have
been adopted as tools to express relationally useful
roles in conversation. (Lebduska, 2014) showed that
emoji are culturally and contextually bound, and are
open to reinterpretation and misinterpretation, a re-
sult confirmed by (Miller et al., 2016). These find-
ings have paved the way for many formal analyses
of semantic characteristics of emoji.

Concurrently we observe an increased interest
in natural language processing on social media
data (Ritter et al., 2011; Gattani et al., 2013; Rosen-
thal et al., 2015). Many current NLP systems ap-
plied to social media rely on representation learning
and word embeddings (Tang et al., 2014; Dong et
al., 2014; Dhingra et al., 2016; Augenstein et al.,

2See https://twitter.com/Kyle_MacLachlan/
status/765390472604971009 for an extreme example.
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2016). Such systems often rely on pre-trained word
embeddings that can for instance be obtained from
word2vec (Mikolov et al., 2013a) or GloVe (Pen-
nington et al., 2014). Yet, neither resource contain
a complete set of Unicode emoji representations,
which suggests that many social NLP applications
could be improved by the addition of robust emoji
representations.

In this paper we release emoji2vec, embed-
dings for emoji Unicode symbols learned from their
description in the Unicode emoji standard. We
demonstrate the usefulness of emoji representations
trained in this way by evaluating on a Twitter senti-
ment analysis task. Furthermore, we provide a qual-
itative analysis by investigating emoji analogy ex-
amples and visualizing the emoji embedding space.

2 Related Work

There has been little work in distributional embed-
dings of emoji. The first research done in this direc-
tion was an informal blog post by the Instagram Data
Team in 2015 (Dimson, 2015). They generated vec-
tor embeddings for emoji similar to skip-gram-based
vectors by training on the entire corpus of Insta-
gram posts. Their research gave valuable insight into
the usage of emoji on Instagram, and showed that
distributed representations can help understanding
emoji semantics in everyday usage. The second con-
tribution, closest to ours, was introduced by (Bar-
bieri et al., 2016). They trained emoji embeddings
from a large Twitter dataset of over 100 million En-
glish tweets using the skip-gram method (Mikolov
et al., 2013a). These pre-trained emoji representa-
tions led to increased accuracy on a similarity task,
and a meaningful clustering of the emoji embedding
space. While this method is able to learn robust
representations for frequently-used emoji, represen-
tations of less frequent emoji are estimated rather
poorly or not available at all. In fact, only around
700 emoji can be found in Barbieri et al. (2016)’s
corpus, while there is support of over 1600 emoji in
the Unicode standard.

Our approach differs in two important aspects.
First, since we are estimating the representation of
emoji directly from their description, we obtain ro-
bust representations for all supported emoji symbols
— even the long tail of infrequently used ones. Sec-

Figure 1: Example description of U+1F574. We also use busi-

ness, man and suit keywords for training.

ondly, our method works with much less data. In-
stead of training on millions of tweets, our represen-
tations are trained on only a few thousand descrip-
tions. Still, we obtain higher accuracy results on a
Twitter sentiment analysis task.

In addition, our work relates to the work of Hill et
al. (2016) who built word representations for words
and concepts based on their description in a dictio-
nary. Similarly to their approach, we build repre-
sentations for emoji based on their descriptions and
keyword phrases.

Some of the limitations of our work are evident in
the work of Park et al. (2013) who showed that dif-
ferent cultural phenomena and languages may co-
opt conventional emoji sentiment. Since we train
only on English-language definitions and ignore
temporal definitions of emoji, our training method
might not capture the full semantic characteristics
of an emoji.

3 Method

Our method maps emoji symbols into the same
space as the 300-dimensional Google News
word2vec embeddings. Thus, the resulting
emoji2vec embeddings can be used in addition
to 300-dimensional word2vec embeddings in
any application. To this end we crawl emoji, their
name and their keyword phrases from the Unicode
emoji list, resulting in 6088 descriptions of 1661
emoji symbols. Figure 1 shows an example for an
uncommon emoji.

3.1 Model

We train emoji embeddings using a simple method.
For every training example consisting of an emoji
and a sequence of wordsw1, . . . , wN describing that
emoji, we take the sum of the individual word vec-
tors in the descriptive phrase as found in the Google
News word2vec embeddings

vj =
N∑

k=1

wk
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where wk is the word2vec vector for word wk if
that vector exists (otherwise we drop the summand)
and vj is the vector representation of the descrip-
tion. We define a trainable vector xi for every emoji
in our training set, and model the probability of a
match between the emoji representation xi and its
description representation vj using the sigmoid of
the dot product of the two representations σ(xT

i vj).
For training we use the logistic loss

L(i, j, yij) = − log(σ(yijx
T
i vj − (1− yij)xT

i vj))

where yij is 1 if description j is valid for emoji i and
0 otherwise.

3.2 Optimization
Our model is implemented in TensorFlow (Abadi et
al., 2015) and optimized using stochastic gradient
descent with Adam (Kingma and Ba, 2015) as opti-
mizer. As we do not observe any negative training
examples (invalid descriptions of emoji do not ap-
pear in the original training set), to increase gener-
alization performance we randomly sample descrip-
tions for emoji as negative instances (i.e. induce a
mismatched description). One of the parameters of
our model is the ratio of negative samples to positive
samples; we found that having one positive example
per negative example produced the best results. We
perform early-stopping on a held-out development
set and found 80 epochs of training to give the best
results. As we are only training on emoji descrip-
tions and our method is simple and cheap, training
takes less than 3 minutes on a 2013 MacBook Pro.

4 Evaluation

We quantitatively evaluate our approach on an in-
trinsic (emoji-description classification) and extrin-
sic (Twitter sentiment analysis) task. Furthermore,
we give a qualitative analysis by visualizing the
learned emoji embedding space and investigating
emoji analogy examples.

4.1 Emoji-Description Classification
To analyze how well our method models the distri-
bution of correct emoji descriptions, we created a
manually-labeled test set containing pairs of emoji
and phrases, as well as a correspondence label. For
instance, our test set includes the example: { ,

Figure 2: Receiver operating characteristic curve for learned

emoji vectors evaluated against the test set.

”crying”, True}, as well as the example { , ”fish”,
False}. We calculate σ(xT

i vi) for each example in
the test set, measuring the similarity between the
emoji vector and the sum of word vectors in the
phrase.

When a classifier thresholds the above prediction
at 0.5 to determine a positive or negative correla-
tion, we obtain an accuracy of 85.5% for classi-
fying whether an emoji-description pair is valid or
not. By varying the threshold used for this classifier,
we obtain a receiver operating characteristic curve
(Figure 4.1) with an area-under-the-curve of 0.933,
which demonstrates that high quality of the learned
emoji representations.

4.2 Sentiment Analysis on Tweets

As downstream task we compare the accuracy of
sentiment classification of tweets for various classi-
fiers with three different sets of pre-trained word em-
beddings: (1) the original Google News word2vec
embeddings, (2) word2vec augmented with emoji
embeddings trained by Barbieri et al. (2016), and (3)
word2vec augmented with emoji2vec trained
from Unicode descriptions. We use the recent
dataset by Kralj Novak et al. (2015), which con-
sists of over 67k English tweets labelled manually
for positive, neutral, or negative sentiment. In both
the training set and the test set, 46% of tweets are la-
beled neutral, 29% are labeled positive, and 25% are
labeled negative. To compute the feature vectors for
training, we summed the vectors corresponding to
each word or emoji in the text of the Tweet. The goal
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of this simple sentiment analysis model is not to pro-
duce state-of-the-art results in sentiment analysis; it
is simply to show that including emoji adds discrim-
inating information to a model, which could poten-
tially be exploited in more advanced social NLP sys-
tems.

Because the labels are rather evenly distributed,
accuracy is an effective metric in determining per-
formance on this classification task. Results are
reported in Table 1. We find that augmenting
word2vec with emoji embeddings improves over-
all classification accuracy on the full corpus, and
substantially improves classification performance
for tweets that contain emoji. It suggests that emoji
embeddings could improve performance for other
social NLP tasks as well. Furthermore, we find
that emoji2vec generally outperforms the emoji
embeddings trained by Barbieri et al. (2016), de-
spite being trained on much less data using a simple
model.

4.3 t-SNE Visualization

To gain further insights, we project the learned
emoji embeddings into two-dimensional space us-
ing t-SNE (Maaten and Hinton, 2008). This method
projects high-dimensional embeddings into a lower-
dimensional space while attempting to preserve rel-
ative distances. We perform this projection of emoji
representation into two-dimensional space.

From Figure 4.3 we see a number of notable
semantic clusters, indicating that the vectors we
trained have accurately captured some of the seman-
tic properties of the emoji. For instance, all flag
symbols are clustered in the bottom, and many smi-
ley faces in the center. Other prominent emoji clus-
ters include fruits, astrological signs, animals, vehi-
cles, or families. On the other hand, symbolic rep-
resentations of numbers are not properly disentan-
gled in the embedding space, indicating limitations
of our simple model. A two-dimensional projection
is convenient from a visualization perspective, and
certainly shows that some intuitively similar emoji
are close to each other in vector space.

4.4 Analogy Task

A well-known property of word2vec is that em-
beddings trained with this method to some ex-
tent capture meaningful linear relationships between

words directly in the vector space. For instance, it
holds that the vector representation of ’king’ minus
’man’ plus ’woman’ is closest to ’queen’ (Mikolov
et al., 2013b). Word embeddings have commonly
been evaluated on such word analogy tasks (Levy
and Goldberg, 2014). Unfortunately, it is difficult
to build such an analogy task for emoji due to the
small number and semantically distinct categories
of emoji. Nevertheless, we collected a few intuitive
examples in Figure 4. For every query we have re-
trieved the closest five emoji. Though the correct
answer is sometimes not the top one, it is often con-
tained in the top three.

Figure 4: Emoji analogy exmaples. Notice that the seemingly

”correct” emoji often appears in the top three closest vectors,

but not always in the top spot (furthest to the left).

5 Conclusion

Since existing pre-trained word embeddings such as
Google News word2vec embeddings or GloVe
fail to provide emoji embeddings, we have released
emoji2vec — embeddings of 1661 emoji sym-
bols. Instead of running word2vec’s skip-gram
model on a large collection of emoji and their con-
texts appearing in tweets, emoji2vec is directly
trained on Unicode descriptions of emoji. The re-
sulting emoji embeddings can be used to augment
any downstream task that currently uses word2vec
embeddings, and might prove especially useful in
social NLP tasks where emoji are used frequently
(e.g. Twitter, Instagram, etc.). Despite the fact that
our model is simpler and trained on much less data,
we outperform (Barbieri et al., 2016) on the task of
Twitter sentiment analysis.

As our approach directly works on Unicode de-
scriptions, it is not restricted to emoji symbols. In
the future we want to investigate the usefulness of
our method for other Unicode symbol embeddings.
Furthermore, we plan to improve emoji2vec in
the future by also reading full text emoji description
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Classification accuracy on entire dataset, N = 12920
Word Embeddings Random Forest Linear SVM
Google News 57.5 58.5
Google News + (Barbieri et al., 2016) 58.2* 60.0*

Google News + emoji2vec 59.5* 60.5*

Classification accuracy on tweets containing emoji, N = 2295
Word Embeddings Random Forrest Linear SVM
Google News 46.0 47.1
Google News + (Barbieri et al., 2016) 52.4* 57.4*

Google News + emoji2vec 54.4* 59.2*

Classification accuracy on 90% most frequent emoji, N = 2186
Word Embeddings Random Forrest Linear SVM
Google News 47.3 45.1
Google News + (Barbieri et al., 2016) 52.8* 56.9*

Google News + emoji2vec 55.0* 59.5*

Classification accuracy on 10% least frequent emoji, N = 308
Word Embeddings Random Forrest Linear SVM
Google News 44.7 43.2
Google News + (Barbieri et al., 2016) 53.9* 52.9*

Google News + emoji2vec 54.5* 55.2*

Table 1: Three-way classification accuracy on the Twitter sentiment analysis corpus using Random Forrests (Ho, 1995) and Linear

SVM (Fan et al., 2008) classifier with different word embeddings. ”*” denotes results with significance of p < 0.05 as calculated

by McNemar’s test, with the respect to classification with Google News embeddings per each classifier, and dataset

Figure 3: Emoji vector embeddings, projected down into a 2-dimensional space using the t-SNE technique. Note the clusters of

similar emoji like flags (bottom), family emoji (top left), zodiac symbols (top left), animals (left), smileys (middle), etc.
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from Emojipedia3 and using a recurrent neural net-
work instead of a bag-of-word-vectors approach for
enocoding descriptions. In addition, since our ap-
proach does not capture the context-dependent def-
initions of emoji (such as sarcasm, or appropriation
via other cultural phenomena), we would like to ex-
plore mechanisms of efficiently capturing these nu-
anced meanings.

Data Release and Reproducibility

Pre-trained emoji2vec embeddings as well as
the training data and code are released at https:
//github.com/uclmr/emoji2vec. Note
that the emoji2vec format is compatible with
word2vec and can be loaded into gensim4 or sim-
ilar libraries.
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Abstract

Many social media platforms offer a mecha-
nism for readers to react to comments, both
positively and negatively, which in aggregate
can be thought of as community endorsement.
This paper addresses the problem of predict-
ing community endorsement in online discus-
sions, leveraging both the participant response
structure and the text of the comment. The
different types of features are integrated in a
neural network that uses a novel architecture
to learn latent modes of discussion structure
that perform as well as deep neural networks
but are more interpretable. In addition, the la-
tent modes can be used to weight text features
thereby improving prediction accuracy.

1 Introduction

Online discussion forums provide a platform for
people with shared interests (online communities) to
discuss current events and common concerns. Many
forums provide a mechanism for readers to indicate
positive/negative reactions to comments in the dis-
cussion, with up/down votes, “liking,” or indicating
whether a comment is useful. The cumulative re-
action, which we will refer to as “community en-
dorsement,” can be useful to readers for prioritizing
what they read or in gathering information for deci-
sion making. This paper introduces the task of au-
tomatically predicting the level of endorsement of
a comment based on the response structure of the
discussion and the text of the comment. To address
this task, we introduce a neural network architecture
that learns latent discussion structure (or, conversa-
tion) modes and adjusts the relative dependence on

text vs. structural cues in classification. The neural
network framework is also useful for combining text
with the disparate features that characterize the sub-
mission context of a comment, i.e. relative timing in
the discussion, response structure (characterized by
graph features), and author indexing.

The idea of conversation modes stems from the
observation that regions of a discussion can be quali-
tatively different: low vs. high activity, many partici-
pants vs. a few, etc. Points of high activity in the dis-
cussion (comments that elicit many responses) tend
to have higher community endorsement, but some
points of high activity are due to controversy. We
hypothesize that these cases can be distinguished by
the submission context, which we characterize with
a vector of graph and timing features extracted from
the local subgraph of a comment. The context vec-
tors are modeled as a weighted combination of latent
basis vectors corresponding to the different modes,
where bases are learned using the weak supervision
signal of community endorsement. We further hy-
pothesize that the nature of the submission context
impacts the relative importance of the actual text in
a comment; hence, a mode-dependent gating mecha-
nism is introduced to weight the contribution of text
features in estimating community endorsement.

The model is assessed in experiments on Red-
dit discussion forum data, using karma (the differ-
ence in numbers of up and down votes) as a proxy
for community endorsement, showing benefits from
both the latent modes and the gating. As described
further below, the prediction task differs somewhat
from prior work on popularity prediction in two re-
spects. First, the data is not constrained to control
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for either submission context or comment/post con-
tent, but rather the goal is to learn different context
modes that impact the importance of the message.
Second, the use of the full discussion thread vs. a
limited time window puts a focus on participant in-
teraction in understanding community endorsement.

2 Related Work

The cumulative response of readers to social me-
dia and online content has been studied using a
variety of measurements, including: the volume
of comments in response to blog posts (Yano and
Smith, 2010) and news articles (Tasgkias et al.,
2009; Tatar et al., 2011), the number of Twitter
shares of news articles (Bandari et al., 2012), the
number of reshares on Facebook (Cheng et al., 2014)
and retweets on Twitter (Suh et al., 2010; Hong et
al., 2011; Tan et al., 2014; Zhao et al., 2015), and
the difference in the number of reader up and down
votes on posts and comments in Reddit discussion
forums (Lakkaraju et al., 2013; Jaech et al., 2015).
An advantage of working with the Reddit data is that
both positive and negative reactions are accounted
for, so the total (karma in Reddit) is a reasonable
proxy for community endorsement.

For all the different types of measures, a challenge
in predicting the cumulative reaction is that the cases
of most interest are at the tails of a Zipfian distribu-
tion. Various prediction tasks have been proposed
with this in mind, including regression on a log score
(Bandari et al., 2012), classification into 3-4 groups
(e.g. none, low, high) (Tasgkias et al., 2009; Hong et
al., 2011; Yano and Smith, 2010), a binary decision
as to whether the score will double given a current
score (Lakkaraju et al., 2013), and relative ranking
of comments (Tan et al., 2014; Jaech et al., 2015).
In our work, we take the approach of classification,
but use a finer grain quantization with bins automat-
ically determined by the score distribution.

The work on cumulative reaction has mostly con-
sidered two different scenarios: predicting responses
before a comment/document has been published vs.
after a limited lookahead time for extracting fea-
tures based on the initial response. While the frame-
work proposed here could handle either scenario,
the experiments reported allow the classifier to use
a longer future window, until most of the discussion

has played out. This provides insight into the dif-
ficulty of the task and illustrates that volume of re-
sponses alone does not reliably predict endorsement.

A few studies investigate language factors that
may impact popularity through carefully controlled
experiments. To tease apart the factor of content
quality, Lakkaraju et al. (2013) predict resharing
of duplicated image submissions, investigating both
the submission context (community, time of day,
resubmission statistics) and language factors. Our
work differs in that content is not controlled and the
submission context includes the response structure
and relative timing of the comment within the dis-
cussion. Tan et al. (2014) futher control the author
and temporal factors in addition to the topic of the
content, by ranking pairs of tweets with almost iden-
tical content made by the same author within a lim-
ited time window. Jaech et al. (2015) control the
temporal factor for ranking Reddit comments made
in a time-limited window and study different lan-
guage factors. Here, rather than manually control-
ling the submission context, we propose a model to
discover latent modes of submission context (rela-
tive timing, response structure) and analyze its util-
ity in predicting community endorsement. Further-
more, we study how the usefulness of language in-
formation in estimating the community endorsement
varies depending on submission context.

3 Data and Task

Data: Reddit (https://www.reddit.com)
is a discussion forum with thousands of sub-
communities organized as subreddits. Users can
initiate a tree-structured discussion thread by mak-
ing a post in a subreddit. Comments are made either
directly to the root post or to other comments within
the thread, sometimes triggering sub-discussions.
Each comment can receive upvotes and downvotes
from registered users; the difference is shown as
the karma score beside the comment. The graph
structure of a Reddit disccussion thread is shown in
Fig. 1.1In this paper, three popular subreddits are
studied: AskMen (1,057K comments), AskWomen
(814K comments), and Politics (2,180K
comments).

1Visualization obtained from https://whichlight.
github.io/reddit-network-vis.
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Figure 1: Visualization of a Reddit discussion thread. The or-

ange node represents the root post; other nodes are comments

(size proportional to karma), which are in black unless the user

comments more than once in the thread.

Task: In many discussion forums, including the
those explored here, community endorsement (i.e.,
karma in Reddit) has a heavy-tailed Zipfian distribu-
tion, with most comments getting minimal endorse-
ment and high endorsement comments being rare.
Since the high endorsement comments are of most
interest, we do not want to treat this as a regression
problem using a mean squared error (MSE) objec-
tive.2 Instead, we quantize the karma into J + 1
discrete levels and design a task consisting of J bi-
nary classification subtasks which individually pre-
dict whether a comment has karma of at least level-j
for each level j = 1, . . . , J given the text of the com-
ment and the structure of the full discussion thread.
(All samples have karma at least level-0.)

Karma scores are quantized into 8 levels of com-
munity endorsement according to statistics com-
puted over a large collection of comments in the
subreddit. The quantization process is similar to
the head-tail break rule described in (Jiang, 2013).
First, comments with karma no more than 1 are la-
beled as level-0, indicating that these comments re-
ceive no more upvotes than downvotes.3 Then, we
compute the median karma score for the rest of the
comments, and label those with below-than-median
karma as level-1. This process is repeated through
level-6, and the remaining comments are labeled as

2A prediction error of 50 is minimal for a comment with
karma of 500 but substantial for a comment with karma of 1,
and the low karma comments dominate the overall MSE.

3The inital karma score of a comment is 1.
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Figure 2: The data distribution for each subreddit.

level-7. The resulting data distributions are shown
in Fig. 2. Note that the quantization is subreddit de-
pendent, since the distribution and range of karma
tends to vary for different subreddits.

Evaluation metric: Since we use a quantization
scheme following a binary thresholding process, we
can compute the F1 score for each level-j subtask
(j = 1, 2, . . . , 7) by treating comments whose pre-
dicted level is lower than j as negative samples and
others as positive samples. To evaluate the overall
prediction performance, the seven F1 scores are ag-
gregated via a macro average, which effectively puts
a higher weight on the higher endorsement levels.

4 Model Description

The proposed model utilizes two kinds of infor-
mation for a comment to predict its quantized
karma: (1) the submission context encoded by a set
of graph and timing statistics, and (2) the textual
content of the comment itself. Both sources of infor-
mation are first embedded in a continuous space by a
neural network as illustrated in Fig. 3, where c ∈ RC

and d ∈ RD encode the submission context and the
textual content, respectively. As described further
below, the two vectors are transformed for use in
the final decision function to c̃, a linear combination
of latent basis vectors, and d̃, a context-dependent
weighted version of the text features.

Submission context modes: Reddit discussions
have a variety of conversation structures, includ-
ing sections involving many contributors or just a
few. Based on observations that high karma com-
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Figure 3: Proposed model: Gray circles c and d are the pro-

jected submission context features and the encoded textual con-

tent vector, respectively. Blue boxes b1, · · · ,bK are latent ba-

sis vectors, which are learned by the neural network. Purple

diamonds a1, · · · ,aK and g represent scalers, i.e., the basis

coefficients and context-dependent gate value. Red circles c̃

and d̃ are the context embedding (i.e., a linear combination of

latent basis vectors) and the weighted text embedding, respec-

tively. The yellow circle y is the output layer. Black arrows are

connections carrying weight matrices. ⊗ and ⊕ indicate multi-

plication and element-wise addition, respectively.

ments seem to co-occur with active points of dis-
cussions, we identify a set of features to represent
the submission context of a comment, specifically
aiming to characterize relative timing of the com-
ment within the discussion, participant response to
the comment, and whether the comment author is
the original poster (see Table 1 for the full list). The
features are normalized to zero mean and unit vari-
ance based on the training set.

In this paper, instead of controlling for the sub-
mission context, we let the model learn latent modes
of submission context and examine how the learned
context modes relate to different levels of commu-
nity endorsement. The proposed model learns K la-
tent basis vectors b1, · · · ,bK ∈ RC for characteriz-
ing the submission context of a particular comment
in the discussion. Given the raw submission context
feature vector x ∈ RN , the model computes a vector
c ∈ RC as c = LReL(Px), where P ∈ RC×N is
a projection matrix, and LReL(·) is the leaky recti-
fied linear function (Mass et al., 2013) with 0.1 as
the slope of the negative part. Coefficients for these

Range Description

0/1 Whether the comment author is the user who
initiated the thread.

Z≥0

Number of replies to the comment.
Number of comments in the subtree rooted
from the comment.
Height of the subtree rooted from the com-
ment.
Depth of the comment in the tree rooted from
the original post.

R≥0

Relative comment time (in hours) with re-
spect to the original post.
Relative comment time (in hours) with re-
spect to the parent comment.

Table 1: Features for representing the conversation structure.

K latent bases are then estimated as

ak = softmax(vT tanh(U [c; bk])),

where v ∈ RC and U ∈ RC×2C are parameters to
be learned. The final submission context embedding
is obtained as c̃ =

∑K
k=1 ak · bk ∈ RC .

The computation of basis coefficients is similar
to the attention mechanism that has been used in
the context of machine translation (Bahdanau et al.,
2015), constituency parsing (Vinyals et al., 2015),
question answering and language modeling (Weston
et al., 2015; Sukhbaatar et al., 2015). To the best
of our knowledge, this is the first attempt to use the
attention mechanism for latent basis learning.

Text embeddings: Recurrent neural networks
(RNNs) have been widely used to obtain sequence
embeddings for different applications in recent
years (Sutskever et al., 2014; Cheng et al., 2015;
Palangi et al., 2016). In this paper, we use a bi-
directional RNN to encode each sentence, and con-
catenate the hidden layers at the last time step of
each direction as the sentence embedding. For com-
ments with multiple sentences, we average the sen-
tence embeddings into a single vector as the textual
content embedding d ∈ RD.

For the t-th token in a sentence, the hidden layers
of the bi-directional RNN are computed as

h(l)
t = GRU(zt,h

(l)
t−1), h(r)

t = GRU(zt,h
(r)
t+1),

where zt ∈ RD is the token input vector, h(l)
t ∈ RD

and h(r)
t ∈ RD are the hidden layers for the left-

to-right and right-to-left directions, respectively, and
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GRU(·, ·) denotes the gated recurrent unit (GRU),
which is proposed by Cho et al. (2014) as a sim-
pler alternative to the long short-term memory unit
(Hochreiter and Schmidhuber, 1997) for addressing
the vanishing gradient issue in RNNs. For consis-
tency of the model and consideration of computation
speed, we replace the hyperbolic tangent function
in the GRU with the LReL function. Although not
shown in Fig. 3, weight matrices in the bi-directional
RNN are jointly learned with all other parameters.

To generate the token input vector to the RNN,
we utilize the lemma and part-of-speech (POS) tag
of each token (obtained with the Stanford CoreNLP
toolkit (Manning et al., 2014)), in addition to its
word form. A token embedding zt ∈ RD for the
t-th token in a sentence is computed as

zt = Ewordeword
t + Eposepos

t + Elemmaelemma
t ,

where et’s are one-hot encoding vectors for the to-
ken, and E’s are parameters to be learned. The di-
mensions of these one-hot encoding vectors are de-
termined by the size of the corresponding vocabu-
laries, which include all observed types except sin-
gletons. Thus, these embedding matrices E’s have
the same first dimension D but different second di-
mensions. This type of additive token embedding
has been used in (Botha and Blunsom, 2014; Fang
et al., 2015) to integrate various types of informa-
tion about the token. Moreover, it reduces the tuning
space since we only need to make a single decision
on the dimensionality of the token embedding.

Gating mechanism: For estimating comment
karma levels, the textual content should provide ad-
ditional information beyond the submission context.
However, we hypothesize that the usefulness of tex-
tual content may vary under different submission
contexts since structure reflects size of the reader-
ship. Therefore, we design a context-dependent gat-
ing mechanism in the proposed model to weight the
textual factors. A scalar gate value is estimated
from the submission context embedding c̃, i.e., g =
sigmoid(wT c̃), where w ∈ RC is the parameter to
be learned. The textual content embedding d ∈ RD

is scaled by the gate value g before being fed to the
output layer, i.e., d̃ = g · d.

Decision function: The estimated probability dis-
tribution y = [y0, . . . , y7] over all quantized karma

levels is computed by the softmax output layer, i.e.,
y = softmax(Q

[
c̃; d̃

]
), where Q ∈ RJ×(C+D) is

the weight matrix to be learned. The hypothesized
level for a comment is L̂ = argmaxjyj . For each
level-j subtask, both the label L and the hypothe-
sis L̂ are converted to binary values by checking the
condition whether they are no less than j.

5 Parameter Learning

To train the proposed model, each comment is
treated as an independent sample, and the objec-
tive is the maximum log-likelihood of these samples.
We use mini-batch stochastic gradient descent with
a batch size of 32, where the gradients are computed
with the back-propagation algorithm (Rumelhart et
al., 1986). Specifically, the Adam algorithm is used
(Kingma and Ba, 2015). The initial learning rate is
selected from the range of [0.0010, 0.0100], with a
step size of 0.0005, according to the log-likelhood
of the validation data at the first epoch. The learning
rate is halved at each epoch once the log-likelihood
of the validation data decreases. The whole train-
ing procedure terminates when the log-likelihood
decreases for the second time.

Each comment is treated as a data sample, and as-
signed to a partition number in {0, 1, . . . , 9} accord-
ing to the thread it belongs to. Each partition has
roughly the same number of threads. We use par-
titions 4–9 as training data, partitions 2–3 as valida-
tion data, and partitions 0–1 as test data, The training
data are shuffled at the beginning of each epoch.

As discussed in Section 3, there are many more
low-level comments than high-level comments, and
the evaluation metric effectively puts more emphasis
on high-level comments. Therefore, rather than us-
ing the full training and validation sets, we subsam-
ple the low-level comments (level-0, level-1, level-
2, level-3) such that each level has roughly the same
number of samples as level-4. Since the three sub-
reddits studied in this paper vary in their sizes, to
eliminate the factor of training data size, we use
similar amounts of training (∼90K comments) and
validation (∼30K comments) data for these subred-
dits. Note that we do not subsample the test data,
i.e., 192K for AskMen, 463K for AskWomen, and
1,167K for Politics.
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Figure 4: Individual F1 scores for the full model.

6 Experiments

In this section, we present the performance of the
proposed model and conduct contrastive experi-
ments to study model variants in two dimensions.
For the submission context features, we compare
representations obtained via feedforward neural net-
works to that obtained by a learned combination of
latent basis vectors. In terms of textual features,
we compare a model which uses no text, context-
independent text features, and a context-depending
gating mechanism. Finally, we analyze the learned
latent submission context modes, as well as context-
dependent gate values that reflect the amount of tex-
tual information used by the full model.

6.1 Model Configuration

All parameters in the neural networks except bias
terms are initialized randomly according to the
Gaussian distribution N (0, 10−2). We tune the
number of latent bases K and the number of hidden
layer neurons C and D based on the macro F1 scores
on the validation data. For the full model, the best
configuration uses K = 8, C = 32 and D = 64 for
all subreddits, except Politics where D = 32.

6.2 Main Results

The performance of the full model on individual lev-
els is presented in Fig. 4. As expected, the low-
est level comments are easier to classify. Detec-
tion of high-level comments is most reliable in the
Politics subreddit, but still difficult.

Table 2 compares models variants that only

AskMen AskWomen Politics
SubtreeSize 39.1 42.9 41.7
ConvStruct 43.9 41.4 42.0
Feedfwd-1 46.5 50.6 49.6
Feedfwd-2 46.8 50.9 49.8
Feedfwd-3 47.1 50.5 50.0
LatentModes 47.0 51.0 50.3

Table 2: Test macro F1 scores for models that do not use the

textual content information.

AskMen AskWomen Politics
No text 47.0 51.0 50.3

Un-gated 48.3 52.5 49.5
Gated 48.7 53.1 51.3

Table 3: Test macro F1 scores for models with and without the

gating mechanism. All models use latent modes to represent the

submission context information.

use the submission context features. The
SubtreeSize baseline uses a multinominal lo-
gistic regression model to predict the level accord-
ing to the subtree size feature alone, whereas the
ConvStruct uses the same model but with all
conversation structure features defined in Tabel 1.
All baselines are stronger than predicting based on
prior distributions, which has F1 scores in the 11-
17 range. The model Feedfwd-n is a feedforward
neural network with n hidden layers; it uses the sub-
mission context feature c in Fig. 3 for prediction.
The model LatentBases represents the submis-
sion context information by a linear combination of
latent bases; it uses c̃ in Fig. 3 for prediction. Com-
pared with Feedfwd-1 in terms of the number of
model parameters, Feedfwd-2, Feedfwd-3 and
LatentBases have C2, 2C2, and (2C2+K) extra
parameters, respectively. These models have simi-
lar performance, but there is a slight improvement
by increasing model capacity. While the proposed
method does not give a significant performance gain,
it leads to a more interpretable model.

Table 3 studies the effect of adding text and intro-
ducing the gating mechanism. The un-gated variant
uses d instead of d̃ for prediction. Without the gat-
ing mechanism, textual information provides signifi-
cant improvement for AskMen and AskWomen but
not for Politics. With the introduced dynamic
gating mechanism, the textual information is used
more effectively for all three subreddits.
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Figure 5: Empirical distributions of levels for each latent mode. Modes are grouped by dominating levels, i.e., level-0 and level-1

as low, level-6 and level-7 as high, and the rest as medium. Within each cluster, the modes are sorted by the number of samples.
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Figure 6: Visualization of learned clusters.
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Figure 7: Mean values of four submission context features for

each latent mode of AskWomen.

6.3 Analysis

In this subsection, we analyze the learned submis-
sion context modes and the gate values that control
the amount of textual information to be used by the

model for predicting comment karma level.

Submission context modes: To study the submis-
sion context modes, we assign each comment to
a cluster according to which basis vector receives
the highest weight: argmaxk=1,...,Kak. The label
distribution for each cluster is shown in Fig. 5. It
can be observed that some clusters are dominated
by level-0 comments, and others are dominated by
level-7 comments. In Fig. 6, we visualize the learned
clusters by projecting the raw conversation struc-
ture features x to a 2-dimensional space using the t-
SNE algorithm (van der Maaten and Hinton, 2008).
For purposes of illustrating cross-domain similari-
ties, we group the clusters dominated by level-0 and
level-1 comments into a low endorsement cluster,
those dominated by level-6 and level-7 into a high
endorsement cluster, and the rest as the medium en-
dorsement cluster. It can be seen that the learned
clusters split the comments with a consistent pattern,
with the higher endorsement comments towards the
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AskMen AskWomen Politics
medium 0.87 0.87 0.85

high 0.67 0.66 0.76

Table 4: Text gate values relative to low karma modes.

right and the low endorsement comments to the left.
In Fig. 7, we show mean values of four selected

submission context features for each latent mode
of AskWomen, where units of time are in hours.
High karma comments tend to be submitted early
in the discussion, and the number of children (di-
rect replies) is similar to or greater than the height
of its subtree (corresponding to a broad subtree).
Low and medium karma comments have a ratio of
number of children to subtree height that is less than
one. Low karma comments tend to come later in
the discussion overall (time since root) but also later
in terms of the group of responses to a parent com-
ment (time since parent). These trends hold for all
three subreddits. All subreddits have within-group
differences in the mode characteristics, particularly
the low-karma modes. For AskWomen, graph clus-
ter B corresponds to comments made at the end of a
discussion, which are more likely to be low karma
because there are fewer readers and less opportu-
nity for a new contribution. Cluster C comments
come earlier in the discussion but have small sub-
trees compared to other early comments.

Text gate: In Table 4, we show the mean gate val-
ues g for each group of latent modes. Since gate val-
ues are not comparable across subreddits due to dy-
namic range of feature values, the values shown are
scaled by the value for the low-level mode. We ob-
serve a consistent trend across all subreddits: lower
gate values for higher karma. Recall that the high
karma comments typically spawn active discussions.
Thus, a possible explanation is that users may be bi-
ased to endorse comments that others are endorsing,
making the details of the content less important.

7 Conclusion

In summary, this work has addressed the problem
of predicting community endorsement of comments
in a discussion forum using a new neural network
architecture that integrates submission context fea-
tures (including relative timing and response struc-

ture) with features extracted from the text of a com-
ment. The approach represents the submission con-
text in terms of a linear combination of latent basis
vectors that characterize the dynamic conversation
mode, which gives results similar to using a deep
network but is more interpretable. The model also
includes a dynamic gate for the text content, and
analysis shows that when response structure is avail-
able to the predictor, the content of a comment has
the most utility for comments that are not in active
regions of the discussion. These results are based
on characterizing quantized levels of karma with a
series of binary classifiers. Quantized karma predic-
tion could also be framed as an ordinal regression
task, which would involve a straightforward change
to the neural network learning objective.

This work differs from related work on popularity
prediction in that the task does not control for con-
tent of a post/comment, nor limit the time window of
the submission. With fewer controls, it is more dif-
ficult to uncover the aspects of textual content that
contribute to endorsement, but by conditioning on
submission context we can begin to understand herd
effects of endorsement. The task described here also
differs from previous work in that the full (or almost
full) discussion thread is available in extracting fea-
tures characterizing the response to the comment,
but the modeling framework would also be useful
with a limited window lookahead. The results using
the full discussion tree also show the limits of using
response volume to measure endorsement.

A limitation of this work is that the submission
context is represented only in terms of the relative
timing and graph structure in a discussion thread and
does not use the text within earlier or responding
comments. Prior work has shown that the relevance
of a comment to the preceding discussion matters
(Jaech et al., 2015), and clearly the sentiment ex-
pressed in responses should provide important cues.
Capturing these different sources of information in a
gated framework is of interest for future work.
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Abstract

Identifying witness accounts is important
for rumor debunking, crises management,
and basically any task that involves on
the ground eyes. The prevalence of so-
cial media has provided citizen journalism
with scale and eye witnesses prominence.
However, the amount of noise on social
media also makes it likely that witness ac-
counts get buried too deep in the noise and
are never discovered. In this paper, we
explore automatic witness identification in
Twitter during emergency events. We at-
tempt to create a generalizable system that
not only detects witness reports for un-
seen events, but also on true out-of-sample
“real time streaming set” that may or may
not have witness accounts. We attempt to
detect the presence or surge of witness ac-
counts, which is the first step in developing
a model for detecting crisis-related events.
We collect and annotate witness tweets for
different types of events (earthquake, car
accident, fire, cyclone, etc.) explore the
related features and build a classifier to
identify witness tweets in real time. Our
system is able to significantly outperform
prior methods with an average F-score of
89.7% on previously unseen events.

1 Introduction

Citizen journalism or street journalism involves
public citizens playing an active role in collect-
ing, reporting, analyzing, and disseminating news
and information. Apart from the fact that it allows
bringing in a broader perspective, a key reason for
its rise and influence is because of witness reports.
Witnesses are able to share an eyewitness report,
photo, or video of the event. Another reason is the

presence of a common person’s perspective, that
may otherwise be intentionally or unintentionally
hidden because of various reasons, including polit-
ical affiliations of mass media. Also, for use cases
involving time-sensitive requirements (for exam-
ple, situational awareness, emergency response,
and disaster management) knowing about people
on the ground is crucial.

Some stories may call for identifying experts
who can speak authoritatively to a topic or issue
(also called cognitive authorities). However, in
breaking-news situations that involve readily per-
ceivable information (for example, fires, crimes)
cognitive authorities are perhaps less useful than
eyewitnesses. Since most of the use-cases that
value citizen reports involve gaining access to in-
formation very quickly, it is important for the sys-
tem to be real time and avoid extensive searches
and manual screening of enormous volume of
tweets.

Social media has provided citizen journalism
with an unprecedented scale, and access to a real
time platform, where once passive witnesses can
become active and share their eyewitness testi-
mony with the world, including with journalists
who may choose to publicize their report. How-
ever, the same scalability is available to spam, ad-
vertisements, and mundane conversations that ob-
scure these valuable citizen reports. It is clear
that discovery of such witness accounts is impor-
tant. However, presence of significant amount of
noise, unrelated content, and mundane conversa-
tions about an event that may be not very useful
for others, make such a task challenging.

In this paper, we address the problem of auto-
mated witness account detection from tweets. Our
contributions include: (1) A method to automat-
ically classify witness accounts on social media
using only social media data. (2) A set of fea-
tures (textual and numeric), spanning conversa-
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tions, natural language, and meta features suitable
for witness identification. (3) A large scale study
that evaluates the above methods on a diverse set
of different event types such as accidents, natu-
ral disasters, and witnessable crimes. (4) Making
available an annotated witness database. (5) A real
time out-of-sample test on a stream of tweets. In
many cases, the presence of witness reports may
be the first indication of an event happening. We
use the proposed method to determine if surge in
witness accounts is related to potential witnessable
events.

2 Related Work

A witness may be described as “a person who sees
an event happening, especially a crime or an acci-
dent”1. WordNet defines a witness to be “some-
one who sees an event and reports what happens”
(Miller, 1995), suggesting an expansion from be-
ing able to perceive an event to being able to pro-
vide a report. From a journalism perspective, wit-
nesses may be defined as “people who see, hear,
or know by personal experience and perception”
(Diakopoulos et al., 2012).

The motivation behind our definition of witness
accounts is that this paper is part of a bigger study
on early identification of emergencies and crises
through social media. The aim of the larger study
is to detect such events prior to news media. In
such cases, it is crucial to detect and verify wit-
ness accounts before the events are reported by
news outlets, and therefore it is important to dis-
tinguish between first-hand accounts of the events,
and those which are reflected by news reports. The
latter type of messages would not be helpful to the
study even if they conveyed situational awareness
or provided insight into the event.

(Morstatter et al., 2014) explore the problem of
finding tweets that originate from within the re-
gion of the crisis. Their approach relies only on
linguistic features to automatically classify tweets
that are inside the region of the crisis versus tweets
that are outside the crisis region. The tweets in-
side the region of the crisis are considered as wit-
ness tweets in their experiment setting. However,
this is incompatible with our definition of a wit-
ness tweet. In our definition, a witness has to be
in the crisis region and report on having witnessed
the event. Thus, we do not consider all the tweets

1http://dictionary.cambridge.org/dictionary/american-
english/witness

inside the crisis region as witness tweets.
(Cheng et al., 2010) explored the possibility of

inferring user’s locations based on their tweets.
(Han et al., 2014) developed an approach that
combines a tweet’s text with its meta-data to es-
timate a user’s location. The estimated user loca-
tion, that is, if they are close to or within the crisis
region is used as an indicator of witness tweets,
but as discussed above, this is not sufficient for the
purposes of our study.

There are few research studies that exclusively
concentrate on situational awareness. (Verma et
al., 2011) explore the automatic identification of
tweets for situational awareness. They work on a
related problem of finding potential witnesses by
focusing on people who are in the proximity of an
event. Such tweets may not contain content that
demonstrates an awareness of the scope of the cri-
sis and specific details about the situation. How-
ever, these tweets are not necessarily from a wit-
ness; they could be from a news report of the sit-
uation. Hence their problem is not equivalent to
ours.

While computational models exist for situa-
tional awareness where all within region may
be characterized as witness tweets but no real
time system exists to identify eyewitness accounts;
rather only characterizations of such accounts
have been studied. For example, (Truelove et al.,
2014) analyzed several characteristics of witness
accounts in twitter from a journalistic perspective
and developed a conceptual model of witness ac-
counts. Their analysis is based on a case study
event (a bushfire), without a computational model
for witness identification. They found that witness
accounts can be differentiated from non-witness
accounts from many different dimensions, such as
linguistic use and Twitter’s meta data.

3 Data Collection and Annotation

We primarily concentrate on building a real-time
system that is able to discover witness reports from
tweets. To this purpose, we take a supervised clas-
sification approach. Preliminary data analysis re-
vealed that different event types involved varied
language specific to that event type, and varied
temporal and spatial characteristics specific to the
exact event. For example, words used in describ-
ing earthquakes might have phrases like ‘tremors’,
‘shaking’ but not ‘saw suspect’. Also, witness
characteristics depended on when and where an
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Figure 1: An example witness tweet

event took place. In the next section, we begin
by describing our event types.

3.1 Selection of Events

As discussed before, eyewitness accounts are per-
haps most useful to journalists and emergency re-
sponders during disasters and crises. Therefore
we focus on these type of events in building our
dataset. These include natural disasters such as
floods and earthquakes, accidents such as flight
crashes, and witnessable criminal events such as
acts of terrorism.

We formed an events list by evaluating the
disaster and accident categories in news agency
websites, for example, Fox news disasters cate-
gory2. We found the following events: cyclones,
(grass)fires, floods, train crash, air crash, car ac-
cidents, volcano, earthquake, landslide, shooting,
and bombing. Note that the events (within or cross
category) may be distinct on several integral char-
acteristics, like different witness/non-witness ra-
tios. This is mainly due to the varying spatial and
temporal characteristics of the events. For exam-
ple, the Boston Marathon Bombing happened in a
crowded place and at daytime. This led to a large
number of eye-witnesses, who reported hearing
the blast, and the ensuing chaos. Figure 1 shows
an example witness tweet from Boston marathon
bombing. On the other hand for the landslide that
occurred 4 miles east of Oso, Washington, there
were very few people near the landslide site. Thus,
most of the tweets related to that landslide actually
originated from some news agency report.

2http://www.foxnews.com/us/disasters/index.html

3.2 Data Collection

In order to study the identification of eye-
witnesses, we needed to identify some events and
collect all related tweets for each event. Some
previous studies(Yang et al., 2012; Castillo et
al., 2011) used TwitterMonitor(Mathioudakis and
Koudas, 2010) that detected sudden bursts of ac-
tivity on Twitter and came up with an automati-
cally generated Boolean query to describe those
trends. The query could then be applied to Twit-
ter’s search interface to capture more relevant
tweets about the topic. However, TwitterMonitor
is no longer active. We formulated the required
search queries manually, by following a similar
approach.

3.3 Query Construction

Each query was a boolean string consisting of a
subject, a predicate, and possibly an object. These
components were connected using the AND oper-
ator. For instance,“2014 California Earthquake”
was transformed to “(California) AND (Earth-
quake)”. Each component was then replaced with
a series of possible synonyms and replacements,
all connected via the OR operator. For instance,
the query may further be expanded to “(Califor-
nia OR C.A. OR CA OR Napa) AND (earthquake
OR quake OR earthshock OR seism OR tremors
OR shaking)”. Finally, we added popular hash-
tags to the search query, as long as they didn’t
exceed Twitter’s limit of 500 characters. For in-
stance, the query would be expanded by hashtags
such as “NapaEarthquake”. As we read the re-
trieved tweets, more synonyms and replacements
were discovered which we added them back to
the query and searched in Twitter again. We re-
peat this process several times until the number of
retrieved tweets is relatively stable. This process
can help us find a good coverage of event tweets
and witness tweets. However, we believe it is very
hard to evaluate the accurate recall of our query re-
sults since we have to (1) have the complete twitter
data of a specific time period and (2) label a huge
amount of tweets.

3.4 Search

Each query was applied to Twitter to collect rel-
evant tweets. Twitter offers a search API that
provides a convenient platform for data collec-
tion. However, the search results are limited to
one week. Since some of the items in our data-set
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Table 1: Descriptive statistics of the events in the
collected data-set

Event # Witness tweets # Total tweets
Cyclone 37 13,261
Grass fire 5 6,739
River flood 27 6,671
Flight crash 17 7,955
Train crash 5 7,287
Car accident 32 19,058
Volcano 2 3,096
Tornado 7 6,066
Earthquake 127 40,035
Landslide 1 3,318
Shooting 3 5,615
Bombing 138 31,313

spanned beyond a week’s time, we could not rely
on the search API to perform data collection. In-
stead, we decided to use Twitter’s search interface,
which offers a more comprehensive result set. We
used an automated script to submit each query to
the search interface, scroll through the pages, and
download the resulting tweets.

For our event categories, we found 28 events
with a total of 119,101 related tweets. If there
were multiple events of either category then they
were merged into their respective category. For
example, tweets from 6 distinct grass fire events
were merged into a single grass fire event. Simi-
larly 3 train crashes, 3 cyclones, 3 flight crashes, 3
earthquakes, 2 river floods, 2 car accidents, and 2
tornadoes were merged. Table 1 provides further
details on the different events.

3.5 Witness annotation
We first applied the following two filters to auto-
matically label non-witness tweets.

1. If tweet text mentions a news agency’s name
or contains a news agency’s url, it is not a
witness tweet. For example, “Breaking: In-
juries unknown after Asiana Airlines flight
crash lands at San Francisco Airport - @AP”

2. If it is a retweet (since by definition it is not
from a witness even if its a retweet of a wit-
ness account).

After the above filtering step, 46,249 tweets
were labeled as non-witness tweets, while 72,852
tweets were left for manual annotation. Two anno-
tators were assigned to manually label a tweet as

a witness tweet in case it qualified as either of the
following three categories(Truelove et al., 2014):

• Witness Account: Witness provides a direct
observation of the event or its effects. Exam-
ple: “Today I experienced an earthquake and
a blind man trying to flag a taxi. I will never
take my health for granted.”

• Impact Account: Witness describes being im-
pacted directly or taking direct action due to
the event. Example: “Had to cancel my last
home visit of the day due to a bushfire.”.

• Relay Account: Micro-blogger relays a Wit-
ness Account or Impact Account of another
person. Example: “my brother just witnessed
a head on head car crash”.

If neither of the above three, then the tweet was
labeled as a non witness account. After the an-
notation (The kappa score for the inter-annotator
agreement is 0.77), we obtained in 401 witness
tweets and 118,700 non-witness tweets.

4 Methodology

In this section, we outline our methodology for au-
tomatically finding witness tweets using linguistic
features and meta-data. We first discuss the fea-
tures, and then the models used.

4.1 Linguistic Features

Linguistic features depend on the language of
Twitter users. Currently we concentrate only on
English. Previous related works have also shown
the utility of a few linguistic features (Morstatter
et al., 2014; Verma et al., 2011) such as N-grams
of tweets, Part-of-Speech and syntactic constituent
based features. The following describes our new
features:
Crisis-sensitive features. Parts-of-speech se-
quences and preposition phrase patterns (e.g.,
“near me”).
Expression: Personal/Impersonal. If the tweet
is a description of personal observations it is more
likely to be a witness report. We explore several
features to identify personal experiences and per-
ceptions. (1) If the tweet is expressed as a first
person account (e.g., contains first personal pro-
noun such as “I”) or (2) If the tweet contains words
that are from LIWC3 categories such as “see” and

3http://www.liwc.net/
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“hear”, it is indicative of a personal experience;
(3) If the tweet mentions news agency names or
references a news agency source, it is not about a
personal experience and thus not a witness report.

Time-awareness. Many witness accounts frame
their message in a time-sensitive manner, for ex-
ample, “Was having lunch at union station when
all of a sudden chaos!” We use a manually created
list of terms that indicate time-related concepts of
immediacy.

Conversational/Reply feature. Based on anal-
ysis of the collected witness and non-witness
tweets, we observe that the responses to a tweet
and the further description of the situation from
that original user helps confirm a witness account.
We extract the following features: (1) If the re-
ply tweet is personal in expression; (2) If the reply
tweet contains journalism-related users; (3) If the
reply tweet is from friends/non-friends of the orig-
inal user; (4) If the reply tweet is a direct reply (to
the original tweet).

Word Embedding The recent breakthrough in
NLP is the incorporation of deep learning tech-
niques to enhance rudimentary NLP problems,
such as language modeling (Bengio et al., 2003)
and name entity recognition(Collobert et al.,
2011). Word embeddings are distributed repre-
sentations of words which are usually generated
from a large text corpus. The word embeddings
are proved to be able to capture nuanced mean-
ings of words. That is why word embeddings are
very powerful in NLP related applications. In this
study, the word embedding for each word is com-
puted using neural network and generated from
billions of words from tweets, without any super-
vision.(more details in Section 4.4)

4.2 Meta features

In addition to linguistic features, there are a few
other indicators which might help identify witness
accounts. (1) Client application. We hypothe-
size that witness accounts are likelier to be posted
using a cellphone than a desktop application or
the standard web interface; (2) Length of tweet.
The urgent expression of witness tweets might re-
quire more concise use of language. We measure
the length of a tweet in terms of individual words
used; (3) Mentions or hashtags. Another indica-
tion of urgency can be the absence of more casual
features such as mentions or hashtags.

Table 2: Description of features

contains first-person pronoun, i.e. “I”,“we”
contains LIWC keywords,i.e.“see”,“hear” ?

contains news agency URL or name?
is a retweet?

contains media (picture or video)?
contains time-aware keywords?

journalist account involved in conversation?
situated awareness keywords in conversation?

contains reply from friend/non-friend
contains direct/indirect reply

type of client application used to post the tweet
length of tweet in words

contains mentions or hashtags?
similarity to witnessable emergency topics

word embeddings

4.3 Topic as a feature
As mentioned previously, witness accounts are
most relevant for reporting on witnessable events.
These include accidents, crimes and disasters.
Thus, we hypothesize that features that help iden-
tify the topic of the tweets may help measure their
relevance. Therefore we incorporate topic as a fea-
ture. We use OpenCalais’4 topic schema to iden-
tify witnessable events. The following sections
describe how we use these categories to generate
topic features.

Table 2 shows the set of new features we pro-
posed in witness identification.

4.4 Feature Extraction
In addition to the features introduced above, we
experimented with several other potential features
such as objectivity vs. emotion, user visibility and
credibility, presence of multimedia in the message,
and other linguistic and network features. They
did not improve the performance of the classifier,
and statistical analysis of their distributions across
witness and non-witness messages failed to show
any significant distinctions. Due to space limit,
we provide the feature extraction details for two
features.
Topic Features: Using OpenCalais’ topic-
classification api, we classified about 33,000
tweets collected via Twitter’s streaming API in
January-June 2015. We then separated those
classified as WAR CONFLICT, LAW CRIME, or
DISASTER ACCIDENT. This resulted in 7,943

4http://www.opencalais.com/opencalais-api/
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Table 3: Description of data set for training word
embeddings

# of Tweets 198 million
# of words in training data 2.9 billion

# of unique tokens 1.9 million

tweets. Three researchers manually cross-checked
the classification for accuracy. For each topic,
500 tweets on which all researchers agreed were
chosen to represent that topic. We calculated TF-
IDF metrics on these tweets and represented each
topic as a vector of terms and their TF-IDF val-
ues. When applying these features to the training
data, we calculated the cosine similarity between
the term vector of each tweet and the term vector
of each topic.
Word Embeddings: To extract word embeddings
for each word in tweet, we use the word2vec
toolkit5. word2vec is an implementation of word
embeddings developed by Mikolov et al.(Mikolov
et al., 2013). This model has two training options,
continuous bag of words (CBOW) and the Skip-
gram model. The Skip-gram model is an efficient
method for learning high-quality distributed vec-
tor representations that capture a large number of
precise syntactic and semantic word relationships.
Based on previous studies the Skip-gram model
produces better results and we adopt it for train-
ing.

We train the model on tweet data. The tweets
used in this study span from October 2014 to
September 2015. They were acquired through
Twitter’s public 1% streaming API and Twitter’s
Decahose data (10% of Twitter streaming data)
granted to us by Twitter for research purposes. Ta-
ble 3 shows the basic statistics of the data set used
in this study. Only English tweets are used, and
about 200 million tweets are used for building the
word embedding model. Totally, 2.9 billion words
are processed. With a term frequency threshold
of 5 (tokens with fewer than 5 occurrences in the
data set are discarded), the total number of unique
tokens (hashtags and words) in this model is 1.9
million. The word embedding dimension is 300
for each word.

Each tweet is preprocessed to get a clean ver-
sion, which is then processed by the model build-
ing process.

5Available at https://code.google.com/p/word2vec/

Table 4: A case study of transfer learning for wit-
ness identification

Test on
Models earthquake

event
Model 1: trained on 83.3%

non-earthquake events
Model 2: trained on 87.0%

earthquake event

5 Experiments and Evaluation

To classify tweets as witness or non-witness auto-
matically, we take a machine learning approach,
employing several models such as decision tree
classifier, maximum entropy classifier, random
forest and Support Vector Machine (SVM) classi-
fier to predict whether a tweet is a witness tweet
or not. (SVM classifier performed the best for
our method as well as on baselines, we only re-
port results using SVM). As input to the classi-
fier, we vectorized the tweet by extracting the fea-
tures from the tweet’s text and meta-data. Each of
our features are represented as whether they occur
within the tweet, i.e. Boolean features. The model
then outputs its prediction of whether the tweet is
a witness account.

5.1 Transfer learning
We first perform a case study of transfer learning.
We trained one model on all event-types and tested
on a specific type of event (e.g. earthquake). We
then trained a second model for that specific type
of event and compared the performance of these
two paradigms. We choose earthquake events in
our dataset for case study. We trained two models
on 1000 tweets with witness and non-witness ac-
counts and test on an event with 500 tweets. Model
1 is trained on all other types of events, while
Model 2 is trained on another earthquake event.
Table 4 shows the results. The F-1 score of Model
1 and 2 are 83.3%, 87.0% respectively. This sug-
gests that event-based witness identifiers have bet-
ter performance than general witness identifiers,
but the model generalizes relatively well.

For the next experiment, we balanced the col-
lected data by over-sampling the witness tweets
by 10 times, and down-sampling the non-witness
tweets to the same size accordingly. We then per-
form leave one out cross validation. For each event
category, we use all tweets in other event cate-
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gories to train the model. Once the training is
done, we test the trained model on the tweets in
the holdout event category. For example, for the
cyclone category, we would use all tweets in all
other 11 categories (grass fire, river flood, flight
crash, train crash,...,) to train the model, and test
the model on cyclone category tweets. This pro-
cess was repeated for each event type.

5.2 Comparison of Prediction Models
We compared our proposed method with two base-
line models from the literature(Diakopoulos et al.,
2012; Morstatter et al., 2014).

• Baseline 1: A dictionary-based tech-
nique(Diakopoulos et al., 2012). The ap-
proach classifies potential witnesses based
on 741 words from numerous LIWC cate-
gories including “percept”, “see”, “hear”, and
“feel”. The approach applied one simple
heuristic rule: If a tweet contained at least
one keyword from the categories, then the
tweet is classified as witness tweet.

• Baseline 2: A learning based ap-
proach(Morstatter et al., 2014). This
method extracts linguistic features(as shown
in Table 2) from each tweet and automat-
ically classifies tweets that are inside the
region of the crisis versus tweets that are
outside the crisis region.

Table 5: Witness identification F-score for each
event and model: Baseline

Testing
F-score

Events Baseline 1 Baseline 2
Cyclone 8.7% 75.1%
Grass fire 6.9% 95.0%
River flood 65.8% 83.3%
Flight crash 23.1% 77.2%
Train crash 39.9% 91.2%
Car accident 54.4% 86.1%
Volcano 46.0% 76.8%
Tornado 1.8% 83.9%
Earthquake 36.3% 77.3%
Landslide 46.1% 70.1%
Shooting 15.0% 80.9%
Bombing 34.5% 72.2%
Average 31.5% 80.8%

We experiment a set of models for witness iden-
tification:

• Model i (+Conversation) combines the new
proposed ‘conversational features’ with all
the features used in Baseline 2(Morstatter et
al., 2014).

• Model ii (+Expression) combines the new
proposed tweet ‘expression features’ with all
features used in Baseline 2.

• Model iii (+Conversation+Expression) com-
bines the new proposed conversational and
tweet expression features with all features
used in Baseline 2.

• Model iv (+Conversa-
tion+Expression+Meta) combines the
previous classifier with meta features and
topic-related features.

• Model v (WE.) uses only word embedding
features which were obtained by an unsuper-
vised learning process as described in subsec-
tion 4.4. As tweets are of various length, in
order to get a fixed size feature vector repre-
sentation of tweet to train the SVM, we ex-
plore min, average, and max convolution op-
erators(Collobert et al., 2011). Specifically,
we treat each tweet as a sequence of words
[w1, ...,ws]. Each word is represented by a d-
dimensional word vector W ∈ <d (note that,
d = 300 in our case). For each tweet s we
build a sentence matrix S ∈ <d×|s|, where
each column k represents a word vector Wk

in a sentence s. We can calculate the mini-
mum, average, and max value of each row in
the sentence matrix S ∈ <d×|s| and form a d
x 1 vector, respectively. These d x 1 feature
vector is used to train SVM classifier. Our
empirical results shows that the max opera-
tor obtains the best results in a sample train-
ing data, so we only report this for the WE.
model.

• Model vi (+Conversa-
tion+Expression+Meta+WE.) combines
the handcrafted features used in Model iv
with the word embedding features used in
Model v.

For experiment and evaluation, we group sim-
ilar events (for example, car accidents that hap-
pened in different times and locations) together,
and perform a leave one out cross validation. More
specifically, we used SVM classifier trained on
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Table 6: Witness identification F-score for each event and model

Testing
F-score

Events Model i Model ii Model iii Model iv Model v Model vi
Cyclone 75.5% 88.5% 89.7% 86.5% 87.0% 88.6%
Grass fire 94.7% 91.1% 93.6% 93.2% 93.1% 94.1%
River flood 83.3% 91.5% 91.4% 81.1% 82.2% 82.6%
Flight crash 77.5% 79.1% 81.5% 91.3% 85.7% 91.5%
Train crash 90.5% 90.9% 89.2% 92.8% 92.9% 92.9%
Car accident 88.1% 87.9% 88.5% 92.6% 90.7% 92.7%
Volcano 77.9% 81.0% 82.6% 93.3% 87.0% 93.1%
Tornado 85.9% 90.8% 94.8% 94.1% 93.8% 94.3%
Earthquake 78.8% 80.8% 80.7% 80.8% 80.5% 80.9%
Landslide 73.6% 80.7% 82.3% 85.7% 85.9% 85.5%
Shooting 82.8% 91.2% 92.2% 97.7% 93.0% 97.8%
Bombing 72.2% 72.8% 73.4% 82.0% 75.3% 82.1%
Average 81.7% 85.5% 86.7% 89.3% 87.2% 89.7%

data from all other types of events to classify tweet
data from a new event. The F-score for each event
as well as the average F-score are reported in Table
5, 6.

Table 5,6 show that our approaches were able
to outperform previous two baseline approaches
on categorizing witness tweets, with an average F-
score of 81.0%, 85.5%, 86.7%, 87.2%, 89.3% and
89.7%, respectively.

The results indicate that our system is able
to significantly outperform the two baseline ap-
proaches with an highest average F-score of 89.7%
on previously unseen events.

It is interesting to observe that, the performance
of Model v which uses only word embedding fea-
tures obtained from unsupervised training on large
tweet data-set, is comparable to the learning model
(e.g. Model iv) that use hand-crafted features.
Furthermore, when word embedding features are
combined with handcrafted features (Model vi),
the model’s performance is further improved. One
main reason is that the word embedding features
explicitly encode many linguistic regularities and
patterns which might not have been well captured
by hand-made features. This result is in line with
studies on other natural language processing task
such as sentiment analysis (Tang et al., 2014).

We also observe that conversational features do
not seem to improve performance to a consider-
able level (80.8% for Baseline 2 Versus 81.7% for
Model i), we think that might be partially due to
two reasons: (1) the fact that not all tweets lead to
conversations (see statistics on Subsection 4.1 );

(2)the way we extract the conversational features
is preliminary. In the future we will collect more
data and explore more sophisticated features from
conversations.

5.3 Witness identification on the real-time
streaming Twitter data

In this section, we evaluate the hypothesis of
whether detecting a witness accounts indicates
that an event has taken place. We apply our wit-
ness identification model on streaming real-time
Twitter data. For the time period that we tested
in, the number of real-time tweets were 7,517,654
tweets. In the entire tweet collection, 47,254
tweets were identified as witness tweets. Based
on a simple similarity measure, we clustered the
tweets. If less than 3 tweets were found in a clus-
ter, we eliminated that cluster. This led to 49,906
clusters or events. Of the 47,254 witness tweets,
1782 were from the clusters. Note that the pro-
portion of witness tweets is 3.57% in the cluster
events and only 0.63% in the streaming 1% sam-
ple. This suggests that there is a relationship be-
tween statistically finding more witness accounts
and detection of events. In future, we aim to study
this relationship in more detail.

6 Conclusion

We proposed a witness detection system for
tweets. We studied characteristics of witness re-
ports and proposed several diverse features. We
show that the system is robust enough to work well
on both in sample and true out of sample events.

72



References
[Bengio et al.2003] Yoshua Bengio, Réjean Ducharme,
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Abstract

Previous work on opinion mining and sen-
timent analysis mainly concerns product,
movie, or literature reviews; few applied this
technique to analyze the publicity of per-
son. We present a novel document model-
ing method that utilizes embeddings of emo-
tion keywords to perform reader’s emotion
classification, and calculates a publicity score
that serves as a quantifiable measure for the
publicity of a person of interest. Experi-
ments are conducted on two Chinese cor-
pora that in total consists of over forty thou-
sand users’ emotional response after read-
ing news articles. Results demonstrate that
the proposed method can outperform state-of-
the-art reader-emotion classification methods,
and provide a substantial ground for public-
ity score estimation for candidates of political
elections. We believe it is a promising direc-
tion for mining the publicity of a person from
online social and news media that can be use-
ful for propaganda and other purposes.

1 Introduction

The Internet has grown into a powerful medium
for information dispersion and social interaction, on
which one can easily share experiences and emo-
tions instantly. It has become a popular source for
sentiment analysis and opinion mining, e.g., movie
reviews (Pang et al., 2002; Turney, 2002), product
reviews (Hu and Liu, 2004), and other subjects (Tur-
ney, 2002; Wilson et al., 2009). Moreover, human
feelings can be quickly identified through automatic
emotion classification, as these emotions reflect an

individual’s feelings and experiences toward certain
subject matters (Turney, 2002; Wilson et al., 2009).
Emotion classification aims to predict the emotion
categories (e.g., happy, angry, or worried) to which
the given text belongs (Das and Bandyopadhyay,
2009; Quan and Ren, 2009). There are two aspects
of emotions regarding a piece of text, namely, the
writer’s and the reader’s emotion. The former con-
sists of the emotions expressed by the author, while
the latter refers to the emotions that the readers of the
text may possess after reading the text. Recognition
of reader-emotion is different from that of writer-
emotion and may be even more complicated (Lin et
al., 2008; Tang and Chen, 2012). In particular, writ-
ers can directly express their emotions through sen-
timent words; in contrast, reader-emotions possess
a more complex nature, as even common words can
evoke different types of reader-emotions depending
on personal experiences and knowledge of the read-
ers (Lin et al., 2007). For instance, a news arti-
cle with the title “The price of crude oil will rise
0.5% next week” is just objectively reporting an
event without any emotion, but it may invoke emo-
tions like angry or worried in its readers. In ad-
dition, it is possible that more sponsorship oppor-
tunities can be obtained from companies or man-
ufacturers if the articles describing a certain prod-
uct are able to promote greater emotional resonance
in the readers. As online commerce becomes more
and more prominent nowadays, a growing amount of
customers rely on online reviews to determine their
purchases. Meanwhile, news organizations observe
increasing traffic on their online websites as opposed
to paper-based publications. We believe that reader’s
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emotion analysis has a great potential in all domains
and applications.

In light of the above rationale, in this work we
attempt to capture the perception of readers toward
public figures through recognizing reader’s emo-
tion from news articles. We propose a distributed
emotion keyword vector (DEKV) representation for
reader-emotion classification, from which we derive
a novel method for publicity mining. It is a prac-
tice of monitoring the public opinion toward a cer-
tain human subject at a given period of time. Exper-
iments show that DEKV outperforms other text cat-
egorization and reader-emotion classification meth-
ods; in turn, these results can be used to conduct
publicity mining for propaganda and other public re-
lations purposes.

2 Related Work

Articles are one of the most common medium for
persons to convey their feelings. Identifying essen-
tial factors that affect emotion transition is important
for human language understanding. With the rapid
growth of computer mediated communication appli-
cations, such as social websites and micro-blogs, re-
search on emotion classification has recently been
attracting more attention from enterprises (Chen et
al., 2010; Purver and Battersby, 2012). In general, a
single piece of text may possess two types of emo-
tions: writer-emotion and reader-emotion. The re-
search of writer-emotion investigates the emotion
expressed by the writer when writing the text. For
example, Pang et al. (2002) pioneered the use of ma-
chine learning technique on sentiment classification
of movie reviews into positive and negative emo-
tions. Mishne (2005), and Yang and Chen (2006)
used emoticons as tags to train SVM (Cortes and
Vapnik, 1995) classifiers at the document or sen-
tence level, respectively. In their studies, emoti-
cons are taken as the answer, and textual keywords
are considered as features. Wu et al. (2006) pro-
pose a sentence level emotion recognition method
using dialogs as their corpus, in which “Happy”,
“Unhappy”, or “Neutral” are assigned to each sen-
tence as its emotion category. Yang et al. (2006)
adopted Thayer’s model (Thayer, 1989) to classify
music emotions. Each music segment can be clas-
sified into four classes of moods. As for sentiment

analysis, Read (2005) used emoticons in newsgroup
articles to extract relevant instances for training po-
larity classifiers.

On the other hand, the research of reader-emotion
concerns the emotions expressed by a reader after
reading the text. The writer and readers may view
the same text from different perspectives, hence they
do not always share the same emotion. Since the re-
cent increase in the popularity of Internet, certain
news websites, such as Yahoo! Kimo News, incor-
porate the Web 2.0 technologies that allow readers to
express their emotions toward news articles. Classi-
fying emotions from the readers’ point of view is a
challenging task, and research on this topic is rela-
tively sparse as compared to those considering the
writers’ perspective. While writer-emotion classifi-
cation has been extensively studied, only a few fo-
cused on reader-emotion classification. Lin et al.
(2007) first described the task of reader-emotion
classification on news articles and classified Yahoo!
News articles into 8 emotion classes (e.g. happy,
angry, or depressing) from the readers’ perspec-
tives. They combined unigram, bigram, metadata,
and emotion categories to train a classifier for the
reader-emotions toward news. Yang et al. (2009) au-
tomatically annotated reader-emotions on a writer-
emotion corpus with a reader-emotion classifier, and
studied the interactions between them. Further-
more, applications of reader-emotion categorization
include learning linguistic templates for writing as-
sistance (Chang et al., 2015). One can also col-
lect public opinions toward political issues through
emotion classification. Sarmento et al. (2009) used
a rule-based method to collect a corpus of online
comments for political opinion mining. Fang et al.
(2012) extract contents from multiple sources on
the same topic and quantify the differences within.
An opinion formation framework was developed for
content analysis of social media to conduct political
opinion forecast (Sobkowicz et al., 2012).

What distinguishes this work from others is that
we attempt to test the possibility of inferring pub-
licity, or “likability”, of a person by detecting the
emotion of the public towards news about that per-
son. Given enough unbiased data, this technique en-
ables for propaganda and maintenance of good pub-
lic image. Note that we do not aim to predict the
probability of a person being elected, as such efforts
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Figure 1: (a) The CBOW model uses the context words Wt−c, · · · ,Wt+c in the window as inputs to predict the current word Wt.

(b) The SG model predicts words Wt−c, · · · ,Wt+c in the context using the current word Wt as the input.

had already been made without showing promising
results (Gayo-Avello, 2012).

3 Method

3.1 Distributed Word Representation

Bengio et al. (2003) proposed a neural network-
based language model that motivated recent ad-
vances in natural language processing (NLP), in-
cluding two word embedding learning strategies
continuous bag-of-word (CBOW) and skip-gram
(SG) (Mikolov et al., 2013a). The CBOW method
is based on the distributional hypothesis (Miller
and Charles, 1991), which states that words occur
in similar contexts often possess similar meanings.
This method attempts to learn a word representa-
tion that can capture the context information for each
word. In contrast to traditional bag-of-word mod-
els, the CBOW model tries to obtain a dense vector
representation (embedding) of each word directly
(Mikolov et al., 2013a). The structure of the CBOW
model is similar to a feed-forward neural network
without non-linear hidden layers, as illustrated in

Fig. 1. It has been proven that this model can learn
powerful representation of words and be trained on
a large amount of data efficiently (Mikolov et al.,
2013a). The SG model, being a simplified feed-
forward neural network as well, differs from CBOW
in that SG employs an inverse training objective in-
stead for learning word representations (Mikolov et
al., 2013a; Mikolov et al., 2013b; Le and Mikolov,
2014). The concept of SG model is illustrated in Fig.
1b. It attempts to predict words in the context by us-
ing the current words. In practice, SG tends to be
more effective than CBOW when larger datasets are
available (Lai et al., 2015).

3.2 Distributed Emotion Keyword Vectors for
Reader-Emotion Classification

Building on top of the success of word embeddings,
we propose the Distributed Emotion Keyword Vec-
tors (DEKV) to model the reader-emotion of news
articles. Chang et al. (2015) demonstrated that key-
words are crucial in emotion classification, and mo-
tivated us to incorporate the distributed representa-
tion approach in the reader-emotion classification
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LLR(w,E) = 2log

(
p(w|E)k(1− p(w|E))mp(w|¬E)l(1− p(w|¬E))n

p(w)k+l(1− p(w))m+n

)
(1)

task. To begin, word embeddings are learned from
the corpus using the CBOW method. We then find
a set of keywords for each emotion category using
log likelihood ratio (LLR) (Manning and Schütze,
1999), which is related to the probability of a key-
word being specific to this category. LLR value
of each word w is calculated as follows. Given a
training set with emotion categories, we first define
k = N(w∧E), l = N(w∧¬E), m = N(¬w∧E),
and n = N(¬w∧¬E), whereN(w∧E) denotes the
number of documents that contain w and belong to
emotionE,N(w∧¬E) denotes the number of docu-
ments that contain w but does not belong to emotion
E, and so on. Then, we employ Eq. (1) to calculate
LLR for w in the emotion E.

Finally, a document is represented as illustrated in
Fig. 2, in whichDt is a weighted average of keyword
vectors, and the weight λi for a keyword KWi is its
scaled LLR value. Note that if there is no keyword
in a document, we use the average of all word em-
beddings in this document and compute cosine sim-
ilarity against all keyword vectors to find the closest
ones to represent this document. In this case, the
number of keywords that are used to represent this
unknown document is the same as that of each cat-
egory. In essence, each document is projected onto
a semantic space constructed by keyword vectors as
illustrated in Fig. 3.
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· · · · · · · · · · · · · · · · · · 
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Figure 2: The DEKV model represents each target document

Dt as emotion keyword vectors EKi that are present in this

document, weighted by scaled LLR scores λi.

4 Mining Publicity from Reader-Emotion

Our approach for mining publicity is by collecting
online news articles centered around k specific pub-
lic figures and determine the reader-emotion towards
each of them, with the goal of identifying the pub-
lic image of these people that can potentially affect
how much the general population is willing to sup-
port them. We formulate the publicity of a person
as a publicity score (PS) with positive or negative
notion that can be summarized from identification
of reader’s emotion of articles. For this purpose,
we only consider coarse-grained emotion categories
(i.e., positive and negative). Thus, fine-grained emo-
tion categories like happy, warm, and odd are con-
sidered to be “positive”, while angry, boring, de-
pressing, and worried being “negative”. Moreover,
PS is not only directly related to the public opin-
ion towards an individual, but also affected by how
his or her opponents are viewed. Hence, PS should
jointly consider both directions of emotion. We de-
fine publicity score PSi of a person i as:

PSi = (Pi −Ni) +
k∑

j=1,j 6=i
(
Nj − Pj
k − 1

), (2)

where Pi and Ni denotes the number of documents
with positive and negative reader’s emotion, respec-
tively. Meanwhile, there are Pj and Nj articles
with positive and negative reader-emotion for an-
other person j. We postulate that PSi also benefits
from the negative publicity of other opposing peo-
ple. However, since the negativity of the person j
does not guarantee that the same amount of positiv-
ity from the public will automatically divert to a spe-
cific person, we divide the negative score of person
j by the number of remaining candidates, k− 1, be-
fore adding that to PSi. This way, we can quantify
the publicity of, e.g. presidential candidates, and ex-
amine its relationship with other measurable metrics
such as polls.

5 Experiments

We conduct two experiments to test the effectiveness
of DEKV. The goal of the first one is detecting the

77



Mean vector 
of unseen 
document

Keyword 
vectors

Weighted mean of 
keyword vectors

Figure 3: DEKV transforms a document with no keywords as a weighted average of closest keyword vectors.

reader-emotion of a news article, and the second one
is inferring the publicity of famous public figures.
Details are explained in the following sections.

5.1 Exp. I: Reader-emotion Classification

5.1.1 Dataset
We use a corpus containing 47,285 Chinese news

articles1 for evaluation. It is a very suitable testbed
because it contains a socially infused feature of com-
munity voting. In particular, a reader of a news arti-
cle can cast a vote expressing his or her feelings after
reading this article with the emotion categories in-
clude angry, worried, boring, happy, odd, depress-
ing, warm, and informative. Furthermore, only those
with a clear statistical distinction between the high-
est vote and others determined by a t-test with 95%
confidence level are included to ensure the validity
of our experiments. The dataset is divided into train-
ing and test sets, containing 11,681 and 35,604 arti-
cles, respectively. Detail statistics of the corpus is
listed in Table 1. Note that the evaluation excludes
informative for it is not considered as an emotion
(Lin et al., 2007; Lin et al., 2008).

5.1.2 Experimental Settings
DEKV is based on embeddings learned from the

training set using CBOW with default settings in the
toolkit (Řehůřek and Sojka, 2010), and LLR for key-
words in each emotion category as weights. Each

1Collected from http://tw.news.yahoo.com

Category #Train #Test Total
Angry 2,001 4,326 6,327

Worried 261 261 522
Boring 1,473 1,473 2,946
Happy 2,001 7,344 9,345

Odd 1,526 1,526 3,052
Depressing 1,573 1,573 3,146

Warm 835 835 1,670
Informative 2,001 18,266 20,267

Total 11,681 35,604 47,285

Table 1: Descriptive statistics of the reader-emotion dataset.

article is represented as a weighted average of key-
words and classified by linear SVM (Chang and Lin,
2011). Different combinations of the dimension in
embeddings and number of keywords are tested, and
the best one (500-dimension embeddings with 2,000
keywords/emotion) is compared with other methods
described below. First, Naı̈ve Bayes (McCallum et
al., 1998) is used as baseline (denoted as NB). Next,
we include LDA (Blei et al., 2003) as document rep-
resentation and an SVM classifier (denoted as LDA).
To examine the effect of our keyword extraction ap-
proach, an emotion keyword-based model that rep-
resents each article as a sparse vector and uses SVM
as its classifier, denoted as KW, is also compared. In
addition, we implement a method (denoted as CF) in
(Lin et al., 2007) that uses extensive features includ-
ing bigrams, words, metadata, and emotion category
words. To inspect the effect of weighting, we also
use the average of keyword vectors trained using the
same parameters as DEKV, denote as mean.
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Details of the implementations of these methods
are as follows. We employ CKIP (Hsieh et al., 2012)
for Chinese word segmentation. The dictionary re-
quired by Naı̈ve Bayes and LDA is constructed by
removing stop words according to a Chinese stop
word list provided by Zou et al. (2006), and retain-
ing tokens that make up 90% of the accumulated fre-
quency. In other words, the dictionary can cover up
to 90% of the tokens in the corpus. As for unseen
events, we use Laplace smoothing in Naı̈ve Bayes,
and an LDA toolkit is used to perform the detection
of LDA. Regarding the CF, the words output by the
segmentation tool are used. The information related
to news reporter, news category, location of the news
event, time (hour of publication) and news agency
are treated as the metadata features. The extracted
emotion keywords are used in place of the emotion
category words, since the emotion categories was
not released in (Lin et al., 2007).

To evaluate the effectiveness of these systems,
we adopt the accuracy measures used by Lin et al.
(2007); macro-average (avgM ) and micro-average
(avgµ) are selected to compute the average perfor-
mance. These measures are defined based on a con-
tingency table of predictions for a target emotionEk.
The accuracy acc(Ek), macro-average avgM , and
micro-average avgµ are defined as follows:

acc(Ek)

=
TP (Ek) + TN(Ek)

TP (Ek) + FP (Ek) + TN(Ek) + FN(Ek)
, (3)

avgM =
1
m

m∑
k=1

acc(Ek), (4)

avgµ =
acc(Ek)×N(Ek)∑m

k=1N(Ek)
, (5)

where TP (Ek) is the set of test documents correctly
classified to the emotion Ek, FP (Ek) is the set of
test documents incorrectly classified to the emotion,
FN(Ek) is the set of test documents wrongly re-
jected, TN(Ek) is the set of test documents cor-
rectly rejected, and N(Ek) is the total number of
documents in this emotion category.

5.1.3 Results
Table 2 lists performances of all methods. As a

baseline, the Naı̈ve Bayes classifier is a keyword

statistics-based system which can only accomplish
a mediocre performance. Since it only considers
surface word weightings, it is difficult to represent
inter-word relations. The overall accuracy of the
Naı̈ve Bayes classifier is 56.13%, with the emotion
“Warm” only achieving 15.09% accuracy. On the
contrary, the LDA yields a macro average accuracy
of 74.12%, indicating its ability to select important
topics for some emotion categories. However, KW
is more effective in finding representative keywords
using LLR as weights, obtaining 80.79% accuracy
overall. Furthermore, it exhibits a more evenly dis-
tributed performance among categories than LDA.
Next, CF achieves an overall accuracy of 85.69%,
which may be attributed to its extensive feature en-
gineering. It also obtains the highest accuracy for
the category boring. Finally, when comparing mean
and DEKV, it is clear that using a simple average of
embeddings is inferior to weighting by LLR. DEKV
obtains the best macro average accuracy of 89.21%,
and six out of seven best per-category accuracy.
For the purpose of our next task, we combine fine-
grained emotions happy, warm, odd into “positive”,
and angry, boring, depressing, worried into “nega-
tive”.

Emotion Accuracy(%)
NB LDA KW CF mean DEKV

angry 47.00 74.21 79.21 83.71 79.47 86.31
worried 69.56 92.83 81.96 87.50 98.33 98.46
boring 75.67 76.21 84.34 87.52 83.81 85.62
happy 37.90 67.59 80.97 86.27 87.70 90.86
odd 73.90 85.40 77.05 84.25 85.41 86.17
depressing 73.76 81.43 85.00 87.70 88.28 91.05
warm 15.09 87.09 79.59 85.83 92.95 95.20
avgM 56.13 74.12 80.79 85.69 85.58 89.21
avgµ 23.95 80.68 81.16 86.11 87.99 90.50

Table 2: Comparison of accuracies from five reader-emotion

classification methods. Bold numbers indicate the best perfor-

mance in each emotion category (row).

To better visualize the effectiveness of our key-
word selection method, we present these keywords
as a word cloud in Fig. 4. Each keyword is color-
coded by its corresponding emotion category, and
scaled in size by its LLR score. Through this
method, we can easily identify features within each
group. For example, as stated in the previous sec-
tion, we observed that keywords related to “Happy”
(in green) are mostly about sports, including terms
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Figure 4: The word cloud generated from reader-emotion key-

words. Colors and their corresponding emotion: Red—Angry,

Green—Happy, Orange—Warm, Brown—Worried, Dark

Blue—Depressed, Magenta—Boring, Light blue—Odd.

such as team names (e.g., “熱火 (Miami Heat)” and
“紅襪 (Boston Red Sox)”) and player names (e.g.,
“陳偉殷 (Wei-Yin Chen)”, a pitcher for the baseball
team Baltimore Orioles). Similar findings had also
been revealed previously (Lin et al., 2007). On the
contrary, “Angry”-related keywords (in red) consist
largely of political parties or issues. For instance, the
most noticeable word “美牛 (United States beef)”
indicates the controversy of importing beef from the
United States to Taiwan, which has been an issue
that affects the Taiwan-U.S. relations and causes do-
mestic political unrest. Simultaneously, numerous
political terms such as “國民黨 (Kuomintang)”, “立
法院 (Legislative Yuan)”, and “立委 (legislator)”
are also keywords that provoke anger. The figure
highlights the fact that the extracted emotion key-
words are highly correlated with reader-emotions,
and including them in the DEKV determine pre-
cise reader-emotions. As for the “Depressing” cat-
egory, keywords are mostly related to social events
that involve severe weathers or casualties. The most
prevalent word, “大炳 (Da Bing)”, refers to a Tai-
wanese actor who died in 2012, coinciding the time
span of our retrieved data. Names of athletes might
also show up in this category, owing to the readers’
concerns about their performance in major sports
events. In addition, the “Warm” category contains
words associated with social care, volunteering, and
charity.
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Figure 5: Descriptive statistics of the presidential election

dataset. Numbers indicate the amount of news articles about

a presidential candidate (PC) per week.

5.2 Exp. II: From Reader-Emotion to Publicity

The purpose of this experiment is to test the effec-
tiveness of publicity score (PS) of a person based
on our reader-emotion categorization method to es-
timate the trend of the poll. We collected 1,036
news articles from October 2015 to January 2016 re-
garding three presidential candidates (PC) from the
same source as the previous experiment. Descriptive
statistics about how many articles per PC by week
are listed in Fig. 5. Note that they do not overlap
with the previous corpus. We used the poll data from
the first week as the initial value, and incremented
it with PS obtained for each PC every week. These
articles are first categorized into “positive” and ‘neg-
ative’ using DEKV, and PS is calculated using (2)
defined in Section 4.

PC 1 PC 2 PC 3
poll/PS 0.20 0.50 0.72
poll/%Positive -0.44 -0.42 -0.46

Table 3: Comparison of Pearson’s r between the poll, publicity

score (PS), and the ratio of positive emotion in news articles.

5.2.1 Results
We first examine the Pearson correlation coeffi-

cients in Table 3 between the poll and PS as well as
the amount of positive emotion in the news articles,
defined as the number of positive articles subtracted
by that of the negative ones. It shows that the degree
of correlation between PS and the poll number is
positive and higher than that between a simpler met-
ric, namely, the count of positive and negative arti-
cles. As a result, PS can serve as a more suitable
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measure of the publicity of a certain subject. Still,
we also observe that there is a considerable differ-
ence in the coefficients among different candidates.
PS for PC 1 appears to be the least correlated, while
PC 3 shows a high correlation between PS and poll.
Further analysis is required to unveil the reason be-
hind this phenomenon, but we suspect it may be re-
lated to the amount of documents for each PC.
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Figure 6: Timeline of the trend in publicity score (PS) and poll
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Figure 7: Timeline of the trend in publicity score (PS) and poll

for presidential candidate (PC) #2.

Next, we plot PS for each PC in Fig. 6 to 8 for
a subjective evaluation. We can see that the direc-
tion of increase and decrease (i.e., ups and downs) of
the curves roughly align with those of the poll, val-
idating our initial assumption of using the reader’s
emotion of a news article to quantify the publicity of
a person. It also shows that there exists a positive
correlation between the poll and PS. In general,
PS does not experience sharp turns like the trend
we witnessed in the curves of poll, showing that the
publicity score is more robust due to its immunity to
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Figure 8: Timeline of the trend in publicity score (PS) and poll

for presidential candidate (PC) #3.

the temporary surge in news articles. However, PS
is less than optimal for predicting the polls for PC#1,
illustrated by the curves in PC#1 being more random
than others (e.g., in weeks 2 and 11) and the results
in Table 3. Thus, a more sophisticated modeling of
the interaction between reader’s emotion and a can-
didate’s publicity is worthy of further research.

In sum, our method objectively induce the public-
ity score through classification of readers’ emotion
on news events, preserving its accuracy from the
fluctuation of sampling bias in non-official polling
institutions. Our approach for mining the publicity
of public figures through reader’s emotion classifi-
cation provides a promising direction for automated
collection of such information online.

6 Conclusion

We propose a novel document representation model,
DEKV, for reader-emotion classification, as well as
a publicity mining method. Experiments on two
Chinese news corpora demonstrate that DEKV out-
performs well-known models for reader-emotion de-
tection and can subsequently be related to the pub-
licity of a person. We believe it is an emerging direc-
tion for automated collection of social and emotional
information online. We also envision its applications
on numerous academic as well as business domains.
In the future, we will explore different ways to in-
tegrate deeper semantics and further investigate the
relation between emotion and publicity.
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Abstract

Social media messages’ brevity and uncon-
ventional spelling pose a challenge to lan-
guage identification. We introduce a hierar-
chical model that learns character and con-
textualized word-level representations for lan-
guage identification. Our method performs
well against strong baselines, and can also re-
veal code-switching.

1 Introduction

Language identification (language ID), despite be-
ing described as a solved problem more than ten
years ago (McNamee, 2005), remains a difficult
problem. Particularly when working with short
texts, informal styles, or closely related language
pairs, it is an active area of research (Gella et al.,
2014; Wang et al., 2015; Baldwin and Lui, 2010).
These difficult cases are often found in social media
content. Progress on language ID is needed espe-
cially since downstream tasks, like translation and
semantic parsing, depend on correct language ID.

This paper brings continuous representations for
language data, which have produced new states of
the art for language modeling (Mikolov et al., 2010),
machine translation (Bahdanau et al., 2015), and
other tasks, to language ID. We adapt a hierarchi-
cal character-word neural architecture from Kim et
al. (2016), demonstrating that it works well for lan-
guage ID. Our model, which we call C2V2L (“char-
acter to vector to language”) is hierarchical in the
sense that it explicitly builds a continuous represen-
tation for each word from its character sequence,
capturing orthographic and morphology-related pat-
terns, and then combines those word level represen-
tations in context, finally classifying the full word

sequence. Our model does not require any special
handling of casing or punctuation nor do we need
to remove URLs, usernames, or hashtags, and it is
trained end-to-end using standard procedures.

We demonstrate the model’s state-of-the-art per-
formance in experiments on two datasets consist-
ing of tweets. This hierarchical technique works
well compared to classifiers using character or word
n-gram features as well as a similar neural model
that treats an entire tweet as a single character se-
quence. We find further that the model can bene-
fit from additional out-of-domain data, unlike much
previous work, and with little modification can an-
notate word-level code-switching. We also confirm
that smoothed character n-gram language models
perform very well for language ID tasks.

2 Model

Our model has two main components trained to-
gether, end-to-end.1 The first, “char2vec,” ap-
plies a convolutional neural network (CNN) to a
whitespace-delimited word’s Unicode character se-
quence, providing a word vector.2 The second
is a bidirectional LSTM recurrent neural network
(RNN) that maps a sequence of such word vectors
to a language label.

2.1 Char2vec

The first layer of char2vec is an embedding learned
for each Unicode code point that appears at least
twice in the training data, including punctuation,
emoji, and other symbols. If C is the set of char-
acters then we let the size of the character embed-

1Code available here: http://github.com/ajaech/twitter_langid
2For languages without word segmentation, e.g., Chinese,

the entire character sequence is treated as a single word. This
still works well (see Section 3.2.)

84



ding layer be d = dlog2 |C|e. (If each dimension of
the character embedding vector holds one bit of in-
formation then d bits should be enough to uniquely
encode each character.) The character embedding
matrix is Q ∈ Rd×|C|. Words are given to the model
as a sequence of characters. When each character in
a word of length l is replaced by its embedding vec-
tor we get a matrix C ∈ Rd×(l+2). There are l + 2
columns in C because padding characters are added
to the left and right of each word.

The char2vec architecture uses two sets of fil-
ter banks. The first set is comprised of matrices
Hai ∈ Rd×3 where i ranges from 1 to n1. The
matrix C is narrowly convolved with each Hai , a
bias term ba is added and an ReLU non-linearity,
ReLU(x) = max(0, x), is applied to produce an
output T1 = ReLU(conv(C,Ha) + ba). T1 is of
size n1 × l with one row for each of the filters and
one column for each of the characters in the input
word. Since each of the Hai is a filter with a width
of three characters, the columns of T1 each hold a
representation of a character trigram. During train-
ing, we apply dropout on T1 to regularize the model.
The matrix T1 is then convolved with a second set
of filters Hbi

∈ Rn1×w where bi ranges from 1 to
3n2 and n2 controls the number of filters of each of
the possible widths, w = 3, 4, or 5. Another con-
volution and ReLU non-linearity is applied to get
T2 = ReLU(conv(T1,Hb) + bb). Max-pooling
across time is used to create a fix-sized vector y from
T2. The dimension of y is 3n2, corresponding to the
number of filters used.

Similar to Kim et al. (2016) who use a highway
network after the max-pooling layer, we apply a
residual network layer. Both highway and resid-
ual network layers allow values from the previous
layer to pass through unchanged but the residual
layer is preferred in our case because it uses half
as many parameters (He et al., 2015). The resid-
ual network uses a matrix W ∈ R3n2×3n2 and bias
vector b3 to create the vector z = y + fR(y) where
fR(y) = ReLU(Wy + b3). The resulting vector z
is used as a word embedding vector in the word-level
LSTM portion of the model.

There are three differences between our version
of the model and the one described by Kim et al.
(2016). First, we use two layers of convolution in-
stead of just one, inspired by Ling et al. (2015a)

who used a 2-layer LSTM for character modeling.
Second, we use the ReLU function as a nonlinear-
ity as opposed to the tanh function. ReLU has been
highly successful in computer vision applications
in conjunction with convolutional layers (Jarrett et
al., 2009). Finally, we use a residual network layer
instead of a highway network layer after the max-
pooling step, to reduce the model size.

Figure 1: C2V2L model architecture. The model takes
the (misspelled) word “esfuezo,” and produces a word
vector via the two CNN layers and the residual layer. The
word vectors are then combined via the LSTM, and the
words’ predictions averaged for a tweet prediction.

It is possible to use bi-LSTMs instead of con-
volutional layers in char2vec as done by Ling et
al. (2015a). We did explore this option in prelimi-
nary experiments but found that using convolutional
layers has several advantages, including a large im-
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provement in speed for both the forward and back-
ward pass, many fewer parameters, and improved
language ID accuracy.

2.2 Sentence-level Language ID
The sequence of word embedding vectors is pro-
cessed by a bi-LSTM, which outputs a sequence of
vectors, [v1, . . .vT ] where T is the number of words
in the tweet. All LSTM gates are used as defined by
Sak et al. (2014). Dropout is used as a regularizer
on the inputs to the LSTM, as in Pham et al. (2014).
The output vectors vi are transformed into probabil-
ity distributions over the set of languages by apply-
ing an affine transformation followed by a softmax:

pi = fL(vi) =
exp(Avi + b)∑T
t=1 exp(Avt + b)

(These word-level predictions, we will see in §5.4,
are useful for annotating code-switching.) The
sentence-level prediction pS is then given by aver-
aging the word-level language predictions.

The final affine transformation can be interpreted
as a language embedding, where each language is
represented by a vector of the same dimensional-
ity as the LSTM outputs. The goal of the LSTM
then is (roughly) to maximize the dot product of
each word’s representation with the language em-
bedding(s) for that sentence. The only supervision
in the model comes from computing the loss of
sentence-level predictions.

3 Tasks and Datasets

We consider two datasets: TweetLID and Twitter70.
Summary statistics for each of the datasets are pro-
vided in Table 1.

3.1 TweetLID
The TweetLID dataset (Zubiaga et al., 2014) comes
from a language ID shared task that focused on six
commonly spoken languages of the Iberian penin-
sula: Spanish, Portuguese, Catalan, Galician, En-
glish, and Basque. There are approximately 15,000
tweets in the training data and 25,000 in the test
set. The data is unbalanced, with the majority of
examples being in the Spanish language. The “un-
determined” label (‘und’), comprising 1.4% of the
training data, is used for tweets that use only non-
linguistic tokens or belong to an outside language.

Additionally, some tweets are ambiguous (‘amb’)
among a set of languages (2.3%), or code-switch be-
tween languages (2.4%). The evaluation criteria take
into account all of these factors, requiring prediction
of at least one acceptable language for an ambiguous
tweet or all languages present for a code-switched
tweet. The fact that hundreds of tweets were labeled
ambiguous or undetermined by annotators who were
native speakers of these languages reveals the diffi-
culty of this task.

For tweets labeled as ambiguous or containing
multiple languages, the training objective distributes
the “true” probability mass evenly across each of the
languages, e.g., 50% Spanish and 50% Catalan.

The TweetLID shared task had two tracks: one
that restricted participants to only use the official
training data and another that was unconstrained, al-
lowing the use of any external data. There were 12
submissions in the constrained track and 9 in the un-
constrained track. Perhaps surprisingly, most partic-
ipants performed worse on the unconstrained track
than they did on the constrained one.

As supplementary data for our unconstrained-
track experiments, we collected data from Wikipedia
for each of the six languages in the TweetLID cor-
pus. Participants in the TweetLID shared task also
used Wikipedia as a data source for the uncon-
strained track. We split the text into 25,000 sen-
tence fragments per language, with each fragment of
length comparable to that of a tweet. The Wikipedia
sentence fragments are easily distinguished from
tweets. Wikipedia fragments are more formal and
are more likely to use complex words; for ex-
ample, one fragment reads “ring homomorphisms
are identical to monomorphisms in the category of
rings.” In contrast, tweets tend to use variable
spelling and more simple words, as in “Haaaaallelu-
jaaaaah http://t.co/axwzUNXk06” and “@justin-
bieber: Love you mommy http://t.co/xEGAxBl6Cc
http://t.co/749s6XKkgK awe ♥”. Previous work
confirms that language ID is more challenging on
social media text than sentence fragments taken
from more formal text, like Wikipedia (Carter,
2012). Despite the domain mismatch, we find in
§5.2 that additional text in training helps our model.

The TweetLID training data is too small to di-
vide into training and validation sets. We created
a tuning set by adding samples taken from Twitter70
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TweetLID Twitter70
Tweets 14,991 58,182

Character vocab. 956 5,796
Languages 6 70

Code-switching? Yes Not Labeled
Balanced? No Roughly

Table 1: Dataset characteristics.

and from the 2014 Workshop on Computational Ap-
proaches to Code Switching (Solorio et al., 2014)
to the official TweetLID training data. We used this
augmented dataset with a 4:1 train/development split
for hyperparameter tuning.3

3.2 Twitter70

The Twitter70 dataset was published by the Twitter
Language Engineering Team in November 2015.4

The languages come from the Afroasiatic, Dravid-
ian, Indo-European, Sino-Tibetan, and Tai-Kadai
families. Each person who wants to use the data
must redownload the tweets using the Twitter API.
In between the time when the data was published
and when it is downloaded, some of the tweets can
be lost due to account deletion or changes in privacy
settings. At the time when the data was published
there were approximately 1,500 tweets for each lan-
guage. We were able to download 82% of the tweets
but the amount we could access varied by language
with as many as 1,569 examples for Sindhi and as
few as 371 and 39 examples for Uyghur and Oriya,
respectively. The median number of tweets per lan-
guage was 1,083. To our knowledge, there are no
published benchmarks on this dataset.

Unlike TweetLID, the Twitter70 data has no un-
known or ambiguous labels. Some tweets do con-
tain code-switching but it is not labeled as such; a
single language is assigned. There is no predefined
test set so we used the last digit of the identification
number to partition them. Identifiers ending in zero

3We used this augmented data to tune hyperparameters for
both constrained and unconstrained models. However, after set-
ting hyperparameters, we trained our constrained model using
only the official training data, and the unconstrained model us-
ing only the training data + Wikipedia. Thus, no extra data was
used to learn actual model parameters for the constrained case.

4For clarity, we refer to this data as “Twitter70” but it can be
found in the Twitter blog post under the name “recall oriented.”
See http://t.co/EOVqA0t79j

(15%) were used for the test set and those ending in
one (5%) were used for tuning.

When processing the input at the character level,
the vocabulary for each data source is defined as
the set of Unicode code-points that occur at least
twice in the training data: 956 and 5,796 characters
for TweetLID and Twitter70, respectively. A small
number of languages, e.g. Mandarin, are responsible
for most characters in the Twitter70 vocabulary.

Gillick et al. (2016) processed the input one byte
at a time instead of by character. In early experi-
ments, we found that when using bytes the model
would often make mistakes that should have been
obvious from the orthography alone. We do not rec-
ommend using the byte sequence for language ID.

4 Implementation Details

4.1 Preprocessing

An advantage of the hybrid character-word model
is that only limited preprocessing is required. The
runtime of training char2vec is proportional to the
longest word in a minibatch. The data contains many
long and repetitive character sequences such as “ha-
hahaha...” or “arghhhhh...”. To deal with these, we
restricted any sequence of repeating characters to
at most five repetitions where the repeating pattern
can be from one to four characters. There are many
tweets that string together large numbers of Twit-
ter usernames or hashtags without spaces between
them. These create extra long “words” that cause
our implementation to need more memory and com-
putation during training. To solve this we enforce
the constraint that there must be a space before any
URL, username, or hashtag. To deal with the few
remaining extra-long character sequences, we force
word breaks in non-space character sequences every
40 bytes. This primarily affects languages that are
not space-delimited like Chinese. We do not per-
form any special handling of casing or punctuation
nor do we need to remove the URLs, usernames, or
hashtags as has been done in previous work (Zubi-
aga et al., 2014). The same preprocessing is used
when training the n-gram models.

4.2 Training and Tuning

Training is done using minibatches of size 25 and a
learning rate of 0.001 using the Adam method for
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Parameter TweetLID Twitter70
1st Conv. Layer (n1) 50 59
2nd Conv. Layer (n2) 93 108

LSTM 23 38
Dropout 25% 30%

Total Params. 193K 346K
Table 2: Hyperparameter settings for selected models.

optimization (Kingma and Ba, 2015). For the Twit-
ter70 dataset we used 5% held out data for tuning
and 15% for evaluation. To tune, we trained 15
models with random hyperparameters and selected
the one that performed the best on the development
set. Training is done for 80,000 and 100,000 mini-
batches for TweetLID and Twitter70 respectively.

The only hyperparameters to tune are the number
of filters in each of the two convolutional layers, the
size of the word-level LSTM vector, and the dropout
rate. The selected values are listed in Table 2.

5 Experiments

For all the studies below on language identification,
we compare to two baselines: i) langid.py, a
popular open-source language ID package, and ii)
a classifier using n-gram character language mod-
els. For the TweetLID dataset, additional compar-
isons are included as described next. In addition, we
test our model’s word-level performance on a code-
switching dataset.

The first baseline, based on the langid.py
package, uses a naïve Bayes classifier over byte n-
gram features (Lui and Baldwin, 2012). The pre-
trained model distributed with the package is de-
signed to perform well on a wide range of domains,
and achieved high performance on “microblog mes-
sages” (tweets) in the original paper. langid.py
uses feature selection for domain adaptation and to
reduce the model size; thus, retraining it on in-
domain data as we do in this paper does not provide
an entirely fair comparison. However, we include it
for its popularity and importance.

The second baseline is built from character n-
gram language models. It assigns each tweet accord-
ing to language `∗ = arg max` p(tweet | `), i.e., ap-
plying Bayes’ rule with a uniform class prior (Dun-
ning, 1994). For TweetLID, the rare ‘und’ was han-
dled with a rejection model. Specifically, after `∗ is

chosen, a log likelihood ratio test is applied to decide
whether to reject the decision in favor of the ‘und’
class, using the language models for `∗ and ‘und’
with a threshold chosen to optimize F1 on the devel-
opment set. The models were trained using Witten-
Bell smoothing (Bell et al., 1989), but otherwise the
default parameters of the SRILM toolkit (Stolcke,
2002) were used.5 N-gram model training ignores
tweets labeled as ambiguous or containing multi-
ple languages, and the unconstrained models use
a simple interpolation of TweetLID and Wikipedia
component models. The n-gram order was chosen
to minimize perplexity with 5-fold cross validation,
yielding n=5 for TweetLID and Twitter70, and n=6
for Wikipedia.

Note that both of these baselines are generative,
learning separate models for each language. In
contrast, the neural network models explored here
are trained on all languages, so parameters may be
shared across languages. In particular, a character
sequence corresponding to a word in more than one
language (e.g., “no” in English and Portuguese) has
a language-independent word embedding.

5.1 TweetLID: Constrained Track

In the constrained track of the 2014 shared task, Hur-
tado et al. (2014) attained the highest performance
(75.2 macroaveraged F1). They used a set of one-vs-
all SVM classifiers with character n-gram features,
and returned all languages for which the classifica-
tion confidence was above a fixed threshold. This
provides our third, strongest baseline.

In the unconstrained track, the winning team was
Gamallo et al. (2014), using a naïve Bayes classifier
on word unigrams. They incorporated Wikipedia
text to train their model, and were the only team in
the competition whose unconstrained model outper-
formed their constrained one. We compare to their
constrained-track result here.

We also consider a version of our model, “C2L,”
which uses only the char2vec component of C2V2L,
treating the entire tweet as a single word. This tests
the value of the intermediate word representations in
C2V2L; C2L has no explicit word representations.
Hyperparameter tuning was carried out separately
for C2L.

5Witten-Bell works well with small character vocabularies.
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Results The first column of Table 3 shows the ag-
gregate results across all labels. Our model achieves
the state of the art on this task, surpassing the shared
task winner, Hurtado et al. (2014). As expected,
C2L fails to match the performance of C2V2L,
demonstrating that there is value in the hierarchi-
cal representations. The performance of the n-gram
LM baseline is notably strong, beating eleven out
of the twelve submissions to the TweetLID shared
task. We also report category-specific performance
for our models and baselines in Table 3. Note that
performance on underrepresented categories such as
‘glg’ and ‘und’ is much lower than the other cate-
gories. The category breakdown is not available for
previously published results.

One important advantage of our model is its
ability to handle special categories of tokens that
would otherwise require special treatment as out-of-
vocabulary symbols, such as URLs, hashtags, emo-
jis, usernames, etc. Anecdotally, we observe that the
input gates of the word-level LSTM are less likely
to open for these special classes of tokens. This is
consistent with the hypothesis that the model has
learned to ignore tokens that are non-informative
with respect to language ID.

5.2 TweetLID: Unconstrained Track

We augmented C2V2L’s training data with 25,000
fragments of Wikipedia text, weighting the Tweet-
LID training examples ten times more strongly. Af-
ter training on the combined data, we “fine-tune”
the model on the TweetLID data for 2,000 mini-
batches, which helped to correct for bias away from
the undetermined language category, not covered in
the Wikipedia data. The same hyperparameters were
used as in the constrained experiment.

For the n-gram baseline, we interpolate the mod-
els trained on TweetLID and Wikipedia for each lan-
guage. Interpolation weights given to the Wikipedia
language models, set by cross-validation, ranged
from 16% for Spanish to 39% for Galician, the most
and least common labels respectively.

We also compare to unconstrained-track results of
Hurtado et al. (2014) and Gamallo et al. (2014).

Results The results for these experiments are
given in Table 4. Like Gamallo et al. (2014), we see
a benefit from the use of out-of-domain data, giving

a new state of the art on this task as well. Overall,
the n-gram language model does not benefit from
Wikipedia, but we observe that if the undetermined
category, which is not found in the Wikipedia data,
is ignored, then there is a net performance gain.

In Table 5, we show the top seven neighbors to
selected input words based on cosine similarity. In
the left column we see that words with similar fea-
tures, such as the presence of the “n’t” contraction,
can be grouped together by char2vec. In the middle
column, an out-of-vocabulary username is supplied
and similar usernames are retrieved. When work-
ing with n-gram features, removing usernames is
common, but some previous work demonstrates that
they still carry useful information for predicting the
language of the tweet (Jaech and Ostendorf, 2015).
The third example,“noite” (Portuguese for “night”),
shows that the word embeddings are largely invari-
ant to changes in punctuation and capitalization.

5.3 Twitter70
We compare C2V2L to langid.py and the 5-
gram language model on the Twitter70 dataset; see
Table 6. Although the 5-gram model achieves the
best performance, the results are virtually identical
to those for C2V2L except for the closely-related
Bosnian-Croatian language pair.

The lowest performance for all the models is on
closely related language pairs. For example, using
the C2V2L model, the F1 score for Danish is only
62.7 due to confusion with the mutually intellig-
ble Norwegian (Van Bezooijen et al., 2008). Dis-
tinguishing Bosnian and Croatian, two varieties of
a single language, is also difficult. Languages that
have unique orthographies such as Greek and Ko-
rean are identified with near perfect accuracy.

A potential advantage of the C2V2L model over
the n-gram models is the ability to share informa-
tion between related languages. In Figure 2 we show
a T-SNE plot of the language embedding vectors
taken from the softmax layer of our model trained
with a rank constraint of 10 on the softmax layer.6

Many languages appear close to related languages,
although a few are far from their phonetic neighbors
due to orthographic dissimilarity.

6The rank constraint was added for visualization; without it,
the model makes all language embeddings roughly orthogonal
to each other, making T-SNE visualization difficult.
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Model Avg. F1 eng spa cat eus por glg und amb
n-gram LM 75.0 74.8 94.2 82.7 74.8 93.4 49.5 38.9 87.0
langid.py 68.9 65.9 92.0 72.9 70.6 89.8 52.7 18.8 83.8
C2L 72.7 73.0 93.8 82.6 75.7 89.4 57.0 18.0 92.1
C2V2L 76.2 75.6 94.7 85.3 82.7 91.0 58.5 27.2 94.5

Table 3: F1 scores on the TweetLID language ID task (constrained track), averaged and per language category (in-
cluding undetermined and ambiguous). The scores for Hurtado et al. (2014) and Gamallo et al. (2014) are 75.2 and
75.6 respectively, as reported in Zubiaga et al. (2014); per-language scores are not available.

Model F1 ∆
Hurtado et al. (2014) 69.7 –4.5
Gamallo et al. (2014) 75.3 +2.7
n-gram LM 74.7 –0.3
C2V2L 77.1 +0.9

Table 4: F1 scores for the unconstrained data track of
the TweetLID language ID task. ∆ measures change in
absolute F1 score from the constrained condition.
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Figure 2: T-SNE plot of language embeddings.

5.4 Code-Switching

Because C2V2L produces language predictions for
every word before making the tweet-level predic-
tion, the same architecture can be used in word-level
analysis of code-switched text, switching between
multiple languages. Training a model with token
level code-switching predictions requires a dataset
that has token level labels. We used the Spanish-
English dataset from the EMNLP 2014 shared task
on Language Identification in Code-Switched Data
(Solorio et al., 2014): a collection of monolingual

and code-switched tweets in English and Spanish.
To train and predict at the word level, we remove

the final average over the word predictions, and cal-
culate the loss as the sum of the cross-entropy be-
tween each word’s prediction and the correspond-
ing gold label. Both the char2vec and word LSTM
components of the model are unaffected, other than
retraining their parameters.7 To tune hyperparam-
eters, we trained 10 models with random parameter
settings on 80% of the data from the training set, and
chose the settings from the model that performed
best on the remaining 20%. We then retrained on
the full training set with these settings.

C2V2L performed well at this task, scoring 95.1
F1 for English (which would have achieved second
place in the shared task, out of eight entries), 94.1
for Spanish (second place), 36.2 for named enti-
ties (fourth place) and 94.2 for Other (third place).8

While our code-switching results are not quite state-
of-the-art, they show that our model learns to make
accurate word-level predictions. For other results on
code-switched data, see Jaech et al. (2016b).

6 Related Work

Language ID has a long history both in the speech
domain (House and Neuburg, 1977) and for text
(Cavnar and Trenkle, 1994). Previous work on the
text domain mostly uses word or character n-gram
features combined with linear classifiers (Hurtado et
al., 2014; Gamallo et al., 2014).

Recently published work by Radford and Gallé
(2016) showed that combining an n-gram language
model classifier (similar to our n-gram baseline)

7Both sentence and word-level supervision could be used to
train the same model, but we leave that for future work.

8Full results for the 2014 shared task are omitted for
space but can be found at http://emnlp2014.org/
workshops/CodeSwitch/results.php.
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couldn’t @maria_sanchez noite
can’t 0.84 @Ainhooa_Sanchez 0.85 Noite 0.99
’don’t 0.80 @Ronal2Sanchez: 0.71 noite. 0.98
ain’t 0.80 @maria_lsantos 0.68 noite? 0.98
don’t 0.79 @jordi_sanchez 0.66 noite.. 0.96
didn’t 0.79 @marialouca? 0.66 noite, 0.95
Can’t 0.78 @mariona_g9 0.65 noitee 0.92
first 0.77 @mario_casas_ 0.65 noiteee 0.90

Table 5: Top seven most similar words from the training data and their cosine similarities for inputs “couldn’t”,
“@maria_sanchez”, and “noite”.

Model F1

langid.py 87.9
5-gram LM 93.8

C2V2L (ours) 91.2
Table 6: F1 scores on the Twitter70 dataset.

with information from the Twitter social graph im-
proves language ID on TweetLID from 74.7 to 76.6
F1, only slightly better than our result of 76.2.

Bergsma et al. (2012) created their own multilin-
gual Twitter dataset and tested both a discriminative
model based on n-grams plus hand-crafted features
and a compression-based classifier. Since the Twit-
ter API requires researchers to re-download tweets
based on their identifiers, published datasets quickly
go out of date when the tweets in question are no
longer available online, making it difficult to com-
pare against prior work.

Several other studies have investigated the use
of character sequence models in language process-
ing. These techniques were first used only to create
word embeddings (dos Santos and Zadrozny, 2015;
dos Santos and Guimaraes, 2015) and then later ex-
tended to have the word embeddings feed directly
into a word-level RNN. Applications include part-
of-speech tagging (Ling et al., 2015b), language
modeling (Ling et al., 2015a), dependency parsing
(Ballesteros et al., 2015), translation (Ling et al.,
2015b), and slot filling text analysis (Jaech et al.,
2016a). The work is divided in terms of whether
the character sequence is modeled with an LSTM or
CNN, though virtually all now leverage the resulting
word vectors in a word-level RNN. We are not aware
of prior results comparing LSTMs and CNNs on a
specific task, but the reduction in model size com-

pared to word-only systems is reported to be much
higher for LSTM architectures. All analyses report
that the greatest improvements in performance from
character sequence models are for infrequent and
previously unseen words, as expected.

Chang and Lin (2014) outperformed the top re-
sults for English-Spanish and English-Nepali in the
EMNLP 2014 Language Identification in Code-
Switched Data (Solorio et al., 2014), using an RNN
with skipgram word embeddings and character n-
gram features. Word-level language ID has also
been studied by Mandal et al. (2015) in the con-
text of question answering and by King and Abney
(2013). Both used primarily character n-gram fea-
tures, which are well motivated for code-switching
tasks since the presence of multiple languages in-
creases the odds of encountering a previously un-
seen word.

7 Conclusion

We present C2V2L, a hierarchical neural model
for language ID that outperforms previous work
on the challenging TweetLID task. We also find
that smoothed character n-gram language models
can work well as classifiers for language ID for
short texts. Without feature engineering, our n-gram
baseline beat eleven out of the twelve submissions in
the TweetLID shared task, and gives the best perfor-
mance on the Twitter70 dataset, where training data
for some languages is quite small. In future work,
we plan to further adapt C2V2L to analyze code-
switching, having shown that the current architec-
ture already performs well.
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Abstract

We present a dataset in which the contribution
of each sentence of a review to the review-
level rating is quantified by human judges. We
define an annotation task and crowdsource it
for 100 audiobook reviews with 1,662 sen-
tences and 3 aspects: story, performance,
and overall quality. The dataset is suitable
for intrinsic evaluation of explicit document
models with attention mechanisms, for multi-
aspect sentiment analysis and summarization.
We evaluated one such document attention
model which uses weighted multiple-instance
learning to jointly model aspect ratings and
sentence-level rating contributions, and found
that there is positive correlation between hu-
man and machine attention especially for sen-
tences with high human agreement.

1 Introduction

Classifying the sentiment of documents has moved
past global categories to target finer-grained ones,
such as specific aspects of an item – a task known
as multi-aspect sentiment analysis. An important
challenge for this task is that target categories have
“weak” relations to the input documents, as it is
unknown which parts of the documents convey in-
formation about each category refer to. Using su-
pervised learning to solve this task requires la-
beled data. Several previous studies have adopted
a strongly-supervised approach using sentence-level
labels (McAuley et al., 2012; Zhu et al., 2012), ob-
tained with a significant human annotation effort.
However, document-level labels are often available
in social media, but learning from them requires

Figure 1: Human attention to sentences when attributing aspect

ratings (overall, performance, or story) to an audiobook review.

a weakly-supervised approach. Recently, attention
mechanisms for document modeling, either using
hierarchical neural networks (Yang et al., 2016)
or weighted multiple-instance learning (Pappas and
Popescu-Belis, 2014), have proved superior in clas-
sification performance and are also able to quantify
the contribution of each sentence to the document-
level category.

While explicit document models can be indirectly
evaluated on aspect rating prediction or document
segmentation, a more direct way to estimate their
qualities is to compare the sentence-level weights
or attention scores that they assign with those as-
signed by human judges. In this paper, we present
a dataset1 containing human estimates of the contri-
bution of each sentence of an audiobook review to
the review-level aspect rating, along three aspects:
story, performance, and overall quality.

Following a pilot experiment (Sec. 2), the anno-
tation task was fully specified and crowdsourced.
Statistics about the resulting dataset are given in
Sec. 3. We show how the dataset can be used to eval-
uate a document attention model based on multiple-
instance learning (outlined in Sec. 4), by comparing

1Available at www.idiap.ch/paper/hatdoc/.
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In this task we ask you to rate the explanatory power of sentences in a user review of an audiobook with respect to the user’s
opinion about the following aspects of the audiobook (recorded reading of a paper book):

Overall: General rating based on all aspects, including also author attributes (writing style, imagination, etc.)
Performance: Rating based on narrator attributes (acting, voice, role, etc.)
Story: Rating based on the story attributes (plot, characters, setting, etc.)

We provide: the sentence under examination highlighted in the entire user review; the user’s rating on a five-star scale towards
an aspect of the audiobook (namely, 1: very negative, 2: negative, 3: neutral, 4: positive, 5: very positive). The question and
possible answers are displayed for each required rating.

The question is: ”How much does the highlighted sentence explain the given aspect rating?” or in other words ”How much does
the highlighted sentence carry the user’s opinion about each aspect?” The answer is one of the following choices of how much
each sentence explains the displayed aspect rating: ’not at all’, ’a little’, ’moderately’, ’rather well’, and ’very well’.

Figure 2: Main annotation instructions given to human judges in the crowdsourced task.

the sentence attention scores with those obtained by
humans (Sec. 5). We find a positive correlation be-
tween human and machine attention for high confi-
dence annotations and show that the system is more
reliable than some of the qualified annotators.

2 Pilot Annotation

We defined the requirements for a pilot experiment
to reflect our interest in capturing sentence-level jus-
tifications of the aspect ratings indicated in a review.
The focus is on the sentiment of a sentence, and not
merely its topic. For example, in an audiobook re-
view, a sentence that lists the main characters of the
book is about the story, but it is factual and does not
explain the reviewer’s sentiment with respect to the
story, i.e whether they liked it or not.
Definition. We recruited three annotators with good
command of English among our colleagues. They
were given ten audiobook reviews in self-contained
files, along with the aspect rating scores (1–5 stars
for 3 aspects) assigned by the authors of the re-
views. The aspects, namely ‘overall’, ‘performance’
and ‘story’ were briefly defined, e.g. as “about plot,
characters or setting” for the latter. The annotators
had to answer on a 5-point scale the following ques-
tion for each sentence and aspect: “How much does
the sentence explain why the user rated the aspect
as they did?” We instructed the annotators to assign
explanatory scores only when they met opinionated
sentences (expressing sentiment) and to ignore fac-
tual sentences about the aspects, as well as subtle or
indirect expressions of opinions.
Results. We obtained 684 sentence-level scores for
3 aspects in 10 reviews. The agreement between
each pair of annotators was computed using Pear-
son’s correlation coefficient r (Pearson, 1895) and
Cohen’s kappa coefficient κ (Cohen, 1960). For the

latter, since we do not want to treat two different la-
bels as a complete disagreement, we incorporated a
distance measure, namely the absolute differences of
normalized values between annotators.

The pairwise scores between annotators a, b and c
are listed in Table 1. When computed over all rating
dimensions, the average r coefficient is 0.72 (strong
positive linear relationship) and the average κ is 0.79
(substantial agreement). Both values show that the
obtained sentence labels are to a great extent reli-
able. When considering each aspect separately, the
largest agreement was achieved on ‘performance’,
followed by ‘story’, and then ‘overall’. This is most
likely due to our definition of the latter aspect to in-
clude all other aspects as well as author attributes.

a↔ b b↔ c c↔ a
r κ r κ r κ

Ov. 0.80 0.81 0.44 0.60 0.48 0.64
Pr. 0.96 0.97 0.87 0.92 0.89 0.92
St. 0.73 0.79 0.63 0.72 0.72 0.78
All 0.84 0.86 0.64 0.75 0.70 0.78

Table 1: Pearson’s correlation (r) and Kohen’s kappa (κ) scores

computed for each aspect (Ov: overall, Pr: performance, St:

story) and each pair of annotators (a, b and c) in the pilot study.

3 Crowdsourced Task

Definition. For the definitive task, we wrote detailed
instructions to annotators, providing a precise defi-
nition of the explanatory value of each sentence with
respect to the aspect rating of the review. The main
instructions are shown in Fig. 2, and they were com-
plemented with additional tips and observations, as
well as two fully-annotated sample reviews. The an-
notation interface showed for each task the question
and possible answers (listed at the bottom of Fig. 2),
along with the target sentence, highlighted within
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Figure 3: Number of sentences for different confidence values (left) and annotation labels (right).

the review. Each of the three aspects was annotated
separately, to avoid confusion.
Results. We collected 100 reviews of audiobooks
from Audible (www.audible.com) with 1,662
sentences. There are 20 reviews for each rating
value of the ‘overall’ aspect (1–5 stars), to balance
the distribution of positive vs. negative reviews. We
obtained human judgments over the set of 100 re-
views by crowdsourcing the task via Crowdflower
(www.crowdflower.com).

The reliability of the judges was controlled by
randomly inserting test questions with known an-
swers (“gold” questions). Using these questions,
Crowdflower computed a confidence score for each
judge and then used it to compute the confidence for
each annotated example. We only kept the answers
of judges who achieved at least 70% success rate on
the gold questions. For each non-gold question, we
collected answers from at least four reliable annota-
tors, and the majority answer was considered as the
gold truth.

We obtained 7,121 judgments of the 1,662 sen-
tences, on the entire spectrum of the rating distri-
butions, as shown in Fig. 3, right side. The confi-
dence of the annotations was computed by Crowd-
flower as 57% for the ‘overall’ and ‘story’ aspects,
and 63% for ‘performance’. The percentages of sen-
tences with a confidence≥ 0.8 were quite low, at re-
spectively 4%, 7% and 12% for each aspect. Still,
a substantial proportion of sentences have a confi-
dence above 0.5, as shown in Fig. 3, left side. These
numbers suggest that the task was the most difficult
for the ‘overall’ aspect, followed by the ‘story’ and
‘performance’ aspects.

For evaluating an automatic system, high-
confidence annotations (e.g. above 0.6) can be di-
rectly compared with labels assigned by a system.
An alternative evaluation approach keeps all annota-

tions, but replaces some of the human ratings with
system ones, and examines the variation of inter-
annotator agreement.

4 System: A Model of Document Attention

We use the data to evaluate a document attention
model (Pappas and Popescu-Belis, 2014) which uses
multiple-instance regression (MIR, Dietterich et al.,
1997) to deal with coarse-grained input labels. The
input is a set of bags (here, reviews), each of which
contains a variable number of instances (here, sen-
tences). The labels used for training (here, the aspect
ratings) can be at the bag level (weak supervision),
and not at the instance level. Our system learns to as-
sign importance scores to individual instances, and
to predict the labels of unseen bags.

In past models, the influence of instance labels
on bag labels has been modeled with simplifying
assumptions (e.g. averaging), whereas our system
learns to aggregate instances of a bag according
to their importance, like attention-based neural net-
works (Luong et al., 2015). To jointly learn instance
weights and target labels, the system minimizes a
regularized least squares loss. While in our 2014
paper this was done using alternating projections (as
in Wagstaff and Lane, 2007), we use here stochas-
tic gradient descent (Bottou, 1998) with the efficient
ADAGRAD implementation (Duchi et al., 2011). In
particular, the attention is modeled by a normalized
exponential function, namely a softmax and a linear
activation between a contextual vector and the doc-
ument matrix (sentence vectors). Essentially, this
formulation enables learning with stochastic gradi-
ent descent while preserving the initial instance rel-
evance assumption in the MIR framework and the
constraints in our 2014 paper.

The system is trained on a uniform sample
of 50,000 audiobook reviews from Audible, with
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Figure 4: Accuracy of the evaluated system (MIR) on predicting the explanatory value of sentences with respect to review-level

ratings of the three aspects, for subsets of increasing crowd confidence values. The accuracy of a supervised system, Logistic

Regression, trained on the attention labels with 10-fold cross-validation, is noted LogReg. Random accuracy is 1 out of 5 (20%).

10,000 reviews for each value of the ‘overall’ aspect
(1–5 stars). The training set does not include the 100
annotated reviews, used for testing only.

5 Comparison of System to Humans

Attention prediction. To evaluate the system’s es-
timates of the contribution of each sentence to the
review rating, a first and simple metric is the num-
ber of sentences for which system and human labels
are identical, i.e. accuracy. Identity of labels is how-
ever hard to achieve, given that even humans do not
have perfect agreement. Fig. 4 displays the accu-
racy of the system, for each aspect, for test subsets
of increasing crowd confidence, from the entire test
set to only the most reliable labels. Our MIR sys-
tem appears to achieve the highest accuracy on the
‘performance’ aspect, exceeding 60% for labels as-
signed with at least 0.8 confidence by humans. The
accuracy for ‘story’ is 33%, while for ‘overall’ it is
the lowest, at 26%. The system outperforms the ran-
dom baseline at 20% for ‘performance’ and ‘story’.
When compared with the expected accuracy of a su-
pervised system (10-fold cross-validation over the
ground-truth labels), namely Logistic Regression,
our system achieves similar accuracy on sentences
with confidence greater or equal to 0.6.

When relaxing the constraints of exact label
matching, i.e. accepting as matches neighboring la-
bels as well (distance 1), the accuracies at the 0.8
confidence level increase to 71%, 43% and 52% re-
spectively for each aspect. Interestingly, the ‘over-
all’ aspect benefits the most from this relaxation,
showing that many predictions were actually close to
the gold label. The MIR performance is greater for
higher crowd confidence values, which shows that

both the system and the humans find similar diffi-
culties in assigning importance scores to sentences
wrt. document-level aspects.

While accuracy gives an indication of a system’s
quality, it is not entirely informative in the absence
of a direct comparison term, such as a better baseline
than random guesses. A second evaluation metric
enabled by our dataset compares the system’s qual-
ity with that of human annotators.
Reliability analysis. This more nuanced evaluation
places the system on the same scale of qualification,
from the most reliable judges (those who most agree
with the average) to the least reliable ones. We con-
sider the average standard deviation (STD) among
humans, which decreases when the answers of the
least reliable judges are removed, and ask: what hap-
pens if certain judges are replaced by our system?
Fig. 5 displays the difference obtained from the STD
of all judges for three replacement strategies:

Random: Select a random label per sentence and
replace it with a random value.

Human: Replace the least reliable human judge for
each sentence (i.e. largest distance to the aver-
age) with the average label of each sentence.

Model: Replace at random an annotator label per
sentence with a system one.

As shown in Fig. 5, ‘Model’ consistently outper-
forms ‘Random’ for all aspects and confidence lev-
els, as it leads to a larger decrease (or a smaller in-
crease) in STD. The system performs better than the
least agreeing judges on the ‘story’ and ‘overall’ as-
pects, as it leads to a smaller STD than the ‘Hu-
man’ configuration, sometimes even smaller than
the initial STD of all judges. Given the qualification
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Figure 5: Changes in average STD of the explanatory sentence labels in three replacement experiments (color coded), for each of

the three aspects separately and then jointly for all of them.

controls enforced by the Crowdflower, we conclude
that the labels assigned by the system are compa-
rable to those of qualified human judges for ‘story’
and ‘overall’. For ‘performance’, however, the high
agreement of judges cannot be matched by the sys-
tem, according to this metric. Still, these results pro-
vide evidence that the weights found by the system
capture the explanatory value of sentences in a way
that is similar to humans.

6 Related Work

Multi-aspect sentiment analysis. This task usu-
ally requires aspect segmentation, followed by
prediction or summarization (Hu and Liu, 2004;
Zhuang et al., 2006). Most related studies have
engineered various feature sets, augmenting words
with topic or content models (Mei et al., 2007;
Titov and McDonald, 2008; Sauper et al., 2010;
Lu et al., 2011), or with linguistic features (Pang
and Lee, 2005; Qu et al., 2010; Zhu et al., 2012).
McAuley et al. (2012) proposed an interpretable
probabilistic model for modeling aspect reviews.
Kim et al. (2013) proposed an hierarchical model
to discover the review structure from unlabeled
corpora. Previous systems for rating prediction
were trained on segmented texts (Zhu et al., 2012;
McAuley et al., 2012), while our system (Pappas
and Popescu-Belis, 2014) used weak supervision on
unsegmented text. Here, we introduced a new eval-
uation of such models on sentiment summarization
considering human attention.

Document classification. Recent studies have
shown that attention mechanisms are beneficial to
machine translation (Bahdanau et al., 2014), ques-
tion answering (Sukhbaatar et al., 2015), text sum-
marization (Rush et al., 2015), and document clas-
sification (Pappas and Popescu-Belis, 2014). Most
recently, Yang et al. (2016) introduced hierarchical
attention networks for document classification. De-
spite the improvements, it is yet unclear what ex-
actly this attention mechanism captures for the task
at hand. Our dataset enables the direct comparison
of such mechanism and human attention scores for
document classification, thus contributing to a better
understanding of the document attention models.

7 Conclusion
We presented a new dataset with human attention to
sentences triggered when attributing aspect ratings
to reviews. The dataset enables the evaluation of
attention-based models for document classification
and the explicit evaluation of sentiment summariza-
tion. Our crowdsourcing task is sound and can be
used for larger-scale annotations. In the future, sta-
tistical properties of the data (e.g. numeric scale),
should be exploited even further to provide more ac-
curate evaluations, for instance by relaxing the exact
match rule to tolerate marginal mismatches.
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